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Preface

The cell cycle is a series of events that drives cells to divide and produce two new daughter
cells. The typical cell cycle in eukaryotes is composed of the following phases: G1, S, G2, and
M phases. G1, S, and G2 phases are collectively known as interphase. M phase consists of
two coupled processes: mitosis and cytokinesis. In mitosis, a cell’s nucleus divides, and in
cytokinesis, a cell’s cytoplasm divides to form two daughter cells. Mitosis is further divided
into five subphases including prophase, prometaphase, metaphase, anaphase, and telophase.
Progression through each cell cycle phase is dependent on the proper completion of the
previous one. Cells can also exit from cell cycle to enter quiescence or G0 phase by
temporarily or reversibly stopping division. In prokaryotes, the cell cycle is divided into
the B, C, and D periods. The B period extends from the end of cell division to the beginning
of DNA replication. DNA replication occurs during the C period. The D period refers to the
stage between the end of DNA replication and the splitting of the bacterial cell into two
daughter cells.

Cell cycle progression is mediated by cyclin-dependent kinases (CDKs) and their regu-
latory cyclin subunits. CDKs, such as CDK4/6, CDK2, and CDK1 (also known as CDC2),
are serine/threonine kinases with a wide variety of substrates. CDKs are activated mainly by
binding to their cyclin partners, whose expressions rise and fall throughout the cell cycle to
mediate the temporal activation of each CDKs. Various cell cycle checkpoints exist to ensure
that critical processes are engaged prior to progression to the next phase. These cell cycle
checkpoints are the G1 (restriction) checkpoint, the G2/M DNA damage checkpoint, and
the spindle assembly checkpoint (SAC).

Cell synchronization is a process to bring the cultured cells at various stages of the cell
cycle to the same phase. Cell synchronization is a vital method in the study of cell cycle
progression and regulation because it allows population-wide data to be collected rather
than relying solely on single-cell experiments. Cell synchronization could be achieved in
many different ways. Traditionally, the types of synchronization are broadly categorized into
two groups: synchronization by non-chemical inhibitors and synchronization by chemical
blockade. Synchronization by non-chemical inhibitors includes physical fractionation,
changes to cell environments, and genetic manipulation. Synchronization by physical frac-
tionation is based on cell density and size, cell surface epitopes and DNA contents, as well as
light scatter and fluorescent emission. Flow cytometry and centrifugal elutriation are the two
commonly used methods. Serum starvation, contact inhibition, mitotic shake-off, and
genetic manipulation are also used as non-chemical methods. Cell synchronization by
using chemical inhibitors is a major approach used by many researchers. As each specific
cell cycle phase has its own protein expression profile and is regulated differently from other
cell phase, specific chemical inhibitors have been identified and used to inhibit the cell cycle
at specific cell cycle phase. While chemical blockade is typically more effective and precise
than physical separation, chemical manipulations may disrupt cellular function and/or kill a
portion of cells.

v
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This volume is divided to four parts. Part I contains four review articles that provide a
general overview regarding the cell cycle control and synchronization. Part II provides five
protocols used to synchronize mammalian cells to various cell cycle phase including mitotic
subphases. Part III contains four protocols for the synchronization of unicellular organisms.
Part IV provides five protocols for the analysis of cell cycle progression.

These protocols cover a broad range of cell types, including cultured cell lines and the
primary cells, and various unicellular organisms, including fission yeast, budding yeast,
parasite Leishmania amazonensis, and parasite Trypanosoma brucei. These protocols cover
all the commonmethods used for cell cycle synchronization including centrifugal elutriation
(Chapters 11 and 12), serum starvation (Chapters 7 and 9), nitrogen depletion
(Chapter 13), genetic manipulation (Chapters 12 and 13), pheromone treatment
(Chapter 12), double thymidine block (Chapters 5, 6, 7, 8, and 9), hydroxyurea inhibition
(Chapters 10, 12, and 13), Nocodazole treatment (Chapters 6, 8, 9, and 12), GM132
treatment (Chapters 6 and 8), Roscovitine treatment (Chapter 7), RO-3306 treatment
(Chapter 9), blebbistatin treatment (Chapter 8), and STLC (S-Trityl-L-cysteine) treatment
(Chapter 6).

The format of the protocols is standardized to be followed accurately and easily. Each
protocol is composed of four sections: Introduction, Materials, Methods, and Notes. The
protocols are useful for both the newcomers to the field and more experienced scientists.

Edmonton, AB, Canada Zhixiang Wang
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Chapter 1

Cell Cycle Progression and Synchronization: An Overview

Zhixiang Wang

Abstract

The cell cycle is the series of events that take place in a cell that drives it to divide and produce two new
daughter cells. Through more than 100 years of efforts by scientists, we now have a much clearer picture of
cell cycle progression and its regulation. The typical cell cycle in eukaryotes is composed of the G1, S, G2,
and M phases. The M phase is further divided into prophase, prometaphase, metaphase, anaphase,
telophase, and cytokinesis. Cell cycle progression is mediated by cyclin-dependent kinases (Cdks) and
their regulatory cyclin subunits. However, the driving force of cell cycle progression is growth factor-
initiated signaling pathways that controls the activity of various Cdk-cyclin complexes. Most cellular events,
including DNA duplication, gene transcription, protein translation, and post-translational modification of
proteins, occur in a cell-cycle-dependent manner. To understand these cellular events and their underlying
molecular mechanisms, it is desirable to have a population of cells that are traversing the cell cycle
synchronously. This can be achieved through a process called cell synchronization. Many methods have
been developed to synchronize cells to the various phases of the cell cycle. These methods could be classified
into two groups: synchronization methods using chemical inhibitors and synchronization methods without
using chemical inhibitors. All these methods have their own merits and shortcomings.

Key words Cell cycle, G1 phase, S phase, G2 phase, M phase, Synchronization, Cdks

1 Introduction

Cell theory was developed in the middle of the nineteenth century,
marking the start of the cell cycle research [1–3]. By the turn of the
twentieth century, the cell cycle had become a subject of intense
study. Microscopists and embryologists became able to describe the
cytology of cell division in great detail; however, the underlying
mechanisms driving cell division were still mostly unknown. In the
late 1970s and 1980s, the advancement of modern molecular
biology provided the means and knowledge to study the molecular
mechanisms regulating the cell cycle. Cell biologists, biochemists,
and geneticists joined forces and demonstrated that the basic pro-
cesses and control mechanisms of the cell cycle were universal
among eukaryotes.

Zhixiang Wang (ed.), Cell-Cycle Synchronization: Methods and Protocols, Methods in Molecular Biology, vol. 2579,
https://doi.org/10.1007/978-1-0716-2736-5_1,
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2022
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4 Zhixiang Wang

Through more than 100 years of efforts by scientists, we now
have a much clearer picture of cell cycle progression and its regula-
tion. The cell cycle, or the cell division cycle, is the series of events
in a cell that drives it to divide and produce two new daughter cells.
The typical cell cycle in eukaryotes is composed of four phases:
G1, S, G2, and M. G1, S, and G2 are collectively called interphase.
The M phase is comprised of mitosis, during which the cell’s
nucleus divides, and cytokinesis, during which the cell’s cytoplasm
divides to form two daughter cells. Mitosis and cytokinesis are
tightly coupled together. Mitosis is further divided into
5 sub-phases: prophase, prometaphase, metaphase, anaphase, and
telophase (Fig. 1). Each phase of cell cycle progression relies on the
proper completion of the previous cell cycle phase. A cell can also
exit from the cell cycle to enter the G0 phase, a state of quiescence
[4, 5].

Cell cycle progression is mediated by cyclin-dependent kinases
(Cdks) and their regulatory cyclin subunits. Cdks, such as Cdk4/6,
Cdk2, and Cdk1, are serine/threonine kinases with a wide variety
of substrates. Cdks are activated mainly by binding to their cyclin
partners, which expressions rise and fall throughout the cell cycle to
mediate the temporal activation of each Cdk. Various cell cycle
checkpoints exist to ensure that critical processes are engaged
prior to progression to the next phase. There are three major cell
cycle checkpoints: the G1/S checkpoint (also referred as the restric-
tion point), the G2/M DNA damage checkpoint, and the spindle
assembly checkpoint (SAC) [6–8]. Growth factors (GFs) also play
an important role in the regulation of the cell cycle. GFs are a group
of proteins that stimulate the growth of specific tissues. Each GF
binds to a specific cell-surface receptor, initiating an intracellular
signaling pathway that drives cell division and proliferation. One
specific group of GF receptors that possess tyrosine kinase activity,
termed receptor tyrosine kinases (RTKs), are particularly important
in cell cycle regulation. GFs drive the cell cycle by activating RTKs
and downstream signaling pathways, which in turn regulate Cyclin-
Cdk complexes [9, 10].

When studying the cell cycle, it is desirable to have a population
of cells that are traversing the cell cycle synchronously, as it allows
population-wide data to be collected rather than relying solely on
single-cell experiments [4]. This is achieved through a process
called cell synchronization, where a population of cultured cells at
different phases of the cell cycle are brought to the same phase.
Through the years, many protocols have been developed to syn-
chronize cells to each cell cycle phase with specificity and efficiency
[11–14].

In this review, we will provide a brief overview of historically
important findings in cell cycle research, describe the process of cell
cycle progression through various cell cycle phases, and discuss
commonly used methods in cell cycle synchronization.
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Fig. 1 Diagram to illustrate a complete cell cycle progression through four cell
cycle phases (G1, S, G2, and M) and three major checkpoints (G1/S, G2/M, and
SAC). M phase is further divided into Prophase, Prometaphase, Metaphase,
Anaphase, and Telophase

2 Early History of Cell Cycle Discovery

Cell theory was developed in the middle of the nineteenth century.
This theory had three main principles: (1) Every living organism is
composed of one or more cells; (2) cells are the basic unit of life for
all living organisms; and (3) cells only arise from pre-existing cells.
The first two principles were contributed by German physician and
physiologist Theodor Schwann and German botanist Matthias
Jakob Schleiden, while the third principle was contributed by Ger-
man scientist and physician Rudolf Virchow. Importantly, Virch-
ow’s discovery that all cells arise from pre-existing cells marks the
beginning of cell cycle research [1–3] (Fig. 2).

In the late nineteenth century, early light microscopic studies
showed that cell division followed mitosis. Through his observa-
tions of cell division, German biologist and founder of cytogenetics
Walther Flemming was able to observe and describe the sequence
of chromosome movements in mitosis. Flemming’s discovery was
proved correct decades later by the study of live dividing cells [15],
which further showed that mitosis could be broken down into
distinct morphological stages. However, the only observable
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morphological change outside of mitosis was the growth of the cell
size. Interphase remained a black box and was initially recognized as
only one phase. This changed with the discovery that DNA synthe-
sis occurred during only a short period within the interphase
[16]. This discovery splits the interphase into three phases: the
first gap period between the formation of the cell and DNA synthe-
sis, termed the Gap 1 or G1 phase; the period of DNA synthesis,
termed the S phase; and the second gap period between DNA
synthesis and mitosis, termed the Gap 2 or G2 phase.

6 Zhixiang Wang

Fig. 2 Timeline of major discoveries in the early cell cycle research

Following the recognition of the four major cell cycle states,
namely G1, S, G2, and M, the focus of cell cycle research shifted to
understanding the transitions between these phases. A major task
was identifying the factors driving these transitions. One such
discovery was made in the early 1970s through the fusion of cells
at different stages of the cell cycle. It was shown that G1 phase cells
contained an S phase-promoting factor (SPF) that helped induce
the onset of the S phase, while cells in the late G2 phase contained
an M phase-promoting factor (MPF) that helped induce the onset
of mitosis [17, 18].

There emerged a growing interest in purifying SPF and MPF
for further study. Unfortunately, no biochemical method existed at
the time that could accomplish this. Genetic approaches, however,
were more fruitful. At the end of the 1960s, Leland Hartwell
discovered the possibility of using genetic methods to study the
cell cycle. He accomplished this through his experiments on Sac-
charomyces cerevisiae, a budding yeast that acted as a highly suitable
model system for cell cycle research. In an elegant series of experi-
ments in 1970–71, he used the temperature-sensitive lethal
mutants of S. cerevisiae to isolate yeast cells that contained mutated
variants of the genes responsible for cell cycle progression. This
approach allowed him to successfully identify more than 100 genes



involved in cell cycle control, including those encoding SPF and
MPF. Hartwell named these genes -Cdc-genes (cell division cycle
genes) [19–21]. One particularly important cdc gene he identified
was Cdc28, which controlled the first step of cell cycle progression
in the G1 phase and was also known as “start”.

Cell Cycle Progression and Synchronization: An Overview 7

In the middle of the 1970s, Paul Nurse followed Hartwell’s
approach of studying cell cycle regulation through genetic meth-
ods, this time using the fission yeast Schizosaccharomyces pombe as
his model system. Through his research, Nurse discovered the gene
Cdc2 in fission yeast, which functioned identically to the Cdc28
gene in budding yeast. He further found that Cdc2 played a key
role in regulating the transition from the G2 phase to mitosis
[22]. In 1987, Nurse isolated the mammalian version of the
Cdc28 and Cdc2 gene, which he called Cdk1 due to it encoding
a cyclin-dependent kinase (Cdk) protein. He found that the phos-
phorylation status of its catalytic subunit, p34cdk1, was closely
related to cell cycle progression. When cells were stimulated to
enter the G1 phase of the cycle, p34cdk1 is phosphorylated. The
timing of the phosphorylation is right before the DNA synthesis in
the S phase [23, 24]. Since then, half a dozen more Cdk proteins
have been found in humans with similar roles in cell cycle regula-
tion. It appears that what is accomplished by one protein (the
product of Cdc28 or Cdc2) in yeast is actually accomplished by a
group of proteins (Cdks) in mammalian cells.

In the early 1980s, Tim Hunt discovered the first cyclin mole-
cule through his study of the sea urchin genus Arbacia. During
embryological development, sea urchins undergo eight very rapid
cell divisions; to sustain these cell divisions, continual protein syn-
thesis is required. Hunt found that one specific protein was always
destroyed each time the cells divided. He named this protein cyclin
because he found that the intracellular level of this protein varied
periodically during the cell cycle [25]. In the following years, more
cyclins were identified in various species by Hunt and other groups.
It was later shown that cyclins help control the progression of the
cell cycle by binding to Cdk molecules, regulating their activity, and
determining their substrate specificity [26]. It is now well under-
stood that the eukaryotic cell cycle is controlled by the Cdk-Cyclin
complex. In lower organisms, only one Cdk (Cdk1 or Cdc2) con-
trols cell-cycle progression. However, in mammals, different
Cdk-Cyclin complexes drive the cell cycle through sequential acti-
vation. In mammalian cells, progression through the G1 phase is
driven by Cdk4/Cdk6-Cyclin D activation. The transition from the
G1 to the S phase is regulated by the Cdk2-Cyclin E complex.
Progression through S and G2 phases is controlled by Cdk2-Cyclin
A complex. Finally, the entry into the M phase is driven by the
formation and activation of Cdk1-Cyclin A/B complexes [27]
(Fig. 3).
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Fig. 3 Regulation of cell cycle progression by Cdks and Cyclins

Another important concept introduced during this period was
the checkpoint. This concept was developed by Hartwell in the late
1980s after studying the sensitivity of yeast cells to irradiation
[28, 29]. He observed that the cell cycle would be arrested at
certain points after enough DNA damage took place; these points
were referred to as checkpoints. Checkpoints would later be
described as a surveillance mechanism used by cells to check the
integrity and fidelity of the major events of the cell cycle. Examples
of these major events include cell size growth, DNA replication and
integrity, and accurate chromosome segregation [6].

The historical contributions of Leland H. Hartwell, Paul
M. Nurse, and R. Timothy (Tim) Hunt earned them the 2001
Nobel Prize in Physiology or Medicine for their discovery of “key
regulators of the cell cycle.”

3 Cell Cycle Progression Through Various Phases

The cell cycle consists of the G1, S, G2, and M phases. In the G1
phase, the cell grows and becomes larger. The cell enters the S phase
when it reaches a certain size. The S phase is the period during
which DNA synthesis occurs, which is achieved through DNA
replication. In the following G2 phase, the cell assesses for the
proper completion of DNA replication and prepares for mitosis.



Chromosome segregation and cell division are completed in the M
phase. The proper cell cycle progression from G1 to M ensures that
each of the two daughter cells receives identical chromosomes from
the parent cell. After cell division, the cell cycle is completed, and
the new daughter cells are back in the G1 phase. Cells in the G1
phase can exit from the cell cycle and enter the G0 phase, a state of
quiescence. The duration of cell cycle phases varies between 10 and
30 h in most mammalian cells, depending on the cell type. For a
typical proliferating human cell, if we assume the total cycle time is
24 h, the duration of the G1, S, G2, and M phases are approxi-
mately 11, 8, 4, and 1 h, respectively. Cell cycle progression is
mainly driven and regulated by two classes of proteins: Cdks and
cyclins [30] (Fig. 3). Cdks are kinases that phosphorylate substrates
within cells; however, they are inactive by themselves. Cyclins acti-
vate Cdks by binding to them to form cyclin-Cdk complexes.
Cyclins also confer substrate specificity to the Cdk, thereby deter-
mining which substrates the Cdk phosphorylates. Thus, depending
on the phase of the cell cycle, certain cyclins will bind to certain
Cdks and drive them to phosphorylate substrates in a way that is
appropriate for the given cell cycle phase. This phosphorylation can
have varying effects on the substrate, including activation, inactiva-
tion, and localization. This hypothesis represents the classical
model of cell-cycle regulation, and it has been established through
extensive research in numerous eukaryotic organisms.
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According to this model, Cdk4 and/or Cdk6 form complexes
with D-type cyclins, which activate Cdk4/6 and initiate phosphor-
ylation of the retinoblastoma protein (Rb) family in the early G1
phase [31, 32]. Rb phosphorylation stimulates the release of the
transcription factor E2F, which in turn stimulates the transcription
of early E2F-responsive genes required for the progression of the
cell cycle [33, 34]. Early E2F-responsive genes include A- and
E-type cyclins [31, 35]. In the late G1 phase, cyclin E binds to
and activates Cdk2, which leads to full Rb phosphorylation and the
further activation of E2F-mediated transcription
[31, 32]. Together, the above events drive the passage of the cell
through the restriction point at the boundary of the G1/S phase
and initiate the S phase. At the onset of the S phase, A-type cyclins
are synthesized and form complex with Cdk2, which phosphory-
lates proteins involved in DNA replication and drive the cell pro-
gression to the G2 phase [36, 37]. Cyclin A also associates with
Cdk1 from the late S phase to the late G2 phase, which is involved
in the activation and stabilization of the cyclin B/Cdk1 complex.
Cyclin B/Cdk1 activity steadily increases in the G2 phase and peaks
in the late G2 phase, driving the transition of the cell cycle from the
G2 to the M phase. The Cyclin B/Cdk1 complex activity remains
high in the early M phase and decreases in the late M phase, driving
the completion of mitosis [38] (Fig. 3).
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3.1 G1 Phase Cells enter G1 from either the preceding M phase or from the G0
phase. The transition of cells between the G0 and G1 phase is
determined by extracellular mitogenic signals [39, 40]. The G1
phase is the growth phase. While the biosynthetic activities of the
cell are slowed down considerably in the M phase, they are resumed
at a high rate in the G1 phase. These activities include synthesizing
many proteins, amplifying organelles like ribosomes and mitochon-
dria, and increasing cell size.

During the G1 phase, diverse signals including environmental
cues, stress, and metabolic cues intervene to influence the cell’s
developmental program. These signals are integrated and inter-
preted by the cells. Based on these inputs, the cell decides whether
to self-renew, differentiate, or die. To enter the S phase to begin
self-renewal, all cells must fulfill one essential requirement: Cdk
activation [40, 41].

3.2 S Phase The S phase is characterized by DNA synthesis. In the S phase, the
amount of DNA in each chromosome is doubled, resulting in a
chromosome consisting of two identical sister chromatids. The S
phase is also characterized by low levels of gene expression and
protein synthesis. One notable exception is histone production, as
most histones are produced in the S phase [42].

It is suggested that an intra-S phase checkpoint exists to control
S phase progression. This intra-S phase checkpoint turns off Cdk2
in response to DNA damage and other replication stress, which
blocks origin firing and therefore avoids replication of damaged
DNA [43]. The S phase to the G2 phase transition is regulated by
the active checkpoint kinase ATR (ataxia-telangiectasia and Rad3-
related) [44].

3.3 G2 Phase The G2 phase begins after the successful completion of the S phase
and ends with the onset of mitosis. The major task for cells in G2 is
to prepare themselves for mitosis. Consequently, the G2 phase is
marked by significant protein/lipid synthesis and cell growth
[45]. Protein synthesis inhibitors arrest cells at the G2 phase;
however, a recent study suggests that this may be due to the
inhibition of p38, and that protein synthesis is not absolutely
required for mitosis entry [46]. It is also hypothesized that cell
size controls the growth in the G2 phase, however, this is only
demonstrated in fission yeast [47]. Another process that occurs
during the G2 phase is DNA DSBs repair. During and after DNA
replication, DNA double-strand breaks accumulate in the cell and
need to be repaired before cell can move to pass the G2/M check-
point [28, 48, 49].

Interestingly, some cell types, including certain cancer cells and
Xenopus embryos, lack a G2 phase. In these cells, the cell cycle
proceeds directly from the S phase to the M phase.
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3.4 Mitosis and

Cytokinesis

The M phase is comprised of mitosis, during which the cell’s
nucleus divides, and cytokinesis, during which the cell’s cytoplasm
divides to form two daughter cells. Mitosis is further divided into
prophase, prometaphase, metaphase, anaphase, and telophase
(Fig. 1). Prophase is characterized by chromatin/chromosome
condensation, centrosome separation, and nuclear membrane
breakdown. The migration of the centrosomes to two opposite
poles is important for the formation of the bipolar mitotic spindle
apparatus. Importantly, chromosomemorphology changes dramat-
ically in prophase. A recent detailed study showed that the inter-
phase organization of chromosomes is rapidly lost in prophase in a
condensin-dependent manner [50]. In early prophase, chromo-
somes become recognizable under a microscope as linearly
organized structures [51]. Each sister chromatid can be seen as an
array of loops radiating from an axial core that contains topoisom-
erase II alpha and condensin complexes [52]. The rise of cyclin
B-Cdk1 activity is a defining molecular event of prophase [53].

The next phase is prometaphase, during which mitotic spindle
microtubules attach to the kinetochores (disk-shaped protein struc-
tures) at the centromere of each chromosome [54]. The chroma-
tids additionally shorten and become thicker to form fully
condensed chromosomes.

During metaphase, the chromosomes are pulled back and forth
by the kinetochore microtubules until they align along the meta-
phase plate at the cell equator. Achieving this configuration is key
for faithful chromosome segregation. Here, the SAC checkpoint
confirms whether the chromosomes are properly aligned at the
metaphase plate, and if all kinetochores are attached to microtu-
bules at opposite polls. If the checkpoint fails, mitosis halts.

If the cell passes the SAC checkpoint, it enters anaphase. The
cohesion between the sister chromatids is dissolved, and the micro-
tubules begin to pull the chromatids to the opposite poles. This
involves two mechanistically distinct steps: anaphase A and ana-
phase B [55]. In anaphase A, the kinetochore microtubules shorten
and cause the migration of each sister chromatid toward its respec-
tive pole. In anaphase B, the disjointed sister chromatids are further
separated through elongation of the mitotic spindle in the mid-
zone. These two steps are temporally separated in some organisms,
while occur simultaneously in other organisms. In human mitotic
cells, anaphase B usually starts 30–50s after the start of the ana-
phase A [56, 57].

The final stage of mitosis is telophase. The separated chroma-
tids (now referred to as chromosomes) de-condense [55]. At the
same time, nuclear membranes form around the separated chromo-
somes to divide the nuclear DNA from the cytoplasm [58].

Cytokinesis results in the physical separation of the cytoplasm
of the parent cell into two daughter cells [59, 60]. The segregation
of chromosomes and cytoplasm needs to be tightly coordinated to



generate offspring with the right complement of chromosomes
[61]. Cell cytokinesis is initiated in anaphase, when lower Cdk1
activity causes the reorganization of the mitotic spindle and the
stabilization of microtubules. The assembly of the central spindle is
the key early event, which provides the template for the midbody
and contributes to division plane specification. The division plane is
positioned between the two sets of segregated chromosomes; the
precise position of the plane is critical to prevent segregation errors.
Cytokinetic furrow ingression of the attached plasma membrane is
then initiated by the contraction of the actomyosin ring, which
partitions the cytoplasm into two domains of emerging daughter
cells. The last step of cytokinesis is abscission [62]. Abscission is the
physical separation of the plasma membrane of the two daughter
cells. During abscission, cells remove the cytoskeletal structures
from the intercellular bridge, which is followed by constriction of
the cell cortex and finally the division of the plasma membrane
[63, 64].
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4 Cell Cycle Synchronization

Most cellular events, including DNA duplication, gene transcrip-
tion, protein translation, and post-translational modification of
proteins, occur in a cell-cycle-dependent manner. To understand
these cellular events and the underlying molecular mechanisms, it is
desirable to have a population of cells that are traversing the cell
cycle synchronously. This can be achieved through a process called
cell synchronization, during which cultured cells at different stages
of the cell cycle are brought to the same phase. Cell synchronization
is a vital process in the study of cell cycle progression and regulation
that allows population-wide data to be collected rather than relying
solely on single-cell experiments [11–14].

Many methods have been developed to synchronize cells to the
various phases of the cell cycle. These methods can be classified into
two groups: synchronization methods using chemical inhibitors
and synchronization methods without using chemical inhibitors.
All these methods have their own merit and shortcomings, which
are summarized in Fig. 4 and will be discussed in this section.

4.1 Cell

Synchronization

Without Using

Chemical Inhibitors

Various methods have been developed for the purpose of synchro-
nizing cells to specific cell cycle phases without using chemical
inhibitors. In general, the advantage of these methods is that they
avoid the side effects imposed by chemical inhibitors. However,
they tend to have lower yield and less specificity.

4.1.1 Serum Starvation It is well established that a cell will exit the cell cycle to enter the G0
phase in the absence of growth factors [4, 65]. Thus, serum depri-
vation will arrest and synchronize cells in the G0 phase. The



re-addition of serum or growth factors will ideally cause the cells to
return to the G1 phase and resume cell cycle progression
together [11].
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Fig. 4 Overview of the cell cycle phases and some synchronization methods. Cell synchronization methods
without using chemical inhibitors are labeled purple. Cell synchronization by using chemical inhibitors labeled
brown

The effectiveness of this method is mostly dependent on the
sensitivity of cells to serum withdrawal. This method is suitable for
cultured normal cells but less so for transformed cells, as some
transformed cells are able to continue the cell cycle in the absence
of growth factor stimulation. It should also be noted that after the
re-addition of serum, not all cells will return to the G1 phase. Thus,
synchronization by serum starvation is highly dependent on the cell
type [11, 66].

4.1.2 Contact Inhibition When normal cells in culture reach a high density or full confluence,
the amount of cell-to-cell contact is maximized. This triggers the
arrest of the cell cycle in the early G1 phase for up to weeks at a
time. This arrest is mediated by p27, a Cdk2 inhibitor
[67, 68]. When the culture is split and replated at a lower density,
the cells resume the cell cycle [11, 69]. Arrest by contact inhibition
resembles quiescence; however, the former can occur in the



presence of growth stimulation, and arrest is in the early G1 phase
as opposed to the G0 phase. Contact inhibition is likely the most
important and physiologically relevant type of cell cycle arrest, as
division of most cells in an organism is suppressed by contact
inhibition.

14 Zhixiang Wang

However, not all cells display contact inhibition. There are two
important physiological examples of this. Firstly, cancer cells fre-
quently lack contact inhibition [69, 70]. Secondly, wounds can
remove contact inhibition, with cells in the wounded area resuming
the cell cycle to proliferate and fill the wound. Thus, when studying
cancer cells or cells in wound repair, contact inhibition together
with serum withdrawal may significantly improve the synchroniza-
tion of these cells to the early G1 phase [11].

4.1.3 Mitotic Shake-off Mitotic shake-off is a nondisruptive method of isolating mitotic
cells [11, 71–74]. Cells round during mitosis and become only
loosely attached to the plate, allowing them to be easily detached
from the plate by shaking. Therefore, in a population of cells at
different cell cycle phases, mitotic cells can be isolated from inter-
phase cells by shaking the plate. The detached mitotic cells in the
medium can then be collected by centrifugation.

One disadvantage of this method is that the mitotic period
constitutes approximately 5 percent of the cell cycle, which means
that only 5% of the asynchronized cell population is in mitosis at any
given time. Consequently, the yield of mitotic cells will be very low,
and it is often insufficient for many types of experiments. One way
to increase the yield is to combine the shake-off protocol with
serum deprivation. Following the re-addition of serum to serum-
deprived cells, the cells will resume the cell cycle in a partially
synchronized fashion. Thus, a higher proportion of cells will enter
mitosis, and performing the mitotic shake will significantly increase
the yield of mitotic cells [74].

4.1.4 Flow Cytometry

and Cell Sorting After DNA

Staining

Flow cytometry is a key technique in cell sorting. In flow cytometry,
cells suspended in a fluid are injected into the flow cytometer
instrument one cell at a time through a laser beam, and the result-
ing light scatter is measured by a detector. Each cell will have a
unique light scatter depending on the physical and chemical prop-
erties of the cells, allowing for sorting. This technique can be used
in combination with fluorescence-activated cell sorting (FACS),
where cells are also tagged with fluorescent antibodies. Through
FACS, a population of cells can be sorted by flow cytometry based
on differences in light scatter (i.e., cell size) and/or fluorescence
emission (i.e., DNA content).

FACS can be used to reliably sort out cells in the G1 phase
based on cell size, as G1 cells are relatively small and roughly half
the size of G2/M phase cells. Thus, FACS offers a fast, inexpensive,
and nonhazardous method for synchronizing proliferating



mammalian cells to G1 [75]. However, it can only reliably sort out
G1 phase cells, and the yield is often low [14].
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FACS can also be used to sort out of cells in the G1, S, and G2/
M phases based on DNA content. In this procedure, the most
common fluorescent dye used to label cells is Hoechst 33342 due
to its low side effect profile on living cells [76]. The biggest advan-
tage of this method is that it can isolate cells synchronized in the
G1, S, and G2/M phases from only a single sample. The downsides
are that the fluorescent DNA dye affects cell metabolism and that
the yield is often low [14].

4.1.5 Centrifugal

Elutriation

Centrifugal elutriation is a most commonly used non-chemical
method to synchronize cells to each phase of cell cycle [11, 77,
78]. In theory, cells in each phase of the cell cycle can be isolated
based on size by centrifugal elutriation. For example, cells in the
late G2 or M phase are twice as big as cells in the early G1 phase.
The size of S phase cells is in between. The method of centrifugal
elutriation consists of a specially designed centrifuge rotor in which
the centrifugal force on the cell population is countered by medium
flowing in the opposite direction.

Centrifugal elutriation offers significant biological advantages
compared with other methods of cell-cycle synchronization. First,
centrifugal elutriation can be used to synchronize almost all types of
cells to each specific cell cycle phase, including both adherent and
suspension cells, as well as both mammalian cells and unicellular
model organisms. It has been used to isolate the following cells and
unicellular organisms: Rat1 fibroblasts [79], primary diploid fibro-
blasts [79, 80], NOSE-1 epithelial cells [81], Swiss 3T3 cells
[80, 81], NB41A3 neuroblastoma cells [82, 83], Jurkat leukemia
cells [84], HT-29 adenocarcinoma cells [85], HeLa, U2OS,
293, Manca (B-cell lymphoma), Raji [86], fission yeast Schizosac-
charomyces pombe [87, 88], budding yeast Saccharomyces cerevisiae
[89], protozoan parasite Giardia intestinalis [90], parasitic kineto-
plastid Trypanosoma brucei [91], and unicellular eukaryote Tetra-
hymena thermophila [78]. Second, this method causes the least
amount of stress to cells. It does not require maintaining cells in
stress-inducing environments, such as low-serum or high-density
conditions. Third, centrifugal elutriation can yield a large popula-
tion of phase-specific cells in a very rapid manner. Finally, centrifu-
gal elutriation is highly reproducible. Once the parameters are
established for a given cell type and cell-cycle position, it offers
consistent results [11, 78].

Despite these advantages, centrifugal elutriation also has some
drawbacks. Centrifugal elutriation setup requires expensive and
specially designated equipment. It also requires preliminary experi-
ments to determine the right parameters for different cell types.
Moreover, adherent cells need to be released from the plate surface,
which may cause some stress to the cells [14].
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4.2 Cell

Synchronization by

Using Chemical

Inhibitors

Cell synchronization through chemical inhibitors is a major
approach used by many researchers. Each cell cycle phase has its
own protein expression profile and regulation mechanisms, and
through this different chemical inhibitors have been identified
that can target each phase. Lovastatin, a reversible competitive
inhibitor of 3-hydroxy-3-methylglutaryl-coenzyme A reductase, is
a commonly used chemical inhibitor for the synchronization of
cells to G1. Various DNA synthesis inhibitors, including thymidine
and hydroxyurea, are widely used for synchronizing cells to the
early S phase. CDK inhibitors, including RO-3306 and roscovitine,
have been used to synchronize cells to the G2 phase. And microtu-
bule inhibitors like nocodazole are frequently used to synchronize
cells to prometaphase.

4.2.1 Synchronization of

Cell Cycle to G1 Phase by

Lovastatin

Synchronization by lovastatin efficiently arrests many cell types
reversibly in the G1 phase of the cell cycle, especially some cancer
cells like MCF-7 and MDA-MB-231 [92, 93]. Lovastatin is a
reversible competitive inhibitor of 3-hydroxy-3-methylglutaryl-
coenzyme A reductase, an enzyme that is vital in the production
of mevalonic acid and later cholesterol. However, it is unclear how
lovastatin induces G1 arrest. It appears that lovastatin inhibits the
formation of an early intermediate in the pathway that is essential
for progression through early G1 [92]. Lovastatin treatment also
increases protein and mRNA levels of the cyclin-dependent kinase
inhibitor p21WAF1/CIP1, increases the binding of p21 with Cdk2
[94], and decreases the activity of cyclin-dependent kinase
1 [14]. The downside of lovastatin use is that it may induce cell
apoptosis, and it is not clear at which specific stage of G1 the cells
are arrested.

4.2.2 Synchronization of

Cell Cycle to Early S Phase

by Double Thymidine Block

Thymidine is a DNA synthesis inhibitor that can arrest cells at the
G1/S boundary, prior to DNA replication. When high concentra-
tions of thymidine are added to the culture fluid, the excess thymi-
dine blocks the enzyme ribonucleotide reductase, which is
responsible for converting ribonucleotides into deoxyribonucleo-
tides. As a result, the supply of deoxyribonucleotides falls and DNA
synthesis stops [95, 96]. However, this thymidine block will arrest
cells in the different stages of S phases immediately, resulting in a
cell population at different stages of DNA duplication. A second
thymidine block is needed to synchronize all the cells to the early
stage of the S phase. The release of the first thymidine block will
allow all the cells to resume DNA synthesis and progress out of the
S phase. The second thymidine block then results in the synchroni-
zation of all cells to the early S phase when DNA duplication starts.

A double thymidine block is simple and cheap. It can be used
for both adherent and suspended cell lines. However, it may induce
replication stress and cause an imbalance in nucleotide pools [14].
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While used less frequently, hydroxyurea is an alternative for
synchronizing cells to the early S phase. Hydroxyurea inhibits
production of dNTPs and subsequently DNA synthesis [97]. The
inhibition can be easily reversed by washing, which makes it an ideal
agent for cell synchronization.

4.2.3 Synchronization of

Cell Cycle to G2 Phase by

Inhibiting CDK1

CDK1 activity is essential for cell cycle progression from the G2 to
M phase through the formation of the CDK1/cyclin B complex
(also known as the maturation promoting factor) [4]. Inhibition of
CDK1 activity can thus synchronize cells to the G2 phase. Two
CDK1 inhibitors have been used for G2 phase synchronization:
RO-3306 and Roscovitine.

RO-3306 is a reversible CDK1 inhibitor with high specificity
for CDK1 vs. CDK2 (>10-fold). Treatment of cells with RO-3306
results in an effective late G2 phase arrest consistent with specific
inhibition of CDK1 in the cellular context [98, 99]. In fact, the
synchronization efficiency of cycling cells treated with 9 mM
RO-3306 is over 95%. At the G2/M transition, CDK1/cyclin B
levels are at their peak, and removing the inhibition of CDK1
should resume the cell cycle instantaneously. As a reversible
CDK1 inhibitor, RO-3306 is thus an ideal agent for cell synchro-
nization to the late G2 phase. However, several factors may influ-
ence the ability of RO-3306 to induce a clean G2 phase arrest, such
as cell origin, compound concentration, and length of treatment. It
should be noted that prolonged treatment can result in genome
reduplication [98, 100].

Roscovitine inhibits CDKs by competing with ATP at the ATP
binding sites of various CDKs, including CDK1, CDK2, CDK5,
and CDK7. As a pan-CDK inhibitor, roscovitine can cause a reduc-
tion in retinoblastoma protein phosphorylation at multiple sites
and cause cell cycle arrest in multiple different cell cycle phases
[101]. Thus, to be used for G2 phase synchronization, roscovitine
needs to be used together with another inhibitor. One established
protocol is to first arrest the cells to the early S phase by hydroxy-
urea or a double thymidine block and allow them to progress into
G2 before using roscovitine to arrest them in G2.

4.2.4 Synchronization of

Cell Cycle to Mitosis by

Nocodazole, MG132, and

Blebbistatin

Mitosis involves a major reorganization of virtually all cell compo-
nents and is the most dynamic and fragile period of the cell cycle.
Indeed, mitosis is a frequent target for cancer therapy, and most
cancer drugs are designed to specifically target mitotic cells
[102]. The progression of the cell cycle through the mitotic sub-
phases is tightly regulated by complicated molecular mechanisms.
Synchronization of cells to the mitotic subphases is important for
understanding these molecular mechanisms.
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Nocodazole, a microtubule depolymerizing agent, is the most
commonly used agent for inducing prometaphase arrest. It has a
high affinity to tubulin, and it prevents tubulin-composed spindle
microtubules from interacting properly with the kinetochores of
chromosomes [103]. These chromosomes are therefore not
brought to metaphase plate and cannot proceed past the spindle
assembly checkpoint (SAC) [104]. Thus, nocodazole is an effective
agent for arresting cells in early prometaphase. However, pro-
longed treatment can result in aneuploidy, cell death, or mitotic
slippage [105].

MG132 is a potent, reversible, and cell-permeable proteasome
inhibitor [106]. When used together with nocodazole, MG132 is
able to arrest the cell cycle in metaphase [107]. The spindle assem-
bly checkpoint (SAC) ensures that all chromosomes are properly
aligned prior to commencing anaphase [108]. Upon satisfying the
requirements of the SAC, the anaphase-promoting complex (APC)
is turned on and initiates the proteasomal degradation of cyclin B
and securin [109–111]. This proteasomal activity allows sister
chromatids to separate and thus transitions the cell from metaphase
to anaphase. To synchronize the cells to metaphase, the proteasome
inhibitor MG132 is added to cells after the cells are released from
the nocodazole-induced prometaphase inhibition. MG132 allows
chromosomes to proceed past the SAC but prevents cells from
proceeding into anaphase [107]. Chromosome and microtubule
fluorescent staining have shown that MG132-treated oocytes are
arrested at metaphase I. Intervention of proteasomal action with
this inhibitor also results in an accumulation of cyclin B and ele-
vated activity of CDK1 [112].

Blebbistatin is a specific inhibitor of nonmuscle myosin II that
can help arrest cells in anaphase or telophase. Anaphase and telo-
phase have traditionally been the most difficult phases to synchro-
nize due to their short duration, and there are no known drugs that
can completely block cells in anaphase or telophase. However,
blebbistatin can be used to extend the duration of anaphase/telo-
phase by inhibiting the ingression of the cleavage furrow, allowing
easier synchronization. It has been shown that HeLa cells can be
successfully synchronized to anaphase or telophase with blebbista-
tin in combination with nocodazole. In this procedure, cells are first
arrested in the early S phase by a double thymidine block. After 9 h,
the block is released, and the cells are treated with a low concentra-
tion of nocodazole for 5 h to synchronize the cells to prometa-
phase. The nocodazole block is then removed and 50 uM
blebbistatin can be added after 20 or 50 min to synchronize the
cells to anaphase or telophase, respectively [113].
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55. Vukušić K, Tolić IM (2021) Anaphase B:
long-standing models meet new concepts.
Semin Cell Dev Biol 117:127–139

56. Su KC, Barry Z, Schweizer N, Maiato H,
Bathe M, Cheeseman IM (2016) A regulatory
switch alters chromosome motions at the



Cell Cycle Progression and Synchronization: An Overview 21

metaphase-to-anaphase transition. Cell Rep
17(7):1728–1738
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The Trypanosomatids Cell Cycle: A Brief Report
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Abstract

Trypanosomatids are protozoan parasites among which are the etiologic agents of various infectious
diseases in humans, such as Trypanosoma cruzi (causative agent of Chagas disease), Trypanosoma brucei
(causative agent of sleeping sickness), and species of the genus Leishmania (causative agents of leishma-
niases). The cell cycle in these organisms presents a sequence of events conserved throughout evolution.
However, these parasites also have unique characteristics that confer some peculiarities related to the cell
cycle phases. This review compares general and peculiar aspects of the cell cycle in the replicative forms of
trypanosomatids. Moreover, a brief discussion about the possible cross-talk between telomeres and the cell
cycle is presented. Finally, we intend to open a discussion on how a profound understanding of the cell cycle
would facilitate the search for potential targets for developing antiparasitic therapies that could help millions
of people worldwide.

Key words Trypanosomatids, Cell cycle phases, DNA replication, Telomere maintenance, Organelle
segregation, Synchronization

1 Introduction

Trypanosomatids (supergroup Excavata) are a group of single-
celled eukaryotes, among which are the etiologic agents of some
devastating neglected tropical diseases such as leishmaniases
(caused by Leishmania spp.), Chagas disease (caused by Trypano-
soma cruzi), and sleeping sickness (caused by Trypanosoma brucei).
These diseases are vector-borne and have a widespread distribution
across the globe, with a harsh incidence on East Africa, the Indian
subcontinent, and Latin America, where approximately one million
new diagnostics are expected yearly [1–3].

Leishmania spp., T. cruzi, and T. brucei present a heteroxenic
life cycle, i.e., they have two hosts: a vertebrate (mammals) and an
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invertebrate (insects) [4]. Interestingly, these parasites may assume
different life forms as they transit between hosts. These life forms
are classified according to the parasite morphology and can be
grouped into proliferative (replicative) and transmissive
(non-replicative) [4–6]. Due to this complexity, new advances in
understanding and exploring the life cycle and/or the cell cycle of
the proliferative forms could be used as a potential tool for the
development of specific antiparasitic therapies, since these processes
are related to infectivity and genome stability [7–11].

G1

S

G2

M

C

G0 state

Leishmania spp.
promastigotes

T. cruzi
epimastigotes

T. brucei
epimastigotes

DNA synthesis
- DNA replication from multiple origins.
- Start of new flagellum biogenesis.
- Start of new kinetoplast biogenesis.

Gap 2
- Increased transcription.
- Continue of new 
flagellum biogenesis.

Gap 1
- Increased transcription.
- Increased metabolic rate.
- Pre-replication complex formation.

Mitosis 
(segregation of chromosomes)
- Nuclear envelope does not 
disassemble (closed mitosis).
- Chromosomes do not 
condense into 30 nm fibers.

Cytokinesis
(cytoplasmic division)
- There is no overlap 
between mitosis and 
cytokinesis.

Nonreplicative
metacyclic promastigotes

Nonreplicative
metacyclic trypomastigotes

Nonreplicative
metacyclic trypomastigotes

N

N
K

K
F

F

NKF

Fig. 1 Scheme showing the distinct morphological patterns of Leishmania spp. promastigotes (red), T. cruzi
epimastigotes (gray), and T. brucei epimastigotes (blue) throughout the cell cycle. At the end of cell division,
the resulting daughter cells can undergo environmental stimuli and differentiate into nonreplicative and
infective (metacyclic) forms through a process called metacyclogenesis, which naturally occurs in the insect
vector. The main events that occur in each cell cycle phase are mentioned. F – flagellum, K – kinetoplast, N –
nucleus

The cell cycle encompasses cell growth, reliable genome repli-
cation, and equitable segregation of chromosomes among daugh-
ter cells. For most eukaryotes (including trypanosomatids), the cell
cycle follows a single pattern of organization consisting of the
following phases: G1 (pre-DNA replication growth), S (DNA rep-
lication), G2 (post-DNA replication growth), mitosis (segregation
of the replicated chromosomes), and cytokinesis (cytoplasmic divi-
sion accomplishing the separation of the two daughter cells)
[12, 13] (Fig. 1).
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In trypanosomatids, as in other eukaryotes, the cell cycle must
ensure a correct duplication and segregation of the organelles,
especially the nucleus and kinetoplast (a network of circular DNA
inside the single large mitochondrion presented by trypanosoma-
tids). Here, we summarize relevant events related to the cell cycle in
the replicative forms of trypanosomatids.

2 G0 State and G1 Phase

The G0 state describes a cellular stage outside the cell cycle, when
the cell is not yet stimulated to initiate the cell division. Some
authors consider the G0 state a “phase” of the cell cycle [14]. How-
ever, it is noteworthy that G0 comprises quiescent cells, i.e., cells
that are not committed to genome replication and cell division
[15]. Interestingly, the infective forms of most trypanosomatids
remain at the G0 state (e.g., metacyclic promastigotes from Leish-
mania spp., and metacyclic trypomastigotes from T. cruzi and
T. brucei) [16–19], suggesting that in these organisms, prolifera-
tion and infection are mutually exclusive events (Fig. 1).

In general, quiescent cells are stimulated to leave the G0 state,
enter the G1 phase and initiate the cell cycle by cyclins and cyclin-
dependent kinases (CDKs). At the end of the G1 phase, most
eukaryotic cells reach a critical stage and overtake the “restriction
point” to become irreversibly committed to cell division [12]. It is
still unclear whether the trypanosomatids present a cell cycle
restriction point like model eukaryotes.

For most trypanosomatids, the G1 phase corresponds to the
larger proportion of the cell cycle, while the other phases vary
slightly in duration [20, 21]. Also, there is an increase in the
transcription rate and intense protein synthesis for factors related
to DNA replication [22, 23]. Moreover, in the G1 phase occurs the
establishment of a divergent pre-replication protein complex at
specific sites on the chromosomes named replication origins,
which can give rise to a replication bubble, i.e., two replication
forks in bidirectional movements [23].

3 S Phase

The recruitment of specific protein complexes by the
pre-replication complex located at the replication origins contri-
butes to the so-called firing of replication origins. This phenome-
non starts the S phase, which briefly consists of the reliable
replication of DNA molecules [23]. Usually, eukaryotes have
many replication origins per chromosome [13, 24]. However, in
trypanosomatids, the number of replication origins per chromo-
some is an issue that generates debate. For instance, in Leishmania



spp. [25] and T. brucei [26], researchers used an approach called
MFA-seq (Marker Frequency Analysis coupled with deep sequenc-
ing) to identify the number and position of the replication origins
during the S phase. Subsequently, however, researchers used math-
ematical equations to reveal that the number of origins identified by
MFA-seq was underestimated [13, 22]. The possible explanation
for these discrepancies is that theMFA-seq approach is not sensitive
enough to identify all replication origins [22]. Interestingly,
another study described the presence of a stress-sensitive chromo-
some end-proximal replication activity outside the S phase
[27]. Nevertheless, it is unclear whether this process is coupled
with a replication fork, or it is a C-strand fill-in-like process, as
already described in other eukaryotes [28, 29]. Further assays are
needed to determine the real DNA replication dynamics during the
S phase in trypanosomatids.
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The beginning of flagellar duplication is another event that
occurs during the S phase in trypanosomatids [30–32]. Also,
T. brucei, T. cruzi, and most Leishmania spp. replicate and fully
divide the kinetoplast during the nuclear S phase [13, 32,
33]. However, it is not yet fully understood how trypanosomatids
regulate and restrict the division of their single-copy organelles
(e.g., nucleus, kinetoplast/mitochondrion, flagellum, among
others).

Interestingly, the S phase is usually the second cell cycle phase
in trypanosomatids with the longest duration [20].

4 G2 Phase

In model eukaryotes, the G2 phase is characterized by duplicating
centrioles and other cytoplasmic organelles [34]. In trypanosoma-
tids, homologs of the proteins involved with centriole biogenesis
described in model eukaryotes are associated with the basal body
and flagellum biogenesis [35, 36]. Furthermore, based on studies
with other organisms [37], we can infer that, in the G2 phase, most
trypanosomatids increase the rate of transcription and resumption
of intense protein synthesis, which is necessary for the completion
of cell division. This entire process increases cell volume and size
[30, 33] (Fig. 1).

Unlike model eukaryotes, where G2 is normally the shortest
phase of the cell cycle, in trypanosomatids this phase varies consid-
erably in terms of duration. For instance, in L. amazonensis, G2 and
M have the same duration and are the shortest phases of the cycle.
However, in T. brucei and T. cruzi, G2 is, respectively, the fourth-
and third-longest phase of the cell cycle [20].

At the end of G2, if the cell does not present abnormalities
related to DNA and exhibits an intracellular environment and size
favorable to its division, it proceeds to the next phase, mitosis.
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5 Mitosis and Cytokinesis Phases

During mitosis, trypanosomatids do not disassemble their nuclear
envelope and perform a closed mitosis process organized by spindle
pole body-like structures [38]. Moreover, trypanosomatids cannot
condense their chromosomes into 30-nm fibers due to the absence
of the N-terminal portion and globular domain of histone H1 and
the lack of phosphorylation on serine 10 of histone H3 (H3S10)
[39, 40].

In mammals, a curious feature worth being highlighted is that
mitosis and cytokinesis overlap, since cytokinesis begins before the
mitotic chromosome segregation is complete. Curiously, trypano-
somatids seem not to strictly follow this premise. For instance, in
Leishmania spp., once mitosis ends, the cell undergoes a rapid
remodeling in shape, first growing in length and then in width
prior to cytokinesis, which ends cell division, generating two
daughter cells [5, 38] (Fig. 1).

Although challenging, all these peculiarities related to the cell
cycle phases may provide new routes toward searching for suitable
targets for parasite cell cycle interventions aiming at its elimination.

6 Cross-Talk Between Telomeres and the Cell Cycle

Telomeres are tandemly repeated non-coding DNA sequences
associated with nucleoproteins that constitute the physical ends of
eukaryotic linear chromosomes [41]. Curiously, telomeres shorten
after each cell division due to the inability of DNA polymerase to
complete replication in the lagging strand of linear chromosomes
[42], leading to a progressive loss of telomeric repeats. When its
length reaches critical levels, events such as early/unprogrammed
cell senescence or even activation of local DNA damage repair are
trigged. A holoenzyme named telomerase solves this problem in
most organisms, including trypanosomatids, by adding telomeric
repeats at the shortest telomeres. This specialized reverse transcrip-
tase forms a ribonucleoprotein complex [43], whose regulation
throughout the cell cycle is still a matter of debate [44–46].

Some studies in trypanosomatids have shown how telomere
and telomerase dynamics correlate with the cell cycle [47–50]. In
L. amazonesis, for instance, disturbance in telomere growth led to
G2/M phase arrest [47]. Also, the influence of telomere growth/
shortening during the cell cycle was demonstrated in studies involv-
ing proteins that regulate telomere size, such as the putative
TTAGGG repeat-binding factor (TRF) [48, 49, 51]. For example,
in T. brucei, induced expression of human TRF1 and knockdown of
TbTRF promoted cell arrest in G1/S and G2/M, respectively



[48, 49]. These findings suggest that molecular mechanisms of the
DNA/protein complexes involved in telomeres length control
seem to be intrinsically linked to cell cycle progression in these
organisms, perhaps through the generation of DNA damage or
another unknown process that leads to cell cycle arrest. Thus, the
development of new studies and techniques to understand how
telomere length is regulated during the cell cycle and parasite life
cycle is vital for uncovering the biology of these organisms that
affect millions of people worldwide.
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7 Cell Cycle Synchronization

Understanding the cell division cycle and the transformation pro-
cesses across the life cycle has provided many insights about trypa-
nosomatids cell biology and the importance of morphological
changes for host-parasite interactions [9, 30, 52]. The characteri-
zation of cell cycle profile for different trypanosomatids species has
been determined mainly through DNA monitoring and morpho-
logical analyses using exponentially growing procyclic forms. How-
ever, more accurate investigations of the cell cycle-dependent
events require techniques that demand analyses of many cells
(such as proteomic/transcriptomic approaches) and normally
require cell synchronization, commonly using hydroxyurea (HU).

The mechanism of cell cycle synchronization usingHU consists
of inhibiting the activity of the enzyme ribonucleotide reductase
responsible for converting ribonucleotides into deoxyribonucleo-
tides [53]. This approach allows cells to be synchronized at the
beginning of the S phase (G1/S transition) [54]. However, it is
worth mentioning that prolonged treatment or a higher dosage of
HU may lead to toxic effects for the cell. The lack of deoxyribonu-
cleotides caused by HU treatment can lead cells to death due to the
accumulation of DNA damage and oxidative stress [55, 56]. Thus,
using this approach to investigate at the same time cell cycle syn-
chronization and DNA repair pathways can lead to biased data.
Furthermore, the association of this approach with proteomic anal-
ysis requires attention since proteins associated with DNA repair
(and related pathways) can be shown as up- or downregulated. A
more accurate alternative to non-synchronously investigating gene
expression throughout the cell cycle in different life forms of try-
panosomatids involves single-cell transcriptomics (scRNA-seq),
which allows the identification of less prominent or transient
changes to the transcriptome during parasitic differentiation [57].
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8 Final Thoughts

A set of events referring to the replication and segregation of the
kinetoplast deserve to be highlighted in the trypanosomatids cell
cycle. The coordination of these events throughout the cell cycle
does not follow their equivalents in model eukaryotes, where mito-
chondrial DNA replicates at any cell cycle stage [58, 59]. The
nuclear and kinetoplast S phase occurs almost simultaneously, but
the effective segregation of these organelles can occur at different
periods according to the species analyzed. Previous studies have
established a pattern of segregation for the kinetoplast relative to
the nucleus in some species of trypanosomatids, specially Leish-
mania [30, 33, 60–62]. Together, these studies found out that
some Leishmania spp. exhibit a nonfixed pattern of nucleus and
kinetoplast segregation, theoretically presenting a loose control in
the order of segregation of these organelles. In fact, when we
compare the cell cycle among different Leishmania spp., the order
and timing of the kinetoplast and nucleus division are not consen-
sual and cannot be generalized [30, 33, 60–62].

For instance, L. mexicana, L. major, and L. tarentolae exhibit
fixed patterns of kinetoplast and nucleus segregation. However,
L. mexicana segregates its kinetoplast predominantly after the
nucleus [33], while L. major and L. tarentolae do the opposite
[60, 61]. A possible explanation for these different behaviors is
that, although belonging to the same genus, these parasites show
considerable phylogenetic distance [63]. In other words, this phy-
logenetic divergence may reflect possible species-specific differ-
ences relative to kinetoplast segregation, suggesting that some
Leishmania spp. have less stringent control over the order of divi-
sion of their DNA-containing organelles (nucleus and kinetoplast).
More studies are needed to uncover the potential players involved
in controlling cell division and organelle segregation, since some of
them could be explored for precise interventions related to the
parasite cell cycle.
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R et al (2010) The Leishmania amazonensis
TRF (TTAGGG repeat binding factor) homo-
logue binds and co-localizes with telomeres.
BMC Microbiol 10:136

52. Serafim TD, Coutinho-Abreu IV, Oliveira F
et al (2018) Sequential blood meals promote
Leishmania replication and reverse metacyclo-
genesis augmenting vector infectivity. Nat
Microbiol 3(5):548–555

53. Timson J (1975) Hydroxyurea. Mutat Res
32(2):115–132
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Chapter 3

Cell Cycle-Related Clinical Applications

Md Gulam Musawwir Khan and Yi Wang

Abstract

The cell cycle is a highly regulated and orchestrated mechanism of life that ensures successive division of a
cell and precise replication of cellular contents. Cyclins, cyclin-dependent kinases (CDKs), and CDK
inhibitors are three of the most critical cell cycle regulatory proteins that enable the smooth progression
of cells through the different phases of cell cycle before and after division. The alteration of cell cycle-related
proteins causes aberration in the normal cell cycle process, which is one of the pivotal causes of cancer and
other diseases. Targeting cell cycle components has proven to be a valuable therapeutic strategy and leads to
the development of novel anticancer therapeutic. The purpose of this book chapter is to summarize the
literature and discuss the clinical significance of cell cycle-related proteins in cancers and other diseases, with
a focus on identifying potential targets as therapeutic interventions for cancer patients.

Key words Cell cycle, Cyclins, Cyclin-dependent kinases, Cancer, Stem cells, Senescence

1 Introduction

As a biological concept, the cell cycle refers to a series of tightly
regulated events that result in cell division. A complex network of
checks and balances ensures that these sequential events in the cell
cycle, such as cell growth, the replication of genetic material and
organelles, and their distribution into daughter cells are executed
without error.

Given that individual cell cycle event occurs at a particular time
and period, the cell cycle can be partitioned into four phases: G1
(preparatory phase for division), S (chromosome replication), G2
(preparatory phase for mitosis), and M (mitosis, when chromo-
somes are distributed to two progeny cells) (Fig. 1). The only cell
cycle event that can be observed visually is mitosis since conven-
tional microscopes can readily identify chromosomal condensation.
However, the remainder of the cell cycle (interphase or intermitotic
period) cannot be distinguished visually. Using autoradiography
technology, Howard and Pelc first differentiated the different
phases of the cell cycle in 1953, but with the advent of state-of-
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the-art technology, a range of DNA synthesis markers (fluorescence
or radiolabelling) have been developed. In different cellular con-
texts, cell cycle time might vary from several hours to 100 hours
(for example, stem cells have a relatively longer cell cycle period).
Intriguingly, the length of the G1 phase is responsible for the
differences in cell cycle time among different types of cells as the
lengths of the M (around 2 hours), S (6–8 hours), and G2
(3–4 hours) phases are relatively constant.
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Fig. 1 Cell cycle inhibitors targeting CDKs and other regulatory proteins (including off-target CDKs)

During the cell cycle process, periodic activation of cyclin-
dependent kinases (Cdks) and their regulatory cyclin subunits
plays a crucial role in maintaining unidirectional and synchronized
progression. The cell cycle process is governed by several other
regulatory proteins which include Rb (retinoblastoma) protein,
transcription factors (e.g., E2Fs), CDK inhibitors (e.g., p16INK4
and p21Waf1), CDC25 isoforms, p53 family proteins, and MDM2.
Dysregulation of the cell cycle processes and its control
mechanisms is frequently observed in many human cancers, result-
ing in aberrant activation of cell-cycle proteins. Oncogenesis occurs
when mutations inside the cell-cycle machinery disrupt cell cycle



control, allowing continuous cell division and resulting in tumor
development. Therefore, targeting cell-cycle proteins appears to be
one of the most effective ways to stop tumor growth. In this book
chapter, we discuss the current state of affairs regarding targeting
cell cycle components as an effective therapeutic approach against
cancer [1–3].
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2 The Regulation of Cell Cycle

To generate two genetically identical progeny cells during cell
division is an enormous undertaking, and several evolutionary con-
served control mechanisms strictly regulate the cell cycle process.
Three cell cycle checkpoints are implicated to ensure error-free cell
division, including the G1/S checkpoint or restriction point, the
G2/M DNA damage checkpoint, and the spindle assembly check-
point (SAC). The cell cycle checkpoints serve as DNA surveillance
systems to monitor and prevent genetic errors during cell division.
As a result of various internal and external stimuli (e.g., radiation),
these checkpoints can delay cell cycle progression to manage DNA
repair and in case of irreparable DNA damage, execute cell death
(or cell cycle exit) [4].

Growth factors (GF) and their receptors mostly receptor tyro-
sine kinases (RTKs) regulate cell cycle progression through various
phases by activating signaling pathways.

The activation of RTks by GFs plays a pivotal role in controlling
cell proliferation and cell cycle progression through the activation
of several downstream signaling cascades and transcription factors.
For instance, the Ras/Erk and PI3K/Akt signaling pathways are
activated by EGFR and have a direct effect on cell cycle progression.
These two GF-induced cell signaling pathways are involved mostly
in the G1 phase to regulate the cell cycle progression through the
restriction point. Since the late 1990s, evidence has also been
emerging for the role of GF signaling in other phases of the cell
cycle. In the event of irreversible genetic lesion caused by external
or internal stimuli, DNA damage checkpoint can trigger
p53-dependent pathways to execute cell cycle exit, leading to cel-
lular quiescence, senescence, or programmed cell death [5].

According to recent studies, the control of the cell cycle can
also be influenced by hypoxia sensing and downstream signaling
pathways. In hypoxia, several transcription factors are activated,
including HIFs, Myc, p53, AP-1, SP1, and NFκB, which all play a
role in regulating gene expressions in the cell cycle, such as p21,
p27, cyclin D1, A, and E. As well as transcriptional regulation,
hypoxia-induced effects on the cell cycle are also governed by
non-transcriptional mechanisms. For instance, in response to hyp-
oxia, a direct interaction between HIF1α and Cdc6 can prevent
replication, while PHD-mediated proline hydroxylation can regu-
late p53 stabilization and signaling via the AKT pathway [6].
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Dysregulation of these cell cycle checkpoint controls and aber-
rant activation of signaling pathways can lead to hyperactivation of
cell cycle components and compromise the ability of cells to exit the
cell cycle. Consequently, uncontrolled cell division can contribute
to the development of many cancers.

3 Clinical Applications of Cell Cycle

3.1 Cancer Therapy The aberrant expression of cell cycle proteins and/or their regula-
tors results in uncontrolled cell cycle progression, which is consid-
ered a hallmark of cancers. The cyclin-CDK kinases are promising
targets for inhibiting cancers since they are frequently overex-
pressed and crucial to cancer cell proliferation, whereas individual
cyclin and CDK are generally not essential for the proliferation of
normal cells.

The TCGA genomic data revealed that genes encoding D-type
cyclins (CCND1, CCND2, CCND3), CDK4, or CDK6 are highly
expressed in a wide variety of tumor types, as well as overexpression
of these proteins. CDK4/6 selective inhibitors palbociclib, riboci-
clib, and abemaciclib showed promising results in the treatment of
many cancers and have been approved for use in clinics. Palbociclib
and ribociclib inhibit CDK4 and CDK6 selectively by blocking RB
phosphorylation and causing cell cycle arrest, while abemaciclib
inhibits several other kinases as well. Two other CDK4/6 inhibi-
tors, trilaciclib and lerociclib, are currently being evaluated in Phase
I/II clinical trials and have shown efficacy as anti-neoplastic agents,
particularly against lung and breast cancer.

It is noteworthy that only a few cancers show deregulation of
CDK1 despite CDK1 being the only CDK vital for the whole cell
cycle progression. The aberrant expression of B-type cyclins is
usually associated with deregulated CDK1 activity rather than over-
expression. Moreover, several studies in vivo have revealed that
CDK1 plays a significant role in tumor formation and progression
(e.g., liver cancer, colorectal cancer). Alternatively, CDK2 can be
activated by forming complexes with cyclins of either E- or A-type.
The role of CDK2 in cancer is still being debated; however, several
in vitro and mouse cancer models have shown that CDK2 is
required for tumorigenesis in ovarian cancer, B-cell lymphoma,
and neuroblastoma. In addition, CDK2 overexpression contributes
to the development of radioresistance in glioblastoma multiforme
and drug resistance against CDK4/6 inhibitors in breast cancer.
These findings explain why CDK2 is an important factor for specific
cancer types. Dinaciclib, a potent small-molecule inhibitor, is cur-
rently being tested in Phase II/III clinical trials and showed
increased potency against CDK1 and CDK2, although it acts as a
pan-CDK inhibitor (inhibits CDK5 and CDK9). Another popular
first-generation drug flavopiridol is also effective as a CDK1 and
CDK2 inhibitor. Its preclinical and clinical trial results showed



promise, but it can target a diverse range of CDKs. CDK7, asso-
ciated with cyclin H, is overexpressed in several cancers (squamous
cell carcinoma and breast cancer) and offers another promising
target for anticancer treatment. BS-181, THZ1, and YKL-5-124
are three general CDK7-specific inhibitors that have shown poten-
tial efficacy in some cancers and are now being tested in clinical
trials for further insights.
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Over the past decade, there has been an increase in interest in
targeting other cell cycle proteins as therapeutic strategies against
cancer. CHK1 (checkpoint protein kinase 1) and nuclear kinase
WEE1 have been implicated in oncogenesis in many cancers (e.g.,
HCC and breast cancer). CHK1 inhibitors (MK-8776,
LY2606368, GDC-0575) and WEE1 inhibitors (AZD1775) have
been developed and tested in preclinical and clinical studies, and
their preliminary results have demonstrated powerful anti-tumor
activity against several cancers. Another cell cycle protein CDC7
has been reported to be overexpressed in a wide range of tumors
and high expression of CDC7 is associated with tumor aggressive-
ness and poor clinical outcome. Several CDC7 inhibitors (e.g.,
PHA-767491, XL-413, LY-3143921, and TAK-931) are currently
being evaluated in Phase I clinical trial. The primary outcome is
inconclusive due to toxicity effects and other off-target kinases
being affected. Figure 1 illustrates inhibitors targeting CDKs and
other regulatory factors at different phases of the cell cycle.

The advent of modern technology allowed scientists to develop
more potential and efficient cell cycle targeted therapies. Although
it is still debatable whether selective CDK inhibitors are more
effective than pan-CDK inhibitors, intense studies must be con-
ducted to determine the drug resistance mechanisms of these cell-
cycle inhibitors [1, 7].

Growing preclinical and clinical evidence indicate that cell-cycle
inhibitors exert a range of immunostimulatory effects in addition to
acting as anticancer agents. Depending on the context, immune
cells are capable of exhibiting a variable response to CDK inhibi-
tors. Both CDKs and cyclins also play a role in immune cell devel-
opment, activation, and functions as well. CDK4/CDK6 inhibitor
exerts immunostimulatory effects in several ways: (1) increased
antigen presentation by tumor cells (1); the secretion of type III
interferon during the reactivation of endogenous retroviruses (2);
multiple pro-inflammatory cytokines and chemokines secretion
resulting in senescence-associated secretory phenotypes (3); the
activation of effector T cells (4); and/or inhibition of regulatory
T cells (Treg). In response to CDK4/CDK6 inhibitors, malignant
cells also employ multiple mechanisms (e.g., autophagy induction,
PD-L1-dependent/independent immunoevation) to evade the
antitumor immune responses and confer drug resistance. There-
fore, novel cell-cycle targeted anticancer therapy must address the
immunomodulatory effect in the clinical settings to overcome the
drug resistance [8].
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Autophagy, a self-degradation pathway in which cytoplasmic
material is sequestered into the lysosome for degradation, is also
suggested to regulate cell cycle components mutually. Under basal
conditions, Aurora kinase and most CDKs inhibit autophagy, while
in response to DNA damage, cyclin-dependent kinase inhibitors
activate autophagy to prevent cell growth. Cell cycle proteins at
different checkpoints (G0/G1 to S transition checkpoint, G2 to M
transition checkpoint, and mitosis) are implicated in macroauto-
phagy regulation primarily via activation of various signaling path-
ways. Conversely, selective autophagy regulates the cell cycle by
degrading cell cycle proteins and signaling molecules via
ubiquitin-proteosome system. Interestingly, autophagy serves as a
double-edged sword in cancer; during tumor initiation, it sup-
presses tumor growth, while in fully developed tumors it promotes
proliferation and growth. Therefore, the combination of selective
autophagy and cell cycle-specific drugs appears as a promising
strategy for treating cancer. CDK4/6 inhibitors demonstrated an
unsatisfactory outcome for some patients because CDK4/6-cyclin
D complexes failed to inhibit autophagy. In addition, combining
the inhibition of autophagy and cell cycle checkpoint signals
(ATM/ATR-CHK1) enhances cell death in cancer cells. Future
research is needed to identify reliable biomarkers for combination
therapies targeting the cell cycle and selective autophagy in
cancer [9].

Cancer cells acquire resistance to chemotherapy via a variety of
mechanisms, as is well known. Over the years, many studies have
shown that cell cycle-related proteins are closely linked to chemo-
therapy resistance of tumor cells, and the overexpression of certain
cell cycle proteins is associated with poor prognosis. In tumor cells,
dysregulated cyclin E expression affects cell cycle regulation and
confers resistance to chemotherapy. The overexpression of cyclin E
is reported in many tumors including gastric cancer, HCC, pancre-
atic ductal adenocarcinoma, rectal cancer, metastatic colon cancer,
and non-small cell lung cancer, and overexpression is often asso-
ciated with poor outcomes. Consequently, many therapeutic
approaches have been developed using cyclin E as a target to reverse
or reduce chemotherapy resistance in cancer treatment. For
instance, ganoderiol F, β-cryptoxanthin, and trifluoperazine
(TFP) can downregulate the expression of cyclin E (as well as
other cyclins) and mediate G0/G1 cell cycle arrest. Inhibiting
CDK 2 and CCNE1/PIK3CA can also negatively affect cyclin E
expression and reverse chemoresistance. Combining current che-
motherapy with cyclin E inhibition may be a promising method for
battling chemotherapy resistance. However, it requires further
study in the laboratory and clinical settings [10].

In addition to chemoresistance, there have also been reports
suggesting that cell cycle proteins are also involved in radioresis-
tance, which poses a real challenge to radiation therapy treatment in



cancer. Recent evidence suggests that CDK2 promotes prolifera-
tion and induces radioresistance in glioblastoma [11]. It was also
found that overexpression of cyclin B1 is associated with resistance
to radiation therapy in head and neck squamous cell carcinomas
[12]. Further in-depth investigations are required to identify the
role of cell cycle components in radioresistance in different tumor
contexts.
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3.2 Cancer

Biomarkers

Various components of the cell cycle genes are overexpressed in a
wide variety of cancers. As we detailed in the earlier section, cyclin E
plays an important role in the promotion of drug resistance and
may indicate prognosis in a number of cancer types. Using immu-
nohistochemistry, a recent study demonstrated that cyclin D1 is
overexpressed in tumorous tissues of colon cancer patients com-
pared to adjacent non-tumorous counterparts, suggesting that
cyclin D1 might be a potential prognostic marker in colon cancer
[13]. A TCGA-based genomic study examined the diagnostic and
prognostic value of the expression of cell cycle genes in hepatocel-
lular carcinoma (HCC) and concluded that BUB3, CDK1, and
CHEK1 might serve as prognostic biomarkers in HCC [14]. By
using genomics or proteomics data for cell cycle component expres-
sion patterns, it is now possible to identify patients with signifi-
cantly better or worse survival rates, which may lead to more
effective treatment and personalized medicine. Identifying poten-
tial biomarkers in cancers has often been limited by intra- or inter-
heterogeneous tumors, as well as a wide spectrum of mutations –
including those affecting cell cycle genes – across a wide range of
tumor types. A recent study developed a cell cycle model system for
breast cancer, using mass spectrometry and public data mining to
identify potential biomarkers for aberrant cell proliferation, which
can be explored further in a clinical settings [15].

Through the use of the genomic data from The Cancer
Genome Atlas (TCGA) project, we can examine the expression
profile of cell cycle genes and the possible relationship between
overall survival, recurrence-free survival (RFS), and cell cycle gene
expression across various cancer databases. Overexpression of cell
cycle genes occurs in a range of cancers and may provide useful
diagnostic and prognostic information [16, 17]. Several cell cycle-
regulating genes and their prognostic relevance in various cancers
are listed in Table 1.

3.3 Regulation of

Stem Cells

In some mammalian stem cell types, such as pluripotent embryonic
stem cells, certain mechanisms for controlling the cell cycle act in a
distinct fashion. Compared to mouse embryonic fibroblasts
(MEFs), murine embryonic stem cells (mESCs) divide rapidly
since they have a shorter cell cycle and shorter G1 phase. A higher
expression of cyclins E, A, and B is observed in mESCs as well as
elevated Cdk1 and Cdk2 activity when compared to the somatic



counterparts. While the activity of all cell cycle kinases is high and
constant throughout the cell cycle, cyclin B-Cdk1 maintains peri-
odic activity despite being at higher levels than somatic cells. In
ESC, KIP/CIP inhibitors are not expressed, which is thought to
contribute to the high levels of Cdk1 and Cdk2 kinase activity.
Thus, increased kinase activity induces hyperphosphorylation of
RB1 and inhibits E2F activity. Additionally, cyclin D expression is
low in mESCs. In contrast, hESCs show a slightly different pattern

Overall survivalb

42 Md Gulam Musawwir Khan and Yi Wang

Table1
Overexpression of cell cycle genes in cancers along with their potential as a prognostic marker [18]

Cell cycle
genes

Upregulation in cancera (compared to normal
tissue)

CDK1 BLCA BRCA COAD LUAD KIRC PRAD LUSC
HNSC ESCA LIHC CESC READ UCEC GBM
CHOL STAD

LUAD KIRC PAAD LGG KIRP
LIHC PCPG ACC MESO
KICH SKCM

CDK2 BLCA COAD LUSC HNSC KIRP ESCA LIHC
CESC READ GBM STAD

PAAD LGG KIRP LIHC THYM
ACC UVM MESO KICH
SKCM

CDK4 BLCA COAD LUAD LUSC HNSC ESCA LIHC
READ GBM CHOL STAD

KIRC LGG KIRP LIHC MESO
KICH SKCM

CDK6 COAD LUSC HNSC GBM CHOL STAD BLCA LUAD PAAD LGG UCEC
SARC ACC MESO

CDK7 COAD ESCA LIHC CHOL STAD PAAD PRAD LGG KIRP LIHC
THYM GBM UCS KICH

WEE1 LUSC GBM LGG HNSC READ ACC MESO
LAML

CHEK1
(encode
CHK1)

BLCA BRCA COAD LUAD LUSC HNSC ESCA
LIHC CESC READ GBM UCEC CHOL STAD

LUAD PAAD LGG KIRP ESCA
LIHC READ MESO KICH

CDC7 BLCA BRCA COAD LUAD KIRC LUSC HNSC
KIRP ESCA LIHC CESC READ UCEC GBM
CHOL STAD

KIRC HNSC LGG KIRP LIHC
THYM ACC KICH

MNAT1
(encode
MAT1)

COAD LUSC HNSC ESCA LIHC CESC CHOL
STAD

KIRC LIHC PCPG

aAbbreviation of cancers; BLCA bladder urothelial carcinoma, BRCA breast invasive carcinoma, COAD colon adenocar-
cinoma, LUAD lung adenocarcinoma, KIRC kidney renal clear cell carcinoma, PAAD pancreatic carcinoma, PRAD
prostate adenocarcinoma, LGG brain low-grade glioma, LUSC lung squamous cell carcinoma, HNSC head and neck

squamous cell carcinoma, KIRP kidney renal papillary cell carcinoma, ESCA esophageal carcinoma, OV ovarian serous
cystadenocarcinoma, LIHC liver hepatocellular carcinoma, CESC cervical squamous cell carcinoma, READ rectum

adenocarcinoma, UCEC uterine corpus endometrial carcinoma, THYM thymoma, THCA thyroid carcinoma, GBM
glioblastoma multiforme, SARC sarcoma, PCPG pheochromocytoma and paraganglioma, ACC adrenocortical carci-

noma, UVM uveal melanoma, MESO mesothelioma, UCS uterine carcinosarcoma, TGCT testicular germ cell tumor,
CHOL cholangiosarcoma, KICH kidney chromophobe, DLBC diffuse large B-cell lymphoma, SKCM skin cutaneous

melanoma, LAML acute myeloid leukemia, STAD stomach adenocarcinoma; bHigher expression of cell cycle genes

associated with poor overall survival)



of cell cycle organization, as they contain higher levels of D cyclins
and KIP/CIP inhibitors, show a periodic fluctuation of CDK2
kinase activity, and have both hyper- and hypophosphorylated
RB1. As we have seen, the distinct cell cycle organization seen in
ESCs plays a direct role in maintaining pluripotent cells. Mechanis-
tically, how cell cycle proteins are involved in these processes is not
yet clear. Improving our understanding of stem cell self-renewal,
differentiation, and reprogramming will likely have important
implications for the future of regenerative medicine [19].
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3.4 Aging and

Senescence

Cellular senescence is one of the major causes of age-related dis-
eases. Recent research suggests that cellular senescence is an intrin-
sic phenotype of cells caused by the coordination of cell expansion
and cell cycle arrest. Normally, cellular senescence occurs in the G1
and possibly the G2 phase of the cell cycle. Several cell cycle
components play critical roles in mediating cell cycle arrest in
senescence. Activation of either one or both p53/p21WAF1/CIP1
and p16INK4A/pRB tumor suppressor pathways is of particular
importance in manifesting cell cycle arrest in senescence. The
cyclin-dependent kinase inhibitors p21 and p16 are known to
negatively regulate cell cycle progression and are therefore consid-
ered important mediators of senescence. Loss of cell cycle regula-
tors is also known to confer senescence in cancer cells. The ablation
of cyclin D1 in mice with Her2-driven mammary carcinomas or the
ablation of Cdk4 in mice with Kras-driven lung cancers trigger
senescence and prevent tumor growth. By gaining a deeper under-
standing of the cell cycle components that regulate senescence, new
therapeutic approaches can be developed not only to treat cancer
but also aging [1, 20].

3.5 Other Clinical

Applications

Although the exact mechanisms responsible for the development of
neurodegenerative diseases remain unclear, there is growing evi-
dence that many neurodegenerative disorders are associated with
DNA damage and abnormal cell cycle activity. In Alzheimer’s
disease (AD), an aberrant expression of cell cycle-related proteins,
such as cell division cycle 2 (cdc2), CDK4, cyclin B1, and cyclin D,
is associated with neuropathogenesis. Moreover, the cell cycle
kinetics appears to be affected in familial AD brains; presenilin-1
(PSEN1) mutation may lead to the accumulation of cyclin D1 and
neuronal apoptosis, thus aggravating neurodegeneration. In several
neurodegenerative diseases, a portion of the neuron cells is arrested
at the G2/M phase after successful DNA synthesis in the S phase,
which is associated with a greater risk of neuronal cell death. The
pathological accumulation of p25 in neurons may lead to hyper-
activation of Cdk5, suggesting that Cdk5 is involved in neuronal
cell cycle arrest. Additionally, Id1 plays an important role in cell
cycle regulation in neuron cells, and its association with Ab triggers
various neurotoxic mechanisms, including cell cycle reentry with



subsequent neuronal death. A better understanding of the role of
cell cycle components in neurodegenerative disease may lead to the
development of novel therapeutic interventions and prognostic
markers [21].
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Growing evidence suggests that cell cycle components play an
important role in kidney disease. It appears that p21 is upregulated
in the initial stages of renal damage in a p53-independent fashion
and participates in the arrest of the G2 cell cycle. This damage-
induced p21 expression prevents renal fibrosis progression and
protects against kidney damage [22]. In acute kidney injury
(AKI), cell cycle activation occurs and Cdk2 promotes injury,
nephrotoxicity, and cytotoxicity while elevated p21 promotes cyto-
protection [23]. Upon acute kidney stress, urinary tissue inhibitor
of metalloproteinase-2 (TIMP-2) and insulin-like growth factor
binding protein 7 (IGFBP7) are induced, resulting in the arrest of
the G1 cell cycle which ultimately leads to AKI. Timp-2 and
IGBFP7 showed promise in detecting AKI early as well as predict-
ing the need for renal replacement therapy and mortality [24, 25].

4 Future Directions

For cells to grow and reproduce, the cell cycle is one of the most
fundamental events. Cell cycle progression and arrest are strictly
governed by the precise coordination of cell cycle-related proteins
(cyclins CDKs and CDKIs) and their periodic activation at different
cell cycle phases. One of the cardinal factors contributing to the
development of cancers and other diseases is abnormal control of
cell cycle dynamics. As knowledge about the role of cell cycle
regulators in cancer has advanced dramatically over the past two
decades, these molecules have been considered as potential cancer
therapy targets. With the development of novel drugs and small
molecular inhibitors targeting cell cycle-related proteins, cell cycle
studies have moved from the laboratory to the clinic. This field of
medicine is seeing successful clinical translation with the approval of
a specific CDK4/6-selective inhibitor for cancer treatment. In
addition, several CDK inhibitors and cell cycle-targeted therapeu-
tics are being tested in preclinical and clinical trials, not just for
cancer, but also for other diseases.

A growing concern regarding the toxicity, efficacy, and safety of
first-generation drugs is limiting their use, which led to the devel-
opment of many new drugs. Modern technology, specifically artifi-
cial intelligence and multi-omics approach, has contributed to the
development of many cell cycle-targeted therapies with higher
efficacy and lower toxicity. The computational cell cycle profiling
and high-throughput screening of cell cycle inhibitors have recently
been successfully implemented to screen approved drugs with
repurposing potential, revealing new promise for future cancer
therapeutics [26, 27].
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Chapter 4

Flow Cytometry and Cell Cycle Analysis: An Overview

Aja M. Rieger

Abstract

Cell cycle analysis is one of the earliest applications in flow cytometry and continues to be highly used to this
day. Since the first reported method of Feulgen-DNA staining, cell cycle analysis has continued to grow and
mature. With the recent advances in DNA dyes, understanding of additional cell cycle phase markers, and
new technologies, cell cycle analysis continues to be a dynamic field within the flow cytometry community.
This chapter will give an overview of the current state of cell cycle analysis by flow cytometry.

Key words Cell cycle, Flow cytometry, DNA content, DNA content dyes

1 Introduction

The measurement of DNA content as a single parameter is one of
the earliest applications of flow cytometry [1] and continues to be
highly used to this day. It is one of the fundamental techniques in
studying cell growth, differentiation, senescence, and apoptosis
[2]. The first reported DNA content analysis method, the
Feulgen-DNA staining method, was first reported in 1969
[3]. Since that time, numerous fluorescent DNA dyes have been
developed, and, in conjunction with other proliferation-related
markers, can provide a highly detailed multivariate analysis of cell
cycle.

In classic univariate analysis of DNA content, the identification
of the major cell cycle phases are determined based on DNA con-
tent: G0/G1 (characterized by 2 n DNA content), S phase (char-
acterized by 2 n – 4 n DNA content), and G2/M (characterized by
4 n DNA content) [4]. While DNA content analysis can provide
useful information on cell cycle population distributions, no infor-
mation on kinetics (i.e., time to progress between stages) or quies-
cence cannot be determined. For these features, analysis of cell
cycle can be further enhanced by a multiparametric approach that
incorporates analysis of other hallmark features of the cell cycle,

Zhixiang Wang (ed.), Cell-Cycle Synchronization: Methods and Protocols, Methods in Molecular Biology, vol. 2579,
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including the incorporation of thymidine analogs, cyclin expres-
sion, and histone phosphorylation.
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2 DNA Content Dyes

The commonly used DNA content dyes are listed in Table 1.

2.1 Propidium Iodide

(PI)

The Feulgen-DNA staining procedure was improved upon in the
early 1970s by the use of propidium iodide [4–6]. To this day,
propidium iodide staining is the standard to which all dyes are
compared. PI is a cell impermeant dye that intercalates into nucleic
acid with little or no sequence preference. PI can intercalate into
both DNA and RNA [7], necessitating the need for RNAse addi-
tion during cell cycle protocols. PI can be excited by the UV,
488 nm, 532 nm, or 561 nm lasers, making it accessible for use
on most standard flow cytometry platforms.

2.2 4-6-Diamidino-

2-Phenylindole (DAPI)

DAPI was first introduced to the flow cytometry scene in 1977 [8]
and quickly became a favorite for cell cycle analysis. DAPI binds to
the minor grooves of DNA in A-T-rich regions. Due to the higher
selectivity for DNA [9], RNAse treatment is not needed in cell cycle
analysis with DAPI. Compared with nine other DNA dyes used in
flow cytometry, it was found that DAPI had the least impact on the
composition and structure of nuclear chromatin [10]. DAPI is also
commonly the best performer in cell cycle analysis in terms of CV,
generally having the highest resolution of DNA content histograms
with the lowest CV values among the common dyes [4, 11,
12]. DAPI is excited in the UV range of light, with very limited
excitation from the 405 nm laser, which can limit the use of this dye
as UV lasers are not common on all flow cytometers.

2.3 Hoescht Hoescht 33342 was the first DNA binding dye that is cell-permeant
to be used in the analysis of cell cycle and sorting of live cells based
on DNA content [13]. Either Hoescht 33342 or Hoescht 33258
can be used for live-cell DNA content analysis; however, Hoescht
33,42 permeates cells more quickly so is more commonly used
[14]. Like DAPI, Hoescht binds to the minor groove of DNA in
A-T rich regions and is excited in the UV range of light, which may
also limit its usage, depending on cytometer configuration.

2.4 DRAQ5 DRAQ5 is a more recently developed live-cell DNA content stain,
and the first developed that does not rely on the use of a UV laser
[4, 15]. DRAQ5 is excited optimally by 568 nm, 633 nm, or
647 nm lasers and emits in the far red range, making it usable on
most standard flow cytometry platforms. It rapidly permeates cells
and stains in a reproducible manner and does not require the use of
RNAse [15]. DRAQ5 provides resolution of cell cycle phases



Reagent Requires RNAse

similar to those provided by PI, though with slightly higher CV
values [15, 16]. However, it is important to note that DRAQ5 is
part of a class of compounds with defined cytotoxic mechanisms
(the anthraquinones) [15], so the long-term viability of cells
stained with DRAQ5 is limited [4].
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Table 1
Summary of DNA content dyes

Excitation
(max)

Emission
(max)

Live
cells

Requires
fixation

Propidium iodide 535 617 x x

DAPI 345 455 x

Hoescht 33 342 350 461 x

DRAQ5 647 681 x

Vybrant DyeCycle
Violet

369 437 x

Vybrant DyeCycle
Green

506 534 x

Vybrant DyeCycle
Orange

519 563 x

Vybrant DyeCycle
Ruby

638 686 x

SYTOX Blue 444 480 x x

SYTOX Green 504 523 x x

SYTOX Orange 547 570 x x

SYTOX AADvanced 546 647 x x

SYTOX Red 640 658 x x

FxCycle Violet 358 461 x x

FxCycle Far Red 640 658 x x

2.5 Vybrant

DyeCycle

The Vybrant DyeCycle family of dyes are DNA-selective, cell
membrane-permeant dyes; as such, they can be used on live cells
and require no fixation, permeabilization, or addition of RNAse
[17]. These dyes show enhanced fluorescence when bound to DNA
[17]. Vybrant DyeCycle dyes can be combined with other viability
dyes, antibody staining, and apoptotic markers [17]. Importantly,
because DyeCycle stains allow the resolution of cell cycle informa-
tion in viable cells, researchers have the ability to sort cells based on
position in the cell cycle. These dyes are available in a range of
colors and use commonly available excitation sources and emission
filters: Vybrant DyeCycle Violet stain (excitation/emission maxima



~396/437 nm), Vybrant DyeCycle Green stain (excitation/emis-
sion maxima ~506/534 nm), Vybrant DyeCycle Orange stain
(excitation/emission maxima ~519/563 nm), and Vybrant Dye-
Cycle Ruby stain (excitation/emission maxima ~638/686 nm).
Vybrant DyeCycle dyes have been shown to have low toxicity to
cells [17].
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2.6 SYTOX Dyes SYTOX cell stains are a cell impermeant DNA dye; as such they
have been largely used as cell viability dyes. However, recent studies
have shown that SYTOX Green outperforms PI in a standard
ethanol fixation protocol for analyzing cell cycle in Saccharomyces
cerevisiae [18]. Specifically, it has been shown that SYTOX-stained
cells have a decreased sensitivity to variances in experimental con-
ditions compared to PI-stained cells, improved coefficients of vari-
ation (CVs), and a better correlation between DNA content and
fluorescence [18].

2.7 FxCycle FxCycle stains (FxCycle Violet and FxCycle Far Red) are DNA
content dyes for cell cycle analysis on fixed cells. FxCycle Violet
preferentially binds dsDNA, while FxCycle Far Red binds both
DNA and RNA thus requiring RNAse addition to staining proto-
cols. FxCycle dyes can be easily multiplexed with other stains and
show similar results when compared to PI [19].

3 Going Beyond Single-Parameter DNA Content Analysis

DNA content analysis provides a static snapshot of the cell popula-
tion but cannot discriminate between cells having the same DNA
content such as quiescent (G0) cells versus G1 or G2 versus M cells
[4] and provides no information on kinetics. For these types of
studies, additional markers are needed.

3.1 Uptake of

Thymidine Analogs

Dividing cells undergo DNA synthesis within the S-phase of the cell
cycle. During DNA synthesis, analogs of thymidine may be inserted
into replicating DNA, thereby identifying cells that have progressed
through the S phase of the cell cycle during the labeling period
[20]. In cell cycle analysis, this is most commonly 5-bromo-2-
deoxyuridine (BrdU) or the more recent 5-ethynyl-2-
0-deoxyuridine (EdU) [20]. In BrdU assays, DNA must be partially
denatured by either strong acid or heat [4, 21]. This step is critical
as a balance must be made between intact DNA (stainable by PI)
and denatured DNA (single-stranded and accessible to BrdU anti-
body) in order for the staining to be successful [22]. This denatur-
ation step also results in cell and tissue disruption, as well as the
degradation of proteins and nucleic acids, limiting the utility of
BrdU as a probe where other protein content or molecular analysis
is required [20].
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EdU, like BrdU, is also incorporated into replicating DNA
during the S-phase of the cell cycle. However, unlike BrdU, EdU
can be detected in intact double-stranded DNA (no denaturation
step required) following its incorporation into DNA [20]. Using
“click” chemistry and small-sized fluorescent azides, detection of
EdU in intact DNA is quick and highly sensitive [20, 23,
24]. Finally, because partial DNA denaturation is not required,
EdU can be complexed with other protein content or molecular
analysis.

3.2 Protein Markers

of Cell Cycle

Progression

In order to further analyze cell cycle phases with the same DNA
content (G0 vs G1; G2 vs M), additional protein markers are
needed. Ki-67 and proliferating cell nuclear antigen (PCNA) are
commonly used to identify proliferating cells from resting cells
[2]. Ki-67 is highly expressed in proliferating cells (maximally in
G2 and early M phase), is rapidly degraded during anaphase and
telophase, and is rarely expressed in the G0 phase [25]. PCNA
marks proliferating cells and is most highly expressed in S-phase
cells [26].

To further dissect cell cycle phases, the expression of cyclin
proteins is commonly used. Cyclins are a key part of cell cycle
progression [27] and, during undisrupted growth, are expressed
in discrete parts of the cell cycle. Of particular interest are
Cyclins D, E, A, and B. Cyclin D1 is expressed by a fraction of
G1 cells – specifically cells entering and progressing through S
[22, 28]. Cyclin E is most highly expressed by the cells
entering S, with levels dropping as cells progress through S-phase
[22, 28]. Cyclin A is expressed by cells in S-phase, with the highest
expression in G2 cells; mitotic cells (post-prometaphase) are nega-
tive for Cyclin A [22, 28]. Finally, Cyclin B1 is expressed by late S
cells, with the highest levels in G2 andM [22, 28]. When combined
with DNA content analysis it is possible to discriminate between
cells having the same DNA content: G2 and M cells (based on
differences in Cyclin A content), G2 diploid and G1 tetraploid cells
(based on differences in expression of Cyclins E and/or B1), and
G0 from G1 cells (expression of D-type Cyclins or Cyclin E)
[28]. Finally, phospho-Histone H3 is commonly used to mark
cells undergoing mitosis and can be used to differentiate from G2
cells [29, 30].

4 Additional Modes of Flow Cytometric Analysis

Standard flow cytometers have been used for decades in cell cycle
analysis. In this section, we will look closer at three other types of
cytometric analysis that have been recently adopted in the cell cycle
analysis field.
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4.1 Flow Cytometry

with Acoustic

Focusing

Acoustic flow cytometry is largely the same as standard flow cyto-
metry, with a slight difference in how the cells are focused within
the fluidics. Acoustic cytometry uses ultrasonic waves in addition to
hydrodynamic focusing to position cells or particles in a flowing
stream for analysis [31, 32]. Because of this, cells are precisely
positioned into a single, focused line in the central axis, enabling
tight focus at the point of laser interrogation. The dual focusing of
cells may help reduce coincidence (2 cells passing through the laser
simultaneously), which can be particularly detrimental in the analy-
sis of cell cycle. Acoustic focusing may also help tighten CVs,
especially at higher run speeds (CV generally below 3%) [33, 34].

4.2 Imaging Flow

Cytometry

Standard flow cytometric approaches, while high throughput, lack
the spatial resolution of microscopy approaches to analyze cell
cycle, where nuclear morphology can be studied. With imaging
flow cytometry, a recent technological advance that combines fluo-
rescence microscopy with flow cytometry, you gain conventional
flow cytometry’s high-throughput speed with the spatial resolution
of microscopy [35]. On an imaging flow cytometry platform, an
image is captured of each cell on a CCD detector allowing for the
measurement of not only fluorescence intensities but also the spa-
tial image of the fluorescence together with brightfield and dark-
field images of each cell in a population [35, 36]. Using an imaging
flow cytometry approach, cells can be classified into cell cycle phases
based on DNA content (similar to flow cytometry); however, from
there, cells can be further subdivided based on nuclear morphology,
allowing for dissection of, for example, mitotic cells into cells in
prophase, metaphase, anaphase, or telophase [37]. Imaging flow
cytometry has been successfully applied not only in the analysis of
cell cycle in mammalian cells, but also in the analysis of cell cycle in
budding yeast [38]. Most recently, a method using imaging flow
cytometry has been described that allows for a “label-free”
approach for analyzing cell cycle [36]. In this method, a cell’s
DNA content and mitotic phase can be determined based solely
on the features extracted from the brightfield and darkfield images
(no DNA content dyes added) and a machine learning
approach [36].

4.3 Mass Cytometry In mass cytometry, antibodies are tagged with metal isotopes
rather than fluorescent molecules, and the subsequent read-out is
done by time-of-flight mass spectrometry. Mass cytometry has
allowed researchers to multiplex a much larger number of para-
meters in a single sample. As such, with mass cytometry, researchers
are able to combine cell cycle measurements with an extensive
immunophenotypic characterization of stem cells which has not
been technically feasible using fluorescence-based flow cytometry



[39]. However, because of how the signals are detected, the stan-
dard DNA content dyes used in flow cytometry cannot be used in
mass cytometry. In mass cytometry, the assessment of DNA content
is measured using an iridium-labeled intercalator that has much
poorer resolution than corresponding measurements of
DNA-specific fluorescent dyes [39–41]. Due to this poor resolu-
tion, the study of cell cycle by mass cytometry relies on a panel of
markers to distinguish between the different phases. The most
recent published panel recommends the following markers as a
minimum panel: Ir-intercalator (DNA content), IdU (S phase),
anti-pS28HistoneH3 (mitosis), anti-CDT1 (G1 phase), and anti-
Geminin (non-G1 phases), with the addition of anti-pS780RB1
(late G1) and anti-PLK1 (late G2) to discriminate between late
G1 and late G2 [40]. Other potential markers include: p-Rb
(S807/811) (G0/G1 phase), Cyclin B1 (G2 phase), p-HH3
(S28) (M phase), Ki-67 (confirm G0/G1 resolution), Cyclin A
(confirm G0/G1, G2 resolution), Cyclin E (confirm G0/G1, G2
resolution), and pCDK1 (Y15) (confirm M phase, G2 resolution)
[41]. In addition, markers can be added to analyze apoptosis (e.g.,
cleaved-PARP or cleaved-Caspase 3) or for DNA damage (e.g.,
p-H2AX (S139)) [41].
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5 Additional Suggestions for Acquisition and Analysis of Cell Cycle Samples

In statistics, the coefficient of variation (CV) is a standardized
measure of the dispersion of a probability or frequency distribution
and is often expressed as a percentage [42]. CV is defined as the
ratio of the standard deviation to the mean (StDev/mean) [43],
and is widely used in flow cytometry for quality control checks,
DNA content analysis, and proliferation analysis. Maintaining a low
CV of the G0/G1 peak is critical to the success of DNA content
analysis as this will impact your ability to properly discriminate
between G0/G1 and S phase cells [44]. In each of the following
sections, we will provide suggestions that can be incorporated into
your workflow to help minimize CV values and improve your
resolution.

5.1 Titrate Your

Reagents

Titration of reagents is a standard best practice in flow cytometry
and is necessary for all cell cycle experiments. Untitrated stains can
lead to poor identification of cell cycle stages, high CVs, increased
background, or insufficient separation of populations. In addition
to this, if you are working with a cell-permeant dye on live cells,
adding too much dye can adversely affect your cell viability, affect-
ing your cell cycle measurements. As such, titration of DNA con-
tent dyes is a critical step for cell cycle analysis by flow cytometry.
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5.2 Fixatives,

Permeabilization, and

Multiplexing

An important consideration in developing a cell cycle protocol with
fixed cells is whether to only fix or fix and permeabilize. Original,
PI-based cell cycle protocols have used 70% ethanol as a standard
fixative. Ethanol fixation is known to result in low CVs; however,
dehydrating fixatives like ethanol can limit downstream multiplex-
ing.When ethanol fixes cells, it denatures and precipitates proteins –
so any surface staining done with protein-based fluorescent mole-
cules will be lost, antigens may become hidden and no longer be
able to be bound by antibodies, and signals from fluorescent pro-
teins such as GFP can be destroyed [44]. It is also important to note
that dehydrating fixatives can increase cell clumping due to protein
coagulation [44].

Cross-linking agents such as formaldehyde are also a common
fixative used in flow cytometry. Cross-linking fixatives will not affect
the structure of proteins as greatly as dehydrating fixatives do, so
will better enable multiplexing with your DNA content analysis.
However, because cross-linking fixatives will also cross-link chro-
matin, so dye staining of DNA is generally worse [22, 44] and the
CVs of your samples will generally be much higher [22].

Finally, permeabilization agents such as Triton-X, NP-40, or
saponin will all disrupt cellular membranes. The addition of per-
meabilization agents after fixation with either dehydrating or cross-
linking fixatives can improve the resolution of cell cycle phases by
improving access of dye to DNA [44]. With this in mind, it is
important to test any fixatives or permeabilization agents to ensure
that they are compatible with your experimental design and are
having the least impact on DNA content resolution possible. For
general strategies on cell fixation, permeabilization, and stoichiom-
etry of antigen detection, Jacobberger provides an excellent
reference [45].

5.3 Run on Low

Speed

The fluidics system is the heart of the flow cytometer and is respon-
sible for the transportation of cells/particles through the instru-
ment [31, 32, 44]. Flow cytometers generally have different
“speeds” at which samples can be run. As the speed at which a
sample is being run is increased, the amount of force the sample
core exerts on the sheath fluid increases, resulting in a widening of
the sample core (Fig. 1). This widening of the sample core results in
an increase in coincidence (the chance that more than 1 cell will
pass by the laser at the same time) [32] and can also result in a
decrease in the resolution of fluorescence signals. In DNA content
analysis, changes in sample speed can have detrimental effects on
the CV, with higher sample speeds resulting in widening of the
CVs. This is largely due to the changes in signal resolution that
occur as the sample core stream widens. As such, it is recommended
that cell cycle samples be run on the lowest sample speed setting on
a flow cytometer [44]. One caveat to this occurs with the use of
acoustic focusing – because acoustic focusing keeps cells centered in



the core sample stream, regardless of how wide the core sample
stream is, a higher fluidics rate can be used on these instruments
while still maintaining a low CV [44].
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Fig. 1 Depiction of the effect of different fluidics speeds on sample acquisition. Increasing the speed of sample
acquisition on a flow cytometer results in a widening of the sample core within the sheath fluid (depicted by
the grey circle). Widening of the sample core increases the likelihood of more than one cell/particle passing
through at a time (coincidence) and can impact the resolution of fluorescence signals

5.4 Acquire Enough

Events

Like all flow cytometric assays, it is critical to ensure that enough
cells have been acquired in order to properly analyze the data. With
cell cycle analysis, it is recommended that a minimum of
10,000–20,000 relevant events be acquired [44], though your
assay will almost certainly be improved by acquiring more events.
When creating your instrument acquisition settings, it is important
that this count excludes debris, doublets, and dead cells; your event
count should only be counting the cells you will be using in the
DNA content analysis.

5.5 Use Modeling

Software for Analysis

This last suggestion will not affect your CV but will affect the
accuracy of your reported results. While G0/G1, S, and G2/M
have a very distinct profile on a histogram plot, gating these areas
with standard linear gates will result in inaccurate reporting of the
phases. As such mathematical models have been created to attempt
to deconvolute the peaks and provide a more objective approach to
cell cycle analysis [44]. Commonly used software with cell cycle
mathematical models include ModFit LT (Verity Software House),
FlowJo (BD Biosciences), and Multicycle AV (Phoenix Flow
Systems).
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6 Discussion and Conclusions

Cell cycle analysis is, and will remain, a major technique in flow
cytometry. Over the last years, the addition of multivariate analysis
of cell cycle by flow cytometry has increased the power of this
technique. With the ever-changing landscape of molecular probes
for the analysis of the function/activity of individual proteins
becoming available and novel DNA content dyes, multiparameter
cytometry offers a unique opportunity to dissect the cell cycle in
various biological systems and will continue to be an essential
method, complementing other biochemical and molecular biology
approaches.
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Part II

Methods for Cell Cycle Synchronization of Mammalian Cells



Cells divide and produce two new daughter cells by completing a
round of cell cycle. The typical cell cycle in cultured eukaryotic cells
is composed of four phases including the G1, S, G2, and M phases.
G1, S, and G2 together are called interphase. The M phase is
comprised of mitosis, in which the cell’s nucleus divides, and cyto-
kinesis, in which the cell’s cytoplasm divides to form two daughter
cells. Mitosis is further divided into five subphases including pro-
phase, prometaphase, metaphase, anaphase, and telophase. Each
phase of cell cycle progression is reliant on the proper completion

Chapter 5

Synchronization of Cultured Cells to G1, S, G2,
and M Phases by Double Thymidine Block

Richard C. Wang and Zhixiang Wang

Abstract

The typical cell cycle in eukaryotes is composed of four phases including the G1, S, G2, and M phases.
G1, S, and G2 together are called interphase. Cell synchronization is a process that brings cultured cells at
different stages of the cell cycle to the same phase. For many experiments, it is desirable to have a population
of cells that are traversing the cell cycle synchronously, as it allows population-wide data to be collected
rather than relying solely on single-cell experiments. While there are various drugs that can be used to arrest
the cell at each specific phase of the cell cycle, they may cause undesired side effects. Here, we describe a
protocol to synchronize cells to each cell cycle phase by using only one chemical: thymidine.
Non-synchronized cells are synchronized to early S phase by a double thymidine block. The release of
the double thymidine block allows the cells to progress through the cell cycle in a synchronized pace. By
collecting the cells at various time intervals following the release of double thymidine block, we are able to
harvest cells synchronized to the G2, M, and G1 phases. This synchronization can be assessed by various
methods, including flow cytometry to examine the DNA content, Western blotting to examine the
expression of various cell phase-specific markers, and microscopy to examine the morphology of the
chromosome.

Key words Cell cycle, Synchronization, Interphase, Mitosis, G1 phase, S phase, G2 phase, Flow
cytometry, Wester blotting, Microscopy
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of the previous cell cycle phase. A cell can also exit from the cell
cycle to enter the G0 phase, a state of quiescence [1, 2].
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For many experiments, it is desirable to have a population of
cells that are traversing the cell cycle synchronously. This can be
achieved through a process called cell synchronization, during
which cultured cells at different stages of the cell cycle are brought
to the same phase. Cell synchronization is a vital process in the
study of cell cycle progression and regulation that allows
population-wide data to be collected rather than relying solely on
single-cell experiments.

Many methods have been developed to synchronize cells to the
various phases of the cell cycle. In general, better synchronization is
achieved by using specific chemical inhibitors to arrest the cells to
the specific phase of the cell cycle. However, these chemical inhibi-
tors may also cause undesired side effects to the cells. Thus, it
would be ideal to achieve a high level of synchronization with as
few chemical inhibitors as possible. A double thymidine block
without using other chemical inhibitors is one of the best methods
in this regard [3].

Thymidine is a DNA synthesis inhibitor that can arrest cells at
the G1/S boundary, prior to DNA replication. When high con-
centrations of thymidine are added to the culture fluid, the excess
thymidine blocks the enzyme ribonucleotide reductase, which is
responsible for converting ribonucleotides into deoxyribonucleo-
tides. As a result, the supply of deoxyribonucleotides falls and DNA
synthesis stops [4, 5]. However, this thymidine block will arrest
cells in the different stages of S phases immediately, resulting in a
cell population at different stages of DNA duplication. A second
thymidine block is needed to synchronize all the cells to the early
stage of the S phase. The release of the first thymidine block will
allow all the cells to resume DNA synthesis and progress out of the
S phase. The second thymidine block then results in the synchroni-
zation of all cells to the early S phase when DNA duplication starts.

Following the release of the second thymidine block, the cells
synchronized to the early S phase will progress through the various
cell cycle phases including G2, M, and G1 in a largely synchronized
fashion. By collecting the cells at different time intervals following
the double thymidine release, we can obtain cells largely synchro-
nized at these different phases.

Here, we describe a protocol to synchronize the cells to G1, S,
G2, and M phases with a double thymidine block and release
(Fig. 1). The synchronization was assessed by various methods
including image flow cytometry to examine the DNA content and
chromosome morphology and by Western blot to examine the
expression of protein markers specific for each cell cycle phase.
The HeLa cell line is the most commonly used mammalian model
system for cell cycle research [3, 6]. Its entire cell cycle lasts approx-
imately 24 hours, with the G1, S, G2, and M phases lasting approx-
imately 11, 10, 2, and 1 hours, respectively.
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Fig. 1 Flow chart to show the steps of cell synchronization to various interphases

2 Materials

2.1 Solutions,

Reagents, and

Chemicals

1. Growth Medium: Dulbecco’s modified Eagle’s medium
(DMEM) in 10% FBS (Hyclone) and 1� Antibiotic Antimy-
cotic Solution.

2. PBS: 1 Phosphate Buffered Saline sterilized by autoclaving.

3. Thymidine stock: 200 mM in PBS. Dissolve completely and
filter sterilize. Store at 4 �C. Working Concentration: 2 mM.

4. Trypsin: 0.25% Trypsin, 0.03% EDTA (ethylenediaminetetraa-
cetic acid).

5. TBS: Tris Buffered Saline sterilized by autoclaving.

6. Cell lysis buffer A: 50 mM Tris–HCl (pH 7.5), 0.25%
Chap. Add fresh: Protease Inhibitor Mix (0.03%), Na3VO4

(0.01%) (inhibits protein phosphotyrosyl phosphatases).

7. Cell lysis buffer B: 500 mM Tris–HCl (pH 7.5), 10% Nonidet
P-40.

8. Protease Inhibitor Mix: 0.1 mMAEBSF, 10 μg/mL Aprotinin,
1 μM Pepstatin in 100% EtOH.

9. SDS Loading Buffer (4�): 200mMTris–Cl (pH 6.8), 400mM
DTT, 8% SDS, 0.4% bromophenol blue, 40% glycerol.

10. 5% separating gel: In 15 mL tube add 0.625 mL acrylamide/
bis-acrylamide 40% solution to 3.125 mL double-distilled
water (ddH2O), 1.25 mL 1.5 M Tris–HCl buffer with
pH 8.8 (lower gel buffer), 25 μL ammonium persulfate
(APS), and 2.5 μL tetramethylethylenediamine (TEMED).

11. 4% stacking gel: In 15 mL tube add 250 μL acrylamide/bis-
acrylamide 40% solution to 1.6 mL ddH2O, 625 μL 0.5 M
Tris–HCl buffer with pH 6.8 (higher gel buffer), 25 μL 10%
SDS solution, 12.5 μL APS, and 2.5 μL TEMED.

12. 70% Ethanol.

13. Pre-stained molecular weight protein ladder.
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14. Running buffer: dilute 10� Tris-Glycine-SDS buffer solution
from Bio Basic Canada Inc. to 1� buffer solution which con-
tains 0.025 M Tris Base, 0.192 M Glycin, and 0.1% SDS.

15. Transfer buffer: to prepare 500 mL transfer buffer add 400 mL
ddH2O to 2.91 g Tris (48 mM), 1.47 g glycine (39 mM),
1.88 mL 10% SDS solution, and 100 mL methanol.

16. Antibodies to cyclin A, B, D, E, and p-Histone 3 Ser10.

17. HRP-conjugated secondary antibodies.

18. DRAQ5 (Biostatus): 0.5 mM.

19. Flow Cytometry Blocking Buffer: TBS, 0.01% Triton X-100,
4% BSA.

20. Ribonuclease (RNase) buffer with 100 μg/mL concentration
of RNase A: add 10 μL Triton X-100 10% and 10 μL RNase A
solution from 10 mg/mL stock solution to 1 mL 1 PBS.

21. Propidium iodide (PI) solution with 50 μg/mL concentration
of PI: add 10 μL Triton X-100 10% and 50 μL PI solution from
1 mg/mL stock solution to 1 mL 1 PBS.

22. Methanol.

23. Permeabilization solution (0.2% Triton X in PBS).

24. DAPI (40,6-Diamidine-20-phenylindole dihydrochloride)
stock: 30 μM in PBS. Working Concentration: 300 nM.

25. Mounting Medium: n-Propyl Gallate in 10 mL boiled 50%
glycerol.

2.2 Equipment 1. Standard Tissue Culture Equipment.

2. Optical microscope.

3. Cell Culture Dishes: 100-mm.

4. Cell Culture Plate: 24-well plate.

5. Centrifuge for 15 mL centrifuge tubes that can reach 1000� g
at 4 �C.

6. Microcentrifuge that can reach 14,000 g at 4 �C.

7. Heated water bath.

8. Spectrophotometer.

9. Standard gel electrophoresis equipment.

10. Standard protein transfer equipment.

11. Standard X-ray film processing equipment.

12. Glass slides.

13. Coverslips.

14. Fluorescence microscope.

15. Flow cytometer.
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2.3 Cell Lines 1. Hela cells.

The double thymidine block is a highly effective and widely used
protocol for the synchronization of cells to the early S phase (see
Note 1). Excess thymidine inhibits the formation of dCTP, an
essential precursor of DNA, and thus halts DNA replication
[4]. Care should be taken to keep thymidine incubation times
consistent.

3 Methods

3.1 S Phase

Synchronization:

Double Thymidine

Block

1. Seed 2.0 � 106 HeLa cells in 100-mm plates with 8 mL cell
culture medium.

2. Grow HeLa cells overnight to ~40% confluency.

3. Aspirate the medium and add 5 mL growth media with 500 μL
200 mM thymidine (final concentration of 2 mM).

4. Incubate for 16h.

5. Aspirate the medium and release cells from the S-phase block
by washing cells with 15 mL PBS three times.

6. Add 8 mL growth medium.

7. Incubate for 8h.

8. Aspirate the medium and add 5 mL growth media with 500 μL
200 mM thymidine (final concentration of 2 μM).

9. Incubate for 16h

Cells are synchronized to the early S phase following the double
thymidine block. Removing thymidine from the growth medium
will allow the cells to resume the cell cycle in a largely synchronized
fashion. The duration of a typical cell cycle for a Hela cell is
approximately 23 hours. The duration for G1, S, G2, and M phases
is 10.5, 9, 2.5, and 1 hours, respectively. Following the release of
the thymidine block, the cells will begin DNA synthesis. The cells
will stay in the S phase for approximately 8 hours, be in the G2
phase between approximately the 9th–11th hours, be in the M
phase between approximately the 11th–12th hours, and be in the
G1 phase between approximately the 12th–22nd hours.

3.2 Synchronization

of Cells to G2, M, and

G1 Cells by Releasing

Cells from Double

Thymidine Block

1. Aspirate the medium and release cells from the S-phase block
by washing cells with 15 mL PBS three times.

2. Add 8 mL growth medium.

3. Culture the cells for 5 hours to collect cells in the S phase.

4. Alternatively, culture the cells for 9 hours to collect cells in the
G2 phase.
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5. Alternatively, culture the cells for 11 hours to collect cells in the
M phase (see Note 2).

6. Alternatively, culture the cells for 15 hours to collect the cells in
the G1 phase.

Probing with cell cycle markers by Western blotting is necessary to
provide confidence that samples are in the cell cycle stage they are
claimed to be. Table 1 shows the expression of the proteins
throughout the cell cycle of HeLa cells that can be used as markers
of synchronization. A popular family of cell cycle markers include
the cyclin proteins, since specific cyclins are produced and degraded
at specific phases of the cell cycle to drive cell cycle progression
[7, 8]. All interphase cells will be negative for p-Histone 3 Ser10,
while all M phase cells will be positive for p-Histone 3 Ser10.
Among the interphase cells, G1 cells will have maximal levels of
Cyclin D but no Cyclin A (see Note 3), S phase cells will have the
highest level of Cyclin E, but no Cyclin D [9], and G2 phase cells
will have the highest level of Cyclin A and B but no Cyclin D and E
[9–11].

3.3 Validation of

Synchronization by

Western Blot

3.3.1 Protein Isolation 1. Synchronize the cells to each phase as described above.

2. Aspirate and wash cells with PBS. Aspirate as much PBS as
possible.

3. Add 500 μL Cell Lysis Buffer A.

4. Put dish on ice and scrape cells using cell scraper.

5. Transfer scraped cells to a microcentrifuge tube and incubate
on ice for 5 mins from the addition of Cell Lysis Buffer A.

6. Add 60 μL Cell Lysis Buffer B.

7. Incubate for 15 mins on a rotator at 4 �C.

8. Centrifuge at 14,000 g at 4 �C for 15 mins.

9. Collect supernatant immediately and store at �80 �C until
ready for use.

3.3.2 Protein

Quantification

1. Prepare protein standard solutions with different concentra-
tions and protein samples in separate tubes according to
Table 1.

2. Incubate the tubes at room temperature for 5 minutes.

3. Measure the absorbance of each protein standard solution and
protein sample at 595 nm wavelength and write down the
absorbance in the last row of Table 1.

4. Draw the standard curve by plotting the concentrations of each
protein standard solutions against their absorbance.

5. Use the standard curve to calculate the concentrations of pro-
tein samples.
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Table 1
Preparation of protein standard solutions with different concentrations and protein samples for
protein quantification

Groups PSS1 PSS2 PSS3 PSS4 PSS5 PSS6 PSS7 PS

Distilled water 18 μ 15 μ 12 μ 9 μ 6 μ 3 μ 0 μ 18 μL

Protein extraction
buffer

2 μ 2 μ 2 μ 2 μ 2 μ 2 μ 2 μ –

BSA (1 μ 3 μ 6 μ 9 μ 12 μ 15 μ 18 μ 2 μL

Bradford (1 ) 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL

Concentration
(mg/mL)

0 4.44 8.88 13.32 17.76 22.2 26.64 ?

Absorbance ? ? ? ? ? ? ? ?

PSS protein standard solution, PS protein sample

3.3.3 Western Blot 1. SDS Loading Buffer (4 ) to each protein sample at a 1:3 ratio.

2. Incubate the protein samples in a 90–100 �C water bath for
5 minutes (see Note 4).

3. Load 10–50 μg total protein sample to each well of 5% acryl-
amide gel.

4. Adjust the power supply at 100 V and run the electrophoresis
for 185 minutes.

5. Put the gel in transfer buffer and incubate it at room tempera-
ture with gentle shaking for 15 minutes.

6. Prepare the protein transfer sandwich by putting the gel on the
nitrocellulose paper and between two sets of filter papers.

7. Use the semi-dry transfer system at 15 V for 120 minutes to
transfer proteins onto the nitrocellulose paper (see Note 5).

8. Incubate the membrane containing transferred proteins in
blocking buffer at room temperature with gentle shaking for
1 hour.

9. Dilute the primary antibodies (A-10 and A-2) in the blocking
buffer at a 1:1000 ratio.

10. Incubate the membrane with the primary antibody solution at
4 �C overnight.

11. Remove the primary antibody solution and wash the mem-
brane three times, 10 minutes per wash, in TBST at room
temperature with gentle shaking.

12. Dilute the HRP-conjugated mouse secondary antibody in the
diluted blocking buffer at a 1:2000 ratio.

13. Incubate the membrane with the secondary antibody solution
at room temperature for 1 hour.
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Table 2
Expression of various cyclins throughout the cell cycle in HeLa GFP-H2B cells

Cyclin D Cyclin E Cyclin A Cyclin B p-Histone 3 Ser10

G0/early G1

Late G1 ++ +

Early S-phase ++ +

Late G2 ++ ++

Prometaphase ++ ++ ++

Metaphase ++

Ana/telophase ++

14. Remove the secondary antibody solution and wash the mem-
brane three times, 10 minutes per wash, in TBST at room
temperature with gentle shaking.

15. Incubate themembrane with ECL substrate solution for 5min-
utes at room temperature with gentle shaking and then detect
the protein bands on X-ray film.

Table 2 lays out the expression of cell cycle markers that can be
used to validate the synchronization methods.

Flow cytometry analysis can be used to measure DNA content.
G0/G1 cells have 2 N DNA, S-phase cells have 2-4 N DNA, and
G2/M cells have 4 N DNA.

3.4 Validation of

Synchronization by

Flow Cytometry

1. After completing cell cycle arrest, aspirate media and wash with
PBS once. Add 0.8 mL of Trypsin and incubate in an incubator
for 2.5 min. Add 4.2 mL PBS and detach cells off the plate by
pipetting repeatedly. Collect cells in a pre-cooled 15 mL tube.
Centrifuge cells at 1000 � g for 5 min. Aspirate liquid and
resuspend cells in 0.5 mL PBS. Transfer cells to 4.5 mL of
ice-cold 100% MeOH.

2. Fix cells for 20 min at 20 �C (see Note 6).

3. Centrifuge cells at 1000 � g for 5 min. Aspirate liquid and
resuspend cells in 1 mL Flow Cytometry Blocking Buffer.
Incubate for 10 min on ice.

4. Discard the supernatant and add 1 mL Ribonuclease (RNase)
buffer to each tube and resuspend the cells gently by pipetting
up and down (see Note 7).

5. Incubate the cells on ice for 30 min.

6. Centrifuge the cells at 1300–1500 rpm for 5 min.
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Table 3
The synchronization of cells to various phases of cell cycle including S, G2, M, and G1 phases

DNA (2 N) DNA (2-4 N) DNA (4 N) DNA (2 N)

Asynchronous cells 38% 15% 42%

Double thymidine block (G1/S boundary) 92% 7% 1%

Release for 5 h (S phase) 14% 78% 8%

Release for 9 h (G2 phase) 7% 11% 82%

Release for 11 h (M phase) 5% 80% 15%

Release for 15 h (G1 phase) 6% 4% 90%

7. Discard the supernatant and add 1 mL PI solution to each tube
and resuspend the cells gently by pipetting up and down.

8. Incubate the cells on ice for 5–10 min.

9. Centrifuge cells at 1000� g for 5 min. Aspirate liquid and wash
cells with 1 mL ice-cold PBS. Repeat washing step.

10. Centrifuge cells at 1000 � g for 5 min. Aspirate liquid and
resuspend cells well in 200 μL PBS with 2 μL 0.5 mMDRAQ5
(final concentration of 5 μM). Add cells to flow cytometry tube
and incubate for 15 min at room temperature while protecting
from light.

11. Run samples by flow cytometry analysis.

12. Use DNA content to distinguish between 2 N, 2-4 N, and 4 N,
for G0/G1, S-phase, and G2 respectively.

A typical result of flow cytometry assessment of cell cycle syn-
chronization is shown in Table 3.

Both G2 and M phase cells have the same DNA content of 4 N and
thus cannot be distinguished by flow cytometry. Microscopic exam-
ination of the chromosome morphology is needed to determine if
the cells are synchronized to the G2 and/or M phase.

3.5 Validation of

Synchronization by

Microscopy

1. Seed 5 � 104 HeLa cells on each coverslip in a 24-well plate
with 0.5 mL growth medium.

2. Perform cell synchronization method of choice. Adapt proto-
cols from 150-mm or 100-mm dishes to a 24-well plate.

3. Wash cells once with PBS. Aspirate PBS.

4. Fix cells by adding 0.5 mL ice-cold MeOH. Fix for 20 min at
20 �C.

5. Wash cells once with PBS. Aspirate PBS.

6. Add 500 μL PBS with 1:100 DAPI. Incubate for 10min on ice,
protected from light (see Note 8).
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Fig. 2 Assessment of cell synchronization by fluorescence microscope. (a) Cells
in the G2 phase. (b) Cells in mitosis. Size bar 10 μm

7. Aspirate and wash twice with PBS.

8. Mount cells onto glass slide with 2.8 μL mounting medium.

9. Seal edges with nail polish.

10. Visualize cells by fluorescence for Dapi.

Figure 2 shows the typic chromosome morphology of cells in
interphase and in the various stages of mitosis.

4 Notes

1. S-phase synchronization can also be performed using DNA
replication inhibitors, such as the DNA polymerase inhibitor
aphidocolin (5 μg/mL) [12] and hydroxyurea
(1.0–2.5 mM) [13].

2. As the M phase is quite short, it is important to determine the
specific time window for harvesting the mitotic cells following
the release of double thymidine block. This can be achieved by
running a few trials to collect cells every 30 min between the
10th–12th hours following the double thymidine block
release.

3. Cyclin D1 expression can vary highly in other tumor cell lines,
especially if they have perturbations in the Ras or Rb pathways.

4. Alternatively, cells don’t need to be fixed but instead permea-
bilized with detergents and/or hypotonic solutions. This
method provides more accurate estimates of DNA content
compared to the measurement of fixed cells. However, fixation
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will allow the cells to be stored in the fixative for extended
periods and be transported while in the fixative. Thus, fixation
allows one to prepare and collect cells independently of the
timing of their analysis.

5. PI also binds to RNA strongly, which will interfere with the
calculation of DNA contents. RNase treatment is necessary to
reduce the interference of RNA. Alternatively, DAPI can be
used to replace PI. Although DAPI also binds to RNA, the
fluorescence of RNA-binding DAPI is not strong, and thus
RNase treatment is not necessary [14].

6. DAPI can be replaced by other fluorescent dyes. Hoechst
33342 and Hoechst 34580 are most commonly used, espe-
cially in live imaging.
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9. Dulić V, Lees E, Reed SI (1992) Association of
human cyclin E with a periodic G1-S phase
protein kinase. Science (New York, NY)
257(5078):1958–1961

10. Pines J, Hunter T (1990) Human cyclin A is
adenovirus E1A-associated protein p60 and
behaves differently from cyclin B. Nature
346(6286):760–763

11. Kraft C, Herzog F, Gieffers C, Mechtler K,
Hagting A, Pines J, Peters JM (2003) Mitotic
regulation of the human anaphase-promoting
complex by phosphorylation. EMBO J 22(24):
6598–6609

12. Pedrali-Noy G, Spadari S, Miller-Faurès A
Miller AO, Kruppa J, Koch G (1980) Synchro-
nization of HeLa cell cultures by inhibition of
DNA polymerase alpha with aphidicolin.
Nucleic Acids Res 8(2):377–387

13. Pfeiffer SE, Tolmach LJ (1967) Inhibition of
DNA synthesis in HeLa cells by hydroxyurea.
Cancer Res 27(1):124–129

14. Darzynkiewicz Z, Juan G (2001) DNA content
measurement for DNA ploidy and cell cycle
analysis. Curr Protoc Cytom Chapter 7:Unit
7.5



Chapter 6

Cell Synchronization Techniques for Studying Mitosis

Joanne D. Hadfield, Sargun Sokhi, and Gordon K. Chan

Abstract

Cell synchronization allows the examination of cell cycle progression. Nocodazole and other microtubule
poisons have been used extensively to interfere with microtubule function and arrest cells in mitosis. Since
microtubules are important for many cellular functions, alternative cell cycle synchronization techniques
independent of microtubule inhibition are also used for synchronizing cells in mitosis. Here we describe
using nocodazole, STLC, and combining thymidine block with MG132 to synchronize cells in mitosis.
These inhibitors are reversible and mitotic cells can be released into the G1 phase synchronously. These
techniques can be applied to both Western blot and timelapse imaging to study mitotic progression.

Key words Cell cycle synchronization, Mitotic arrest, Double thymidine block, Timelapse imaging,
Nocodazole, MG132, STLC

1 Introduction

Mammalian cell cycle is a complex circuit of growth and division
which involves sequential activity of various regulatory protein
complexes [1]. The cell cycle phases G1, S, and G2 together termed
as interphase are succeeded by mitosis and cytokinesis consisting of
accurate chromosome segregation which culminates in the produc-
tion of two genetically identical daughter cells. The progression
through the phases of the cell cycle is tightly coupled to transient
factors and regulatory complexes which experience fluctuations in
their levels reflecting association with a particular cell cycle phase
[2]. At any time in the growing cell cultures, a population of cells is
asynchronous meaning that they are dividing independently of each
other’s phase. To study cell cycle-regulated events or factors whose
levels are dependent on cell cycle phases, a synchronized population
of cells is needed. Synchronization, which can be achieved through
various techniques, yields a homogenous population of cells which
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advance through the cell cycle in a uniform manner. Although
several methods have been developed that can successfully compile
a homogenous population in different phases of the cell cycle, this
chapter will focus on methodologies to enrich mitotic cell popula-
tion. Mitosis is an important event in the cell cycle and errors
during mitosis and its deregulation can potentially have serious
impact on disease [3, 4]. Given the short duration of mitosis, it
becomes tricky to accumulate cells for examination. Here, we pro-
vide various protocols (Fig. 1) to generate a synchronized mitotic
cell population by (1) addition of excess nutrients (thymidine
block) followed by chemical blockade, (2) reversible chemical treat-
ment (Nocodazole, STLC, MG132), and (3) based on morpho-
logical differences (mitotic shake-off).
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1.1 Enrichment of

Mitotic Cells by

Thymidine Block

Followed by MG132

Treatment

Often a homogenous cell population can start to lose synchrony
progressively at later time points in the cell cycle [5]. Hence, syn-
chronizing cells in more than one phase of the cell cycle provides a
way to increase the yield and purity of mitotic cells. Here, we
describe a protocol to enrich mitotic cells using MG132 chemical
blockade following the release of cells in the G1/S phase by thymi-
dine block (Fig. 2). To trap the cells in the G1/S phase, excess
thymidine can be added which results in the inhibition of DNA
synthesis [6, 7]. The addition of high concentrations of thymidine
to the cultures results in the allosteric inhibition of ribonucleotide
reductase, causing an imbalance in the dNTP pool, leading to
the inhibition of DNA replication. Hence, thymidine block can be
used to synchronize cells at the G1/S boundary. Following the
release from the block, cells synchronously progress through
S-phase to other phases. To get a more synchronized G1/S-phase
population, a double thymidine block can be used. A double thy-
midine block as described in the methods involves the release of
cells from a single thymidine block and then trapping the cells again
with a second round of excess thymidine treatment. On the other
hand, MG132 (carbobenzoxy-Leu-Leu-leucinal) is an inhibitor of
the 26S proteosome complex which has been shown to induce G2/
M arrest in HeLa and colon cancer cell lines [8–10]. Following
8-h release from a single thymidine block, cells treated with
MG132 for 2 h resulted in a population enriched in mitotic cells
(Fig. 2). This protocol can be used to analyze a cell cycle event that
has a narrow window of action and requires high degree of syn-
chrony. However, it is essential to take into consideration the
doubling time of the cell line while using this procedure as the
protocol listed below is based on a 24-h doubling time frame.

1.2 Enrichment of

Mitotic Cells Using

Reversible Chemical

Inhibitors

Chemical inhibitors can be used to reversibly arrest the cells at a
particular cell cycle phase. Nocodazole is a spindle toxin which
disrupts the assembly/disassembly dynamics of microtubule forma-
tion during mitosis [11, 12]. The metaphase to anaphase transition
in mitosis is guarded by the mitotic checkpoint [13]. The mitotic
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Fig. 1 Experimental flowcharts. Timing relative to the first addition of inhibitors is shown under each flowchart
(scales are not proportional). Nocodazole block: Cells were seeded 24 h prior to treatment. Following 4-h of
nocodazole treatment, mitotic cells were harvested via mitotic shake-off, washed and replated for 0-, 30-,
60-, and 120-min time points. For imaging, cells were released following 4-h treatment and imaged every
10 min for 2 h. STLC block: Cells were seeded 24 h prior to treatment. Following 4-h treatment, mitotic cells
were removed via mitotic shake-off, washed and replated for 0-, 30-, 60-, and 120-min time points. For
imaging, cells were released following 4-h treatment and imaged every 10 min for 2 h. Single thymidine and
MG132 block: Cells were seeded 24 h prior to addition of thymidine. Cells were released after 16 h and
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checkpoint is a failsafe mechanism that inhibits premature segrega-
tion and arrests the cell cycle in the presence of even a single
unaligned chromosome. Hence, microtubule poisons like nocoda-
zole, which interfere with spindle formation and chromosome
alignment, can be used to activate the checkpoint machinery to
trap the cells in a prometaphase arrest [5]. Several other microtu-
bule poisons like colcemid can be used to induce a prometaphase
arrest but recovery from nocodazole block is more rapid and
reversible [11]. As with all the chemical inhibitors, a possible disad-
vantage is toxicities associated with high concentrations of the drug
close to its effective concentration [12, 14]. Therefore, we provide
a protocol with optimal nocodazole concentration with a short
incubation period to minimize the disruption of normal cell-cycle
regulatory events. Here, we treated the cells with 200 ng/μL
nocodazole for 4 h prior to release (Fig. 3). Alternatively, STLC
(S-Trityl-L-cysteine) which is a reversible inhibitor of human kine-
sin Eg5 can be used to arrest cells in mitosis [14, 15]. Eg5 is a
member of Kinesin-5 family and is responsible for the formation of
bipolar spindles. Upon inhibition of Eg5 with STLC, a prometa-
phase arrest is induced with cells exhibiting monoastral spindles and
non-separation of duplicated centrosomes [10]. For the protocol
described below, asynchronous cell population was treated with
2.5 μM 4 h prior to release from STLC after which arrested cells
exited mitosis normally (Fig. 4). Post release from nocodazole or
STLC block, mitotic cells were collected by mitotic shake-off which
is one of the oldest methods for collecting mitotic cell population.
Mitotic shake-off allows the collection of mitotic cells based on
their morphology [16]. As the cells progress through mitosis, they
become rounded and weakly adherent with the culture vessel.
Hence, this simple morphological difference was exploited to
enrich a mitotic cell population and these cells were then
re-plated and collected at specified time points.
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To validate the degree of synchronization and progression of
cell cycle, we performed immunoblotting to determine the fluctua-
tions in the levels of periodic (Cyclin B1, Spindly) and invariable
proteins (FNTB, Cdk1) (Figs. 2a, 3a, and 4a). Time-lapse micros-
copy was used to monitor the progression of cells post synchroni-
zation to analyze the time required to complete mitosis and
characterize cell cycle features (Figs. 2c, 3c, and 4c).

Fig. 1 (continued) interphase extracts were made. After 8-h release, MG132 was added for 2 h. Mitotic
extracts were made using mitotic shake-off. For imaging, cells were released following the 2-h MG132
treatment and imaged every 10 min for 2 h
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Fig. 2 Mitotic arrest by single thymidine block and MG132 treatment. (a) Western blot showing interphase and
mitotic levels of FNTB, Spindly, Cyclin B, Cdk1, and Tubulin. Cells were treated with 2 mM thymidine for 16 h,
released into fresh media for 8 h and then treated with 12.5 μM MG132 for 2 h. Mitotic cells were then
collected by mitotic shake-off. Double thymidine (DT) and single thymidine (ST) blocked interphase cell
extracts were made after thymidine block release. Protein levels were normalized to the Tubulin control.
Quantification is shown below each blot. (b) Graph shows quantification of protein levels in double and single
thymidine blocked interphase cells and MG132 blocked mitotic cells. (c) Images from timelapse microscopy.
Cells were treated with 2 mM thymidine for 16 h, released into fresh media for 8 h and then treated with
12.5 μM MG132 for 2 h, then released and imaged every 10 min for 2 h. End of mitosis was determined when
chromosomes separated in anaphase. Elapsed time shown in upper right corner. Scale bar 10 μm

2 Materials

2.1 Cell Culture HeLa cells stably expressing mCherry-H2B and GFP-tubulin were
previously described [17]. Cells were tested for Mycoplasma con-
tamination by DAPI staining and confocal imaging. HeLa cells
were grown as a monolayer in high-glucose DMEM supplemented
with 2 mmol/L L-glutamine and 5% (vol/vol) FBS.

1. High glucose DMEM, Thermo Scientific #12430062.

2. Phosphate buffered saline (PBS): 1.37 M NaCl, 27 mM KCl,
100 mM Na2HPO4, and 18 mM KH2PO4.
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Fig. 3 Mitotic arrest by nocodazole treatment. (a) Western blot showing mitotic and post-mitotic levels of
FNTB, Spindly, Cyclin B, Cdk1, and Tubulin. Cells were treated with 200 ng/mL nocodazole for 4 h and mitotic
cells were collected by mitotic shake--off. Mitotic cells were replated for 30-, 60-, and 120-min time points.
Extracts were collected at 0-, 30-, 60-, and 120-min post-release. Protein levels are normalized to the Tubulin
control. Quantification is shown relative to time point zero. (b) Graph shows quantification of protein levels at
0, 30, 60, and 120 min. Protein levels were normalized to time point 0 min. (c) Images from timelapse
microscopy. Cells were treated with 200 ng/mL Nocodazole for 4 h, then released and imaged every 10 min
for 2 h. End of mitosis was determined when chromosomes separated in anaphase. Elapsed time shown in
upper right corner. Scale bar 10 μm

3. Trypsin, Gibco, LS15400054.

4. 35 mm glass-bottomed plates, Matek, P35G-1.5-14-C.

5. 10 cm plates, Sarstedt, 83.3902.

6. 15 mL falcon tubes, Fischer, #14955238.

7. 50 mL falcon tubes, Fischer, #14955240.

8. 1.7 mL Eppendorf tubes, VWR #14955240.

2.2 Lysates 1. RIPA buffer, Thermo Scientific, #89900.

2. Protease inhibitor cocktail, EDTA-free, 100� in DMSO,
Bimake #B14001.
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Fig. 4 Mitotic arrest by STLC treatment. (a) Western blot showing mitotic and post-mitotic levels of FNTB,
Spindly, Cyclin B, Cdk1, and Tubulin. Cells were treated with 2.5 μM STLC for 4 h and mitotic cells were
collected by mitotic shake-off. Mitotic cells were replated. Extracts were collected at 0-, 30-, 60-, and
120-min post release. Protein levels were normalized to Tubulin control. Quantification is shown (below each
panel) relative to time point zero. (b) Graph shows quantification of protein levels at 0, 30, 60, and 120 min.
Protein levels are normalized to time point 0 min. (c) Images from timelapse microscopy. Cells were treated
with 2.5 μM STLC for 4 h, then released and imaged every 10 min for 2 h. End of mitosis was determined
when chromosomes separated in anaphase. Elapsed time shown in upper right corner. Scale bar 10 μm

2.3 Western Blotting 1. Nitrocellulose membrane 0.45 μm, Bio-Rad #1620115.

2. Trans-Blot Turbo Transfer System, Bio-Rad #1704150.

3. Bio-Rad Trans-Blot Turbo transfer system 5� transfer buffer,
Bio-Rad #1704270 20% 5� transfer buffer, 20% Methanol,
60% water.

4. Bio-Rad Trans-Blot Turbo mini size transfer stack, Bio-Rad
#1704270.

5. Methanol.

6. Tris-buffered saline (TBS: 10�), 1.5 MNaCl, 0.1 M Tris-HCl,
pH 7.4.



Protein Species Dilution

Farnesyltransferase B Rabbit 1:25000 Abcam, ab109625

hSpindly Rat 1:1000 Moudgil et al. [ ]17

Tubulin Mouse 1:10000 Sigma T5168

Cyclin B1 Rabbit 1:500 Santa Cruz, SC-752

CDK1 (Cdc2 p34) Mouse 1:1000

Fluorophore Species Dilution

Alexa Fluor 680 Rat 1:1000 Thermo Fisher Scientific, A21096

Alexa Fluor 680 Rabbit 1:1000 Thermo Fisher Scientific, A21109

Alexa Fluor 800 Rabbit 1:1000 Thermo Fisher Scientific, A32735

Alexa Fluor 680 Mouse 1:1000 Thermo Fisher Scientific, A21057

Alexa Fluor 800 Mouse 1:1000
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7. TBS containing 0.01% Tween-20 (TBS-T).

8. Blocking solution: 5% milk in TBS-T, store at 4 �C.

9. Mini PROTEAN glass plates, Bio-Rad #1653308.

10. 2� laemmli sample buffer containing 5% 2-Mercaptoethanol,
Bio-Rad #1610737.

11. 0.5 mL Axygen tubes, Fisher Scientific #14222292.

12. Pierce BCA assay, ThermoFisher Scientific 23227.

13. PageRuler Plus Prestained protein ladder, ThermoFisher Sci-
entific 26619.

2.4 Primary

Antibodies
Company and
catalogue number

Santa Cruz, SC-54

2.5 Secondary

Antibodies
Company and catalog number

Thermo Fisher Scientific, A32730

2.6 Spinning Disk

Confocal Imaging

Live cell timelapse imaging on the spinning disk confocal micro-
scope was performed as described previously [18].

1. Ultraview ERS Rapid confocal imager (PerkinElmer) on an
Axiovert 200M Inverted Microscope (Carl Zeiss) and a
CMOS camera (ORCAFlash4.0, Hamamatsu) using the 40�
1.3 oil objective lens. Cells were incubated at 37 �C and 5%
CO2 for the duration of imaging.

2. Images were captured at a 10-min interval for 2 h using the
Volocity software.

3. The 561 nm laser was set to 2.5% power and 200 ms
exposure time.

4. Movie files were exported as OMETIFF files and further pro-
cessed in Photoshop v6.0 (Adobe).
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2.7 Small Molecule

Inhibitors

1. Nocodazole, 200 μg/mL stock, DMSO, Selleckchem # S2775.

2. Thymidine, 100 mM stock, PBS, Sigma #T1895-10G.

3. STLC, 9.7 mM stock, DMSO, Sigma # 164739.

4. MG132, 10 mM stock, DMSO, Calbiochem #474790.

3 Methods

3.1 Nocodazole

Block

1. Plate HeLa cells with high glucose DMEM with 5% FBS.

(a) 2 � 106 cells per 10 cm dish for Western blot extracts.
4 10 cm plates per time point, if doing 0, 30 min, 60 min,
and 120 min seed 16 10 cm plates.

(b) 2.5 105 cells in a Matek dish for imaging.

2. Incubate cells at 37 �C overnight.

3. Add nocodazole to a final concentration of 200 ng/μL, incu-
bate in a tissue culture incubator at 37 �C for 4 h.

3.1.1 Western Blot 1. Remove mitotic cells by mitotic shake-off, collect media with
mitotic cells in a 50 mL falcon tube. Wash dish with 5 mL of
PBS to remove any remaining mitotic cells, add to 15 mL
falcon tube with media. Combine 4 plates per tube.

2. Spin down media with mitotic cells: 5 min, 450 g at 4 �C.

3. Remove media and resuspend pellet with 5 mL PBS.

4. Spin down PBS with mitotic cells, 5 min, 450 g at 4 �C.

5. Resuspend cells in 10 mL fresh prewarmed media and replate
for 30-, 60-, and 120-min time points.

6. Resuspend cells in 0 timepoint tube with RIPA buffer + Pro-
teasome inhibitor, transfer to 1.7 mL Eppendorf tube and
incubate on ice for 10 min.

7. Spin down lysate at 14,000 rpm for 12 min at 4 �C.

8. Aliquot soluble protein and discard cell debris pellet.

9. For 30- and 60-min time points collect all cells that are in
suspension and adherent to the dish. Once cells are collected
repeat steps 6–8 for each time point.

10. For the 120-min time point, collect only adherent cells.
Remove media, wash with 5 mL PBS, remove PBS and incu-
bate cells with trypsin. Neutralize trypsin with media and add
to 15 mL falcon tube. Follow steps 6–8 with these cells.

11. Quantitate protein with BCA assay to load 20 μg protein per
sample.

12. Run samples using a 10% SDS-PAGE gel, for 45 min at 200 V.
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13. Transfer for 12 min at 25 Vand 2.5 mA on the trans turbo blot
system.

14. Block membrane in 5% milk in TBS-T for 2 h at room
temperature.

15. Incubate with primary antibody, shaking overnight at 4 �C.

16. Remove primary antibody, wash for 5 min, 3 times with
TBS-T.

17. Incubate with secondary antibody for 2 h at room temperature,
shaking.

18. Remove secondary antibody, wash for 5 min, 3 times with
TBS-T.

19. Image blot with Odessey IR imager system.

20. Quantify protein levels using Image Studio light V5.2 and
standardize to Tubulin and then normalize to 0 time point.

3.1.2 Imaging 1. Wash 3 times with 2 mL prewarmed PBS, add 2 mL fresh
pre-warmed media.

2. Image every 10 min for 2 h.

3.2 STLC Block 1. Plate HeLa cells with high glucose DMEM with 10% FBS.

(a) 2 � 106 cells per 10 cm dish for Western blot extracts.
4 10 cm plates per time point, if doing 0, 30 min, 60 min,
and 120 min seed 16 10 cm plates.

(b) 2.5 105 cells in a Matek dish for imaging.

2. Incubate cells at 37 �C overnight.

3. Add STLC to a final concentration of 2.5 μM, incubate in a
tissue culture incubator at 37 �C for 4 h.

3.2.1 Western Blot 1. Remove mitotic cells by mitotic shake-off, collect media with
mitotic cells in a falcon tube. Wash dish with 5 mL of PBS to
remove any remaining mitotic cells, add to 50 mL falcon tube
with media. Combine 4 plates per tube.

2. Spin down media with mitotic cells: 5 min, 450 g at 4 �C.

3. Remove media and resuspend pellet with 5 mL PBS.

4. Spin down PBS with mitotic cells, 5 min, 450 g at 4 �C.

5. Resuspend cells in 10 mL fresh prewarmed media and replate
for 30-, 60-, and 120-min time points.

6. Resuspend cells in 0 timepoint tube with RIPA buffer + Pro-
teasome inhibitor, transfer to 1.7 mL Eppendorf tube and
incubate on ice for 10 min.

7. Spin down lysate at 14,000 rpm for 12 min at 4 �C.
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8. Aliquot soluble protein and discard cell debris pellet.

9. For 30- and 60-min time points collect all cells that are in
suspension and adherent to the dish. Once cells are collected
repeat steps 6–8 for each time point.

10. For the 120-min time point, collect only adherent cells.
Remove media, wash with 5 mL PBS, remove PBS and incu-
bate cells with trypsin. Neutralize trypsin with media and add
to a falcon tube. Follow steps 6–8 with these cells.

11. Quantitate protein with BCA assay to load 20 μg protein per
sample.

12. Run samples using a 10% SDS-PAGE gel, for 45 min at 200 V.

13. Transfer 12 min 25 V, 2.5 mA on the trans turbo blot system.

14. Block membrane in 5% milk in TBS-T for 2 h.

15. Incubate with primary antibody, shaking overnight at 4 �C.

16. Remove primary antibody, wash for 5 min, 3 times with
TBS-T.

17. Incubate with secondary antibody for 2 h at room temperature,
shaking.

18. Remove secondary antibody, wash for 5 min, 3 times with
TBS-T.

19. Image blot with Odessey IR imager system.

20. Quantify protein levels using Image Studio light V5.2 and
standardize to Tubulin and then normalize to 0 time point.

3.2.2 Imaging 1. Wash 3 times with 2 mL prewarmed PBS, add 2 mL fresh
pre-warmed media.

2. Image every 10 min for 2 h.

3.3 Single Thymidine

Block + MG132

1. Plate HeLa cells with high glucose DMEM with 10% FBS.

(a) 2 106 cells per 10 cm dish for Western blot extracts.

(b) 2.5 105 cells in a Matek dish for imaging.

2. Incubate cells at 37 �C overnight.

3. Add thymidine to a final concentration of 2 mM, incubate in a
tissue culture incubator at 37 �C for 16 h overnight.

4. Release cells by removing media, washing 3 times with 8 mL of
prewarmed PBS and add 10 mL fresh pre-warmed media.

5. Collect interphase cell extracts from one released dish.

6. Incubate cells at 37 �C for 8 h.

7. AddMG132 to a final concentration of 12.5 μM to thymidine-
released plates. Incubate cells for 2 h at 37 �C.
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3.3.1 Double Thymidine

Block

Cells were synchronized in the G1/S phase by double thymidine
block as previously described [19]. Cells were treated with 2 mM
thymidine for 16 h with 8 h release interval between thymidine
treatments. Following the 8-h release in step 6 above, 2 mM
thymidine is added for a second block for a further 16 h and then
released.

3.3.2 Western Blot 1. Remove mitotic cells from the interphase plate and collect
attached interphase cells.

2. Remove mitotic cells by mitotic shake-off, collect media with
mitotic cells in a falcon tube. Wash dish with 5 mL of PBS to
remove any remaining mitotic cells, add to 50 mL falcon tube
with media. Combine 4 plates per tube.

3. Spin down media with mitotic cells: 5 min, 450 g at 4 �C.

4. Remove media and resuspend pellet with 5 mL PBS.

5. Spin down PBS with mitotic cells, 5 min, 450 g at 4 �C.

6. Resuspend cell pellet with RIPA buffer + Proteasome inhibitor,
incubate on ice for 10 min.

7. Spin down samples, 14,000 rpm for 12 min at 4 �C.

8. Aliquot soluble protein and discard cell debris pellet.

9. Quantitate protein with BCA assay to load 20 μg protein per
sample.

10. Run samples using a 10% SDS-PAGE gel, for 45 min at 200 V.

11. Transfer 12 min 25 V, 2.5 mA on trans turbo blot system.

12. Block membrane in 5% milk for 2 h.

13. Incubate with primary antibody, shaking overnight at 4 �C.

14. Remove primary antibody, wash for 5 min, 3 times with
TBS-T.

15. Incubate with secondary antibody for 2 h at room temperature,
shaking.

16. Remove secondary antibody, wash for 5 min, 3 times with
TBS-T.

17. Image blot with Odessey IR imager system.

18. Quantify protein levels using Image Studio light V5.2 and
standardize to Tubulin and then normalize to interphase cells.

3.3.3 Imaging 1. Wash 3 times with 2 mL prewarmed PBS, add 2 mL fresh
pre-warmed media.

2. Image every 10 min for 2 h.



References

Cell Synchronization Techniques for Studying Mitosis 85

4 Notes

4.1 Cell Culture 1. Ensure dish is not more than 80% confluent before adding
compounds.

2. Need at least 4 dishes per time point. If there is not enough
protein for your needs, increase to 5–6 10 cm dishes per time
point.

4.2 Western Blot 1. If having issues with visualizing protein levels using IR dye
conjugated secondary, use HRP-linked secondary antibodies.

4.3 Imaging 1. Ensure the microscope is turned on a minimum 1 h before
imaging for system to warm up at the appropriate temperature.

2. Place Matek dish in the chamber on the microscope for 1 h
prior to beginning imaging to allow dish to be at correct
temperature for system.

3. If cells are not exiting mitosis and arresting at metaphase, there
is most likely phototoxicity, reduce laser lower and/or
exposure time.

4. If possible, use red fluorescent proteins instead of green which
can cause less toxicity.
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Chapter 7

Synchronization of HeLa Cells to Various Interphases
Including G1, S, and G2 Phases

Ping Wee, Richard C. Wang, and Zhixiang Wang

Abstract

The typical cell cycle in eukaryotes is composed of four phases including the G1, S, G2, and M phases.
G1, S, and G2 together are called interphase. Cell synchronization is a process that brings cultured cells at
different stages of the cell cycle to the same phase, which allows the study of phase-specific cellular events.
While interphase cells can be easily distinguished from mitotic cells by examining their chromosome
morphology, it is much more difficult to separate and distinguish the interphases from each other. Here,
we describe drug-derived protocols for synchronizing HeLa cells to various interphases of the cell cycle: G1
phase, S phase, and G2 phase. G1 phase synchronization is achieved through serum starvation, S phase
synchronization is achieved through a double thymidine block, and G2 phase synchronization is achieved
through the release of the double thymidine block followed by roscovitine treatment. Successful synchro-
nization can be assessed using flow cytometry to examine the DNA content and Western blot to examine
the expression of various cyclins.

Key words Cell cycle, synchronization, interphase, mitosis, G1 phase, S phase, G2 phase, flow
cytometry, Western blot

1 Introduction

The cell cycle is the series of events that drive a cell to divide and
produce two new daughter cells. The typical cell cycle in eukaryotes
is composed of four phases including the G1, S, G2, and M phases.
G1, S, and G2 together are called interphase. Cells in the G1 can
exit from the cell cycle and enter the G0 phase, a state of quiescence
[1, 2]. Cell cycle progression is mediated by cyclin-dependent
kinases (CDKs) and their regulatory cyclin subunits. CDKs, such
as CDK4/6, CDK2, and CDK1 (also known as CDC2), are serine/
threonine kinases with a wide variety of substrates. CDKs are mainly
activated through binding to their cyclin partners, whose expres-
sions rise and fall throughout the cell cycle to mediate the temporal
activation of each CDK. Various cell cycle checkpoints exist to
ensure that critical processes are engaged prior to progression to
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the next phase. There are three major cell cycle checkpoints: the
G1/S checkpoint (also referred as restriction point), the G2/M
DNA damage checkpoint, and the spindle assembly checkpoint
(SAC) [2–5].
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Cell synchronization is a process that brings cultured cells at
different stages of the cell cycle to the same phase. Cell synchroni-
zation is a vital process in the study of cell cycle progression and
regulation. It allows population-wide data to be collected rather
than relying solely on single-cell experiments.

Synchronization in mitosis can be achieved with relative ease.
There are many different agents that can arrest cells in the different
subphases of mitosis. It is also easier to confirm successful mitotic
synchronization, as there are dramatic morphological differences
between mitotic cells and interphase cells, as well as between the
different subphases of mitosis. In contrast, the differences between
the interphases are not morphologically obvious, and the synchro-
nization of cells to the various interphases is technically different.

The most commonly used method to synchronize cells to the
G1 phase is serum starvation. A double thymidine block is the most
established method to synchronize cells to the early S phase, which
is also a starting point for synchronizing cells to the other phases of
the cell cycle, including G2 [6]. Thymidine is a DNA synthesis
inhibitor that arrests cells that are at any stage of the S phase
(DNA replication) [7, 8]. However, a single thymidine block
results in cells being blocked at different stages of the S phase. A
more uniform synchronization can be achieved by releasing this
first thymidine block, which allows cells to resume DNA synthesis
and S phase progression, and then applying a second thymidine
block. This results in the synchronization of all cells to the early S
phase [9]. Following the release of the second thymidine block, the
cells synchronized to the early S phase will progress through the
remaining cell cycle phases together. Using specific chemical inhi-
bitors, these cells can then be synchronized to other phases of the
cell cycle. For example, synchronization in G2 can be accomplished
using the CDK inhibitor roscovitine, while addition of nocodazole
will synchronize the cells to mitosis [10].

Here, we describe drug-derived protocols for synchronizing
HeLa cells to various specific interphases of the cell cycle: G1
phase, S phase, and G2 phase (Fig. 1). This synchronization can
be assessed by various methods, including flow cytometry to exam-
ine the DNA content and Western blot to examine the expression
of various cyclins. The HeLa cell line is the most commonly used
mammalian model system for cell cycle research. Its entire cell cycle
lasts approximately 24 h, with the G1, S, G2, and M phases lasting
approximately 11, 10, 2, and 1 h, respectively.
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Fig. 1 Flow chart to show the steps of cell synchronization to various interphases

2 Materials

2.1 Solutions,

Reagents, and

Chemicals

1. Growth Medium: Dulbecco’s modified Eagle’s medium
(DMEM) in 10% FBS (Hyclone) and 1� Antibiotic Antimy-
cotic Solution.

2. PBS: 1 Phosphate Buffered Saline sterilized by autoclaving.

3. Thymidine stock: 200 mM in PBS. Dissolve completely and
filter sterilize. Store at 4 �C. Working Concentration: 2 mM.

4. Roscovitine stock: 100 mM Roscovitine in DMSO. Store at
20 �C. Working Concentration: 50 μM.

5. Trypsin: 0.25% Trypsin, 0.03% EDTA (ethylenediaminetetraa-
cetic acid).

6. TBS: Tris Buffered Saline sterilized by autoclaving.

7. Cell lysis buffer A: 50 mM Tris–HCl (pH 7.5), 0.25%
Chap. Add fresh: Protease Inhibitor Mix (0.03%), Na3VO4

(0.01%) (inhibits protein phosphotyrosyl phosphatases).

8. Cell lysis buffer B: 500 mM Tris–HCl (pH 7.5), 10% Nonidet
P-40.

9. Protease Inhibitor Mix: 0.1 mMAEBSF, 10 μg/mL Aprotinin,
1 μM Pepstatin in 100% EtOH.

10. SDS Loading Buffer (4�): 200 mM Tris–Cl (pH 6.8),
400 mM DTT, 8% SDS, 0.4% bromophenol blue, 40%
glycerol.

11. 5% separating gel: In 15 mL tube add 0.625 mL acrylamide/
bis-acrylamide 40% solution to 3.125 mL double-distilled
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water (ddH2O), 1.25 mL 1.5 M Tris-HCl buffer with pH 8.8
(lower gel buffer), 25 μL ammonium persulfate (APS), and
2.5 μL tetramethylethylenediamine (TEMED).

12. 4% stacking gel: In 15 mL tube add 250 μL acrylamide/bis-
acrylamide 40% solution to 1.6 mL ddH2O, 625 μL 0.5 M
Tris–HCl buffer with pH 6.8 (higher gel buffer), 25 μL 10%
SDS solution, 12.5 μL APS, and 2.5 μL TEMED.

13. 70% Ethanol.

14. Pre-stained molecular weight protein ladder.

15. Running buffer: dilute 10� Tris-Glycine-SDS buffer solution
from Bio Basic Canada Inc. to 1� buffer solution which con-
tains 0.025 M Tris Base, 0.192 M Glycin, and 0.1% SDS.

16. Transfer buffer: to prepare 500 mL transfer buffer add 400 mL
ddH2O to 2.91 g Tris (48 mM), 1.47 g glycine (39 mM),
1.88 mL 10% SDS solution and 100 mL methanol.

17. Antibodies to cyclin A, B, D, E.

18. HRP-conjugated secondary antibodies.

19. DRAQ5 (Biostatus): 0.5 mM.

20. Flow Cytometry Blocking Buffer: TBS, 0.01% Triton X-100,
4% BSA.

21. Ribonuclease (RNase) buffer with 100 μg/mL concentration
of RNase A: add 10 μL Triton X-100 10% and 10 μL RNase A
solution from 10 mg/mL stock solution to 1 mL 1 PBS.

22. Propidium iodide (PI) solution with 50 μg/mL concentration
of PI: add 10 μL Triton X-100 10% and 50 μL PI solution from
1 mg/mL stock solution to 1 mL 1 PBS.

2.2 Equipment 1. Standard Tissue Culture Equipment.

2. Optical microscope.

3. Cell Culture Dishes: 100-mm.

4. Cell Culture Plate: 24-well plate.

5. Centrifuge for 15mL centrifuge tubes that can reach 1,000� g
at 4 �C.

6. Microcentrifuge that can reach 14,000 g at 4 �C.

7. Heated water bath.

8. Spectrophotometer.

9. Standard gel electrophoresis equipment.

10. Standard protein transfer equipment.

11. Standard X-ray film processing equipment.

12. Flow Cytometer.
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2.3 Cell Lines 1. HeLa cell line stably expressing H2B-GFP (HeLa H2B-GFP).
The HeLa H2B stable cell line is a generous gift from Dr. Wahl
(The Salk Institute for Biological Studies)

G0/G1 synchronization is performed by serum starvation (see
Note 1).

3 Methods

3.1 G0/G1

Synchronization

1. Seed 2.0 � 106 HeLa cells in 100-mm plates with 8 mL cell
culture medium.

2. Culture cells at 37 �C with 5% CO2.

3. Grow HeLa cells overnight to ~40% confluency.

4. Aspirate the medium and add 8 mL Serum-Starvation medium
(see Note 2).

5. Culture the cells for 24 h to synchronize the cells to the G0
phase (see Note 3).

6. Aspirate the medium and add 8 mL growth medium for 2 h to
drive the cells to re-enter the G1 phase (early G1 phase).

7. Alternatively, allow the cells to be incubated in growth medium
for additional 4 h to harvest cells in the late G1 phase.

The double thymidine block is a highly effective and widely used
protocol for the synchronization of cells to the early S phase (see
Note 4). Excess thymidine inhibits the formation of dCTP, an
essential precursor of DNA, and thus halts DNA replication
[7]. Importantly, it has been reported that excess thymidine does
not block cells at the G1/S border, but that it instead considerably
slows down the rate of DNA synthesis and the progression through
the S phase [11]. Care should be taken to keep thymidine incuba-
tion times consistent.

3.2 S phase

Synchronization:

Double Thymidine

Block

1. Seed 2.0 � 106 HeLa cells in 100-mm plates with 8 mL cell
culture medium.

2. Grow HeLa cells overnight to ~40% confluency.

3. Aspirate the medium and add 5 mL growth media with 500 μL
200 mM thymidine (final concentration of 2 mM).

4. Incubate for 16 h.

5. Aspirate the medium and release cells from the S-phase block
by washing cells with 15 mL PBS three times.

6. Add 8 mL growth medium.

7. Incubate for 8 h.

8. Aspirate the medium and add 5 mL growth media with 500 μL
200 mM thymidine (final concentration of 2 μM).

9. Incubate for 16 h.
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Roscovitine inhibits CDKs by competing with ATP at the ATP
binding sites of various CDKs, including CDK1, CDK2, CDK5,
and CDK7 [12]. Here, we release cells from the S phase block and
allow them to progress into G2 before using roscovitine to prevent
the activation of the CDK1/cyclin B1 complex (also known as
maturation promoting factor) [10]. This prevents the cells from
entering mitosis and therefore arrests them in late G2 (seeNote 5).
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3.3 Late G2

Synchronization:

Roscovitine

1. Perform S-phase synchronization by double thymidine block
(see Note 6).

2. Release cells from S-phase block by washing cells with 15 mL
PBS three times.

3. Add 8 mL growth medium.

4. Incubate for 7 h.

5. Aspirate and add 5 mL of warm DMEM with 2.5 μL 100 mM
roscovitine (final concentration of 50 μM).

6. Incubate for 4 h.

Probing with cell cycle markers by Western blot is necessary to
provide confidence that samples are in the cell cycle stage they are
claimed to be. Table 1 shows the expression of proteins throughout
the cell cycle of HeLa cells that can be used as markers of synchro-
nization. A popular family of cell cycle markers include the cyclin
proteins, since specific cyclins are produced and degraded at specific
phases of the cell cycle to drive cell cycle progression [13, 14]. G0
cells will be negative for all cyclin proteins. G1 cells will have
maximal levels of Cyclin D (see Note 7). S phase cells will have
the highest level of Cyclin E [15]. G2 phase cells will have the
highest level of Cyclin A [15–17].

3.4 Validation of

Synchronization by

Western Blot

3.4.1 Protein Isolation 1. Synchronize the cells to each phase as described above.

2. Aspirate and wash cells with PBS. Aspirate as much PBS as
possible.

3. Add 500 μL Cell Lysis Buffer A.

4. Put dish on ice and scrape cells using cell scraper.

5. Transfer scraped cells to a microcentrifuge tube and incubate
on ice for 5 mins from the addition of Cell Lysis Buffer A.

6. Add 60 μL Cell Lysis Buffer B.

7. Incubate for 15 mins on a rotator at 4 �C.

8. Centrifuge at 14,000 g at 4 �C for 15 mins.

9. Collect supernatant immediately and store at �80 �C until
ready for use.
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Table 1
Preparation of protein standard solutions with different concentrations and protein samples for
protein quantification

Groups PSS1 PSS2 PSS3 PSS4 PSS5 PSS6 PSS7 PS

Distilled water 18 μ 15 μ 12 μ 9 μ 6 μ 3 μ 0 μ 18 μL

Protein extraction
buffer

2 μ 2 μ 2 μ 2 μ 2 μ 2 μ 2 μ –

BSA (1 μ 3 μ 6 μ 9 μ 12 μ 15 μ 18 μ 2 μL

Bradford (1 ) 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL 1000 μL

Concentration
(mg/mL)

0 4.44 8.88 13.32 17.76 22.2 26.64 ?

Absorbance ? ? ? ? ? ? ? ?

PSS protein standard solution, PS protein sample

3.4.2 Protein

Quantification

1. Prepare protein standard solutions with different concentra-
tions and protein samples in separate tubes according to
Table 1.

2. Incubate the tubes at room temperature for 5 mins.

3. Measure the absorbance of each protein standard solution and
protein sample at 595 nm wavelength and write down the
absorbance in the last row of Table 1.

4. Draw the standard curve by plotting the concentrations of each
protein standard solutions against their absorbance.

5. Use the standard curve to calculate the concentrations of pro-
tein samples.

3.4.3 Western Blot 1. SDS Loading Buffer (4 ) to each protein sample at a 1:3 ratio.

2. Incubate the protein samples in a 90–100 �C water bath for
5 mins (see Note 8).

3. Load 10–50 μg total protein sample to each well of 5 percent
acrylamide gel.

4. Adjust the power supply at 100 V and run the electrophoresis
for 185 mins.

5. Put the gel in transfer buffer and incubate it at room tempera-
ture with gentle shaking for 15 mins.

6. Prepare the protein transfer sandwich by putting the gel on the
nitrocellulose paper and between two sets of filter papers.

7. Use the semi-dry transfer system at 15 V for 120 mins to
transfer proteins onto the nitrocellulose paper (see Note 9).
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Table 2
Expression of various cyclins throughout the cell cycle in HeLa GFP-H2B cells

Cyclin D Cyclin E Cyclin A Cyclin B

G0/early G1

Late G1 ++ +

Early S-phase ++ +

Late G2 ++ ++

8. Incubate the membrane containing transferred proteins in
blocking buffer at room temperature with gentle shaking for
1 h.

9. Dilute the primary antibodies (A-10 and A-2) in the blocking
buffer at a 1:1000 ratio.

10. Incubate the membrane with the primary antibody solution at
4 �C for overnight.

11. Remove the primary antibody solution and wash the mem-
brane three times, 10 mins per wash, in TBST at room temper-
ature with gentle shaking.

12. Dilute the HRP-conjugated mouse secondary antibody in the
diluted blocking buffer at a 1:2000 ratio.

13. Incubate the membrane with the secondary antibody solution
at room temperature for 1 h.

14. Remove the secondary antibody solution and wash the mem-
brane three times, 10 mins per wash, in TBST at room temper-
ature with gentle shaking.

15. Incubate the membrane with ECL substrate solution for
5 mins at room temperature with gentle shaking and then
detect the protein bands on X-ray film.

Table 2 lays out the expression of cell cycle markers that can be
used to validate the synchronization methods.

Flow cytometry analysis can be used to measure DNA content and
validate successful interphase synchronization. G0/G1 cells have
2 N DNA, S-phase cells have 2-4 N DNA, and G2/M cells have
4 N DNA.

3.5 Validation of

Synchronization by

Flow Cytometry

1. After completing cell cycle arrest, aspirate media and wash the
cells with PBS once. Add 0.8 mL of Trypsin and incubate the
cells in an incubator for 2.5 min. Add 4.2 mL PBS and detach
cells by pipetting repeatedly. Collect cells in a pre-cooled
15 mL tube. Centrifuge cells at 1000 � g for 5 min. Aspirate
liquid and resuspend cells in 0.5 mL PBS. Transfer cells to
4.5 mL of ice-cold 10% MeOH.



�

Cell Cycle Synchronization to Various Interphases 95

2. Fix cells for 20 min at 20 �C.

3. Centrifuge cells at 1000 � g for 5 min. Aspirate liquid and
resuspend cells in 1 mL Flow Cytometry Blocking Buffer.
Incubate for 10 min on ice.

4. Discard the supernatant and add 1 mL Ribonuclease (RNase)
buffer to each tube and resuspend the cells gently by pipetting
up and down.

5. Incubate the cells on ice for 30 min.

6. Centrifuge the cells at 1300–1500 rpm for 5 min.

7. Discard the supernatant and add 1 mL PI solution to each tube
and resuspend the cells gently by pipetting up and down.

8. Incubate the cells on ice for 5–10 min.

9. Centrifuge cells at 1000� g for 5 min. Aspirate liquid and wash
cells with 1 mL ice-cold PBS. Repeat washing step.

10. Centrifuge cells at 1000 � g for 5 min. Aspirate liquid and
resuspend cells well in 200 μL PBS with 2 μL 0.5 mMDRAQ5
(final concentration of 5 μM). Add cells to flow cytometry tube
and incubate for 15 min at room temperature while protecting
from light.

11. Run samples by flow cytometry analysis.

12. Use DNA content to distinguish between 2 N, 2–4 N, and
4 N, for G0/G1, S-phase, and G2 respectively.

A typic result of flow cytometry assessment of cell cycle syn-
chronization is shown in Fig. 2.

Fig. 2 Assessment of cell synchronization by flow cytometry. (a) Asynchronized Hela GFP-H2B cells. (b) Hela
GFP-H2B cells synchronized to S phase. (c) Hela GFP-H2B cells synchronized to G2 phase. (d) Percentage of
Hela GFP-H2B cells in various cell phases following the synchronization
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Chapter 8

Synchronization of HeLa Cells to Mitotic Subphases

Ping Wee, Richard C. Wang, and Zhixiang Wang

Abstract

The cell cycle is a series of events leading to cell replication. When plated at low cell densities in serum-
containing medium, cultured cells start to proliferate, moving through the four phases of the cell cycle:
G1, S, G2, and M. Mitosis is the most dynamic period of the cell cycle, involving a major reorganization of
virtually all cell components. Mitosis is further divided into prophase, prometaphase, metaphase, anaphase,
and telophase, which can be easily distinguished from one another by protein markers and/or comparing
their chromosome morphology under fluorescence microscope. The progression of the cell cycle through
these mitotic subphases is tightly regulated by complicated molecular mechanisms. Synchronization of cells
to the mitotic subphases is important for understanding these molecular mechanisms. Here, we describe a
protocol to synchronize Hela cells to prometaphase, metaphase, and anaphase/telophase. In this protocol,
Hela cells are first synchronized to the early S phase by a double thymidine block. Following the release of
the block, the cells are treated with nocodazole, MG132, and blebbistatin to arrest them at prometaphase,
metaphase, and anaphase/telophase, respectively. Successful synchronization is assessed using Western blot
and fluorescence microscopy.

Key words Cell cycle, Synchronization, Mitosis, Prometaphase, Metaphase, Anaphase, Telophase,
Fluorescence microscopy, Western blot

1 Introduction

The cell cycle is a series of events leading to cell replication. When
plated at low cell densities in serum-containing medium, cultured
cells start to proliferate, moving through the four phases of the cell
cycle: G1, S, G2, andM. Growth factors regulate cell cycle progres-
sion, especially the G1-S progression. Growth factors must be
present until the restriction point (R point) in the G1 phase to
stimulate entry into the cell cycle and proliferation. After the R
point, growth factors are no longer required to complete the other
stages of the cell cycle [1–3].

TheM phase is comprised of mitosis, in which the cell’s nucleus
divides, and cytokinesis, in which the cell’s cytoplasm divides to
form two daughter cells. Mitosis is the most dynamic period of the
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cell cycle, involving a major reorganization of virtually all cell
components. Mitosis is the most fragile period of the cell cycle.
Therefore, most cancer drugs are designed to specifically target
mitotic cells [4].
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Mitosis is further divided into prophase, prometaphase, meta-
phase, anaphase, and telophase. Prophase is characterized by chro-
matin/chromosome condensation, centrosome separation, and
nuclear membrane breakdown. This is followed by prometaphase,
during which mitotic spindle microtubules attach to the kineto-
chores at the centromere of each chromosome. During metaphase,
the sister chromatids are pulled back and forth by the kinetochore
microtubules until they align along the equatorial plane. The next
step is anaphase, which involves two mechanistically distinct steps:
anaphase A and anaphase B. In anaphase A, the kinetochore micro-
tubules shorten and cause the migration of each sister chromatid
toward its respective pole. In anaphase B, the disjointed sister
chromatids are further separated through elongation of the mitotic
spindle in the midzone. In the final stage of mitosis, telophase,
nuclear envelopes reform around the separated chromatids (now
referred to as chromosomes) and chromosome de-condensation
occurs [5, 6]. These mitotic subphases can be easily distinguished
from one another by protein markers and/or comparing their
chromosome morphology under fluorescence microscope. The
progression of the cell cycle through these mitotic subphases is
tightly regulated by complicated molecular mechanisms. Synchro-
nization of cells to the mitotic subphases is important for under-
standing these molecular mechanisms. Here, we describe a protocol
to synchronize Hela cells to prometaphase, metaphase, and ana-
phase/telophase (Fig. 1). In this protocol, Hela cells are first syn-
chronized to the early S phase by a double thymidine block.
Following the release of the block for 9 h, the cells are treated
with nocodazole for 5 h to synchronize the cells to prometaphase.
From here, the cells can be synchronized to either metaphase or
anaphase/telophase. To synchronize the cells to metaphase, the
cells are released from nocodazole inhibition and immediately trea-
ted with MG132 for 70 min. To synchronize the cells to anaphase/
telophase, the cells are released from nocodazole inhibition and,
after 20 min, treated with blebbistatin for 40 min. Successful
synchronization to the different phases is assessed using fluores-
cence microscopy and Western blot.

2 Materials

2.1 Solutions,

Reagents, and

Chemicals

1. Growth Medium: Dulbecco’s modified Eagle’s medium
(DMEM) in 10% FBS (Hyclone) and 1� Antibiotic Antimy-
cotic Solution.
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Fig. 1 Flow chart to show the steps of cell synchronization to various mitotic
subphases

2. PBS: 1 Phosphate Buffered Saline sterilized by autoclaving.

3. Thymidine stock (Sigma): 200 mM in PBS. Dissolve
completely and filter sterilize. Store at 4 �C. Working Concen-
tration: 2 mM.

4. Nocodazole stock: 1 mg/mL in DMSO. Store at �20 �C.
Working Concentration: 20 ng/mL.

5. MG132 stock: 25 mM in DMSO. Store at �20 �C. Working
Concentration: 25 μM.

6. (S)-(-)-Blebbistatin stock: 5 mM in DMSO. Store at �20 �C.
Working Concentration: 50 μM.

7. Trypsin: 0.25% Trypsin, 0.03% EDTA (ethylenediaminetetraa-
cetic acid).

8. TBS: Tris Buffered Saline sterilized by autoclaving.

9. Cell lysis buffer A: 50 mM Tris-HCl (pH 7.5), 0.25%
Chap. Add fresh: Protease Inhibitor Mix (0.03%), Na3VO4

(0.01%) (inhibits protein phosphotyrosyl phosphatases).

10. Cell lysis buffer B: 500 mM Tris-HCl (pH 7.5), 10% Nonidet
P-40.

11. Protease Inhibitor Mix: 0.1 mMAEBSF, 10 μg/mL Aprotinin,
1 μM Pepstatin in 100% EtOH.
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12. SDS Loading Buffer (4�): 200 mMTris-Cl (pH 6.8), 400 mM
DTT, 8% SDS, 0.4% bromophenol blue, 40% glycerol.

13. 5% separating gel: In 15 ml tube add 0.625 ml acrylamide/bis-
acrylamide 40% solution to 3.125 ml double-distilled water
(ddH2O), 1.25 ml 1.5 M Tris-HCl buffer with pH 8.8
(lower gel buffer), 25 μl ammonium persulfate (APS), and
2.5 μl tetramethylethylenediamine (TEMED).

14. 4% stacking gel: In 15 ml tube add 250 μl acrylamide/bis-
acrylamide 40% solution to 1.6 ml ddH2O, 625 μl 0.5 M
Tris-HCl buffer with pH 6.8 (higher gel buffer), 25 μl 10%
SDS solution, 12.5 μl APS, and 2.5 μl TEMED.

15. 70% Ethanol.

16. Pre-stained molecular weight protein ladder.

17. Running buffer: dilute 10� Tris-Glycine-SDS buffer solution
from Bio Basic Canada Inc. to 1� buffer solution which con-
tains 0.025 M Tris Base, 0.192 M Glycin, and 0.1% SDS.

18. Transfer buffer: to prepare 500 ml transfer buffer add 400 ml
ddH2O to 2.91 g Tris (48 mM), 1.47 g glycine (39 mM),
1.88 ml 10% SDS solution, and 100 ml methanol.

19. Antibodies to cyclin A, B, p-Histone 3 Ser10, Securin, and
p-BubR1 Ser676.

20. HRP-conjugated secondary antibodies.

21. Methanol.

22. Permeabilization solution (0.2% Triton X in PBS).

23. DAPI (40,6-Diamidine-20-phenylindole dihydrochloride)
stock: 30 μM in PBS. Working Concentration: 300 nM.

24. Mounting Medium: n-Propyl Gallate in 10 mL boiled 50%
glycerol.

2.2 Equipment 1. Standard Tissue Culture Equipment.

2. Optical microscope.

3. Cell Culture Dishes: 100-mm.

4. Cell Culture Plate: 24-well plate.

5. Centrifuge for 15 mL centrifuge tubes that can reach 1000 � g
at 4 �C.

6. Glass slides.

7. Coverslips.

8. Fluorescence microscope.

9. Microcentrifuge that can reach 14,000 g at 4 �C.

10. Heated water bath.

11. Spectrophotometer.
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12. Standard gel electrophoresis equipment.

13. Standard protein transfer equipment.

14. Standard X-ray film processing equipment.

2.3 Cell Lines 1. HeLa cell line stably expressing H2B-GFP (HeLa H2B-GFP).
The HeLa H2B stable cell line is a generous gift from Dr. Wahl
(The Salk Institute for Biological Studies).

The microtubule depolymerizing agent nocodazole may be the
most commonly used agent for inducing prometaphase arrest. It
has a high affinity to tubulin, and it prevents tubulin-composed
spindle microtubules from interacting properly with the kineto-
chores of chromosomes [7]. These chromosomes are therefore
not brought to metaphase plate and cannot proceed past the spin-
dle assembly checkpoint (SAC) [8] (seeNote 1). Thus, nocodazole
is an effective agent for arresting cells in early prometaphase. The
following protocol for prometaphase synchronization is performed
in two 150-mm culture dishes simultaneously to match the yield of
interphase cells collected from one 100-mm dish. Notably, achiev-
ing a cell confluency of ~70% is ideal for later isolating synchronized
cells using the mitotic shake-off method for assessment of synchro-
nization by Western blot (described in Subheading 3.4).

3 Methods

3.1 Synchronization

of Cells to

Prometaphase by

Nocodazole

1. Seed 5.0 � 106 HeLa cells in each 150-mm plate with 20 mL
cell culture medium.

2. Grow HeLa cells overnight to ~40% confluency.

3. Aspirate the medium and add 10 mL growth media with
100 μL 200 mM thymidine (final concentration of 2 mM).

4. Incubate for 16 h.

5. Release cells from the S-phase block by aspirating the medium
and washing cells with 30 mL PBS three times.

6. Add 10 mL growth medium.

7. Incubate for 8 h.
Steps 8–11 is the repeat of Steps 3–6: thymidine block

and release (see Note 2).

8. Aspirate the medium and add 10 mL growth media with
100 μL 200 mM thymidine (final concentration of 2 mM).

9. Incubate for 16 h.

10. Release cells from the S-phase block by aspirating the medium
and washing cells with 30 mL PBS three times.

11. Add 10 mL growth medium.
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12. Incubate for 9 h.

13. Aspirate and add 10 mL warm DMEM with 2 μL of 100 μg/
mL nocodazole (final concentration of 20 ng/mL).

14. Incubate for 5 h.

The spindle assembly checkpoint (SAC) ensures all chromosomes
are properly aligned prior to commencing anaphase [9]. Upon
satisfying the requirements of the SAC, the anaphase-promoting
complex (APC) is turned on and initiates the proteasomal degrada-
tion of cyclin B and securin [10–12]. This proteasomal activity
allows sister chromatids to separate and thus transitions the cell
from metaphase to anaphase. To synchronize the cells to meta-
phase, the proteasome inhibitor MG132 is added to cells after the
cells are released from the nocodazole-induced prometaphase inhi-
bition. MG132 allows chromosomes to proceed past the SAC but
prevents cells from proceeding into anaphase [13].

3.2 Synchronization

of Cells to Metaphase

by MG132

1. Perform prometaphase synchronization as described above
(Subheading 3.1).

2. Release cells from prometaphase arrest by washing cells with
30 mL PBS three times.

3. Add 10 mL warm DMEMwith 10 μL of 25 mMMG132 (final
concentration of 25 μM) to each dish.

4. Incubate for 70 min.

Anaphase/telophase are the most difficult phases to synchronize
due in part to their short duration (20–30 min). There are no drugs
known to completely block cells in anaphase or telophase. How-
ever, the myosin II inhibitor blebbistatin may be used to extend the
duration of anaphase and telophase [14] (see Note 3).

3.3 Anaphase/

Telophase

Synchronization:

Blebbistatin

1. Perform prometaphase synchronization as described above
(Subheading 3.1).

2. Release cells from prometaphase arrest by washing cells with
30 mL PBS three times.

3. Add 10 mL warm DMEM to each dish.

4. Incubate for 20 min.

5. Add 100 μL 5 mM blebbistatin (final concentration of 50 μM).

6. Incubate for 40–55 min.

Probing with cell cycle markers by Western blot is necessary to
provide confidence that samples are in the cell cycle stage they are
claimed to be. Mitotic cells can first be distinguished from inter-
phase cells by the presence of p-Histone 3 Ser10. Cells in different
mitotic subphases can then be distinguished from one another
using other protein markers. Metaphase cells can be distinguished

3.4 Validation of

Synchronization by

Western Blot
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by their positive staining for p-BubR1 Ser676 [15]. Anaphase/
telophase cells can be distinguished by their negative Securin,
Cyclin B1, and Cyclin A staining [15, 16]. Table 1 shows the
expression of these protein markers throughout the mitosis of
HeLa cells.

To perform a Western blot, we need to first collect the syn-
chronized mitotic cells to prepare cell lysates. Here, we describe the
mitotic shake-off method used to isolate cells synchronized in
prometaphase (Subheading 3.1), metaphase (Subheading 3.2),
and anaphase/telophase (Subheading 3.3) for the purpose of West-
ern blot analysis.
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Table 1
Preparation of protein standard solutions with different concentrations and protein samples for
protein quantification

Groups PSS1 PSS2 PSS3 PSS4 PSS5 PSS6 PSS7 PS

Distilled water 18 μ 15 μ 12 μ 9 μ 6 μ 3 μ 0 μ 18 μl

Protein extraction buffer 2 μ 2 μ 2 μ 2 μ 2 μ 2 μ 2 μ –

BSA (1 μ 3 μ 6 μ 9 μ 12 μ 15 μ 18 μ 2 μl

Bradford (1 ) 1000 μl 1000 μl 1000 μl 1000 μl 1000 μl 1000 μl 1000 μl 1000 μl

Concentration (mg/ml) 0 4.44 8.88 13.32 17.76 22.2 26.64 ?

Absorbance ?

PSS protein standard solution, PS protein sample

3.4.1 Protein Isolation 1. Synchronize the cells to each phase as described above.

2. Aspirate media and add 6 mL cold DMEM to each dish.

3. Perform mitotic shake-off. Place dishes on ice and knock the
dishes to the sidewall of the ice bucket for 5 min (see Note 4).
Care should be taken to keep consistency in the force used to
shake the plates between different samples.

4. Transfer cells to a 15 mL centrifuge tube.

5. Centrifuge cells at 1000 g for 5 min.

6. Add 6 mL ice-cold PBS to each dish and shake gently until
centrifugation is complete.

7. Aspirate media from centrifuge tube. Add remaining cells from
dishes to the centrifuge tube.

8. Centrifuge cells at 1000 g for 5 min.

9. Aspirate media from the centrifuge tube.

10. Add 500 μL Cell Lysis Buffer A to cells. Transfer cells to a
microcentrifuge tube and incubate on ice for 5 min.

11. Add 60 μL Cell Lysis Buffer B.



�

�

106 Ping Wee et al.

12. Incubate for 15 min on a rotator at 4 �C.

13. Centrifuge at 14,000 g at 4 �C for 15 min.

14. Collect supernatant immediately and store at �80 �C until
ready for use.

3.4.2 Protein

Quantification

1. Prepare protein standard solutions with different concentra-
tions and protein samples in separate tubes according to
Table 1.

2. Incubate the tubes at room temperature for 5 min.

3. Measure the absorbance of each protein standard solution and
protein sample at 595 nm wavelength and write down the
absorbance in the last row of Table 1.

4. Draw the standard curve by plotting the concentrations of each
protein standard solutions against their absorbance.

5. Use the standard curve to calculate the concentrations of pro-
tein samples.

3.4.3 Western Blot 1. SDS Loading Buffer (4 ) to each protein sample at a 1:3 ratio.

2. Incubate the protein samples in 90–100 �C water bath for
5 min (see Note 5).

3. Load 10–50 μg total protein sample to each well of 5% acryl-
amide gel.

4. Adjust the power supply at 100 V and run the electrophoresis
for 185 min.

5. Put the gel in transfer buffer and incubate it at room tempera-
ture with gentle shaking for 15 min.

6. Prepare the protein transfer sandwich by putting the gel on the
nitrocellulose paper and between two sets of filter papers.

7. Use the semi-dry transfer system at 15 V for 120 min to
transfer proteins onto the nitrocellulose paper (see Note 6).

8. Incubate the membrane containing transferred proteins in
blocking buffer at room temperature with gentle shaking for
1 h.

9. Dilute the primary antibodies (A-10 and A-2) in the blocking
buffer at a 1:1000 ratio.

10. Incubate the membrane with the primary antibody solution at
4 �C overnight.

11. Remove the primary antibody solution and wash the mem-
brane three times, 10 min per wash, in TBST at room temper-
ature with gentle shaking.

12. Dilute the HRP-conjugated mouse secondary antibody in the
diluted blocking buffer at a 1:2000 ratio.
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Table 2
Expression of protein markers throughout mitotic subphases in HeLa cells

Cyclin A Cyclin B p-Histone 3 Ser10 Securin p-BubR1 Ser676

Prometaphase ++ ++ ++ ++

Metaphase + ++ ++ ++ ++

Ana/telophase ++

13. Incubate the membrane with the secondary antibody solution
at room temperature for 1 h.

14. Remove the secondary antibody solution and wash the mem-
brane three times, 10 min per wash, in TBST at room temper-
ature with gentle shaking.

15. Incubate the membrane with ECL substrate solution for 5 min
at room temperature with gentle shaking and then detect the
protein bands on X-ray film.

Table 2 lays out the expression of cell cycle markers that can be
used to validate the synchronization methods.

As previously described, each mitotic subphase is associated with its
own chromosome morphology. Therefore, successful synchroniza-
tion to the different subphases of mitosis can also be confirmed by
looking at their chromosome morphology under fluorescence
microscope. This is most easily accomplished if the synchronization
treatments described in the previous sections are done with cells
seeded in 24-well plates, which can be fixed and examined. For
Hela H2B-GFP cells, the chromosomes should appear green due to
H2B-GFP. For other cells, a simple protocol for staining chromo-
some with Dapi in 24-well plates is also provided.

3.5 Validation of

Synchronization by

Fluorescence

Microscopy

1. Seed 5 � 104 HeLa cells on each coverslip in a 24-well plate
with 0.5 mL growth medium.

2. Perform cell synchronization method of choice. Adapt proto-
cols from 150-mm or 100-mm dishes to a 24-well plate.

3. Wash cells once with PBS. Aspirate PBS.

4. Fix cells by adding 0.5 mL ice-cold MeOH. Fix for 20 min at
20 �C.

5. Wash cells once with PBS. Aspirate PBS.

6. Permeabilize the cells with the Permeabilization solution.

7. Add 500 μL PBS with 1:100 DAPI. Incubate on ice for 10 min,
protected from light (see Note 7).

8. Aspirate and wash twice with PBS.

9. Mount cells onto glass slide with 2.8 μL mounting medium.
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10. Seal edges with nail polish.

11. Visualize cells by fluorescence for GFP (for Hela H2B-GFP
cells) or Dapi (for other cells) (see Note 8). The rate of syn-
chronization can be calculated by counting the number of cells
in interphase, prophase, prometaphase, metaphase, anaphase,
and telophase, as well as any morphologically abnormal cells.

The following is a guide we use to identify each mitotic stage, as
well as the sub-stages often found in the literature. Prophase is the
period when the chromosomes begin to condense, but a nuclear
shape is still largely maintained since the nuclear envelope is still
intact. Prometaphase is a long period of transition between pro-
phase and metaphase and begins after the nuclear envelope has
broken down [17] and the nucleolus has disappeared [18]. During
early prometaphase, the chromosomes appear disorganized. In late
prometaphase, all sister chromatids are attached to spindle micro-
tubules in a bi-oriented fashion towards the metaphase plate. Meta-
phase starts when the duplicated chromosomes are aligned along
the metaphase plate in the middle of the cell. In anaphase, the
chromatids have started separating, with the degree of separation
increasing with the progression of anaphase until the cell mem-
brane begins to pinch slightly and the chromosomes have almost
reached their respective poles. Telophase begins when the chromo-
somes have been pulled to the opposite poles of the cell. In late
telophase, the chromosomes have despiralized and the nuclear
envelop has reformed [3, 19] (see Note 9).

As revealed by fluorescence microscopy, cells in this protocol
were highly synchronized to the various mitotic subphases, includ-
ing prometaphase, metaphase, and anaphase/telophase (Fig. 2).

Fig. 2 Assessment of cell synchronization by fluorescence microscopy. (a) Hela GFP-H2B cell synchronized to
prometaphase. (b) Hela GFP-H2B cells synchronized to metaphase. (c) Hela GFP-H2B cells synchronized to
anaphase/telophase. Size bar 10 μm
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4 Notes

1. Since it destabilizes spindle microtubules, nocodazole treat-
ment leads to many unattached kinetochores, and thus syn-
chronizes cells to early prometaphase [7]. This is different from
paclitaxel (Taxol) treatment, which does not prevent the
attachment of microtubules to kinetochores but instead stabi-
lizes spindle microtubules and prevents them from moving
chromosomes to the central metaphase plate. Thus, Taxol
treatment synchronizes cells to late prometaphase. Mitotic
synchronization can also be achieved using vinca alkaloids,
including colchicine and colcemid.

2. For G2 and mitotic synchronization, a prior single thymidine
block may be sufficient, rather than a double thymidine block.
This may also help minimize potential side effects.

3. Blebbistatin inhibits the ingression of the cleavage furrow.
Thus, the anaphase/telophase synchronization protocol can
be further tweaked to increase the number of anaphase cells
or telophase cells by increasing or decreasing the duration of
blebbistatin treatment.

4. Mitotic shake-off is performed on ice in order to slow intracel-
lular signaling. We compress the ice in the bucket to make a
smoother shaking surface.

5. Do not put the heated protein samples in too cold environment
immediately. Leave them at room temperature for 2 min in
order to cool down slowly.

6. Running the semi-dry transfer device for a long time increases
the transfer buffer temperature and causes buffer evaporation.
To avoid any possible damages to proteins, gel, and nitrocellu-
lose paper, saturate the protein transfer sandwich with transfer
buffer.

7. For HeLa H2B-GFP cells, this step can be omitted as chroma-
tin/chromosomes stain green by GFP under fluorescence
microscope.

8. Validation of synchronization may also be performed by live
imaging fluorescence microscopy using HeLa H2B-GFP cells.
However, the user must be certain that the conditions in the
microscope’s growth chamber completely reflect the condi-
tions of the incubator.

9. Other markers may be used to better differentiate between
mitotic stages. For example, prophase may be more easily
visualized by translocation of CDK1/Cyclin B1 to the nucleus.
Tubulin staining can help differentiate early anaphase cells from
prometaphase cells.
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Chapter 9

Cell Cycle Synchronization of Primary and Cultured
Articular Chondrocytes

Loraine L. Y. Chiu, Omar D. Subedar, and Stephen D. Waldman

Abstract

Cell cycle synchronization allows cells in a culture, originally at different stages of the cell cycle, to be
brought to the same phase. It is normally performed by applying cell cycle arresting chemical agents to cells
cultured in monolayer. While effective, isolated chondrocytes tend to dedifferentiate when cultured in
monolayer and typically require 3D culturing methods to ensure phenotypic stability. Here, we describe
both the conventional cell cycle synchronization method for cells in monolayer culture and an adapted
method of synchronizing primary chondrocytes directly during the cell isolation process to limit potential
dedifferentiation. Different methods including serum-starvation and treatment with thymidine, nocoda-
zole, aphidicolin, and RO-3306 can synchronize the chondrocytes at different discrete phases. A cell purity
of more than 90% in the S phase can be achieved with simultaneous cell isolation and synchronization using
double thymidine treatment, generating a population of synchronized chondrocytes that show increased
matrix synthesis when subsequently cultured in 3D.

Key words Cell cycle, Synchronization, Articular chondrocytes, Primary cells, Cell monolayers

1 Introduction

Damage to the articular cartilage tissue, due to injury, disease, or
deterioration, leads to joint pain and loss of mobility [1–3]. Autol-
ogous osteochondral transfer [4] and cell transplantation [5, 6] are
common current articular cartilage repair strategies; however, these
approaches are limited respectively by donor site morbidity and low
cell retention at the defect site. Cartilage tissue engineering pro-
vides an alternative treatment option, involving the in vitro devel-
opment of replacement cartilage tissue to be used for articular
cartilage repair.

The in vitro generation of engineered cartilage tissues of appro-
priate size, thickness, biochemical composition, and functional
properties remains a challenge. Various strategies, such as the use
of growth factors and mechanical stimulation [7–14], have been
investigated to enhance the deposition of cartilaginous extracellular
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matrix and in turn functional properties of engineered cartilage
tissues. However, the population of isolated chondrocytes is a
nonhomogeneous one. Particularly, there are differences in the
progression of individual chondrocytes through the cell cycle
[15], which affects both their macromolecular biosynthesis [16–
18] and responses to stimuli [19–21]. Cell cycle synchronization
can be used as a means to create a homogeneous cell population at a
discrete cell cycle phase that is most sensitive to the applied tissue
engineering stimuli.
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Commonly used cell cycle synchronization methods involve
the application of cell cycle arresting chemical agents in monolayer
culture, which results in undesired dedifferentiation in the case of
chondrocytes [22]. Here, we describe the conventional cell cycle
synchronization procedure for cell monolayers [23–27] and pres-
ent an adapted method to synchronize primary chondrocytes dur-
ing the process of cell isolation, thereby eliminating the need for
monolayer culture [28]. In this method, different treatments such
as serum-starvation, thymidine, nocodazole, aphidicolin, and
RO-3306 can be applied simultaneously with the cell isolation
process to synchronize primary articular chondrocytes at different
cell cycle phases. Specifically, we have shown that the double thy-
midine treatment can yield more than 90% chondrocytes in the S
phase, and that these synchronized chondrocytes show increased
glycosaminoglycan and collagen II deposition compared to unsyn-
chronized chondrocytes [28].

2 Materials

2.1 Tissue Harvest 1. Metacarpophalangeal joints of cows: obtained from a local
abattoir immediately after slaughter (see Note 1).

2. Scalpel handle (no. 3) and blade (no. 11).

3. Petri dishes: 100 mm.

4. Ham’s F12 media: Ham’s F12 with 25 mM (4-(2-hydro-
xyethyl)-1-piperazineethanesulfonic acid) in deionized water,
pH 7.4, sterile filtered. Store at 4 �C. Warm to 37 �C in a water
bath before use.

5. Antibiotic-antimycotic.

6. Complete media: Ham’s F12 media with 10% fetal bovine
serum (FBS) and 1% antibiotic-antimycotic. Store at 4 �C.
Warm to 37 �C in a water bath before use.

2.2 Cell Isolation and

Synchronization

1. Protease solution: 0.5% w/v protease in Ham’s F12 media (see
Note 2).

2. Collagenase A solution: 0.15% w/v collagenase A in Ham’s
F12 media (see Note 3).
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3. Aphidicolin-supplemented collagenase solution: 5 μg/mL
aphidicolin in Collagenase A solution with 10% FBS (see
Note 3).

4. Thymidine-supplemented complete media: 10 mM thymidine
in complete media (see Note 4).

5. Thymidine-supplemented collagenase solution:10 mM thymi-
dine in Collagenase A solution with 10% FBS (see Note 3).

6. Nocodazole-supplemented collagenase solution: 100 ng/mL
nocodazole in Collagenase A solution with 10% FBS (see
Note 3).

7. RO-3306-supplemented collagenase solution: 10 μM
RO-3306 in Collagenase A solution with 10% FBS (see
Note 3).

8. Cell strainer: 70 μm.

9. Phosphate buffered saline (PBS): 1� PBS powder dissolved in
deionized water.

10. Alginic acid solution: 1.25% w/v alginic acid in PBS with
20 mM HEPES and 150 mM sodium chloride, pH 7.4, sterile
filtered.

11. Calcium chloride bath: 102 mM calcium chloride in PBS with
10 mM HEPES, pH 7.4, sterile filtered.

12. Forceps: autoclave sterilized.

13. Ascorbic acid: 50 mg/mL l-ascorbic acid in PBS, aliquoted in
black Eppendorf tubes. Store at 20 �C (see Note 5).

14. Growth media: Complete media supplemented with 100 μg/
mL ascorbic acid (see Note 6).

2.3 Cell Monolayer

Culture

1. Tissue culture flask: T75 flask.

2. Centrifuge tubes: 50 mL.

3. Trypsin: 10 trypsin-EDTA solution.

2.4 Cell Recovery

and Flow Cytometry

1. Calcium chelating solution: 55 mM ethylenediaminetetraacetic
acid (EDTA) in PBS.

2. Trypan blue solution: 0.4% trypan blue.

3. Ethanol: 80% ethanol in deionized water.

4. Triton-x100 solution: 10% Triton-x100 in PBS.

5. Propidium iodide: Abcam, ab139418.



Harvest articular cartilage explants and digest in protease and col-
lagenase solutions to isolate chondrocytes. Seed and culture
isolated cells in tissue culture flasks. Synchronize the chondrocytes
by applying thymidine treatment to the cell monolayers. Recover
the chondrocytes using trypsin. All steps should be performed
under aseptic conditions using a Class II biological safety cabinet.
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3 Methods

3.1 Synchronization

of Cultured Articular

Chondrocytes in

Monolayer

1. Harvest articular cartilage explants (~10–15 full-thickness
slices using a scalpel, no bone) from the articular surfaces of
the metacarpophalangeal joints of cows (obtained from a local
abattoir) under sterile conditions. Place cartilage explants
(<5 mm � 5 mm � 1 mm) into a 100 mm Petri dish contain-
ing 20 mL Ham’s F12 media with 1% antibiotic-antimycotic.

2. Digest cartilage explants with protease solution by aspirating
the media and adding 20 mL protease solution. Incubate for
1 h at 37 �C and 5% CO2.

3. Aspirate the protease solution and add 20 mL collagenase A
solution. Incubate for 12 h at 37 �C and 5% CO2.

4. Pipette the cell digest up and down. Incubate for 1 h at 37 �C
and 5% CO2.

5. Put the cell digest through a 70 μm cell strainer into a 50 mL
centrifuge tube.

6. Wash cells by centrifuging them at 700 � g for 7 min and
resuspending them in 20 mL Ham’s F12 media. Repeat.

7. Count cells using a hemacytometer and the trypan blue exclu-
sion method [29].

8. Centrifuge cells at 700 � g for 7 min. Resuspend cells in
complete media and seed 500,000 cells in 15 mL complete
media in a tissue culture flask. Incubate at 37 �C and 5% CO2

overnight.

9. Apply different cell synchronization methods as follows (see
Note 7):

(a) Serum starvation for synchronization in the G0/G1 phase
[23]: Remove media from the flask and wash with
pre-warmed PBS. Add 15 mL Ham’s F12 media to the
flask. Incubate at 37 �C and 5% CO2 for 18 h to synchro-
nize cells at the G0/G1 phase. Remove media and wash
cells with 15 mL pre-warmed PBS.

(b) Aphidicolin treatment for synchronization in the S phase
[24]: Remove media from the flask and add 15 mL 5 μg/
mL aphidicolin in complete media to the flask. Incubate at
37 �C and 5% CO2 for 24 h to synchronize cells at the S
phase. Remove aphidicolin and wash cells with 15 mL
pre-warmed PBS.



�

Cell Cycle Synchronization of Articular Chondrocytes 115

(c) Double thymidine treatment for synchronization in the S
phase [25]: Remove media from the flask and add 15 mL
2 mM thymidine in complete media to the flask. Incubate
at 37 �C and 5% CO2 for 18 h. Remove thymidine and
wash cells with 15 mL pre-warmed PBS. Remove PBS and
add 15 mL complete media. Incubate at 37 �C and 5%
CO2 for 9 h. Remove complete media and add 15 mL
2 mM thymidine in complete media. Incubate at 37 �C
and 5% CO2 for 18 h to synchronize cells at the G1/S
boundary. Release cells by removing thymidine and wash-
ing with pre-warmed PBS.

(d) Thymidine-nocodazole treatment for synchronization in
the G2/M phase [26]: Remove media from the flask and
add 15 mL 2 mM thymidine in complete media to the
flask. Incubate at 37 �C and 5% CO2 for 20 h. Remove
thymidine and wash cells with 15 mL pre-warmed PBS.
Remove PBS and add 15 mL complete media. Incubate at
37 �C and 5% CO2 for 5 h. Remove complete media and
add 15 mL 50 ng/mL nocodazole in complete media.
Incubate at 37 �C and 5% CO2 for 10 h to synchronize
cells at the G2/M boundary. Release cells by removing
nocodazole and washing with pre-warmed PBS.

(e) Thymidine-RO-3306 treatment for synchronization in
the G2/M phase [27]: Remove media from the flask and
add 15 mL 2 mM thymidine in complete media to the
flask. Incubate at 37 �C and 5% CO2 for 24 h. Remove
thymidine and wash cells with 15 mL pre-warmed PBS.
Remove PBS and add 15 mL complete media. Incubate at
37 �C and 5% CO2 for 5 h. Remove complete media and
add 15 mL 10 μMRO-3306 in complete media. Incubate
at 37 �C and 5% CO2 for 12 h to synchronize cells at the
G2/M boundary. Release cells by removing RO-3306 and
washing with pre-warmed PBS.

10. Remove PBS and add 15 mL growth media.

11. For subsequent flow cytometry analyses (Subheading 3.3), lift
cells from the flask surface by removing growth media and
incubating cells with 3 mL trypsin at 37 �C and 5% CO2 for
5 min. Neutralize trypsin by adding 7 mL complete media.
Transfer cell suspension to a centrifuge tube. Centrifuge cells at
700 g for 7 min and resuspend them in Ham’s F12 media.

Harvest articular cartilage explants and digest in combination with
various cell synchronization treatments to obtain chondrocytes to
be subsequently encapsulated in alginate beads. Culture cell-
encapsulated alginate beads and then dissociate them to recover
the chondrocytes. All steps should be performed under aseptic
conditions using a Class II biological safety cabinet.

3.2 Simultaneous

Isolation and

Synchronization of

Primary Articular

Chondrocytes
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1. Harvest articular cartilage explants (~10–15 full-thickness
slices using a scalpel, no bone) from the articular surfaces of
the metacarpophalangeal joints of cows (obtained from a local
abattoir) under sterile conditions. Place cartilage explants
(<5 mm � 5 mm � 1 mm) into a 100 mm Petri dish contain-
ing 20 mL Ham’s F12 media with 1% antibiotic-antimycotic.

2. Apply different cell synchronization methods as follows:

(a) Serum starvation for synchronization in the G0/G1 phase
[23]: Digest cartilage explants with protease solution by
aspirating the media and adding 20 mL protease solution.
Incubate for 1 h at 37 �C and 5% CO2. Aspirate the
protease solution and add 20 mL collagenase A solution.
Incubate for 12 h at 37 �C and 5% CO2.

(b) Aphidicolin treatment for synchronization in the S phase
[30]: Serum starve cells by incubating cartilage explants in
20 mL Ham’s F12 media for 47 h at 37 �C and 5% CO2.
Then, incubate in 20 mL protease solution for 1 h at
37 �C and 5% CO2, followed by a wash with Ham’s F12
media. Digest and treat explants with aphidicolin-
supplemented collagenase solution for 24 h at 37 �C and
5% CO2.

(c) Double thymidine treatment for synchronization in the S
phase [31]: Block cells by incubating cartilage explants in
20 mL thymidine-supplemented complete media for 24 h
at 37 �C and 5% CO2, followed by a wash with 5 mL
Ham’s F12 media. Release cells from the thymidine block
by incubating in 20 mLHam’s F12media at 37 �C and 5%
CO2 for 8 h. Aspirate the media and replace with 20 mL
protease solution for 1 h at 37 �C and 5% CO2, followed
by a wash with 5 mL Ham’s F12 media. Block the cells
again by incubating explants in thymidine-supplemented
collagenase solution for 12 h at 37 �C and 5% CO2.

(d) Thymidine-nocodazole treatment for synchronization in
the G2/M phase [32]: Block cells by incubating cartilage
explants in 20 mL thymidine-supplemented complete
media for 24 h at 37 �C and 5% CO2, followed by a
wash with 5 mL Ham’s F12 media. Release cells from
the thymidine block by incubating in 20 mL Ham’s F12
media at 37 �C and 5% CO2 for 2 h. Aspirate the media
and replace with 20 mL protease solution for 1 h at 37 �C
and 5% CO2, followed by a wash with 5 mL Ham’s F12
media. Block the cells again by incubating explants in
nocodazole-supplemented collagenase solution for 12 h
at 37 �C and 5% CO2.
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(e) Thymidine-RO-3306 treatment for synchronization in
the G2/M phase [33]: Block cells by incubating cartilage
explants in 20 mL thymidine-supplemented complete
media for 24 h at 37 �C and 5% CO2, followed by a
wash with 5 mL Ham’s F12 media. Release cells from
the thymidine block by incubating in 20 mL Ham’s F12
media at 37 �C and 5% CO2 for 5 h. Aspirate the media
and replace with 20 mL protease solution for 1 h at 37 �C
and 5% CO2, followed by a wash with 5 mL Ham’s F12
media. Block the cells again by incubating explants in
RO-3306-supplemented collagenase solution for 12 h at
37 �C and 5% CO2.

3. Pipette the cell digest up and down. Incubate for 1 h at 37 �C
and 5% CO2.

4. Put the cell digest through a 70 μm cell strainer into a 50 mL
centrifuge tube.

5. Wash cells by centrifuging them at 700 � g for 7 min and
resuspending them in 20 mL Ham’s F12 media. Repeat.

6. Count cells using a hemacytometer and the trypan blue exclu-
sion method [29].

7. Centrifuge cells at 700 � g for 7 min. Resuspend cells in
complete media to create a high-density cell suspension of
20 106 chondrocytes/mL.

8. Encapsulate isolated cells in alginate beads by first mixing the
cell suspension with equal part (by volume) of sterile-filtered
alginic acid solution at room temperature. Then, create cell-
encapsulated alginate beads by dropping 30 μL cell-alginate
solution in a calcium chloride bath. After 10 min, extract poly-
merized cell encapsulated alginate beads using forceps. Place
them into individual wells of a 24-well plate containing 1 mL
growth media.

9. Cultivate in 1mL growthmedia at 37 �Cwith 5% CO2 and 95%
humidity for a maximum of 4 weeks. Change culture media
every 48 h.

(a) To determine cell viability and purity immediately after
synchronization (Fig. 1, Table 1), proceed to Step 10
without further cultivation.

(b) To determine the percentage of cells within each cell cycle
phase at different timepoints after synchronization
(Table 2), cultivate cell encapsulated alginate beads for
0, 12, 24, 36, and 48 h and then proceed to Step 10.

(c) To determine the effect of synchronization on extracellu-
lar matrix production and accumulation (Fig. 2), cultivate
cell encapsulated alginate beads for 2 or 4 weeks and then
proceed with safranin O staining and collagen II immu-
nostaining as described in [28].



Synchronization method Cell viability (%) Phase of interest (%
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Fig. 1 Representative emission spectra of control and synchronized chondrocyte
populations stained with propidium iodide, with an overlay of cell cycle gating.
Chondrocytes were simultaneously isolated and synchronized using the double
thymidine method. Staining regions for nuclei in the G0-G1 phase, S phase, and
G2-M phase are indicated by I, II, and III, respectively. (Reproduced from
Subedar et al. [28]. Copyright © 2019 (SAGE Publishing))

Table 1
Viability and purity of chondrocyte populations subjected to different cell cycle synchronization
methods simultaneously with cell isolation

Cell purity
cells in phase of interest)

Serum starvation 97.5 0.1 G0/G1 83.3 0.7

Aphidicolin 89.3 0.2 S 81.0 2.5

Double thymidine 95.2 0.1 S 92.7 0.3

Thymidine-nocodazole 42.8 0.5 G2/M 77.3 5.8

Thymidine-RO-3306 85.9 0.4 G2/M 6.6 0.4

Reproduced from Subedar et al. [28]. Copyright © 2019 (SAGE Publishing)

10. For subsequent flow cytometry analyses (Subheading 3.3),
recover the cells from encapsulation by dissociating the cell
encapsulated alginate beads at 37 �C under light agitation at
120 rpm in the calcium chelating solution for 15 min.

11. Determine cell viability using the trypan blue exclusion
method [29].



Stain cells with propidium iodide to provide a measure of DNA
content. Assess cell cycle phase synchrony by flow cytometry and
gating of cells in the target cell cycle phase.

group S G

� � �
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Table 2
Percentage of cells within each phase of the cell cycle at different
timepoints after synchronization

Experimental
% DNA content in cell cycle phase

G0/G1 2/M

0-h 1.1 0.2 92.7 0.3 6.1 0.5

12-h 61.1 0.3 26.6 0.2 12.3 0.4

24-h 54.9 0.1 38.1 0.5 6.9 0.4

36-h 24.7 0.3 72.8 0.5 2.5 0.1

48-h 2.9 0.5 81.6 3.0 15.4 2.5

Reproduced from Subedar et al. [28]. Copyright © 2019 (SAGE Publishing)

Synchronization was performed using simultaneous cell isolation and synchronization
with the double thymidine method

3.3 Flow Cytometry

1. Pelletize trypsinized cells (from Subheading 3.1) or dissociated
cells (from Subheading 3.2) by centrifugation at 700 � g for
10 min. Resuspend cells in Ham’s F12 media.

2. Add 1 mL cell suspension dropwise to 4.5 mL cold ethanol.
Vortex cells and leave on ice for 30 min for fixation (see
Note 8).

3. Pelletize cells by centrifugation at 1000 � g for 5 min. Resus-
pend cells in 5 mL PBS.

4. Permeabilize cells using 100 μL Triton-x100 solution.

5. Stain cells with 100 μL propidium iodide dye solution.

6. Perform flow cytometric analysis using BD Aria analytical cyt-
ometer (or equivalent) by exciting the propidium iodide bound
to DNA with a 488 nm laser and detecting emission with the
664/22 bandpass filter.

7. Perform data analysis with FlowJo software (or equivalent).
Analyze the emission spectra of the stained cells to determine
DNA content. Use unsynchronized control cell populations to
establish the staining region of cells in the G0/G1 phase.
Determine cells that fluoresce with twice the intensity to be in
the G2/M phase. Determine cells distributed between the G0/
G1 and G2/M peaks to be in the S phase.

Figure 1 shows representative emission spectra of stained cells
that were simultaneously isolated and synchronized using double
thymidine treatment [28]. Table 1 shows representative results of



120 Loraine L. Y. Chiu et al.

Fig. 2 Increased extracellular matrix accumulation in tissue-engineered cartilage
constructs developed with synchronized chondrocytes and grown for 2 or
4 weeks. Representative images of Safranin O staining (Safranin O staining of
sulfated proteoglycans in red) and collagen II immunofluorescence staining
(collagen II staining in red, DAPI counterstaining of nuclei in blue). Chondrocytes
were simultaneously isolated and synchronized using the double thymidine
method. (Reproduced from Subedar et al. [28]. Copyright © 2019 (SAGE
Publishing))

cell cycle synchronization using simultaneous isolation and syn-
chronization with various treatment methods [28]. Double thymi-
dine treatment shows the best results in terms of both cell viability
and purity, while thymidine-nocodazole and thymidine-RO-3306
treatments are examples of unsuccessful cell cycle synchronization
due to a low cell viability and an extremely low percentage of cells in
the phase of interest respectively. Table 2 shows the percentage of
cells in each cell cycle phase at different time points after synchro-
nization for chondrocytes simultaneously isolated and synchro-
nized using double thymidine treatment [28].



Constructs developed with chondrocytes that were simulta-
neously isolated and synchronized using double thymidine treat-
ment had increased accumulation of sulfated proteoglycan and
collagen II (Fig. 2), despite a loss of cell cycle synchronization
only 12 h after synchronization (Table 2) [28]. Thus, the short-
term cell cycle synchronization of chondrocytes has a long-term
effect on the resulting tissue-engineered cartilage constructs.
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4 Notes

1. The age of the animals may affect the results. Cows under the
age of 18 months were used with this protocol.

2. Protease solution should be made fresh and sterile filtered on
the day of usage.

3. All collagenase solutions should be made fresh and sterile
filtered on the day of usage.

4. Thymidine-supplemented complete media should be made
fresh by adding the appropriate amount of thymidine to
prepared complete media and sterile filtered on the day of
usage.

5. Avoid freeze-thaw for ascorbic acid aliquots.

6. Growth media should be made fresh by adding the appropriate
amount of ascorbic acid to prepared complete media immedi-
ately before use for every change of culture medium, as ascorbic
acid has a short half-life.

7. The treatment concentrations and durations for serum starva-
tion, aphidicolin, double thymidine, thymidine-nocodazole,
and thymidine-RO-3306 methods have not yet been opti-
mized for chondrocyte monolayers.

8. Vortexing the cells and leaving them on ice will prevent cell
aggregation.
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Chapter 10

Synchronization of Leishmania amazonensis Cell Cycle
Using Hydroxyurea

Beatriz C. D. de Oliveira, Luiz H. C. Assis, Mark E. Shiburah,
Stephany C. Paiva, Veronica S. Fontes, Leilane S. de Oliveira,
Vitor L. da Silva, Marcelo S. da Silva, and Maria Isabel N. Cano

Abstract

Leishmania spp. comprises a group of protozoan parasites that affect millions of people around the world.
Understanding the main cell cycle-dependent events could provide an important route for developing
specific therapies since some factors involved in cell cycle control may have low similarity relative to their
homologs in mammals. Furthermore, accurate cell cycle-dependent analyses often require many cells,
which can be achieved through cell cycle synchronization. Here, we described a useful method to synchro-
nize procyclic promastigote forms of Leishmania amazonensis using hydroxyurea (HU) and the analysis of
its DNA content profile. This approach can be extended to other trypanosomatids, such as Trypanosoma
cruzi or Trypanosoma brucei, and provides an effective method for arresting more than 80% of cells at the
G1/S phase transition.

Key words Leishmania amazonensis, Cell cycle synchronization, Hydroxyurea, DNA content profile

1 Introduction

Leishmania genus comprises more than 20 species of single-celled
protozoan parasites, most of them showing human and veterinary
medical importance. They are the causative agents of leishmaniasis,
a neglected tropical disease with a large spectrum of clinical mani-
festations that affect millions worldwide [1, 2]. The parasite pre-
sents three main life forms in its developmental cycle: amastigotes
(proliferative), procyclic promastigotes (proliferative), and meta-
cyclic promastigotes (quiescent) [3, 4]. Procyclic and metacyclic
promastigotes are both flagellates. They grow and suffer morpho-
logical transformations inside the gastric apparatus of the phlebo-
tomine (insect vector). They can also be maintained in axenic
cultures under controlled conditions, facilitating laboratory manip-
ulation. Metacyclics are preadapted to infect the mammalian host.
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Inside the macrophage parasitophorous vacuole, they can trans-
form into amastigotes, the proliferative and intracellular forms
with no apparent flagellum [4]. All three parasite life forms present
two DNA-containing organelles, the nucleus and a unique mito-
chondrion that contains many copies of kinetoplast DNA (kDNA)
[1]. Understanding the cell division cycle and the transformation
processes across the life cycle has provided many insights about
Leishmania’s cell biology and the importance of morphological
changes for host-parasite interactions [5–7]. The characterization
of the cell cycle profile of different Leishmania species has been
determined mainly through exponentially growing procyclic pro-
mastigotes. The cell cycle phases duration of procyclic promasti-
gotes and some important features, such as the organelles
segregation order and daughter flagellum appearance, show slight
variation among Leishmania species, with few exceptions deter-
mined predominantly through microscopic analysis of individual
cells [5, 6, 8, 9]. However, analyses of cell cycle-dependent events
through techniques such as proteomic/transcriptomic that require
analyses of a large number of cells are arduous tasks and require cell
synchronization (commonly using hydroxyurea – HU).
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The mechanism of action of cell cycle synchronization using
HU consists of inhibiting the activity of the enzyme ribonucleotide
reductase, which is responsible for converting ribonucleotides into
deoxyribonucleotides. This approach allows cells to be synchro-
nized at the beginning of the S phase of the cell cycle (G1/S
transition). Leishmania tarentolae was the first species to have its
cell cycle division described after cell synchronization with hydroxy-
urea (HU) [10]. More recently, our group used a similar approach
in procyclic promastigotes of Leishmania amazonensis, and we were
able to successfully synchronize more than 80% of the population
[6]. Furthermore, L. infantum and L. major procyclic promasti-
gotes can also be synchronized using HU [11, 12]. Here, we
describe the steps of a straightforward method for synchronizing
in vitro procyclic promastigote forms of L. amazonensis.

2 Materials

2.1 Cell Culture and

Counting

1. General supplies: Cell culture flasks, biological oxygen demand
chamber (BOD), Neubauer chamber (or cell counter),
biological safety cabinet.

2. M199 complete medium (adapted from Kapler et al., 1990):
Add about 800 mL distilled water to a 1 L beaker. Weigh 9.9 g
M199 medium, 0.35 g of sodium bicarbonate, 136 mg of
streptomycin, 60 mg of penicillin, and transfer to the beaker.
Mix well using a magnetic stirrer. Then, add 40 mL of 1 M
HEPES pH 7.5, 10 mL of 10 mM adenine, 1 mL of 0.1%



L. amazonensis Cell Cycle Synchronization 129

Biotin (diluted in 95% ethanol). Mix and adjust the pH to 7.5.
Transfer to a graduated cylinder, add 100 mL of heat-
inactivated fetal bovine serum (FBS) and bring up the volume
to 1 L with distilled water. Finally, filter the mixture using a
0.2 μm MCE (mixed cellulose esters) membrane in a sterile
environment (e.g., biological safety cabinet). Store it in a sterile
bottle at 4 �C.

3. PBS (140 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, and
2 mMKH2PO4, pH 7.4). Weigh 4.1 g NaCl, 0.1 g KCl, 0.71 g
of Na2HPO4, 0.14 g of KH2PO4, and transfer to 1 L beaker.
Add about 400 mL distilled water, mix well using a magnetic
stirrer, and adjust the pH to 7.4. Transfer to a graduated
cylinder, bring up the volume to 500 mL with distilled water,
and autoclave. Store at room temperature and use it only in
sterile environments to avoid contamination.

4. 1% (v/v) formaldehyde diluted in PBS: dilute formaldehyde in
PBS to a final concentration of 1%. Store at 4 �C.

2.2 Hydroxyurea

Treatment

1. M199 complete medium: see item 2 in Subheading 2.1.

2. PBS: see item 3 in Subheading 2.1.

3. Hydroxyurea (HU) stock solution (500 mM Hydroxyurea).
Add about 500 μL distilled water to a 1.5 mL microtube.
Weigh 3.8 g HU and transfer to a microtube. Solubilize
using a vortex and bring up the volume to 1 mL with distilled
water. Filter the solution using a sterile 0.2 μm syringe filter in a
sterile environment (e.g., biosafety cabinet) and store at 4 �C
(see Note 1).

2.3 Sample

Preparation for Flow

Cytometry

1. PBS: see item 3 in Subheading 2.1.

2. Ice-cold methanol anhydrous 99.8%.

3. PI staining solution: 10 μg/mL propidium iodide and 10 μg/
mL RNase A (DNase free) diluted in PBS. Prepare 100 μL for
each sample.

2.4 Flow Cytometry

Data Collection and

Analysis

1. For data collection, it was used BD Accuri™ C6 Flow
Cytometer.

2. For data analysis, it was used FlowJo software.

3 Methods

3.1 Cell Culture:

Starting, Counting, and

Passage

1. Allow the M199 complete medium to warm up to room tem-
perature (~20–30 min) inside the biological safety cabinet.

2. Allow your stock of cells frozen at �80 �C to thaw or take a
1 mL sample from an exponentially growing culture (Fig. 1) to
make a 1:5 dilution in a new M199 complete medium.

3.1.1 L. amazonensis

Procyclic Promastigote

Axenic Culture
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Fig. 1 Growth curve of L. amazonensis procyclic promastigotes. The curve was
obtained by counting cells growing in M199 complete medium every 24 h for ten
days. As shown in the graph obtained using GraphPad Prism, cell density
increases exponentially (exponential phase) for ~3–4 days in culture before
reaching a stationary phase of growth (approximately after five days in culture)

3. Pipette the necessary amount of M199 complete medium into
a 25 cm3 culture flask. Afterward, transfer the cells to the
culture flask and incubate them inside the biological oxygen
demand chamber (BOD) at 26 �C in a vertical position.

4. Let the cells grow for ~3–4 days.

3.1.2 Counting and

Maintaining the Cells in

Culture

1. Take the flask containing the cells to the biological safety
cabinet and procedure as described right above. Afterward,
dilute the cells 1:10 for counting by adding 10 μL of culture
in a 600 μL microtube containing 90 μL of 1% (v/v) formalde-
hyde. Pipette up and down to mix well.

2. Count the cells using a Neubauer chamber or a cell counter. If
you use a Neubauer chamber, apply 10 μL of the cell dilution in
each chamber slot. Wait ~1–2 min for the cell fixation.

3. Prepare a new culture flask containing 5 mL of M199 complete
medium.

4. Transfer from the old culture to the new flask the equivalent to
1.0 106 cells/mL.

5. Incubate the flask at 26 �C.

Count the cells every day until they reach the stationary phase
(Fig. 1).

3.2 Growth Curve

1. During a passage procedure, prepare triplicates (three culture
flasks) of each cell lineage to be analyzed, starting with
1.0 106 cells/mL.

2. Count the cells as specified in Subheading 3.1.2 daily, prefera-
bly simultaneously every day.
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Carry out all procedures at room temperature unless otherwise
specified:

3.3 Cell

Synchronization

1. Synchronize the Leishmania promastigotes in exponential
growth (10 mL containing 1 � 107cells/mL) by adding HU
stock solution to a final concentration of 5 mM. Incubate for
14 h. The volume of HU required must be estimated according
to the volume of the culture used. For instance, to the 10mL, it
will be necessary to use 100 μL of HU stock solution.

2. After this incubation period (14 h), collect 1 mL of the syn-
chronized culture by centrifugation (2300g for 5 min) at 4 �C.
Wash the collected sample twice with 1 mL PBS, and resuspend
the parasites (pellet) in 300 μL PBS. Add 700 μL anhydrous
methanol (99.8%) to the resuspended pellet (for fixation and
permeabilization) and store it at 4 �C overnight.

3. Centrifuge the remaining parasites (2300g for 5 min) at room
temperature, discard the supernatant (medium containing
HU), and resuspend the parasites (pellet) in fresh M199 com-
plete medium (the same volume discarded) previously incu-
bated at 27 �C. At this moment, parasites will be released from
synchronization.

4. For cell cycle monitoring and DNA content analysis, approxi-
mately 1 mL (1.107 cells) must be collected hourly by centrifu-
gation (2300g for 5 min) at 4 �C, for the next 8 h. Each
collected sample must be prepared as described in step 2 of
the present section.

5. The next day, centrifuge each collected sample (5000g for
5 min) at 4 �C, wash twice with 1.5 mL PBS, and resuspend
the parasites (pellet) in 500 μL PBS for subsequent analysis of
DNA content by flow cytometry.

3.4 DNA Content

Analysis

1. Harvest approximately 5 � 106 cells by centrifuging at 2300g
for 5 min at 4 �C (see Note 2).

3.4.1 Preparation of Cells

to Flow Cytometer Analysis

2. Discard the supernatant and wash the cells by resuspending
them with 1 ml of PBS 1 .

3. Centrifuge again at 2300g for 5 min at 4 �C. Repeat steps
2 and 3.

4. Discard the supernatant and resuspend the cells in 98.2 μL of
PBS (see Note 3).

5. Add 901,8 μL of cold methanol 99.8% (see Note 4).

6. Incubate at 20 �C for at least 20 min (see Note 5).

7. Centrifuge at 2300g for 5 min at 4 �C (see Note 6).

8. Discard the supernatant and add 100 μL of PI staining solution
to each sample (see Note 7).
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9. Incubate at 37 �C for 30–40 min (see Note 8).

10. Proceed to analyze by setting the parameters of the acquisition
of the Flow Cytometer to a threshold of 50,000 FSC, the flow
rate at medium, and acquire no less than 20,000 events (see
Note 9).

The cell preparation for DNA content analysis was standardized
following some parameters described in [13].

3.4.2 Data Analysis in

FlowJo

1. Export the data from the cytometer in format .fcs files and open
it in FlowJo (File > open > select the document).

2. Open a pseudocolor plot FSC-A � SSC-A by double-clicking
in the file.

3. Create a gate selecting the population of interest by clicking in
the toolbar and choosing a polygon (Fig. 2a).

4. Open a new pseudocolor FSC-A x FSC-H of the previous gate
and regulate the value of the X and Y-axis in a way to better
visualize the target data. Generate a new gate selecting the
population of interest excluding the doublets (Fig. 2b).

5. Open the new population of the last gate, choosing FL2-A/
PE-A FL2-H/PE-H (this is the channel of PI reading).

6. Create a new gate selecting the population at the more con-
centrated area (Fig. 2c) and open a new graph choosing
FL2-A/PE-A � Histogram to obtain the DNA content histo-
grams (Fig. 2d).

7. For the cell synchronization analysis, overlap the DNA content
histograms obtained from the analysis of each cell sample every
hour (from 0 to �8 h) after HU release. As a result, most cells
right after HU release (0 h) should show an arrest at G1/G0,
confirming they are synchronized (Fig. 3).

4 Notes

1. Prolonged treatment or a higher dosage of Hydroxyurea
(HU) may lead to toxic effects for the cell. The lack of deox-
yribonucleotides caused by HU treatment (or even the action
of HU per se) can lead cells to death due to accumulated DNA
damage and oxidative stress [14]. Thus, using this protocol for
the simultaneous investigation of repair pathways can lead to
biased data. Furthermore, the association of this protocol with
proteomic analysis requires attention since proteins associated
with DNA repair (and related pathways) can be shown as up- or
downregulated.

2. It is recommended to use at least 5 � 106 cells or a higher
number for better results once cells can be lost during washes.
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Fig. 2 Data analysis using FlowJo: (a) gating the population of interest, (b) creation of new gate in FSC-A x
FSC-H graph, (c) new gate after the selection of the population at the more concentrated area, (d) new FL2-A/
PE-A x histogram

3. Always resuspend the cells first in PBS. Otherwise, it will form
cell aggregates which will be difficult to dissociate.

4. The final concentration of methanol should be 90%.

5. In this step, the cells can be kept at 20 �C for posterior use.

6. Attention when discarding the supernatant. In this step, meth-
anol leaves the cells very loose, and most of the cells don’t form
a pellet at the bottom of the tube. Instead, they stick on
the wall.

7. The addition of PI staining solution must be done in the dark.
From this step onwards, the samples must be protected from
light since PI is light-sensitive.
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Fig. 3 Overlap of the DNA content histograms generated from the kinetic established after HU release. The
progression of the peak through the X-axis (DNA content) over time demonstrates synchronization efficiency

8. After this step, the samples can be kept at 4 �C to be analyzed
posteriorly. However, better results can be obtained when
analyzed immediately.

9. It is recommended to analyze 20,000 events or more to obtain
results statistically acceptable.
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Chapter 11

Synchronization of Trypanosoma brucei by Counter-Flow
Centrifugal Elutriation

Corinna Benz and Michael D. Urbaniak

Abstract

Centrifugal counter-flow elutriation is a non-invasive technique that separates cells based on their hydro-
dynamic volume in a specialized centrifugation chamber that allows the application of a counter-flow of
buffer to oppose sedimentation. Here, we report a centrifugal counter-flow elutriation protocol for
Trypanosoma brucei cells that is able to rapidly isolate highly enriched G1 subpopulations (>95%) of
synchronized cells. The cells obtained are viable and proliferate without lag, allowing subsequent cell
cycle phases to be obtained by continued culture. The synchronized cell cultures obtained by this process
have uniform DNA content, a narrow size distribution, undergo synchronous division, and maintain
synchrony into subsequent cell cycles.

Key words Trypanosoma brucei, Cell cycle, Elutriation, Synchronization, Flow cytometry

1 Introduction

Trypanosoma brucei is the best characterized of the kinetoplastid
group of unicellular eukaryotes which includes several members of
clinical and veterinary importance [1]. In common with all eukar-
yotes, the cell cycle of T. brucei is highly organized and tightly
controlled, reflecting the need to coordinate not only nuclear divi-
sion but also the division and segregation of the mitochondrial
kinetoplast DNA [2, 3]. The genome organization of T. brucei is
atypical, with a paucity of transcription factor-mediated regulation
of gene expression, making them an excellent model system for
studying post-transcriptional regulation [4].

A reliable and high-quality method for cell cycle synchroniza-
tion is an invaluable tool to study cell cycle regulation in any
organism. Centrifugal counter-flow elutriation separates cells
based on their hydrodynamic volume in a specialized centrifugation
chamber and has been successfully applied to obtain cell-cycle
synchronized population of many different eukaryotic cells
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[5, 6]. The elutriation chamber allows the application of a counter-
flow of buffer to oppose the sedimentation caused by centrifuga-
tion, and the balance of these opposing forces keeps cells in suspen-
sion within the chamber. While centrifugal force increases
uniformly with distance from the center of the rotor, the diamond
shape of the elutriation chamber is such that the flow rate decreases
to a minimum at the widest point of the chamber and then rapidly
increases as the chamber narrows (Fig. 1). The rotor is kept at a
constant centrifugal speed, and a low flow rate of the elutriation
buffer is used to load cells into the chamber where they are retained
below the widest part of the chamber. Incremental increases in the
flow rate force the cells higher up the chamber, and those that pass
above the widest part of the chamber are rapidly eluted. The force
experienced due to the flow of buffer is inversely proportional to
the cells’ hydrodynamic volume, resulting in smaller cells eluting at
a lower flow rate than larger cells. The resolution of the separation
achieved is such that smaller cells earlier in the cell cycle are eluted
prior to larger cells which are later in the cell cycle.
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We have optimized a centrifugal counter-flow elutriation pro-
tocol for Trypanosoma brucei cells that is able to rapidly and directly
isolate highly enriched G1 sub-populations (>95%) of synchro-
nized cells [7]. The cells obtained are viable and proliferate without
lag when placed back into cell culture, allowing subsequent cell
cycle phases to be accessed. The protocol isolates sub-populations
of G1 phase cells that are indistinguishable by flow cytometry but
progress synchronously through the cell cycle with distinct tempo-
ral profiles post-elutriation (Fig. 2). We have confirmed the high
quality of the synchronized cell cultures [8, 9] obtained by demon-
strating that cell populations have uniform DNA content, a narrow
size distribution, undergo synchronous division, and maintain syn-
chrony into subsequent cell cycles [7]. The procedure is able to
separate up to 3 � 109 cells in under an hour, and is compatible
with metabolic labeling techniques such as SILAC, facilitating
proteomic studies of cell cycle regulation [10].

2 Materials

2.1 Cell Culture 1. HMI-11T: To 450 mL HMI-9 (custom synthesis) add the
following ingredients in order with stirring: 1 g Sodium bicar-
bonate, 50 mL fetal calf serum, 5 mL 100� L-glutamine and
5 mL 100� Penicillin-Streptomycin (see Note 1). Adjust to
pH 7.3–7.4, filter-sterilize and incubate at 37 �C for >24 h
prior to use to check for the absence of microbial growth.

2. SDM-79: To 425 mL SDM-79 (custom synthesis), add the
following ingredients in order with stirring: 375 μL Hemin
stock (10 mg/mL in 0.1 M NaOH), 1 g Sodium bicarbonate,
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Fig. 1 Schematic of counter flow centrifugal elutriation. (a) Cells in the elutriation chamber experience a
centrifugal force and an opposing force due to the counter flow of fluid. (b) The elutriation chamber is
centrifuged at a constant speed with a continuous flow of buffer. Cells are introduced and retained in the
chamber at low flow rate, and sequential increases in the flow rate forces the cells to elute from the chamber
in size order, with smallest cells eluting first

Fig. 2 Isolation of distinct populations of G1 phase cells. Early eluting G1 synchronized Pcf T. brucei cells are
initially indistinguishable by flow cytometry of PI stained cells but progress through the cell cycle with a
temporally distinct profile, reaching a highly enriched G2/M state at a different time post-elutriation

75 mL heat-inactivated fetal calf serum, 5 mL 100�
L-glutamine and 5 mL 100� Penicillin-Streptomycin (see
Note 1). Adjust to pH 7.3–7.4, filter-sterilize and incubate at
28 �C for >24 h prior to use to check for absence of microbial
growth.

3. Culture flasks (25 and 150 cm2 surface area) and roller bottles
(for bloodstream forms (Bsf)), nontreated.

2.2 Centrifugal

Counter-Flow

Elutriation

1. High-speed centrifuge compatible with an elutriation rotor
(e.g., Beckmann Coulter Avanti J-26S XP).
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2. Elutriation rotor (e.g., Beckmann Coulter JE 5.0 with elutria-
tion chamber) (see Note 2).

3. Peristaltic pump with an in-line pressure gauge and
bubble trap.

4. Phosphate buffered saline (PBS): 137 mMNaCl, 2.7 mM KCl,
10 mM Na2HPO4, 1.5 mM KH2PO4.

5. Elutriation buffer (EB), 1 L: PBS with 25% SDM-79 for pro-
cyclic forms (Pcf), PBS with 25% HMI-11T and 10 g/L glu-
cose for Bsf. Filter-sterilize both buffers using a 0.2 μM filter,
degas in an ultrasonic bath for 15 min and pre-warm to the
appropriate temperature (28 �C for Pcf and 37 �C for Bsf).

6. 50 mL conical tubes.

7. Culture flasks (75 and 150 cm2 surface area).

8. Culture medium (SDM-79 or HMI-11T).

9. Ethanol, 500 mL.

10. Double distilled water (ddH2O), 500 mL.

2.3 Flow Cytometry

for Cell Cycle Analysis

1. 1.5 mL microcentrifuge tubes.

2. 70% methanol in PBS.

3. Propidium iodide stock solution (10 mg/mL).

4. RNaseA solution (10 mg/mL).

2.4 DAPI-Staining for

Cell Cycle Analysis

1. Glass slides and coverslips.

2. Methanol.

3. Fluoroshield™ with DAPI (Sigma) or similar.

3 Methods

3.1 Cell Culture 1. Culture Bsf in HMI-11T at 37 �C, 5% CO2, 100% humidity or
Pcf in SDM-79 at 28 �C. Harvest a maximum of 3 � 109 (Pcf)
or 1 109 (Bsf) during logarithmic growth (see Note 3).

3.2 Centrifugal

Counter-Flow

Elutriation

1. Harvest cells by centrifugation at 1000 � g for 10 min at room
temperature (RT). During the centrifugation, begin to prepare
the elutriation centrifuge (step 3).

2. Remove the supernatant and resuspend cell pellets in 20 mL of
the appropriate EB for Bsf or Pcf, combining them in one
conical tube (see Note 4).

3. Prepare the elutriation centrifuge: Prior to starting the centri-
fuge, replace storage solution within the tubes (70% ethanol)
first with ddH2O, and then with 1 � PBS and finally the
appropriate EB for Bsf or Pcf (with pump speed set to
25 mL/min) (see Note 5).
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4. Reduce the pump speed to 8 mL/min (Bsf) or 10 mL/min
(Pcf) while pumping the respective EB through the system and
perform short spins (1 min at 1000 rpm) to remove bubbles
from the system.

5. Once all bubbles are removed, bring the centrifuge slowly up to
speed (final speed: 5000 rpm; increase by increments of
1000 rpm per min).

6. Load cells in EB at 8 mL/ min (Bsf) or 10 mL/min (Pcf) for
approximately 10 min (see Note 6). Monitor the in-line pres-
sure gauge for evidence of blockage in the fluid systems (see
Note 7).

7. For Bsf cells only: Increase pump speed to 11 mL/min for
about 4 min before starting to collect fractions (see Note 8).

8. Collect 100 mL (Bsf) or 150 mL (Pcf) fractions (seeNote 9) in
conical tubes at increasing pump speeds: 13, 15, and 17 mL/
min (Bsf) or 15, 18, 20, and 22 mL/min (Pcf) (see Note 10).

9. Harvest cells at 1000 � g at RT, resuspend in appropriate
amounts of culture medium and combine cells from the same
fraction in an appropriately sized culture flask (see Note 11).

10. Take samples for cell cycle analysis by flow cytometry andDAPI
staining, microscopy, western blots, and proteomics
(as required by the experimental design) and process
accordingly.

11. Incubate cultures at 37 �C (Bsf) or 28 �C (Pcf) for up to 12 h
(Bsf) or 24 h (Pcf) (seeNote 12) and remove samples at regular
intervals or at a specific time point according to experimental
design (see Note 13).

12. Clean elutriation rotor: Pump out EB and wash through with
1 � PBS, followed by ddH2O and finally 70% ethanol for
storage.

3.3 Flow Cytometry

for Cell Cycle Analysis

1. Harvest 1–2 � 106 cells in microcentrifuge tubes at 2500 � g
for 3 min.

2. Remove supernatant and resuspend in 1 mL of 70% methanol
in PBS (see Note 14).

3. Store at 4 �C until ready to analyze (see Note 15).

4. Once ready to analyze, centrifuge samples at 2500 � g for
3 min.

5. Remove supernatant and resuspend in PBS.

6. Centrifuge samples at 2500 g for 3 min.

7. Remove supernatant and resuspend in 1 mL PBS with propi-
dium iodide (10 μg/mL) and RNaseA (10 μg/mL).

8. Incubate at 37 �C for 45 min.

9. Analyze by flow cytometry (see Note 16).
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3.4 DAPI-Staining for

Cell Cycle Analysis by

Microscopy

1. Harvest 1–2 � 106 cells in microcentrifuge tubes at 2500 � g
for 3 min.

2. Remove the supernatant leaving about 50 μL behind.

3. Resuspend the cells in leftover medium.

4. Spread the cell suspension on a glass slide.

5. Air-dry slide for approximately 5–10 min.

6. Incubate at 20 �C in methanol until ready to analyze.

7. Once ready to analyze, remove slides from freezer and let them
air-dry for approximately 5–10 min.

8. Rehydrate slides in PBS for 5 min.

9. Apply DAPI-containing solution and coverslip and seal with
nail polish (see Note 17).

10. Analyze on fluorescent microscope: Count at least 200 cells per
time point and score them according to cell cycle stage (see
Note 18).

4 Notes

1. Addition of penicillin-streptomycin should be avoided for rou-
tine cell culture, but is recommended for elutriation when
synchronized cells are placed back into culture as typically
cells are loaded and collected in open systems for convenience.
Sterility can be achieved using a suitably modified system.

2. Elutriation chambers are available in different shapes and
volumes; we found the 4 mL standard elutriation chamber
(Beckmann Coulter) to be the most useful for elutriation of
both Bsf and Pcf parasites.

3. Bsf trypanosomes grow faster the bigger the available surface
area within a given culture flask; since roller bottles provide a
large surface area as well as constant mixing, they were chosen
to grow Bsf cells in larger volumes as required for elutriation. A
specialized roller bottle incubator can be used if available but
can be emulated by placing a roller mixer into an existing Bsf
incubator.

4. Ensure that cells are completely resuspended. Any aggregation
or clumps will adversely affect the volume-based separation and
can cause blocking of the fluid system.

5. The total volume to be pumped through the system should be
�100 mL per buffer. Pump speeds given here are based on our
experimental set up using the 4 mL standard elutriation cham-
ber (Beckmann Coulter), and may have to be adjusted to
achieve optimum performance if different equipment is used.
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6. A specialized elutriation centrifuge has a small window in the
lid through which the elutriation chamber can be observed
during the run by suitably adjusting the strobe backlight. You
will observe cells slowly filling up the elutriation chamber
during the loading stage, and once an equilibrium is reached
and you can see a clear upper boundary forming, proceed with
step 7.

7. Blockage of the fluidic system, evidenced by a rapid spike in
pressure, is catastrophic and the pump must be switched off
immediately and the centrifuge run aborted to prevent damage
to the equipment and avoid potential harm to the user.

8. This will ensure that any cellular debris is removed before
collecting the first fraction to be analyzed. The 15 mL/min
fraction serves the same purpose for Pcf.

9. All three 50mL fractions taken at the same pump speed contain
relevant amounts of Pcf cells, while the third 50 mL fraction for
Bsf contains only negligible amounts of cells. Hence we
decided to collect fractions of 100 mL only for Bsf.

10. The first fraction is typically discarded as it contains few cells
and debris, and the subsequent fractions are highly enriched for
G1 cells. Once the relevant fractions to be analyzed are col-
lected, a final 100 mL (Bsf) or 150 mL (Pcf) fraction at a pump
speed of 35 mL/min is collected to remove all remaining cells
from the chamber.

11. It is important to count the harvested cells at this point and
resuspend them in a volume of culture medium equivalent to a
logarithmically growing culture. This is especially relevant for
Bsf cells which are more susceptible to density-dependent
effects on growth, metabolism, and gene expression.

12. Pcf trypanosomes can divide synchronously for up to three cell
cycles post-elutriation while Bsf generally cells lose synchronic-
ity after passage through more than one cell cycle. Samples for
quantitative analysis are best taken from the first cycle post-
elutriation since synchronicity is gradually lost over time in
both life stages.

13. To monitor progression of the cell cycle post-elutriation over
time, take hourly samples for flow cytometry (essential) and
DAPI staining (optional).

14. Some trypanosome cell lines appear to be more prone to
aggregation in flow cytometry, which can be reduced by the
addition of 0.1% TX-100 in the PBS wash step. As an alterna-
tive to methanol fixation, 0.8% formaldehyde may be used
when monitoring endogenously expressed fluorophores to
reduce fluorescence quenching.
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15. Flow cytometry samples should be kept at 4 �C at least over-
night and up to a maximum of 3–4 weeks prior to analysis.

16. Collect 50,000 events per time point and sample and analyze
percentage of cells in the respective cell cycle stage using an
appropriate flow cytometry analysis software (e.g., Flowing,
FlowJo) using doublet discrimination.

17. As an alternative to Fluoroshield™ with DAPI, 50 μL of
1 μg/mL solution of DAPI in PBS can be used.

18. T. brucei cell cycle stages can be easily determined by counting
the number of kinetoplasts (concatenated mitochondrial
DNA) and nuclei per cell. A cell in the G1 phase will have
one nucleus and one kinetoplast (1N1K). Kinetoplast S phase
commences prior to nuclear S phase, so the next cell cycle stage
that can be observed is a cell with one nucleus and a dividing
kinetoplast (1N1Kd). Cells in nuclear S phase will have one
nucleus and 2 kinetoplasts (1N2K), and following mitosis cells
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Chapter 12

Synchronization of Saccharomyces cerevisiae Cells
for Analysis of Progression Through the Cell Cycle

Brianna L. Greenwood and David T. Stuart

Abstract

The cell division cycle is a fundamental process required for proliferation of all living organisms. The
eukaryotic cell cycle follows a basic template with an ordered series of events beginning with G1 (Gap1)
phase, followed successively by S (Synthesis) phase, G2 (Gap 2) phase, and M-phase (Mitosis). The process
is tightly regulated in response to signals from both the internal and external milieu. The budding yeast
S. cerevisiae is an outstanding model for the study of the cell cycle and its regulatory process. The basic
events and regulatory processes of the S. cerevisiae cell cycle are highly conserved with other eukaryotes. The
organism grows rapidly in simple medium, has a sequenced annotated genome, well-established genetics,
and is amenable to analysis by proteomics and microscopy. Additionally, a range of tools and techniques are
available to generate cultures of S. cerevisiae that are homogenously arrested or captured at specific phases of
the cell cycle and upon release from that arrest these can be used to monitor cell cycle events as the cells
synchronously proceed through a division cycle. In this chapter, we describe a series of commonly used
techniques that are used to generate synchronized populations of S. cerevisiae and provide an overview of
methods that can be used to monitor the progression of the cells through the cell division cycle.

Key words Yeast, Cell cycle, Synchronization, cdc mutants, α-factor, Hydroxyurea, Nocodazole,
Block-release, Centrifugal elutriation

1 Introduction

The eukaryotic cell division cycle is a highly regulated process that
allows a growing cell to divide with high fidelity yielding two viable
daughter cells. This is achieved by cells progressing through
G1-phase where cell growth and protein synthetic capacity are
monitored at a restriction point and if conditions are appropriate
the cell will transition to S-phase where the chromosomal DNA is
duplicated. Checkpoints monitor the fidelity of DNA replication
and when this process has been completed, the duplicated chromo-
somes align in the nucleus in the G2-phase. Further checkpoints
monitor chromosome capture by mitotic spindles prior to chromo-
some and nuclear division during mitosis. Finally, the cell
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undergoes cytokinesis to complete division [1, 2]. Ordered prog-
ress through this series of events is maintained through a combina-
tion of dependent events and checkpoints [2, 3]. The cell division
cycle is highly orchestrated and conserved among eukaryotes but
malleable and is subject to modification to achieve some develop-
mental goals [4–7].

146 Brianna L. Greenwood and David T. Stuart

The budding yeast Saccharomyces cerevisiae has a long history as
a model for the processes of eukaryotic biology [8]. The organism
has an expansive array of genetic tools as well as a sequenced and
well-annotated genome which adds to the value of the mutant
strains, plasmids, and techniques available for experimental applica-
tions [9]. The cells can be maintained stably as haploids or diploids
which potentiates the power of genetic applications available. Addi-
tionally, S. cerevisiae is amenable to sophisticated proteomic and
cytological applications that benefit from the ability to easily delete
genes, create mutants, and introduce genes encoding epitope-
tagged proteins and proteins tagged with fluorescent reporter
genes [10].

Owing to its rapid doubling time, ability to be propagated in
simple media, amenability to genetic analysis, and ease of genetic
manipulation S. cerevisiae has been a powerful model for under-
standing the regulation of the cell cycle [3]. S. cerevisiae cells divide
by a process of budding and this benefits investigators as the cells
display distinct morphological changes as they progress through
key phases of the cell cycle (see Fig. 1). An additional aspect of the
budding process is that cell division is asymmetric. Upon cytokine-
sis the growing bud (daughter cell) separates and is smaller than
mother cell [11, 12]. This makes it possible to distinguish between
mother and daughter. Immediately following cytokinesis both
mother and daughter enter G1-phase as round unbudded cells
with a 1 N DNA content (see Fig. 1). Transition from G1-phase
into the cells cycle requires that the cells grow in size and protein
synthetic capacity, as the mother cell is larger than the daughter, the
mother cell achieves minimum size faster and thus transitions into
S-phase and forms a new bud faster than the daughter cell [13]. As
the cells enter S-phase the bud grows in size and DNA content
increases to greater than 1 N (see Fig. 1). Following the completion
of DNA replication the cells enter G2-phase with a larger sized bud
and 2 N DNA content (see Fig. 1). Bud growth continues until the
cells enter M-phase and undergo cytokinesis. Thus, it is possible to
distinguish different cell cycle phases in S. cerevisiae based on the
morphology of the cells [14].

Many of the key regulators of the eukaryotic cell cycle were first
discovered and characterized through genetic screens with
S. cerevisiae that identified the cdc (Cell Division Cycle) mutants
[15]. These conditional mutants were and still are powerful tools
for analysis of the cell division cycle owing to the ability to reversibly
arrest a population of cells uniformly at specific phases of the cell



cycle and then release them to synchronously to complete the
division cycle. There are cdc mutants that produce cell cycle arrest
in G1-phase (cdc28, cdc 36, cdc37, cdc39). S-phase (cdc2, cdc6, cdc7,
cdc8, cdc9), metaphase (cdc16, cdc23, cdc20), and anaphase/telo-
phase (cdc5, cdc14, cdc14). Various other cdc mutants lead to the
arrest of specific processes such as budding (cdc24) or cytokinesis
(cdc3, cdc10, cdc11, cdc12) [15].
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Fig. 1 S. cerevisiae cell cycle. S. cerevisiae divide by budding and so the
morphology of the cells provides an indication of their position in the cell
cycle. The yeast cells are depicted as grey ovals and the nucleus in white.
Asymmetric cell division results in a daughter cell that is smaller than the mother
at cytokinesis. The G1-phase cells are round and unbudded with a 1 N DNA
content as determined by flow cytometry. As the G1-phase cells grow in size and
progress toward S-phase a small bud forms and DNA content increases to
greater than 1 N. The cells complete S-phase and the nucleus moves toward
the site of bud growth. The cells reach G2-phase and move into M-phase as
large budded cells with a 2 N DNA content. The nucleus with replicated DNA is
stretched between the bud and mother prior to the completion of anaphase.
Upon the completion of nuclear division, the cells proceed with cytokinesis to
begin the cycle over again

In addition to the cdc mutant strains, a variety of tools and
techniques are available to produce synchronized populations of
S. cerevisiae and monitor those populations as they uniformly pro-
ceed through the cell cycle [16]. In this chapter, we describe a series
of protocols that have been widely employed by researchers to
synchronize cell populations at various stages of the cell cycle
using drugs, including α-factor (Protocol 3.4.1), hydroxyurea
(Protocol 3.4.2), nocodazole (Protocol 3.4.3), depletion of cyclins,
that are required for transit through the G1-S boundary (Protocol
3.4.4) or Cdc20 required for completion of G2-M phase (Protocol
3.4.5), and arrest mediated by temperature shift with cdc mutants
(Protocol 3.4.6). Additionally, we describe the process of
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centrifugal elutriation to select G1-phase cells from an asynchro-
nous population (Protocol 3.5.1). General techniques for growth,
and analysis of S. cerevisiae including detailed descriptions of
growth medium preparation have been described elsewhere [17].
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2 Materials

2.1 Yeast Media 1. YEPD: 10 g yeast extract, 20 g bacto-peptone, 20 g glucose,
10 mg adenine in 1 liter distilled water.

2. YEP-Raff: 10 g yeast extract, 20 g bacto-peptone, 20 g raffi-
nose, 10 mg adenine in 1 liter distilled water.

3. YEP-Raff-Gal: 10 g yeast extract, 20 g bacto-peptone, 10 g
raffinose, 10 g galactose, 10 mg adenine in 1 liter distilled
water.

4. YEP-Suc: 10 g yeast extract, 20 g bacto-peptone, 20 g sucrose,
10 mg adenine in 1 liter distilled water.

5. YEP-Glyc: 10 g yeast extract, 20 g bacto-peptone, 30 g glyc-
erol, 10 g galactose, 10 mg adenine in 1 liter distilled water.

6. Synthetic Defined medium, SD: 1.7 g yeast nitrogen base w/o
ammonium sulfate w/o amino acids, 5 g ammonium sulfate,
20 g glucose, in 1 liter distilled water.

7. SD -Met medium: SD medium supplemented with 2.0 g/L –
Met drop out mix.

8. -Met drop out mix: 2 g each of: alanine, arginine, asparagine,
aspartic acid, cysteine, glutamine, glutamic acid, glycine, histi-
dine, isoleucine, lysine, phenylalanine, proline, serine, threo-
nine, tryptophan, tyrosine, uracil, valine, 4 g of leucine.

9. Methionine stock: 25 mg/mL in H2O, filter sterilized.

10. Water bath or Incubator.

11. Culture tubes.

12. Erlenmeyer and Fernbach flasks are typically employed for
yeast culture as they allow for good aeration of the culture.

13. Centrifuge tubes.

14. Centrifuge bottles (see Note 1).

15. Spectrophotometer with cuvettes.

16. Sonicator with microtip probe.

17. Optical light Microscope.

18. Slides and coverslips.

19. Hand held counters.

20. Ethanol.

21. 37% Formaldehyde.

22. Alpha-factor stock 1 mg/mL in H2O stored at 20 �C.
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23. Hydroxyurea stored at 4 �C. Use at 200–400 mM final con-
centration in yeast medium.

24. Nocodazole stock 5 mg/mL in DMSO, store at �20 �C. Use
at 15 μg/mL final concentration in yeast medium.

25. DAPI (40,6-diamidino-2-phenylindole) 50 ng/mL in water.

26. Propidium iodide staining solution. 180 mM Tris base,
190 mM NaCl, 55 mM MgCl2, 75 μM Propidium iodide
pH 7.5 (see Note 2).

27. 5 mL round bottom 12 � 75 mm polystyrene tubes for flow
cytometry.

28. Pronase E stock: 0.1 mg/mL in H2O, store at 20 �C.

29. DNase-free RNAse A (see Note 3).

30. Pepsin 5 mg/mL prepared fresh (5 mL H2O, 25 μL conc.
HCl, 25 mg pepsin).

31. FACS Calibur Flow cytometer (Becton-Dickinson Immunocy-
tometry Systems).

32. Centrifugal elutriator system (see Note 4).

33. Z2 channelyzer (see Note 5).

Liquid cultures of S. cerevisiae are used for synchronization experi-
ments. Cells are typically cultured in Erlenmeyer flasks as these
provide a large surface area for oxygen transfer that is essential for
optimal growth of the culture. Baffled flasks will provide the most
aeration and allow for optimal growth. Culture volume should be
1/10– /5th of flask volume for best growth. Determination of cell
culture density is a key parameter when performing an experiment
involving analysis of cell cycle progression. Cell density and nutrient
availability influence the rate of active cycling and unfettered cell
cycle progression will occur when cells are in early log phase ~1 �
107 cells/mL. As culture density increases beyond 5 � 107 cells/
mL the rate of progression through the cell cycle will slow and
larger numbers of cells will begin to accumulate in G1-phase.
Additionally, since cell density and medium composition influence
the rate of cell cycle progression it is important that the rate of cell
doubling in the conditions to be used in the experiment is deter-
mined in advance.

3 Methods

3.1 Growth of S.

cerevisiae

3.1.1 Monitoring Cell

Density

1. Culture cells in the desired medium (see Note 6).

2. Place 1 mL of the culture medium in a 1 mL cuvette to use as a
blank. Read to optical density of the medium at 600 nm
(OD600) and zero the absorbance of spectrophotometer.
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3. Prepare 1:10, 1:100 dilutions of the culture in the growth
medium and read the OD600 value. For reliability OD600 read-
ings less than 1.0 should be used to determine culture density.

4. While there is some variation from strain to strain an OD600

reading of 1.0 corresponds to approximately 2.0 � 107 cells/
mL (see Note 7).

3.1.2 Counting Cells with

Hemocytometer

1. Place coverslip on the counting chamber of a glass
hemocytometer.

2. Disperse the cell culture by mixing.

3. Pipette 10 μL of culture under the coverslip using the grooved
sample slot.

4. Allow the cells to settle for 1 min.

5. Using the 40� objective of an optical microscope focus on the
grid pattern.

6. Count all the cells in the four large corner squares and the
center square.

7. Cells/mL¼ (# cells counted� # squares counted)� 104. This
should be multiplied by any dilution made to the cells before
counting.

Any experiment that makes use of a synchronized cell culture
requires that one or more parameters be monitored to determine
cell cycle position of the population and to follow progression
through the cell cycle. The morphology of S. cerevisiae changes as
the cells proceed through cycle from unbudded G1-phase cells to
large budded M-phase cells (Fig. 1). Thus, simple microscopic
examination of cell morphology can inform the degree of synchro-
nization (Protocol 3.2.1). The percent of cells in the culture that
display a bud is the budding index. Analysis of DNA content by
flow cytometry provides another indicator of cell cycle position
with information distinct from that which can be obtained from
the budding index in the culture (Protocol 3.2.2). Finally, the
nuclear morphology of the cells can be observed to define cell
cycle position and is particularly informative in the case of mutants
that display defects in M-phase or cytokinesis (Protocol 3.2.3).

3.2 Monitoring

Synchrony

3.2.1 Determining the

Percent of Budded Cells

1. Take 500 μL of culture to a microfuge tube.

2. Add 50 μL of 37% formaldehyde to fix cells.

3. Sonicate 1� 10 seconds with microtip probe to disrupt clumps
and separate cells that have completed cytokinesis.

4. Pipette 10 μL of the culture to a microscope slide and cover
with a coverslip.

5. Examine the culture using a light microscope through a 40�
objective.
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6. Count at least 200 cells/sample recording the cells as
unbudded, small budded, large budded.

7. Calculate the percentage of each class of cells in the sample.

3.2.2 Analysis of DNA

Content by Flow Cytometry

1. Collect 5 mL samples of culture into 15 mL screw cap tubes at
the desired time points.

2. Collect the cells by centrifugation at 3000� g for 3–5 minutes.
Pour or aspirate off the medium. Fix the cells by resuspending
in 1 mL of 70% ethanol. The cells should be fixed at least
overnight and may be stored for up to one week at 4 �C.

3. Transfer the fixed cells to a microfuge tube and recover by
centrifugation at 14000 � g for 30 seconds in a microfuge.
Aspirate off the medium.

4. Rehydrate the cells by resuspending in 1 mL of 50 mM Tris–
HCl.

5. Recover the cells by centrifugation at 14000� g for 30 seconds
in a microfuge. Aspirate off the Tris–HCl buffer.

6. Resuspend the cell pellet in 1 mL of a freshly made solution of
50 mM Tris–HCl, 1 mg/mL DNase-free RNase A (see
Note 3).

7. Ensure that the cells are well dispersed in the RNase solution
and incubate at 37 �C for at least 2 hours, overnight is even
better.

8. Recover the cells by centrifugation at 14000� g for 30 seconds
in a microfuge. Aspirate off the RNase solution.

9. Resuspend the cells in 200 μL of pepsin solution.

10. Incubate the cells for 60 minutes at 37 �C. Do not over digest.

11. Neutralize the samples by adding 1 mL of 50 mM Tris–HCl
pH 8.0.

12. Recover the cells by centrifugation at 14000� g for 30 seconds
in a microfuge. Aspirate off the pepsin and buffer solution.

13. Resuspend the cell pellet in 500 μL of propidium iodide stain-
ing solution (see Note 2).

14. Stain the cells overnight at 4 �C. These samples are stable for
up to 2 weeks.

15. Immediately before analysis vortex the samples to mix the cells
well and take 50 μL of each sample to 2.5 mL of Tris–HCl
pH 8.0 in a 5 mL polystyrene round bottom tube 12 75mm.

16. Vortex the samples and then sonicate each sample with a
microtip equipped sonicator at full power to break apart
clumps of cells.

17. The samples are now ready to proceed to analysis by flow
cytometry.
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3.2.3 Analysis of Nuclear

Morphology by DAPI (40,6-
Diamidino-2-Phenylindole)

Staining

1. Collect 0.5 mL samples of cell culture at the desired time points
in a 1.5 mL microfuge tube and pellet the cells by centrifuga-
tion at 14000� g for 30 seconds in a microcentrifuge. Aspirate
off the medium.

2. Resuspend the cell pellet in 200 μL of 70% ethanol and fix the
cells at 4 �C (see Note 8).

3. To visualize nuclei recover the cells from ethanol by centrifu-
gation at 14000 � g for 30 seconds and aspirate off the
ethanol.

4. Rehydrate the cells in 100 μL of 50 mM Tris–HCl.

5. Spot 5 μL of 100 ng/mL DAPI on a microscope slide and mix
in 5 μL of the fixed cells.

6. Cells can now be examined under fluorescence microscopy to
examine nuclear morphology and determine the timing of the
nuclear divisions.

S. cerevisiae is a hardy and robust organism with a fully sequenced
genome and the organism is amenable to genetic manipulation.
These properties allow a wide range of tools and methods to be
applied to achieve synchronous cultures for the analysis of cell cycle
progression. Two general processes can be employed to achieve
synchronous cell cultures. The simplest process involves applying a
condition or chemical agent that blocks cell cycle progression and
forces the culture to accumulate at a uniform cell cycle position.
Removal of the arresting agent allows the cells to proceed to the
subsequent stage of the cell cycle as a uniform population. These
block and release processes also referred to as induced synchrony
are relatively simple to apply and allow for large numbers of cells to
be analyzed. These are particularly beneficial for biochemical stud-
ies where substantial amounts of protein or RNA may be required.
A potential disadvantage to the block and release protocols is that
they are generally more perturbing to the cells physiology as they
uncouple the normal linkage between cell growth and division, can
lead to toxicity, and can introduce confounding factors like heat
shock response and side effects from the drug treatments applied.

A second approach to producing synchronized cultures of
S. cerevisiae is selection synchrony. These processes involve fractio-
nating an asynchronous culture to collect cells that are at specific
phase of the cell cycle. Selection synchrony is distinct from induced
synchrony in that no chemical or conditions force the cells to
accumulate. Thus, a significant benefit of selection procedures is
that they do not perturb the cells much or disturb the natural
coordination between cell size, growth, and division. While selec-
tion synchrony has benefits for investigation of an unperturbed cell
cycle it is limited by the requirement for specialized equipment and
by the relatively small numbers of cells that can be isolated for
analysis.

3.3 Synchronization

of S. cerevisiae Cell

Cultures
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Induced synchronization procedures result in an asynchronous
culture of cells accumulating at a single position in the cell cycle.
This leads to a population that is synchronized with respect to the
cell cycle but is nonuniform in size as arrested cells continue to
grow while arrested. The cell cycle can be investigated both at the
arrest points and following release from the arrest as the population
synchronously moves through a cell cycle. Included in this chapter
are induced synchronization protocols for G1-phase arrest with
mating pheromone (Protocol 3.4.1), S-phase arrest using hydroxy-
urea (Protocol 3.4.2), and M-phase arrest using nocodazole (Pro-
tocol 3.4.3). Methods to achieve a synchronized population in
G1-phase by reversible depletion of Cln1 Cln2 Cln3 (Protocol
3.4.4), and arrest in G2/M by reversible depletion of Cdc20 (Pro-
tocol 3.4.5). Protocols to achieved reversible arrest using thermo-
sensitive cdc mutants is also included (Protocol 3.4.6).

Haploid MATa S. cerevisiae are naturally subject to a transient
G1-phase arrest in response to the 13 amino acid α-factor peptide
secreted by haploid MATα cells. In the presence of MATα cells the
arrested MATa haploid will form a mating projection taking on a
morphology referred to as “shmooing” and fuse with the MATα
haploid to form a MATa/MATα diploid that does not respond to
mating pheromone [18]. Synthetic α-factor effectively arrests
MATa cells as a homogeneous population in G1-phase with a
shmoo morphology (see Fig. 2a). Removal of the α-factor from
the medium leads to synchronous progression out of G1-phase
and through the cell cycle.
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3.4 Induced

Synchronization Block

and Release Protocols

3.4.1 Pheromone-

Mediated Arrest and

Release

1. Culture cells in YEPD medium at 30 �C until a density of 2–5
106 cells/mL is achieved (see Note 9).

2. Collect the cells by centrifugation at 4000 � g 3–5 minutes,
wash with pre-warm YEPD, resuspend in YEPD at a density of
0.5 107 cells/mL (see Note 10).

3. Alternatively, cells can be collected by filtration (see Note 11).

4. Add synthetic α-factor to final conc of 5 μg/mL for BAR1
strains or 50 ng/mL for bar1 strains from a 5 mg/mL stock of
peptide (see Note 12).

5. Incubate the culture at 30 �C for 2–3 hours with agitation (see
Note 13).

6. When greater than 95% of cells are unbudded or display shmoo
morphology the arrest is complete (see Note 14).

7. Releasing cells from the arrest can be achieved in several ways.
Cells can be collected by centrifugation at 4000 � g for
3–5 min, washed with prewarmed YEPD and resuspended in
prewarmed YEPD at a density of 0.5–1.0 � 107 cells/mL.
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Fig. 2 Phenotypes of arrested cells. (a) MATa, bar1Δ cells that have been
arrested by treatment with 50 ng/mL α-factor display a shmoo morphology.
(b) Treatment with hydroxyurea arrests cells in S-phase with medium-sized
buds. (c) Nocodazole treatment leads to an arrest in the G2/M phase and cells
accumulate with large buds displaying a dumbbell morphology. (d) At the
non-permissive temperature cdc28–13 strains accumulate as unbudded cells.
(e) At the non-permissive temperature cdc15–2 mutants accumulate with a
dumbbell morphology similar to the arrest displayed by nocodazole treatment

Alternatively, cells can be collected by filtration on nylon mem-
branes, washed and resuspended in fresh prewarmed medium
at a density of 0.5–1 � 107 cells/mL (seeNote 11). Synchrony
of release is improved by addition of pronase to a final concen-
tration of 50 μg/mL to degrade any residual α-factor (see
Note 11).

8. Remove cell samples at time 0 for processing (see Note 15).

9. Collect samples every 10–15 minutes to monitor progression
through the cell cycle (see Note 16).

Hydroxyurea is an inhibitor of ribonucleotide reductase that acts by
quenching a tyrosyl radical required for catalytic activity [19]. Inac-
tivation of ribonucleotide reductase leads to a depletion of dNTPs
thus inhibiting progression of DNA replication, inducing an
S-phase arrest [20]. Upon treatment with an arresting concentra-
tion of hydroxyurea, cells in the culture will accumulate with a
small- to medium-sized bud morphology (see Fig. 2b) and DNA
content greater between 1 N and 2 N.

3.4.2 Hydroxyurea-

Induced S-Phase Arrest

and Release

1. Culture cells in YEPD medium at 30 �C until a density of 2–5
106 cells/mL is achieved (see Note 9).

2. Add hydroxyurea powder to a final conc of 0.2 M (see
Note 17).
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3. Incubate the culture at 30 �C with agitation for ~2–3 hours (see
Note 13).

4. When greater than 95% of cells display small-medium size
budded morphology the cells are arrested. Cell number will
increase as cells complete division and arrest. There should be
no increase in cell number past 2 hours but cells will continue
to increase in size (see Note 14).

5. Release the cells from arrest. This can be achieved by collecting
the cells by centrifugation (4000 � g for 3–5 min), washing
2� with prewarmed medium and resuspending the cells in
prewarmed medium at a density of 0.5–1.0 � 107 cells/mL.
Alternatively, the cells can be collected from the culture by
filtration on membranes washed with prewarmed medium
and resuspended in prewarmed medium at a density of
~0.5–1 107 cells/mL (see Note 11).

6. Remove cell samples at time 0 (see Note 15).

7. Collect samples every 10–15 minutes to monitor progression
through the cell cycle (see Note 16).

Nocodazole inhibits microtubule polymerization by binding tubu-
lin and thus disrupts formation of the metaphase spindles leading to
cell cycle arrest at G2/M-phase [21]. At this phase of the cell cycle
S. cerevisiae arrest with large budded phenotype referred to as
dumbbell morphology (see Fig. 2c), 2 N DNA content and a
nucleus stretched between the mother and bud.

3.4.3 Nocodazole-

Induced G2/M-Phase

Arrest and Release

1. Culture cells in YEPD medium at 30 �C until a density of 2–5
106 cells/mL is achieved (see Note 9).

2. Add nocodazole to a final conc of 15 μg/mL (see Note 18).

3. Incubate the culture at 30 �C with agitation for ~2–3 hours.

4. When greater than 95% of cells display large budded morphol-
ogy the G2/M-phase arrest is complete (see Note 19).

5. Release the cells from arrest. This can be achieved by collecting
the cells by centrifugation (4000 � g for 3–5 min), washing
2� with prewarmed medium and resuspending the cells in
prewarmed medium at a density of 0.5–1.0 � 107 cells/mL.
Alternatively, the cells can be collected from the culture by
filtration on membranes washed with prewarmed medium
and resuspended in prewarmed medium at a density of
~0.5–1 107 cells/mL (see Note 11).

6. Remove cell samples at time 0 (see Note 15).

7. Collect samples every 10–15 minutes to monitor progression
through the cell cycle (see Note 16).
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Cell cycle arrest can be achieved by depletion of proteins that
perform a function required for progression from one cell cycle
phase to the next. This is most effectively applied to proteins that
are highly unstable and so can be rapidly degraded leading to a
uniform arrest of the culture. The G1 cyclins encoded by CLN1,
CLN2, and CLN3 are essential to progress from G1 into S-phase.
Any single CLN gene is sufficient for viability but inactivation of all
three leads to an arrest in the G1-phase as round unbudded cells
[22]. Placing one CLN gene under the control of a regulatable
promoter and deletion of the other two CLN genes allows regu-
lated reversible arrest in the G1-phase [22]. Upon induction of
CLN expression from the regulatable promoter cells will synchro-
nously transit the G1- to S-phase boundary and proceed through
the cell cycle [23, 24]. This strategy can be employed with anyone
of the CLN1, CLN2, or CLN3 genes under the control of a
regulatable promoter butCLN3 is reported to be the most unstable
of the three proteins ensuring rapid arrest of the cells following
inactivation of the promoter [25, 26].
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3.4.4 G1-Phase Arrest

Induced by Cyclin Depletion

1. Culture cln1 cln2 cln3 MET3-CLN3 or GAL1-CLN3 cells in
medium that allows expression of the CLN3 gene, either
medium lacking methionine (SD – Met) to induce the MET3
promoter (see Note 20) or YEP 1% Raff 1% Gal medium to
induce the GAL1 promoter (see Note 21).

2. When cells achieve a density of 0.5–1.0 � 107 cells/mL extin-
guish expression of the inducible CLN gene.MET3-CLN3 can
be shut-off by addition of methionine to the medium to a final
concentration of 4 mM, GAL1-CLN3 can be inactivated
through collecting the cells by filtration onto nylon mem-
branes, washing with prewarmed YEP-1% Raff and resuspend-
ing in prewarmed YEP-1% Raff at a density of 0.5–1.0 � 107

cells/mL (seeNote 11). Alternatively, the cells can be collected
by centrifugation at 4000 � g for 3–5 min, washing 2� with
YEP-1% Raff and resuspending the culture in prewarmed
YEP-1% Raff at a density of 0.5–1.0 107 cells/mL.

3. Incubate the culture at 30 �C with agitation for 3 hours, when
greater than 95% of the cells have accumulated as round
unbudded cells the arrest is complete.

4. A cln1 cln2 GAL1-CLN3 culture can be released from arrest by
addition of galactose to the medium to a final concentration of
1%. A cln1 cln2 MET3-CLN3 culture is released from arrest by
collecting the cells by filtration washing with prewarmed syn-
thetic medium lacking methionine and resuspending the cells
in prewarmed SD-Met medium to a final density of 0.5–1.0 �
107 cells/mL (see Note 11). Alternatively, the arrested cln1
cln2 MET3-CLN3 cells can be collected by centrifugation at
4000 � g for 3–5 min, washing in prewarmed synthetic
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medium lacking methionine and resuspending in prewarmed
SD – Met medium at a density of 0.5–1.0 107 cells/mL.

5. Remove cell samples at time 0 (see Note 15).

6. Collect samples every 10–15 minutes to monitor progression
through the cell cycle (see Note 16).

Cdc20 is an essential activator of the Anaphase Promoting Com-
plex (APC) required for transition through metaphase and comple-
tion of mitosis [27] and loss of Cdc20 function leads to metaphase
arrest with large-budded dumbbell morphology [28, 29]. Cdc20 is
normally expressed and functions in the G2/M phase but is unsta-
ble in the G1- and S-phase of the cell cycle [30, 31]. Inactivation of
thermosensitive Cdc20 mutants can achieve a G2/M-phase arrest
but there are some benefits from depletion of Cdc20 activity with-
out the associate temperature shifts as heat shock can influence a
number of different parameters of yeast cell physiology [32].

3.4.5 Metaphase Arrest

Achieved by Depletion of

Cdc20

1. Strains harboring cdc20::MET3-CDC20 or cdc20::GAL1-
CDC20 can be cultured in medium allowing expression of
the regulatable promoter, SD-Met for cdc20::MET3-CDC20,
or medium containing galactose YEP-1% Raff, 1% Gal for
cdc20::GAL1-CDC20. Culture the cells in appropriate medium
until a cell density of 0.5 107 cells/mL is achieved.

2. Induce arrest of cdc20::MET3-CDC20 by addition of methio-
nine to a final conc of 4 mM in the medium. If using cdc20::
GAL1-CDC20 arrest the culture by collecting by the cells by
centrifugation (4000 � g for 3–5 min, washing the cells 2� in
prewarmed in YEP-2% Raff and then resuspended to a culture
density of 0.5 � 107 cells/mL in YEP-2% Raff medium (see
Note 22).

3. Incubate the cells in the repressive medium conditions at 30 �C
for 2–3 hours (see Note 23).

4. Release the culture from the arrest by collecting the cdc20::
MET3-CDC20 strain by filtration or centrifugation onto nylon
membranes washing the cells with prewarmed SD-Met
medium and resuspending the cells in prewarmed SD-Met
medium at a density of 1 � 107 cells/mL (see Note 11).
Alternatively, the cells can be collected by centrifugation at
4000� g 3–5 min, wash 2� with prewarmed SD-Met medium
and resuspending in prewarmed SD-Met medium at a density
of 1 � 107 cells /mL. Release of cdc20::GAL1-CDC20 strains
can be achieved by adding galactose to the medium to a final
concentration of 1%.

5. Remove cell samples at time 0 (see Note 15).

6. Collect samples every 10–15 minutes to monitor progression
through the cell cycle (see Note 16).



4. Release the cells from arrest. This can be achieved by collecting
the cells by centrifugation (4000 � g for 3–5 min), washing
2� with medium per-warmed to the permissive temperature
and resuspending the cells in medium at the permissive tem-
perature at a density of 0.5–1.0 � 107 cells/mL. Alternatively,
the cells can be collected by filtration on membranes washed
with medium prewarmed to the permissive temperature and
resuspended in medium at the permissive temperature at a
density of ~0.5–1 � 107 cells/mL (see Note 11).
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3.4.6 Specific Cell Cycle

Arrest Induced by

Inactivation of

Thermosensitive cdc

Mutants

An extensive collection of cdc mutants have been isolated in
S. cerevisiae [15]. These mutants encode thermosensitive versions
of proteins whose function is required for progression past one
phase of the cell cycle. The function of the mutant protein can be
rapidly inactivated by shifting cells to the non-permissive tempera-
ture leading the culture to uniformly arrest at one phase of the cell
cycle. Shifting the temperature down to the permissive temperature
leads reactivation of the thermosensitive protein and synchronous
progression to the subsequent cell cycle phase. Widely used
mutants include cdc28, which leads to an arrest in the G1-phase
(see Fig. 2d), cdc6 and cdc7 that lead to an S-phase arrest, cdc16,
cdc23, cdc27, and cdc20 inducing a metaphase arrest prior to chro-
mosome divisions, cdc5, cdc14, and cdc15 that lead to a late ana-
phase/telophase arrest (see Fig. 2e) (see Note 24). The use of cdc
mutants benefits from the ease of producing a uniform arrest of the
culture but some limitations include a consideration that tempera-
ture shift may influence other aspects of the cells physiology
[32, 33].

1. Culture the cells in YEPD or appropriate synthetic medium at
the permissive temperature (usually 23–25 �C) until a density
of 2–5 � 106 cells/mL is achieved. Culture cells in YEPD
medium at 30 �C until a density of 2–5 � 106 cells/mL is
achieved (see Note 9).

2. Shift the culture to the non-permissive temperature (usually
37 �C) (see Note 25).

3. Incubate the cell culture at the non-permissive temperature
until greater that 95% of the cells display the morphology
expected from the arrest (see Note 26).

5. Immediately collect cells for the time 0 sample (see Note 15).

6. Collect samples every 10–15 minutes to monitor cell cycle
progression (see Note 16).

In contrast to induced synchronization, selection protocols capture
and isolate specific populations of cells, for example, G1-phase cells,
from an asynchronous culture and this population can then be
monitored as it proceeds through the cells division cycle.

3.5 Selection

Synchrony



Selection procedures such as centrifugal elutriation yield smal-
ler numbers of cells thus limiting the amount of protein and RNA
that can be isolated. These methods do benefit from being less
perturbing allowing for more relevant physiological studies to be
performed and from a higher degree of synchrony.

Cell division by budding leads to asymmetry at division in
S. cerevisiae. Following cytokinesis, the newborn G1-phase daugh-
ter cells are smaller than the mother (Fig. 1). The larger mother cell
has a larger protein synthetic capacity and will rapidly progress from
G1-phase into S-phase. In contrast, the smaller daughter cells must
grow in size until they reach a threshold of cell size and protein
synthetic capacity is achieved that will allow them to transit G1 into
S-phase [34]. Once the cells form a new bud and enter S-phase, a
high proportion of growth is directed into the bud [35, 36]. This
form of cell division creates a direct relationship between cell size
and cell cycle position in any specific growth medium. Fractionat-
ing an asynchronous population based on cell size is one means by
which cells in specific cell cycle phases can be enriched.

Centrifugal elutriation is a counter-current centrifugation tech-
nique that fractionates particles predominantly based upon size and
to a lesser extent density [37, 38]. A specially modified centrifuge
and rotor system are used to separate asynchronously growing
cultures based on size and thus small G1-phase cells, larger
S-phase cells, and the still larger G2/M phase cells can be separated
and isolated based on their size (see Fig. 3). In this way populations
of cells in specific phases of the cell cycle can be collected without
the need to perturb the cells with chemical or temperature-
mediated forced synchronization. One of the benefits of synchro-
nization by centrifugal elutriation is that it can be applied to any
strain, specific mutants are not required and it can be applied to
haploids, or diploids and even to synchronize cells for developmen-
tal processes like meiosis and sporulation [39].
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3.5.1 Centrifugal

Elutriation

3.5.2 Selection of G1-

Phase Cells by Centrifugal

Elutriation

1. Culture the strain of interest in appropriate medium overnight
to create a starter culture.

2. Count the cells in the culture and inoculate into 1 L of
YEP-Raff, YEP-Suc, or YEP-Glyc medium in a Fernbach
flask. The starting cell density should be one that will result in
the cells reaching a density of 1.0–2.0 � 107 cells/mL after
overnight growth (see Notes 27 and 28).

3. When the cells have reached a density of 1–2 � 107 cells/mL,
collect the cells by centrifugation, at 4000 � g 5 min. Pour off
the medium and save this in a save sterile bottle of flask (see
Note 29).

4. Resuspend the cell pellet in 150–200 mL of the spent medium
in a 250 mL conical centrifuge bottle.
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Fig. 3 (a) Basic set up of the centrifugal elutriation system. The black arrows indicate the direction of flow of
medium from the cell culture and medium reservoir to the chamber and outflow. The cells from the reservoir
are loaded into the chamber and the progress of the cells packing into the chamber can be observed through
the viewport by the use of a strobe light installed in the centrifuge. Within the chamber a gradient of cells is
formed and small cells can be pumped from the chamber into the outflow contained by increasing the pump
speed. (b) Centrifugal force indicated by the white arrow is balanced by the rate of medium being pumped into
the chamber shown by the black arrow, to form a gradient with the largest cells at the bottom and smallest
cells at the top near the outflow. Increasing the pump speed pushes the smallest cells into the outflow for
collection

5. Sonicate the cells for 3 � 15 seconds with microtip horn (see
Note 30).

6. Assemble the elutriation chamber making sure that all the seals
are tight.

7. Secure the separation chamber and balance into the quick
release assembly.

8. Place the quick release assembly into the rotor and connect the
inflow and outflow tubing.

9. Place the tethering cord into the quick release assembly.

10. Place a flask with 500 mL of 5% bleach near the pump.

11. Pump bleach into all the inflow and outflow lines and the
separation chamber collecting the bleach into a waste flask.

12. Move the inflow lines into a bottle containing 1.5 L of sterile
water (for the set up see Fig. 3).

13. Pump sterile water through the tubing and separation chamber
assembly.
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14. When the system has been rinsed set up a flask with the spent
medium from the cell culture near the peristaltic pump.

15. Place both of the inflow tubes and the outflow tube into the
spent medium containing flask.

16. Pump cold medium into the tubing through the bubble trap at
a rate of 25 mL/minute and fill the chamber.

17. Continue until the tubing and chamber are filled with medium.

18. Ensure that the tubing and chamber are free of bubbles (see
Note 31).

19. Precool the centrifuge to 4 �C (see Note 32).

20. Start the centrifuge running at 2400 g.

21. Move the inflow tube that is “closed” into the centrifuge bottle
with the cell suspension.

22. Open the flow to the tubing that is in the cell suspension.

23. Load cells into the elutriation chamber.

24. Place the outflow line into the centrifuge bottle containing the
cell suspension.

25. Sample 20 μL of the outflow medium and place on a micro-
scope slide. Under a microscope determine if cells are passing
out of the chamber. If cells are observed decrease the pump
speed until cells are no longer present in the outflow.

26. Place the outflow tube into a bottle to collect waste until
greater than ½ of the cell suspension has been loaded.

27. When less than half of the cell suspension (~100 mL) is remain-
ing place the outflow tube back into the bottle with the cells
(see Note 33).

28. Continue loading until all of the cells have been loaded into the
chamber and the remaining medium in the centrifuge bottle is
clear.

29. Observing through the view port should display a dark front of
cells in the chamber.

30. Turn off the flow from the cell suspension bottle and open the
flow from the spent medium flask.

31. Place the outflow into the spent medium flask.

32. When a stable front of cells can be seen through the view port
begin increasing the pump speed in 2 mL/minute increments.
Sample the outflow about 1 minute after each change in the
pump speed and use the microscope to look for the appearance
of small unbudded cells.

33. Continue increasing pump speed until unbudded cells appear
then move the outflow line into a conical 250 mL centrifuge
bottle in ice.
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34. Collect cells into a centrifuge bottle and recover a 10 μL sample
from the outflow every 5 minutes. Place the sample into a
hemocytometer counting chamber and count the cells. Alter-
natively, the samples can be analyzed with a Z2 Coulter Chan-
nelyzer to determine cell number and volume.

35. Collect cells until the outflow contains less than 106 cells/mL.

36. Change the outflow tube to a new centrifuge bottle and
increase the pump speed.

37. Continue collecting fractions until the outflow displays greater
than 5% budded cells at which point the separation should be
stopped or the samples will become contaminated to S-phase
and G2 cells.

38. Sample the cell fractions in the centrifuge bottles, count the
cells and examine morphology.

39. All fractions that contain greater than 95% unbudded cells can
be used for analysis of progression out of G1 and through the
cell cycle but greatest synchrony will be achieved by use of a
homogenous sized, unbudded population. The first bottle of
cells collected will be the smallest G1-phase cell and each
subsequent fraction will be larger.

40. All of the unbudded cells can be pooled but the greatest
synchrony is achieved if homogeneous size fractions are col-
lected. Concentrate the desired fractions by centrifugation and
resuspend the cells in prewarmed medium at a density of 1 �
107 cell/mL.

41. Collect a cell sample at time 0 and prepare for analysis of the
desired parameters of macromolecules (see Note 34).

42. Collect samples every 10–20 minutes and prepare for analysis
of cell size, DNA content, morphology and any macromole-
cules that are of interest (see Notes 16 and 34).

43. Place the outflow tube into a bottle or flask for waste and place
the inflow line into a flask of water.

44. Increase the pump speed and reduce the speed of the centri-
fuge to 1000 rpm to pump the remaining cells out of the
chamber and into the waste.

45. When the bulk of cells have been evacuated from the separation
chamber pump air into the tubing and chamber.

46. Pump in 10% bleach.

47. Pump in water to clear.

48. Pump in 70% ethanol.

49. Disassemble, clean, and sterilize the chamber, quick release
assembly, and all tubing.
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4 Notes

1. When selecting G1-phase cells by centrifugal elutriation
250 mL conical centrifuge bottles are advantageous since the
G1-phase cells are small and in low concentration, the conical
bottles concentrate the cells into a small pellet for more effec-
tive recovery following centrifugation.

2. Propidium Iodide solution is composed of 180 mM Tris base,
190 mM NaCl, 55 mM MgCl2, 75 μM Propidium iodide
pH 7.5. It is important to dissolve the Tris base and NaCl in
water and pH to 7.5 with HCl prior to addition of MgCl2 and
propidium iodide, protect from light and store frozen.

3. Prepare a stock as 10 mg/mL RNase A in 10 mM sodium
acetate pH 5.2, boil for 10–15 min, when cooled neutralize
by addition of 0.1 volumes of 1.0 M Tris–HCl pH 8.0.

4. Currently, the only elutriation systems available are from Beck-
man Instruments (Fullerton, CA. USA). The JE-5.0 rotor can
be used with an appropriate high-volume centrifuge. Several
different elutriation chambers are available but the 40 mL
chamber allows for larger volumes of cells. Other essential
components of the system including peristaltic pump, pressure
gauge, strobe light, and tubing can be acquired with the elu-
triation system.

5. The Z2 channelyzer (Beckman Coulter Life Sciences,
Indianapolis, IN, USA) allows for particle counting and cell
volume analysis. For S. cerevisiae we use this instrument with a
70 μm aperture. Other similar instruments are available and are
convenient for rapidly counting cells and determining culture
size homogeneity.

6. The rate of doubling and cell cycle distribution can be influ-
enced by composition of the medium. Cells display fastest
growth rates in YEPD, less favorable carbon sources delay
progress through G1-phase leading to increased proportion
of G1-phase cells. Cell size will be increased in YEPD relative
to less favorable carbon sources.

7. Cell size will influence the OD600 and some mutants may be
larger than wildtypes. It is helpful to count cells with a hemo-
cytometer to determine actual cell numbers.

8. Fixed cells can be stored at 4 �C for up to one week prior to
analysis.

9. Synthetic medium can also be used if cells are harboring plas-
mids, other carbon sources can be used. Monitor cell density by
cell numbers since cell size will change during and following
arrest confounding direct comparison by optical density.
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10. BAR1 strains express the Bar1 protease which degrades phero-
mone and so a higher concentration is required to achieve
G1-phase arrest. Alternatively, delete the BAR1 gene by
homologous recombination allowing the use of lower concen-
trations of α-factor. Although α-factor is commercially avail-
able, for example, from Sigma-Millipore (Cat# T6901) it is
relatively expensive and generating a bar1Δ strain can yield a
significant cost saving.

11. Alternatively, cells can be collected by filtration onto nylon
filter disks using a filtration apparatus. Cells can then be washed
on the filter by pouring prewarmed YEPD through the filter
and then resuspended in YEPD [40].

12. When arresting bar1Δ cells with α-factor it is not essential to
wash the cells prior to addition of the pheromone. Arrest of
BAR1 cells with α-factor will be significantly improved by
washing the cells with prewarmed YEPD pH 3.5 to remove
secreted Bar1 protease. Bar1 is less active at low pH [41, 42].

13. Monitor the cell morphology by microscopic examination.
When greater than 95% of cells are unbudded or display
“shmoo” morphology the arrest is complete.

14. Holding the cells arrested for longer periods will reduce syn-
chrony as some cells may begin to escape the arrest while others
may suffer toxicity from the arrest and have difficulty proceed-
ing into the cell cycle.

15. The time 0 sample is essential for determining the homogene-
ity of the culture and to set a baseline for whatever parameters
are to be monitored during the course of the experiment. The
parameters monitored will depend on the application but gen-
erally samples would be processed by fixing a portion the
culture with 70% ethanol for DNA content analysis by flow
cytometry, fixation with 3.7% formaldehyde for morphological
analysis and/or tubulin staining or other immunofluorescent
staining. Portions of the culture can be collected and stored at
80 �C for later analysis of RNA and or protein species.

16. The parameters monitored will depend on the application but
generally samples would be processed by fixing a portion of the
culture with 70% ethanol for DNA content analysis by flow
cytometry, fixation with 3.7% formaldehyde for morphological
analysis and/or tubulin staining or other immunofluorescent
staining. Portions of the culture can be collected and stored at
80 �C for later analysis of RNA and or protein species.

17. The high concentration of HU required to achieve effective
arrest makes it impractical to prepare a sterile stock solution so
it is simplest to add the required amount of powder directly to
the medium. Some cells are more resistant to HU and sensitiv-
ity should be tested prior to initiating the experiment.
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18. Nocodazole stock solution 1.5 mg/mL in DMSO. Some cells
are more resistant to nocodazole and sensitivity should be
tested prior to initiating the experiment.

19. Monitor the cells for the appearance of large budded cells
indicating a G2/M-phase arrest, avoid prolonged exposure to
nocodazole as this will lead to cell death and poor release from
the block [43].

20. TheMET3 promoter is active in the absence of methionine but
rapidly inactivated upon the addition of methionine to the
medium to 4 mM final concentration [44].

21. The GAL1 promoter is induced by galactose at 1% in the
medium but 1% raffinose, glycerol or other nonrepressive car-
bon source should be included as a carbon source. Glucose,
even in low concentrations must be avoided as glucose will
repress expression from the GAL1 promoter [45, 46].

22. Inactivation of the MET3 promoter is less complicated than
transferring the cells into medium lacking galactose but cell
growth in SD-met medium will be slower than cells growing in
YEP-Raf + Gal.

23. Monitor the arrest by microscopic examination. When greater
than 95% of cells have arrested with large buds (dumbbell
morphology) the arrest is complete.

24. Most alleles of cdc28 yield a G1-phase arrest but cdc28-1 N
mutants arrest predominantly at the G2-phase [47].

25. It is faster and more effective to collect the cells by filtration or
centrifugation, wash and resuspend the cells in medium pre-
warmed to the nonpermissive temperature. This achieves more
rapid arrest than simply moving the culture to an incubator at
the non-permissive temperature.

26. The time required to achieve a synchronously arrested culture
will be at minimum the length of time required for one division
cycle for those cells and may be up to 3 hours dependent on the
medium used. Incubation at non-permissive temp for longer
than necessary will lead to cell death and reduce the synchrony
of progression upon release from the block.

27. Fernbach flasks are superior for this application owing to the
large surface area allowed for the culture.

28. Any medium can be used but media containing a carbon source
less favorable than glucose, typically raffinose, sucrose or glyc-
erol allows a greater difference in size between newly budded
daughter and mother cells. Additionally, media that lead to
slower growth will expand the G1-phase of the cell cycle and
thus enrich the population for G1-phase cells. Glucose allows
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faster growth but a smaller portion of the population will be
G1-phase and the newborn cells will be closer in size to the
mother thus it will be more difficult to isolate a pure popula-
tion of unbudded G1-phase cells [13, 48].

29. The spent growth medium will be used later in the elutriation
process it should be cooled and kept sterile.

30. Sonication helps to separate cells that have clumped together
and can help to separate daughter cells from mothers. Sonica-
tion should be brief and only use a microtip probe. Longer
bouts of sonication can damage the small cells, reducing their
viability and reducing the synchrony of progression through
the cell cycle upon release.

31. Evacuating all of the air bubbles out of the tubing and separa-
tion chamber is vital to a successful fractionation. Residual air
bubbles will disrupt the fluid flow and can cause changes in
pressure within the separation chamber that will disrupt the cell
gradient. Air bubbles can be removed by pinching off the
inflow line with your fingertips and then rapidly releasing to
cause a pulse of medium into the lines. Additionally, the quick
release chamber can be removed from the rotor while the
pump is running, and lightly tapped on its side to move bub-
bles out of the chamber and into the outflow line.

32. The elutriation process can be performed at room temperature
but may result in reduced synchrony as the cells will continue
proceeding into cycle once eluted from the chamber.

33. Other means of loading the cells are possible including just
placing the inflow line into the 1 L culture. However, the
method described speeds the loading process significantly.

34. Typically, cell volume and number would be determined by
diluting a 100 μL sample of the cell culture into 9.9 mL of
isoton II buffer and performing analysis with a Coulter Z2
Channelyzer. Samples can also be fixed in 70% ethanol for
subsequent DNA content analysis by flow cytometry and a
sample fixed in 3.7% formaldehyde for microscopic analysis of
morphology. Other sample portions can be fixed as appropriate
for immunofluorescence and/or snap frozen for subsequent
analysis of protein and or RNA.
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Chapter 13

Cell Cycle Synchrony Methods for Fission Yeast,
Schizosaccharomyces pombe

Zohreh Kianfard, Kyle Cheung, and Sarah A. Sabatinos

Abstract

The fission yeast, Schizosaccharomyces pombe, is a genetically tractable model organism for cell cycle and
molecular genetics research. We describe methods to synchronize S. pombe cultures, and the benefits and
limitations of each. Drug-induced synchrony is a convenient method to arrest the cell cycle. An example of
the drug hydroxyurea is shown, which arrests cells in S-phase. Environmental modulation through media
composition or growth conditions may also be used to synchronize cultures, most commonly with nitrogen
depletion to arrest in G1-phase. Finally, examples of temperature-sensitive conditional alleles are shown
which arrest the cell cycle at key transition points. Each of these methods must be assessed relative to the
desired effect and the process being studied, providing the best synchrony with the fewest off-target effects.

Key words Fission yeast, Schizosaccharomyces pombe, cell cycle, Cdc10, Cdc22, Cdc25, Hydroxyurea
block, Nitrogen arrest, Septation index

1 Introduction

Schizosaccharomyces pombe is a genetically tractable, fast-growing,
and easy-to-use model organism. S. pombe cells divide by medial
fission, suggesting the organism’s common name of fission yeast.
Although fission yeast experimental methods are similar to those of
budding yeast (Saccharomyces cerevisiae), the two model organisms
are distinct [1–3]. Fission yeast has a collegial international com-
munity and extensive curation tools (www.PomBase.org). Standard
homologous recombination gene-targeting and expansion of
newer CRISPR and recombinase methods have expanded the
tools to explore S. pombe cell cycle regulation. In particular, fission
yeast can be used to model mammalian-like DNA processes includ-
ing: complex DNA replication origin structures and firing, centro-
mere organization, and heterochromatin regulation. Themolecular
genetics of S. pombe, and its high similarity to metazoan cell
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cycle and checkpoint processes, make fission yeast an attractive
model to study cell proliferation mechanisms and their dysregula-
tion in diseases.
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The fission yeast cell cycle is approximately 2.7 hours in rich
medium and at the predominant growth temperature of 32 �C;
temperature and growth conditions are reviewed in articles such as
[4–6]. In an actively growing fission yeast culture, approximately
70% of cells are in gap 2 (G2), and 10% in each of gap 1 (G1),
synthesis (S), and mitosis (M) phases of the cell cycle. Many experi-
ments can be performed in asynchronous cultures. However, meth-
ods that test cell growth, aging, and death frequently employ
cellular synchrony to restrict effects within a cell cycle phase, or to
highlight the mechanism under study. A variety of methods are
commonly used to induce synchrony in fission yeast cultures.
These capitalize on cell cycle inhibitory drugs, environmental con-
ditions, and conditional alleles, and are described in this chapter.

Cell cycle arrest may be induced by adding drug to a culture. In
this chapter, we describe the use of hydroxyurea (HU) to arrest cells
in S-phase. HU poisons the enzyme ribonucleotide reductase, and
causes dNTP depletion (e.g., [7, 8]). Replication forks slow and
stall in HU, and fission yeast cells enter S-phase but arrest (e.g., [9–
11]). Although nuclear division and cytokinesis are separated in
S. pombe (discussed in Chapter 18), HU arrest in S-phase does not
block cytokinesis and over time the culture will arrest with a mid-S-
phase population of mononucleated cells. Consequently, HU is a
useful arrest to detect resumption of DNA synthesis and the timing
of S-phase exit. However, HU causes DNA replication fork insta-
bility, and activates the DNA replication checkpoint (e.g., [12]).
Mutants that are DNA replication checkpoint-incompetent (e.g.,
rad3Δ,mrc1Δ, cds1Δ) lose viability (e.g., [9, 13, 14]). HU induces
DNA damage even in checkpoint-competent cells, which may
impact some genetic backgrounds (e.g., [15–17]). Careful choice
of strains and controls will help to discern the effects of HU on
DNA damage and cell cycle progression.

Numerous temperature-sensitive alleles of cell cycle genes have
been characterized in S. pombe. These are available from many
research groups and the National BioResource Program (NBRP,
Japan) collection. Frequently, conditional alleles are used when the
null allele does not survive in a haploid strain. This includes the cell
division cycle 10 (Cdc10) gene, which regulates transcription to
promote G1 to S transition in “Start”. The conditional cdc10-129
strain may be used to ablate Cdc10 and arrest cells in G1-phase
(e.g., [18, 19]). Cdc22 is the enzymatic subunit of ribonucleotide
reductase; heat inactivation of the cdc22-M24 allele in a strain
generates an S-phase arrest (e.g., [20]). The cdc25-22 allele has
been used extensively for G2-arrest methods (e.g., [21–23]). Tem-
perature-sensitive strains are typically grown at a permissive tem-
perature of 25 �C. A typical restrictive temperature to inactivate the



conditional allele protein function is 36 �C. Cold-sensitive alleles,
such as the tubulin nda3-KM311 [24], may provide alternatives for
cell cycle synchrony.
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We present methods to synchronize fission yeast in various cell
cycle stages, and quickly assess the performance of the arrest
method. The accompanying chapter “Detecting cell cycle stage
and progression in fission yeast” describes methods to probe cell
cycle effects within cultures that have been synchronized using
these methods.

2 Materials

2.1 Fission Yeast

Strains

Fission yeast strains are generally derived from the originally char-
acterized 972/975 isolates (reviewed in [2, 3]). Strains are made by
standard molecular genetics methods, as described in other meth-
ods articles. In addition to specific published strains available from
fission yeast researchers, the National Bio Resource Program
(NBRP) in Japan has an extensive collection of fission yeast strains;
restrictions on strain use vary and are specified in the database.

2.2 Yeast Extract

with Supplements

Medium (YES)

A rich but undefined medium, YES can be made without supple-
ments (yeast extract only, YE), or by adding adenine, L-histidine,
L-leucine, uracil, and L-lysine to 50–225 mg/L. Yeast extract
(YE) base is 5 g/L yeast extract, 30 g/L glucose in deioinized or
MilliQ water. Pre-mixed YE or YES powder can be purchased in
North America from MP Biologicals (Boston, MA) or Sunrise
Media (California, CA). Media is made in water and autoclaved,
then stored at room temperature indefinitely. Solid YES agar plates
are made by adding 2% microbiology-grade agar to YES liquid, and
autoclaving.

2.3 Edinborough

Minimal

Medium (EMM)

Synthetic and defined medium, EMM may be purchased as a stock
powder from suppliers MP Biologicals or Sunrise Media. It is
composed of 3 g/L potassium hydrogen phthalate, 2.2 g/L
Na2HPO4, 5 g/L NH4Cl, 20 g/L glucose, 20 mL/L salts (50�
stock), 1 mL/L vitamins (1000� stock), and 0.1 mL/L minerals
(10, 000�). EMM is made in water and autoclaved, then stored at
room temperature. Supplements are added to 50–225 g/L accord-
ing to the auxotrophic markers present in a given strain. EMM-
nitrogen (EMM-N) is EMM without NH4Cl added; this may be
purchased as a stock powder fromMP Biologicals or SunriseMedia.
Alternatively, EMM-N may be made from this recipe, omitting
NH4Cl.

2.3.1 50� EMM Salts

Recipe

Dissolve in water 52.2 g/L MgCl2•6H2O, 0.735 g/L
CaCl2•2H2O, 50 g/L KCl, and 2 g/L Na2SO4. This solution is



�

autoclaved and stored at 4 �C indefinitely. This is not required if
using pre-made EMM or EMM-N powder.
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2.3.2 1000� EMM

Vitamins Recipe

Dissolve in water 1 g/L pantothenic acid, 10 g/L nicotinic acid,
10 g/L inositol, and 10 mg/L biotin. This solution is autoclaved
and stored at 4 �C indefinitely. This is not required if using
pre-made EMM or EMM-N powder.

2.3.3 EMM Minerals

Recipe

Dissolve in water 5 g/L boric acid, 4 g/L MnSO4, 4 g/L
ZnSO4•7H2O, 2 g/L FeCl2•6H2O, 1 g/L KI, 0.4 g/L molybdic
acid, 0.4 g/L CuSO4•5H2O, and 10 g/L citric acid. This solution
is autoclaved and stored at 4 �C indefinitely. This is not required if
using pre-made EMM or EMM-N powder.

2.4 Hydroxyurea (HU)

Stock Solution

HU is made at 1 M in water, and then filter sterilized with a 0.2 μm
filter unit. Excess HU can be aliquoted and stored at�20 �C for up
to 6 months.

2.5 Orbital Shaking

Water Bath

A water bath is required for quick thermal transfer and stable
temperature shaking required in temperature-sensitive synchrony
methods (i.e., cdc25-M22). Water baths should be pre-warmed to
the appropriate temperature, 36 �C for a temperature block, 25 �C
for release.

2.6 Cooling Pan A pan or ice bucket filled with cooled tap water helps to speed the
process of temperature decrease to permissive temperature (25 �C)
when releasing cells from temperature arrest. Enough water to
cover the culture depth in each flask is placed in the pan.

2.7 Thermometer A thermometer may be used to assess culture temperature during
the fast decrease of temperature from block to release. The ther-
mometer can be cleaned, rinsed in 70% ethanol, and placed directly
in the culture to monitor the liquid temperature. This is particularly
important if using an air-shaking incubator to ensure that tempera-
ture increase/decrease occurs quickly.

2.8 70% Ethanol Ethanol is diluted in purified water (i.e., MilliQ or similar) to 70%
and stored in a 20 �C freezer until required.

2.9 Light Microscope This is required for counting cell septation, in the calculation of
septation indices to monitor cell cycle progression. Standard light
microscopy will reveal septa and can be used. However, septa may
be better visualized using differential interference contrast (DIC)
or phase contrast light paths.

2.10 Vacuum

Filtration System

A vacuum filtration unit such as those made byMillipore and others
(i.e., Millipore XX1014702) with ground glass frit. The glass fun-
nel (i.e., Millipore XX1014704) can be autoclaved in tinfoil to
sterilize before and after use. For each sample, a sterile glass



microfiber filter (i.e., Whatman #18220555) is placed on the frit of
the vacuum, and the funnel is fixed in place with an aluminum
clamp.
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3 Methods

The following protocols describe methods that may be used to
synchronize fission yeast cultures: drug-induced synchrony;
environmentally modulated synchrony; genetic synchrony using
conditional alleles. Specific examples are given that can be applied
to other drugs, conditions, or alleles.

3.1 Yeast Culture

Growth

1. Wake yeast strains on YES-agar and grow at appropriate tem-
perature, 30–32 �C for non-temperature sensitive strains,
25 �C for temperature-sensitive strains.

2. Inoculate 3–5 mL of YES liquid with a single colony of appro-
priate strain. Grow overnight at appropriate temperature with
shaking at 225 rpm.

3. Inoculate an appropriate volume of EMM+supplements media
from the YES culture (Subheading 3.1, step 2). The volume of
inoculum used should give a cell density of approximately 5 �
106 cells/mL to 1 � 107 cells/mL at the start of the experi-
ment (see Notes 1–3).

4. Grow cultures at permissive incubation temperature to an
OD600 of approximately 0.3–0.8, corresponding to growth
phase in the culture.

3.2 Culture Harvest

and Septation Index

Calculation

1. Remove 1 mL of culture to a microcentrifuge tube. Centrifuge
11,000 rpm (approximately 10,000 g) for 3 mins at room
temperature.

2. Decant supernatant. Resuspend pelleted cells by pipetting, or
by vortexing.

3. Remove 2 μL to place on a microscope slide. Cover with a
cover glass.

4. Add 1 mL cold 70% ethanol to resuspended cells in microcen-
trifuge tube. Vortex and store at 4 �C.

5. At a light microscope with DIC or phase contrast, count the
total number of cells and the number of cells with visible septa
(refer to Fig. 1) (see Note 4).

6. Calculate the percent septated cells per time point, and plot
over time.



While this protocol uses HU to induce an S-phase arrest, other
compounds may also be used to block S. pombe cell cycle such as
nocodazole, mating factor pheromone (e.g., [25]), or ATP analog
with kinase mutants (e.g., [23]). This protocol may be used as a
template for arrest, washing out, and monitoring release.
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Fig. 1 (a) Septation index of wild-type culture (FY436) treated with 12 mM HU for 4 hours, and released into
fresh EMM at 30 �C. (b) Sample images of the culture at time points show the impact of HU arrest on
morphology and cell length during S-phase arrest and subsequent release

3.3 Drug-Induced

Synchrony:

Hydroxyurea (HU)

Block and Release

1. Add freshly prepared 1 M HU stock to a final concentration of
12 mM (see Note 5).

2. Immediately remove 1 mL of culture to a microcentrifuge tube
and process this asynchronous (AS) time point for septation
detection and ethanol fixation (Protocol 3.2).

3. Incubate cultures at permissive temperature, 225 rpm orbital
shaking, for 3.5–4 hours (see Note 6). Samples may be
removed during this HU block period to monitor septation
and DNA synthesis (refer to Chapter 18 for detection of DNA
synthesis in fixed samples by flow cytometry).

4. Remove HU by centrifugation and washes.

(a) Wash HU-blocked cells by pouring culture into a sterile
50 mL conical tube. Centrifuge 1000 g for 5 mins at room
temperature. Decant media.

(b) Vortex pelleted cells and add 0.5 volume of pre-warmed
media. Vortex cells in wash media, and centrifuge as in
Subheading 3.3, step 4(a).

(c) Repeat Subheading 3.3, step 4(b) for a total of 2 washes
to remove HU.

5. Alternate wash method: Remove HU by vacuum filtration.
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(a) Assemble a sterile filtration unit with a glass microfiber
filter. Apply a small amount of pre-warmed media to the
filter unit to test vacuum.

(b) Pour in HU-treated culture, and allow media to flow
through. Wash twice with pre-warmed media.

(c) To remove cells from filter, scrape with a sterile inocula-
tion stick or loop.

6. Resuspend cells in 1 volume of pre-warmed growth media
(YES or EMM+supplements). Return to orbital shaking incu-
bator for continued growth at permissive temperature. Remove
time points as appropriate to monitor septation and fix cells.

3.4 Environmental

Control of Synchrony:

Nitrogen Block and

Release

1. Grow a culture in EMM + supplements to appropriate density
as in Subheading 3.1. Remove an asynchronous sample for
septation and fixing.

2. Harvest the remaining volume of culture in a sterile
centrifuge tube.

3. Centrifuge in a clinical swinging bucket rotor, room tempera-
ture, at 1000 g for 5 mins. Decant media and resuspend the cell
pellet.

4. Add 0.5 volume of water or EMM-nitrogen medium. Vortex
cells. Centrifuge as in Subheading 3.4, step 3.

5. Repeat wash (Subheading 3.4, step 4) for a total of 2 washes in
EMM-N. This removes nitrogen from the culture (seeNote 7).

6. Resuspend cells in 1 volume of EMM-N medium with low
supplements (7.5 to 100 mg/L) in an appropriately sized flask.

7. Incubate cells for 16–20 h at 25 �C at 225 rpm. This is the
starvation step that induces a G1-arrest in S. pombe cultures (see
Notes 8 and 9).

8. Add 1 volume of EMM + supplements to “refeed” nitrogen
into the culture. Immediately remove a sample of nitrogen
starved cells to assess septation and fix.

9. Shake culture at permissive temperature, 225 rpm, monitoring
release from G1-phase using septation index and fixing samples
as appropriate.

The general method here may be also applied to cold-sensitive
strains, which are typically maintained at a permissive temperature
of 32 �C, and blocked at a restrictive temperature of 20 �C. Water
baths are essential equipment to quickly and effectively distribute
heat increase/loss in these protocols; we recommend the use of
orbital shaking water baths for the entire protocol.

One drawback to this method of synchrony is that cells must be
treated at high temperatures to inactivate the mutant protein.
Temperature shock activates stress kinase signaling, arrests the

3.5 Conditional Allele

Arrest: Temperature-

Sensitive Cell Cycle

Mutants
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Fig. 2 Temperature block and release profile involves a shift from permissive temperature (25 �C) to restrictive
temperature (36 �C). To compare alleles impacting different cell cycle arrest points, cdc10-129, cdc22-M45,
and cdc25-22 cultures were blocked for 4 h, and then released to 25 �C. We monitored septation at 20-min
intervals to detect the next S-phase, coincident with the peak of septation. Note that both cdc10-129 and
cdc22-M45 cultures peak approximately 3.5 hours post-release (240 mins, shown), while cdc25-22 cells
show an earlier peak shown at 80 mins post-release

S. pombe cell cycle, and affects downstream targets including mod-
ifications to heterochromatin (e.g., [26, 27]). Control conditions
or strains help to ensure that any unanticipated effects are caused by
the process being studied and not the environmental change.

1. Grow the strain of interest at permissive temperature (25 �C) to
mid-exponential phase. Remove an AS sample for septation
index and to fix in ethanol (Subheading 3.2).

2. Transfer flasks to a 36 �C, pre-warmed water shaking incubator
(see Note 10).

3. Shake at 36 �C for 4 hours, removing samples at least hourly to
monitor septation index (see Note 10).

4. To release cells from the cell cycle block, transfer flasks to a pan
of cool tap water. Monitor the decrease in culture temperature
using a thermometer (see Note 12).

5. Transfer the culture(s) to the 25 �C incubator and shake at
225 rpm. Sample at 15- to 20-min intervals to monitor septa-
tion and fix samples.

6. Calculate the septation index (% septated cells, Fig. 2) of the
culture to monitor the synchrony of release and the timing of
cell cycle events. Since septation is coincident with S-phase,
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DNA replication should be prominent at this time during
release, and can be monitored directly using flow cytometry
(see Chapter 18).

4 Notes

1. On many spectrophotometers, concentrations of 5 � 106 to
1 � 107 cells/mL will correspond to an optical density at
600 nm (OD600) range of 0.3–0.8. The growth curve corre-
lating OD600 to concentration should be determined for each
spectrophotometer to verify and allow use of the more conve-
nient OD600 measurement if desired.

2. OD600 is a proxy for turbidity, and is influenced by cell volume
in solution. Therefore, strains with smaller (i.e., wee1 alleles) or
longer (i.e., cdc25-22) morphologies will not necessarily gener-
ate consistent concentration estimations. This is particularly
true if the OD600 growth curve is generated using a more
uniform or wild-type morphology.

3. If the division time (tD), total culture growth time (time),
starting OD600 (ODstart), desired OD600 at time (ODend),
and culture volume (Volculture) are known, the following for-
mula can be used to better estimate the inoculum volume
(Volinoculum) to use:

linoculum ¼ Volculture � ODend � ODstartð Þ�1 � 2time=tD�1
� �1

This calculation may change if small volume pre-cultures
are not saturated at the time of inoculation. Petersen and
Russell [4] make excellent points about the impact of starter
culture health on downstream results, indicating that care and
consistency are important factors in data variation.

Vo

4. We recommend counting 3 separate fields with a minimum of
70 cells per field. Experimental replicates should be compared
for peak size (i.e., degree of synchrony) and timing, although
absolute numbers or timings may vary between experiments.

5. Concentrations of HU used to induce arrest vary in the litera-
ture, ranging from 8 mM to 15 mM. We have found that
12 mM is an optimal concentration of HU that promotes a
good level of synchrony and apparently normal release in wild-
type cells. Concentrations over 15 mM are not advised, as
20 mM HU causes irreversible effects in wild-type cells.

6. Time of HU arrest is typically 3.5 to 4 hours at 32 �C. After
4 hours, wild-type cells begin to acclimate to HU and syn-
chrony is decreased. At 36 �C, 3.5 hours is a starting point to
assess arrest. At culture temperatures of 25 �C, 4 hours in HU
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is often sufficient. Arrest should be confirmed by septation and
DNA content cytometry for different growth conditions using
restrictive media or alternate growth temperatures.

7. Washes can be performed with EMM-N, or sterile 1� PBS or
water. However, EMM-N may be a better choice to maintain
cell health, as water is reported to deplete dNTP levels during
washing.

8. Nitrogen arrest is frequently performed for 16 hours. A shorter
time of starvation may be sufficient and can be explored. Nitro-
gen starvation longer than 20 hours is generally not as success-
ful, as cells may not release once re-fed with nitrogen.

9. G1 arrest during nitrogen starvation occurs at 25 �C and gen-
erates a 1C DNA peak and a more uniform culture of small
cells. Starvation medium should contain small amounts of
supplements required by auxotrophic markers; otherwise,
cells may not arrest or release properly.

10. If a water bath shaking incubator is not available, pans of
pre-heated water can be used to shift cultures to restrictive or
permissive conditions, and then follow with incubation in an
air-shaking incubator at the indicated temperature. In this
situation, it is important to ensure that the correct temperature
has been achieved in the culture before transferring to the air
shaker using a thermometer.

11. Monitoring septation at regular intervals is essential to com-
pare cell cycle dynamics between experiments and when scaling
up volumes from pilot experiments [4–6].

12. Increasing experiment volumes from small/pilot cultures to
larger volumes requires particular attention to culture temper-
ature during shifts of cell cycle block and release.
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Methods to Assess Cell Cycle Progression



Chapter 14

Analysis of Cell Cycle by Flow Cytometry

Hamid Maadi, Mohammad Hasan Soheilifar, and Zhixiang Wang

Abstract

The cell cycle of a cell is tightly controlled by several regulators. Dysregulation of cell cycle can lead to
uncontrolled cell division which is one of the main characteristics of cancer cells. DNA content of a cell is
changed during the cell cycle progression and can be measured by flow cytometry. In this chapter, we aim to
provide a detailed protocol on how to analyze the cell cycle using flow cytometry.

Key words Cell cycle, Propidium iodide, DNA contents, Flow cytometry

1 Introduction

Cell cycle is an orchestrated process in which cell duplicates its
genome and two daughter cells are created. Cell cycle progression
is divided into 4 phases including gap 1 (G1), synthesis (S), gap
2 (G2), and mitosis (M). The genetic content in G1, S, G2, and late
mitosis is 2n (diploid), 4n (tetraploid), 4n, and 2n respectively
[1]. The events of the cell cycle are well controlled by checkpoints
to ensure genome stability and proper segregation of chromo-
somes. Cyclin-dependent kinases (CDKs) as catalytic subunits,
and cyclins as regulatory subunits are crucial cell cycle regulators.

Flow cytometry is a technique which can be used to measure
DNA ploidy, cell’s distribution within specific phases, and apopto-
tic cells using a DNA-binding fluorescent dyes. For example, the
co-staining of the cells with propidium iodide (PI) and Annexin V is
one of the common flow cytometric assays to quantify apoptotic
cells population [2]. PI is a double-stranded DNA intercalating
red-fluorescent dye which can pass through permeabilized plasma
membrane. The excitation wavelength for PI fluorochrome is
488 nm and the emission wavelength is 617 nm which is propor-
tional to DNA content.

Fluidics, optics, and electronics are three main systems of flow
cytometry. Physio-chemical features of cells including cell size
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(correlated to forward scatter signal or FSC) and complexity or
granularity (correlated to side scatter signal or SSC) can be
measured by flow cytometry. A single stream of cells in suspension
flow pass through single or multiple lasers as optical sources. The
scattered and emitted light energy can be detected by photodiodes
or photomultiplier tubes. Light signals are converted to electronic
signals by flow cytometry’s electronic system which can be pro-
cessed by the computer [3]. The most common application of flow
cytometry includes but not limited to cell sorting, immunopheno-
typing, detection of intracellular molecules, measurement of apo-
ptotic cells, and analysis of cell cycle [4]. In this chapter, we will
explain how to analyze the cell cycle using flow cytometry.
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2 Materials

2.1 Cell Culturing 1. Pipette and micropipette.

2. Pipette tips.

3. Conical 15 mL tube.

4. Vacuum pump.

5. Optical microscope.

6. Mammalian cell culture incubator (providing 37 �C and 5%
CO2).

7. Sterile 6-cm plate.

8. Centrifuge.

9. Trypsin.

10. Digital timer.

11. 1� Phosphate-Buffered Saline (PBS): dissolve the contents of
one pouch of “Thermo Scientific BupH Phosphate Buffered
Saline Packs” in 500 mL distilled water to obtain PBS solution
with 0.1 M sodium phosphate and 0.15 M sodium chloride,
pH 7.2.

12. Culturing medium: add 50 mL fetal bovine serum (FBS) and
5 mL penicillin-streptomycin mixtures (Pen-Strep) to 450 mL
high glucose Dulbecco’s Modified Eagle Medium (DMEM)
(from Sigma- Aldrich) containing L-glutamine and sodium
bicarbonate to obtain 10% FBS, 1% Pen-Strep-containing
DMEM.

2.2 Staining of DNA

with Propidium Iodide

(PI)

1. Ice-cold 100% methanol.

2. 20 �C refrigerator.

3. Ribonuclease (RNase) buffer with 100 μg/mL concentration
of RNase A: add 10 μL Triton X-100 10% and 10 μL RNase A
solution from 10 mg/mL stock solution to 1 mL 1 PBS.
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4. PI solution with 50 μg/mL concentration of PI: add 10 μL
Triton X-100 10% and 50 μL PI solution from 1 mg/mL stock
solution to 1 mL 1 PBS.

2.3 DNA Contents

Analysis

1. BD Fluorescence-activated cell sorting (FACS) Canto™ II
system.

2. 5 mL polystyrene round-bottom FACS tube.

3. FlowJo™ software.

3 Methods

3.1 Cell Culturing

and Treatment of the

Cells

1. Seed appropriate number of healthy cells in a 6-cm plate con-
taining 3 mL culturing medium.

2. Incubate the cells in an incubator providing 37 �C and 5% CO2

until the cells attach to the surface of the plate (24–48 h).

3. Remove the culture medium and wash the cells with 1� PBS
and then add 3 mL treatment medium to the 6-cm plate (see
Note 1).

4. Incubate the cells in an incubator providing 37 �C and 5% CO2

for an appropriate time (e.g., 24 h).

3.2 Staining of DNA

with PI

1. Collect the culture medium in 15 mL conical tube.

2. Add 0.8 mL trypsin to the plate and incubate the cells in an
incubator for 3–5 mins (see Note 2).

3. Add 1 mL culture medium to each plate to inactivate trypsin.

4. Resuspend the cells gently by pipetting up and down and
collect them in the same 15 mL conical tube containing the
culture medium.

5. Wash the plate with 1 PBS and collect the remaining cells.

6. Centrifuge the cells at 1300–1500 revolutions per minute
(rpm) for 5 mins.

7. Discard supernatant and add 1 mL 1� PBS to each tube and
resuspend the cells gently by pipetting up and down.

8. Centrifuge the cells at 1300–1500 rpm for 5 mins.

9. Discard the supernatant and add 0.5 mL 1� PBS to each tube
and resuspend the cells gently by pipetting up and down.

10. To fix the cells add 4.5 mL ice-cold 100% methanol to the cell
suspension and incubate the cells at �20 �C refrigerator for
20 mins (see Note 3).

11. Centrifuge the cells at 1300–1500 rpm for 5 mins.

12. Discard the supernatant and add 1 mL Ribonuclease (RNase)
buffer to each tube and resuspend the cells gently by pipetting
up and down.



186 Hamid Maadi et al.

13. Incubate the cells on ice for 30 mins.

14. Centrifuge the cells at 1300–1500 rpm for 5 mins.

15. Discard the supernatant and add 1 mL PI solution to each tube
and resuspend the cells gently by pipetting up and down.

16. Incubate the cells on ice for 5–10 mins.

3.3 DNA Contents

Analysis

1. Resuspend the cells gently by pipetting up and down and
transfer the cell suspension to 5 mL polystyrene round-bottom
FACS tube.

3.3.1 DNA Contents

Analysis by BD FACS

Canto™ II Machine

2. Open BD FACSDiva software and log in into your account.

3. Open Browser, Cytometer, Global Worksheet, and Acquisition
Dashboard windows by clicking on an appropriate button on
the workspace toolbar (Fig. 1).

4. In the Browser window, click on theNew Experiment button to
create a new experiment (see Note 4 and Fig. 1).

5. Double click on the New Experiment folder to open it. Then,
click on theNew Specimen button to create a new specimen and
a new tube. More tubes can be added by clicking on the New
Tube button (Fig. 1).

6. Click on the Pointer on the left side of new tube to activate the
Cytometer and Acquisition Dashboard windows for the selected
tube (see Note 5 and Fig. 1).

7. In the Cytometer window, open the Parameters tab and delete
all parameters except FSC, SSC, and fluorescence dye (Fig. 2).

8. Select PI from the list of fluorescence dyes.

9. Uncheck the log option for FSC, SSC, and PI parameters and
check the Area (A), Height (H), and Width (W) options for all
three selected parameters (Fig. 2).

10. In the Global Worksheet window, draw three different plots:
(1) click on the Dot Plot button to draw a XY plot with
SSC-A in the Y axis and FSC-A in the X axis (see Note 6 and
Fig. 3), (2) click on the Dot Plot button to draw a XY plot with
PI-A in the Y axis and PI-W in the X axis (see Note 7 and
Fig. 3), (3) click on Histogram button to draw a XY plot with
Count in the Y axis and PI-A in the X axis (see Note 8 and
Fig. 3).

11. Place the FACS tube in the appropriate part of BD FACS
Canto™ II machine and click on the Acquire Data button to
start analyzing the cells (Fig. 4).

12. In the Cytometer window, click on the Parameters tab and
change the voltage of FSC and SSC to see the cell population
in the plot (Figs. 2 and 5). Next, in the Global Worksheet
window, click on the Polygon Gate button and select the
cell population in FSC-A vs SSC-A plot (see Note 9 and
Figs. 3 and 5).
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Fig. 1 Important options of BD FACSDiva software and Browser window which are needed during the cell cycle
analysis

13. In the Cytometer window, click on the Parameters tab and
change the voltage of PI to adjust the cell population at G1
phase after 50 and around 100 in the Y axis of PI-A vs PI-W dot
plot and X axis of PI-A vs Count plot (see Note 8 and Figs. 2
and 5). Next, in the Global Worksheet window, click on the
Polygon Gate button and select the singlets (i.e., single cells)
in PI-A vs PI-W dot plot (see Note 10 and Figs. 3 and 5).

14. In Acquisition Dashboard window, click on the Record Data
button to record the cell analysis data (seeNote 11 and Fig. 4).

15. In the Browser window, on the experiment option click on the
right mouse button and select the Export option. From Export
option export data as both Experiments and FCS files (see
Note 12).

3.3.2 Analysis of Flow

Cytometry Data by

FlowJo™ Software

1. Open the FlowJo™ software and import the FCS file of DNA
content analysis.

2. Double-click on the FCS file to open a new window showing a
FSC-A vs SSC-A plot (Fig. 6).

3. Click on the Polygon button and select the cell population and
name it as Cells (Fig. 6).

4. Double-click on the selected area to open a new window
showing a FSC-A vs SSC-A plot of the selected cells. Change
the Y axis to PI-A and X axis to PI-W. Then, click on Transform
Data Display button and select Linear Axis (Fig. 7).
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Fig. 2 A screenshot of Cytometer window and Parameters tab

5. Click on the Polygon button and select the singlets and name
the cells as Single Cells (Fig. 7).

6. In the main page of the FlowJo™ software select the single
cells. Then, in the FlowJo™ software toolbar, click on the Cell
Cycle button to open a XY plot. Change the X axis to PI-A and
the plot will show you the distribution of cell population in
different phases of the cell cycle (Fig. 8).

7. In the same window, select theRange button and constrain the
first peak of the plot as G1 phase and the second peak of the
plot as G2 phase (see Note 13 and Fig. 8).

8. In the same window, open theConstraints tab. Click on theCV
option ofG1 Peak and select¼ n. Then, click on the CVoption
ofG2 Peak and select¼G1 CV. Change the amount of n: ofG1
Peak to obtain the lowest number for Root Mean Square
Deviation (RMSD) (see Note 14 and Fig. 8).

9. In the FlowJo™ software toolbar, click on the Layout Editor
button. In the main page of the FlowJo™ software, drag the
analysis results to the Layout Editor page and export the final
report as your desired format (see Note 15).
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Fig. 3 A screenshot of Global Worksheet window and important options needed during the cell cycle analysis

4 Notes

1. For some experiments, the cells are needed to be starved before
treatment to examine the effect of treatment on the cell cycle.

2. The incubation time depends on cell type. Optimize the incu-
bation time before the experiment.

3. The fixed cells can be stored in �20 �C refrigerator for 1–2
months.

4. On the new experiment click on the right mouse button and
select “rename” option to change the name of the experiment.

5. The color of the pointer will be changed to green after selecting
the tube.
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Fig. 4 A screenshot of Acquisition Dashboard and the options needed for running the samples

Fig. 5 An example of cell cycle analysis report. In this figure, the separation of cells from debris and singlets
from doublets are shown in SSC-A vs FSC-A and PI-W vs PI-A plots, respectively. Moreover, the distribution of
cell population in each phase of cell cycle is shown in PI-A vs Count plot



Analysis of Cell Cycle by Flow Cytometry 191

Fig. 6 A screenshot of FSC-A vs SSC-A plot from FlowJo™ software
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Fig. 7 A screenshot of PI-W vs PI-A plot from FlowJo™ software. The singlets and doublets are clearly
separated in this plot
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Fig. 8 A screenshot of PI-A vs count plot from FlowJo™ software. Important options and information are
shown in this figure

6. The XY plot with SSC-A in Y axis and FSC-A in X axis helps us
to separate the cells from debris.

7. The XY plot with PI-A in Y axis and PI-W in X axis helps us to
separate single cells from doublets.

8. The XY plot with Count in Y axis and PI-A in X axis shows the
cell population in each phase of cell cycle. In this plot, three
phases of cell cycle can be observed: (1) First peak of the plot
represents the cell population at G1 phase of the cell cycle,
(2) the area between the first and second peak of the plot shows
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the cell population at S phase of cell cycle, and (3) the last peak
of the plot represents the cell population at the G2 phase of the
cell cycle (Fig. 5).

9. Change the FSC-A voltage to locate most of the cell population
in an area with FSC-A more than 50.

10. The PI fluorochrome-bound to DNA is excited by laser beam
and the emitted signals are detected by detector. As cell excited
by the laser beams, the detector generates a voltage pulse plot
which the height of the signal is proportional to the intensity of
the fluorescence signal. The width of the signal shows the time
duration that detector identifies the signal. This parameter is
proportional to the size of the cells. The single cells have the
same width in PI-W vs PI-A and Time vs Voltage plots; how-
ever, the height (i.e., the intensity of the signal) and thereby,
the area is doubled in single cells at G2 phase (4n) compared to
single cells at G1 phase (2n) of the cell cycle. On the other
hand, the area of doublets at G1 phase is the same as single cells
at G2 phase, while the width of doublets is greater compared to
single cells. This characteristic of doublets is used to separate
them from singlets (Fig. 9).

11. Select at least 100,000 events for the Events to Record option
(Fig. 4).

12. For analyzing the data with FlowJo™ software use the
exported data as FCS files.

13. This will help the modeling algorithm to detect the right place
and range of G1 and G2 phases of the cell cycle.

Fig. 9 A schematic figure of voltage pulse plot generated by flow cytometry. Flow
cytometry generates a voltage pulse plot after detecting the emitted signals from
the cell. The height of the signal is proportional to the intensity of the
fluorescence and the width of the signal shows the time duration that detector
detects the signal. The doublets signal is wider than singlets signals. In addition,
the height of single cells signals at G2 phase is greater than the cells signal at
G0/G1 phase of the cell cycle
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14. The RMSD shows the accuracy of the model in recognizing the
raw data. Generally, the low number of RMSD reflects the
better fitness of the model to the data.

15. In the final report, the percentage of cell population in each
phase of cell cycle will be shown. The sum of these percentages
should be 100. If the sum is less than 100, the percentages
should be scaled up proportionally.
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Chapter 15

Analysis of Cell Proliferation by Three-Dimensional Culture

Xiaoyun Tang and David N. Brindley

Abstract

Three-dimensional (3D) cell culture technology is a powerful tool in cancer research and drug develop-
ment. It retains several critical components of the in vivo environment, including cell-cell and cell-
extracellular matrix (ECM) interactions in a 3D fashion, gradients of oxygen, nutrients and metabolic
waste, and it is thus more physiologically relevant than traditional two-dimensional (2D) cell culture. Here,
we describe a simple and versatile method using commercially available chamber slides and Matrigel, a
surrogate ECM hydrogel, to set up a 3D culture model for breast cancer cells. In this 3D culture model,
cells form aggregates or spheroids on top of a thin layer of Matrigel, which can be fixed directly onto the
chamber slides for cell imaging and immunofluorescence staining. Alternatively, RNA and protein can be
extracted from the cells for further investigation. This 3D cell culture model provides a useful platform for
cancer research and drug development, in which the effects of novel compounds or genetic modifications
can be tested.

Key words Three-dimensional cell culture, Extracellular matrix, Breast cancer cells, Matrigel, Cham-
ber slides

1 Introduction

Traditional two-dimensional (2D) monolayer cell culture has been
widely used in biological science as a valuable technology for more
than seven decades [1]. However, due to the inherent constraints,
culturing cells on planar and rigid surface of Petri dishes does not
properly mimic the situation in vivo. Cells in 2D culture lack the
three-dimensional (3D) cell-cell and cell-extracellular matrix
(ECM) interactions, which are present in the in vivo environment.
Concentration gradients for oxygen, nutrients, and metabolic
waste exist inside the tissue, which are generated by varied proxim-
ity to blood vessels and differences in diffusion of molecules
through the tissue. Cell motility, migration, and signaling are all
affected by the molecular concentration gradients in vivo [2]. But
these are missing in 2D culture where cells are uniformly exposed to
the culture media. There are many discrepancies between results
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obtained from 2D culture and studies in vivo [3–5]. For example,
more than half of drugs selected by traditional cell culture method
fail in Phase II and Phase III clinical trials due to a lack of efficacy
[3], which is probably caused by the intrinsic flaws of 2D cell
culture.
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Since the 1980s, many techniques for 3D cell culture system
have been developed. Based on the features of the media in which
the cells are cultivated, these 3D culture techniques can be divided
into two categories [6]: culturing cells (i) in suspension media, and
(ii) with a natural or synthetic matrix (hydrogels, polylactic acid,
polyglycolic acid, polyethylene glycol, etc.) (Fig. 1). Unlike the
monolayer of cells in 2D culture, cells form aggregates or spheroids
in 3D culture (Fig. 2). The spatial cell-cell interaction is preserved
in this multicellular spheroid form. Gradients of nutrients, oxygen,
and metabolic waste can be established from the periphery to the
center of the spheroids [7]. The matrix used for 3D cell culture
provides physical support for cells. The chemical and physical prop-
erties of the matrix can affect cell behavior. The materials of matrix
can be of biological origin or they can be artificially synthesized to
mimic the characteristics of ECM such as stiffness, charge, and cell
compatibility [8, 9].

The importance of ECM in mammary gland morphogenesis
and tumorigenesis has been well recognized [10]. Besides function-
ing as a biological scaffold, ECMmodulates cell signaling via ECM
receptors such as integrins and syndecans, which regulates the
growth and differentiation of mammary epithelium [11]. Matrigel
is a gelatinous protein mixture secreted by Engelbreth-Holm-
Swarm mouse sarcoma cells containing various components of
ECM such as laminin, collagen IV, and growth factors. Matrigel is
widely used as a surrogate ECM hydrogel for 3D culture
[12]. Mammary epithelial cells culture with Matrigel can establish
apicobasal polarity and form organized acini [13]. Breast cancer cell
lines, on the other hand, demonstrate a disorganized structure with
loss of polarity, which is linked to cancer cell invasiveness [14]. Can-
cer cells in 3D culture also demonstrate higher radio- and chemo-
resistance compared to 2D culture, which is similar to the response
of tumors to therapy in vivo [15].

In this protocol, we describe a 3D culture method for growing
breast cancer cells on top ofMatrigel. This method does not require
special equipments and is easy to handle. It uses commercially
available 8-well chamber slides which have small size wells. There-
fore, it only needs a small amount of Matrigel to setup the 3D
culture. This method can be used for investigating the effects of
novel compounds or genetic modifications on breast cancer cells
cultivated in 3D culture. At the end of the experiment, the cells can
be fixed directly on the chamber slide for immunofluorescence
staining. The chamber attached to the glass slide can be removed
after staining and the cells on the slides can be mounted with cover
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slides and preserved long term at �20 �C. We also describe how to
extract RNA and protein from the cells cultured by this method for
further investigation.
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Fig. 1 Schematic diagram of 2D culture (a) and 3D culture (b–d). (b) Cells cultured in suspension. (c) Cells
cultured in the matrix. (d) Cells cultured on the matrix

Fig. 2 Morphology of MDA-MB-231 breast cancer cells in 2D (a) and 3D (b) culture. (c) Confocal image of a
spheroid of MDA-MB-231 cells in 3D culture. Red: actin, Blue: nuclei

2 Materials

1. Growth Factor Reduced (GFR) and phenol red-free Matrigel®
matrix (see Note 1): Matrigel is a solubilized basement mem-
brane preparation extracted from the Engelbreth-Holm-
Swarm (EHS) mouse sarcoma, Corning Inc. Life Sciences.
Matrigel is liquid between 0–10 �C and polymerizes to form a
gel above 10 �C. Therefore, it must be thawed overnight on ice
or in a 4 �C fridge on the day before the experiment. Pipette
tips used for pipetting Matrigel must be sterile and pre-chilled
in a 4 �C fridge before use. To avoid freeze and thaw, we
recommend aliquoting Matrigel in small amounts in individual
tubes and storing them at 80 �C.
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2. Growth media: Dulbecco’s Modified Eagle Media (DMEM)
with 10% fetal bovine serum (FBS). Add 56mL FBS to 500mL
low glucose DMEM in a sterile tissue culture hood. Store the
growth media at 4 �C.

3. Overlay media (2�): Growth media with 4% Matrigel. For
10 wells, mix 2 mL growth media with 80 μL Matrigel in a
sterile tissue culture hood (see Note 2). The 2� overlay media
should be prepared freshly for each experiment and then kept
on ice before use.

4. PBS: 137 mMNaCl, 2.7 mMKCl, 10 mMNa2HPO4, 1.8 mM
KH2PO4 (pH 7.4). Dissolve 8 g NaCl, 0.2 g KCl, 1.42 g
Na2HPO4, and 0.24 g KH2PO4 in 800 mL double-distilled
water (ddH2O). Adjust the pH to 7.4 with NaOH. Add
ddH2O to 1 L. Autoclave PBS and store it at room
temperature.

5. PBS-EDTA: 137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4,
1.8 mM KH2PO4, 5 mM EDTA adjusted to pH 7.4 with
NaOH. Dissolve 8 g NaCl, 0.2 g KCl, 1.42 g Na2HPO4,
0.24 g KH2PO4, and 1.46 g EDTA in 800 mL double-
distilled water (ddH2O). Adjust the pH to 7.4. Add ddH2O
to 1 L. Store PBS-EDTA at 4 �C.

6. PBS-glycine buffer: 137 mM NaCl, 2.7 mM KCl, 10 mM
Na2HPO4, 1.8 mM KH2PO4, 100 mM glycine (pH 7.4).
Dissolve 8 g NaCl, 0.2 g KCl, 1.42 g Na2HPO4, 0.24 g
KH2PO4, and 7.5 g glycine in 800 mL double-distilled water
(ddH2O). Adjust the pH to 7.4 with NaOH. Add ddH2O to
1 L. Store PBS-glycine buffer at 4 �C.

7. 10% formalin solution: To 45 mL PBS, add 5 mL formalin and
mix it well. Store 10% formalin solution at 4 �C (see Note 3).

8. Permeabilization buffer: To 49.75 mL PBS, add 0.25 mL Tri-
ton X-100 and mix it well. Store permeabilization buffer at
room temperature.

9. Blocking buffer: Dissolve 0.05 g bovine serum albumin (BSA),
0.25 g NaN3 (see Note 4), 0.1 mL Triton X-100, and
0.025mLTween 20 in 40mL PBS, and add PBS to the volume
of 50 mL. Store blocking buffer at 4 �C.

10. DAPI solution (1 μg/mL): Prepare 1000�DAPI stock first by
dissolving 10mgDAPI in 10mL PBS. Prepare 1 μg/mLDAPI
solution by adding 5 μL 1000� DAPI stock to 5 mL PBS.
Store the 1 μg/mLDAPI solution at 20 �C and prevent light.

11. RIPA buffer: 50 mM Tris-HCl (pH 7.4), 0.1% NP40, 0.25%
Na-deoxycholate, 150 mM NaCl, 1 mM EDTA, 1 mM NaF,
protease inhibitor cocktail. Dissolve 790 mg Tris base, 900 mg
NaCl, 0.1 mL NP40, 0.25 g Na-deoxycholate, 29 mg EDTA,
and 4 mg NaF in 75 mL ddH2O. Adjust the pH to 7.4 using
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HCl. Add ddH2O to the volume of 100mL. Store RIPA buffer
at 4 �C. The protease inhibitor cocktail is unstable in water and
must be added into the buffer before use at a 1 in 100 ratio.

12. RNA STAT-60 reagent, AMSBIO.

13. Nunc™ Lab-Tek™ II Chamber Slide™ (8-well, 154,534),
Thermo Scientific.

14. ProLong™ Gold Antifade Mountant, Thermo Scientific.

15. Cover slides (22 22 mm).

3 Methods

3.1 3D Culture of

Breast Cancer Cells in

8-Well Chamber Slides

1. Thaw Matrigel at 4 �C overnight.
Sterile pipette tips and chamber slides can also be

pre-cooled at 4 �C together with the Matrigel.
Steps 2–6 must be performed in a sterile tissue

culture hood.

2. Coat the 8-well chamber slides with a thin layer of Matrigel.
Put the chamber slides and Matrigel on ice, pipette 50 μL

Matrigel on the center of a well (see Note 5). Allow the Matri-
gel cover the entire bottom of the well by tilting and tapping
the chamber slides toward each direction of the well (see Note
6). After finishing coating all of the wells, place the chamber
slides in a tissue culture incubator at 37 �C, 5% CO2, and 95%
humidity for 30–60mins. TheMatrigel will polymerize to form
gel. During the waiting time, you can start to prepare cells.

3. Trypsinize cells.
Breast cancer cells, e.g., MDA-MB-231, MCF-7 (see Note

7), or mouse 4T1 cells, etc., in 6-cm dishes should be not more
than 70–80% confluency on the day of experiment. Aspirate the
growth media. Wash the cells twice with PBS. Trypsinize the
cells with 0.5 mL 0.05% trypsin-EDTA in a tissue culture
incubator at 37 �C. Cells are resuspended in a 15-mL centri-
fuge tube with 10 mL growth media, and pelleted by centrifu-
gation at 100 g for 5 mins.

4. Adjust the concentration of cells.
Resuspend cells with 1 mL fresh growth media, pipette up

and down several times to make a single-cell suspension. Count
the cells with a hemocytometer. Dilute cells with growth media
to the concentration of 3 � 104/mL. Mix this cell suspension
with the same volume of 2� overlay media to make 1� overlay
media in which the cell concentration is 1.5 � 104/mL. The
1� overlay media does not need to be kept on ice because the
concentration of Matrigel is too low to polymerize. Chemicals
for treatment can be added to the cells at this step.
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5. Load cells on the top of Matrigel.
Add 0.4 mL of the 1� overlay media into wells of the

chamber slides pre-coated with Matrigel. Each well has 6000
cells. The cells are cultured in a tissue culture incubator at
37 �C with 5% CO2 and 95% humidity. The formation of a
spheroid in MDA-MB-231 cells takes about 7 days. Other
breast cancer cell lines may have a different time range.

6. Change the overlay media.
As the spheroids grow bigger, the overlay media need to be

changed every 2–3 days. When changing the overlay media,
carefully remove the old media without interfering the cell
spheroids and the layer of Matrigel at the bottom (see Note
8). Add 0.4 mL freshly prepared 1 overlay media to the well.

3.2 Fix Breast Cancer

Cell Spheroids in 3D

Culture for

Immunofluorescence

Staining

1. Fix cells in 3D culture. This step must be performed in a
chemical fume hood.

Cells do not need to be rinsed prior to fixation. Carefully
remove the overlay media from the wells without interfering
the cell spheroids (seeNote 8). Fix cells by adding 0.4 mL 10%
formalin solution to wells and incubate the chamber slides at
room temperature for 20 mins. Cells can also be fixed by cold
100% methanol or acetone depending on the characteristics of
antigens you are interested in. Remove formalin carefully and
rinse the wells once with 0.5 mL PBS. Once fixed, the slides can
be stored at 4 �C with 0.5 mL PBS for up to 1 week (see
Note 9).

2. Quench excess formaldehyde.
Remove PBS in each well carefully. Add 0.5 mL

PBS-glycine and incubate the chamber slides at room tempera-
ture for 10 mins. Repeat this step for three times. If the cells are
fixed with methanol or acetone, this step can be skipped.

3. Permeabilize cells.
Remove PBS-glycine in each well carefully. Add 0.4 mL

permeabilization buffer and incubate the camber slides at room
temperature for 10 mins. If the cells are fixed with methanol or
acetone, this step can be skipped.

4. Apply blocking buffer on cells.
Remove permeabilization buffer in each well carefully. Add

0.2 mL blocking buffer and incubate the chamber slides at
room temperature for 1 h.

5. Apply primary antibody.
Dilute primary antibodies with blocking buffer at opti-

mized concentrations. Add 0.2 mL of the diluted antibody to
wells and incubate the chamber slides at 4 �C overnight.
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6. Wash cells.
Remove the primary antibody carefully. Add 0.5 mL block-

ing buffer and incubate the chamber slides at room tempera-
ture for 20 mins. Repeat this step for 3 times.

7. Apply fluorescent conjugated secondary antibody.
Dilute fluorescent conjugated secondary antibodies with

blocking buffer at optimized concentrations. Add 0.2 mL of
the diluted antibody to each well and incubate the chamber
slides in dark at room temperature for 1 h.

8. Wash cells.
Remove the secondary antibody carefully. Add 0.5 mL

blocking buffer and incubate the chamber slides in dark at
room temperature for 20 mins. Repeat this step for 3 times.

9. Nuclear staining.
Remove blocking buffer from each well carefully. Add

0.2 mL of 1 μg/mL DAPI solution and incubate the chamber
slides in dark at room temperature for 20 mins. Remove DAPI
solution from each well, add 0.5 mL PBS and incubate the
chamber slides in dark at room temperature for 20 mins.

10. Mount the slides.
Remove PBS carefully. Detach the chamber with the tools

provided in the package of Nunc™ Lab-Tek™ II Chamber
Slide™. Remove the chamber carefully and add 1–2 drops of
ProLong™ Gold Antifade Mountant to the cells of each well.
Use tweezers to apply a cover slide over the cells without
generating bubbles (see Note 10). Let the slides dry overnight
in dark at room temperature. On the next day, seal the edge of
the cover slide with nail polish (see Note 11). The sealed slides
can be preserved at 20 �C for several months.

3.3 Extract Protein

from Breast Cancer

Cells in 3D Culture

1. Wash cells.
Remove the overlay media carefully from the wells without

interfering the cell spheroids (seeNote 8). Add 0.5 mL ice-cold
PBS to the wells and incubate the chamber slides at room
temperature for 5 mins.

2. Dissolve Matrigel.
Remove PBS from the wells carefully. Add 0.5 mL ice-cold

PBS-EDTA to the wells. Detach the Matrigel from the bottom
of the wells by gently pipetting up and down for several times.
Transfer the PBS-EDTA to a 1.5-mL centrifuge tube. Wash the
wells with another 0.5 mL ice-cold PBS-EDTA by pipette up
and down and combine it with the previous 0.5 mL
PBS-EDTA in the 1.5-mL centrifuge tube. Place the tubes on
ice for 15 min and vortex the tubes every 5 mins.



204 Xiaoyun Tang and David N. Brindley

3. Dissolve Matrigel.
Inspect the tubes to check that the Matrigel has dissolved

completely. If not, incubate the tubes on ice for longer time or
add more ice-cold PBS-EDTA to the tubes (see Note 12).

4. Pellet and wash cells.
Centrifuge the tubes for 5 mins at 200 g at 4 �C. The cells

spheroids form loose pellets at the bottom of the tube. Aspirate
most of the supernatant carefully, and wash the cell pellet with
1 mL of ice-cold PBS-EDTA. Repeat the centrifuging again,
and aspirate the supernatant (see Note 13).

5. Prepare protein sample from the cell pellets.
Add 100 μL RIPA buffer to the cell pellets. Break the cells

by sonicating (see Note 14) and centrifuge the cell lysates for
10 mins at 15000 g at 4 �C. Collect the supernatants. The
supernatant can be stored at�80 �C. Protein concentrations of
the supernatants can be determined by BCA or Bradford
method.

Steps 1–4 must use RNase-free centrifuge tubes and pipette tips3.4 Extract RNA from

Breast Cancer Cells in

3D Culture
1. Lyse cells with RNA STAT-60.

Remove the overlay media carefully from the wells without
interfering the cell spheroids (seeNote 8). Add 250 μL of RNA
STAT-60 to each well. Pipette up and down for several times to
detach the Matrigel and cells and transfer the mixture to a 1.5-
mL centrifuge tube. To get visible RNA pellets, lysates from
4 wells are combined together as one sample (1 mL in total) for
RNA extraction. Incubate the tubes at room temperature for
5 mins.

2. Collect the aqueous phase containing RNA.
Add 200 μL chloroform using a positive displacement

pipette to each tube and vortex briefly. Centrifuge the tubes
for 15 mins at 10,000 g at 4 �C. Transfer the upper aqueous
phase to a new 1.5-mL centrifuge tube.

3. Precipitate RNA.
Add 500 μL isopropanol to the aqueous phases. Place the

tubes on ice for 30 mins. Centrifuge the tubes for 20 mins at
15000 g at 4 �C to pellet the RNA.

4. Collect RNA.
Aspirate the supernatant carefully. Wash the RNA pellet

with 1 mL 95% ethanol. Centrifuge the tubes for 10 mins at
15,000 g at 4 �C. Aspirate the supernatant carefully and repeat
the centrifugation one more time. Remove excess liquid. Dry
the pellet at room temperature. Dissolve the RNA pellet with
20 μL nuclease-free water. The RNA can be stored at �80 �C
before use.
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4 Notes

1. GFR Matrigel from Corning Inc. has lower concentrations of
IGF1 (5 ng/mL vs 15.6 ng/mL), TGFβ (1.7 ng/mL vs
2.3 ng/mL), EGF (<0.5 ng/mL vs 0.7 ng/mL), PDGF
(<5 pg/mL vs 12 pg/mL), and VEGF (1.0–1.5 ng/mL vs
5.0–7.5 ng/mL) compared with its standard Matrigel. GFR
Matrigel is more suitable for experiments elucidating the role
of growth factors, signaling-related studies, and gene expres-
sion studies. Otherwise, standard Matrigel can be used. Phenol
red-free Matrigel is more suitable for experiments involving
fluorescence or color detection since phenol red will interfere
with the measurement. Phenol red also has estrogen-like effects
should this be an issue for the experiments (see Note 7).
Protein concentrations vary between different lots of Matrigel.
Use the same lot for each experiment for consistency.

2. To prevent polymerization, place Matrigel on ice anytime you
do not touch it during the experiment. Use pre-chilled tips to
pipette Matrigel.

3. Formaldehyde is a chemical hazard. Procedures should be
performed in a chemical fume hood to prevent inhalation of
formaldehyde vapor. Gloves and goggles or a face shield must
be worn to protect eyes and skins when handling formaldehyde
solution.

4. NaN3 is highly toxic. Wear gloves and a mask when weighing
NaN3. Avoid contact NaN3 powder and solution with
bare skin.

5. Covering the bottom of wells with Matrigel will be easier by
increasing the volume of Matrigel. It does not affect the for-
mation of spheroids, but it increases the cost. Pipette Matrigel
into the wells very slowly to avoid generating bubbles on the
layer of Matrigel.

6. Matrigel is viscous. Youmay have to tap the chamber slide to let
Matrigel cover the entire bottom of the well. Do it gently and
avoid splashing Matrigel on the wall of the chamber. Matrigel
forms a meniscus on the bottom of the wells. To prevent
polymerization of Matrigel, do not hold the slide for long.
Place the slide back on ice to cool it down every 10–15 s.

7. MCF-7 cells are estrogen receptor positive. Use phenol red-
free media and Matrigel for breast cancer cell lines that are
estrogen receptor-positive because phenol red resembles some
non-steroidal estrogens in structure and has significant estro-
genic activity.

8. When changing the media, tilt the chamber slide and let the
overlay media flow to one side of the wells. Aspirate the media
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slowly with a 200-μL pipette. Avoid dipping the pipette tip into
the media too deeply because this may damage the Matrigel on
the bottom.

9. To prevent the samples from drying out, fill chamber slides
with PBS and cover them with Parafilm before storing them at
4 �C.

10. Increasing the amount of ProLong™Gold Antifade Mountant
on cells will reduce the chance of generating bubbles when
applying cover slides. Each cover slide covers 4 wells.

11. Only apply the nail polish at the edge of the cover slides. Avoid
contaminating the areas having cells with the nail polish.

12. At least 1 mL PBS-EDTA is required for dissolving 50 μL
Matrigel. If it is difficult to dissolve the Matrigel in your
samples, transfer the sample into a bigger tube and add more
ice-cold PBS-EDTA. Incubate the samples on ice till the Matri-
gel is dissolved.

13. Speed and time of the centrifugation depends on the size of the
spheroids and this may need some optimization. Big spheroids
are easy to pellet at the bottom of the tube. Small spheroids
tend to settle at the conical area. Using a swing-out centrifuge
helps to spin the cells down to the bottom of the tube.

14. Use the small probe of a sonicator to treat the cells. To prevent
over-heating, sonicate the samples on ice and use short pulses
with long intervals.
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Chapter 16

BrdU Incorporation Assay to Analyze the Entry into S Phase

Jihang Yu, Zhixiang Wang, and Yi Wang

Abstract

5-Bromo-20-deoxyuridine (bromodeoxyuridine (BrdU)), a modified nucleotide and analog of thymidine, is
commonly used for detecting proliferating cells. For detection, an anti-BrdU antibody (probe) with a
fluorescent dye is applied to bind the BrdU label after DNA denaturation. In this protocol, we provide the
BrdU labeling method for both in vitro and in vivo studies, along with immunocytochemistry (ICC)/
immunofluorescence (IF) and immunohistochemistry (IHC) staining procedures, respectively. Multicolor
staining is also presented as an option to detect the co-distribution of two or multiple antigens in the same
sample, making it possible to visualize the location of different molecules at the same time.

Key words 5-Bromo-20-deoxyuridine, Thymidine analog, Bromodeoxyuridine incorporation assay, S
phase, DNA synthesis

1 Introduction

Tritiated thymidine ([3H] dT), a thymidine with the hydrogen
α-emitting radionuclide (tritium, 3H), was used to detect the cell
proliferation by incorporating it into the newly synthesized DNA
[1] (Fig. 1). Although [3H] dT is an excellent marker of DNA
synthesis, there are several drawbacks of this methodology, such as
isotope usage and time-consuming (3–12 weeks) [2]. Additionally,
[3H] dT autoradiographs may have background noise, compared to
a relatively high resolution visualized in the BrdU labeling
[3]. With the advantages of rapid signal detection by immunohis-
tochemical (IHC) method and co-labeling with multiple pheno-
typic markers, the BrdU method is widely performed in
contemporary studies [2]. The labeling index (percentage of
stained nuclei, Formula 1) can be calculated immediately after the
immunocytochemical or immunohistochemical reactions [4]. Sev-
eral studies of BrdU labeling have also shown it as reliable as [3H]
dT autoradiography method [3, 5].
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Fig. 1 The chemical structures of deoxythymidine (left), analog bromodeoxyuridine (BrdU, middle), and tritiated
thymidine (right)

total cell number

Formula 1 Calculation of labeling index. (Modified from refer-
ence [4]).

The molecular weight of BrdU is 307.10 (C9H11BrN2O5)
(Fig. 1). It is soluble in water to 50 mM. Depending on specific
experimental purposes, it can be injected directly into animals or
incubated with cell cultures for direct tracking of cells over time,
either in vivo or in vitro [6]. For example, IP (intraperitoneal) injec-
tion of BrdU into mice to isolate bone marrow may identify the
proliferating hematopoietic stem cells (HSCs) directly by
co-staining with HSC markers cocktail antibody and following
flow cytometry [6]. As BrdU incorporates into the nucleus, this
labeling alone is not suitable for morphological analyses [7]. How-
ever, combining BrdU with other markers, such as doublecortin
(DCX) or polysialylated-neural cell adhesion molecule
(PSA-NCAM), can recognize morphological features of immature
neurons by IHC detection [7]. BrdU can also be combined with
other methods to detect DNA proliferation. For instance, Ki67
monoclonal antibody, which detects all phases of proliferating
cells excluding those undergoing repair [8], can be imaged by
multicolor staining.

The cell cycle of the eukaryotic cells is composed of two major
phases: interphase and the M (mitotic) phase. Interphase can fur-
ther be divided into three steps: G (growth) 1 phase, S (synthesis)



phase, and G (growth) 2 phase, during which the proliferative cells
copy their organelles, synthesize nuclear DNA, and prepare for
mitosis. DNA replication starts at the S phase, which is critical for
accurate and successful cell division. During the S phase in the cell
cycle, BrdU can replace thymidine in the newly synthesized DNA
molecules of dividing cells, making it a unique label to identify cells
entering the S phase (Fig. 2). We used this method to study the cell
proliferation induced by endosomal Epidermal Growth Factor
Receptor signaling [9].
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Fig. 2 The BrdU incorporation process. During the DNA S phase of the cell cycle, BrdU will replace thymidine
incorporated into the newly synthesized strand. After fixation and DNA hydrolysis, the first antibody will bind
BrdU, followed by the fluorescent-labeled secondary antibody to visualize and measure the signal with a
microscope or flow cytometry

2 Materials

2.1 General Lab

Supplies

1. Cylinders: 100 mL, etc.

2. Pipette: 5, 10, 25 mL, etc.

3. Autoclaved glass bottle.

4. Falcon® tubes (various sizes): 5, 15 mL, etc.

5. PluriselectSupplier Diversity Partner Bundled PluriStrainer
Mini 40 μm Cell Strainer and Flow Cytometry Tubes [Plurise-
lect, Cat# # NC1693324].



� �

212 Jihang Yu et al.

6. Eppendorf tubes.

7. 96-well round-bottom microtiter plates.

8. Hemocytometer or automated cell counter.

9. Centrifuge machine.

10. Cell scraper.

11. 0.2 μm filter.

12. Parafilm.

13. pH meter.

14. Plastic slide box.

15. Slide rack, Coplins jar [optional: deparaffinization].

16. Fat-free, poly-L-lysine coated glass slides and coverslips
[Thermo Scientific™, Cat# 150067].

17. Forceps.

18. Cryostat: a machine preserves frozen tissue and section the
tissue into thin slices at low temperature ( 20 ~ 30 �C).

19. Cell incubator: 37 �C with 5% CO2.

20. Fume hood.

21. Biosafety cabinet (BSC) (All BSCs must be recertified annually
and after any major repairs).

22. Ice bucket.

23. Water bath [or domestic stainless steel pressure cooker, hot
plate, vessel (400–500 mL) with slide rack].

24. Stereomicroscope.

25. Fluorescence microscope.

2.2 Reagents 1. poly-lysine hydrobromide.

2. BrdU.

3. BrdU Labeling/Detection Kit II* (an alternative to the BrdU
powder from Abcam, which can be used for intravenous injec-
tion into the animals for in vivo labeling).

4. Cell culture medium.

5. FBS (Fetal Bovine Serum).

6. PBS (Phosphate buffered saline).

7. Double distilled water.

8. 0.25% Trypsin-EDTA (ethylenediaminetetraacetic acid).

9. 0.5 M EDTA (pH 8.0).

10. 0.4% Trypan Blue Solution.

11. Sodium azide.

12. 4% Formaldehyde in PBS.
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Reagent

Poly-lysine hydrobromide

Sterile tissue culture grade water
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13. Antigen Retrieval Buffer (100 Tris-EDTA Buffer, pH 9.0).

14. Antigen Retrieval Buffer (100 Citrate Buffer).

15. Tween 20.

16. tri-sodium citrate dihydrate.

17. Triton X-100.

18. Sodium Borate.

19. HCl (Hydrochloric Acid).

20. Sodium Hydroxide.

21. Xylene.

22. Methanol.

23. Ethanol.

24. TBS (Tris Buffered Saline).

25. Anti-BrdU antibody [BU1/75 (ICR1)].

26. Goat Anti-Rat IgG H&L (Alexa Fluor® 488) preadsorbed.

27. Rat IgG2a, kappa monoclonal [RTK2758].

28. Normal Goat Serum.

29. BSA (Bovine Serum Albumin).

30. Hoechst 33342 Solution.

31. DAPI (40,6-Diamidino-2-phenylindole Hydrochloride) Stain-
ing Solution.

32. Mounting Medium.

33. 7-AAD (7-Aminoactinomycin D).

3 Methods

3.1 In Vitro

Experiment

1. Prepare 0.1 mg/mL poly-L-lysine solution as the following
table. Filter the solution with a 0.22 μm syringe filter.

1� __�
1 mg

10 mL

3.1.1 Slide Preparation

(All of the Operations Are

Performed Inside the BSC)

2. Coat the coverslips with the poly-L-lysine solution at room
temperature for 1 h.

3. Rinse the coverslips with sterile tissue culture grade water three
times for 1 h each time.

4. Dry out the coverslips and sterilize them under UV light for at
least 4 h before introducing cells and medium.



Reagent

BrdU (Abcam)

ddH2O

Reagent

10 μM BrdU stock (1000�
Cell culture medium

Total volume
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5. Transfer the poly-L-lysine coated coverslips by forceps onto the
cell culture plate.

6. Store at room temperature in BSC for use.

7. Alternately, seal with Parafilm and save in 4 �C fridge for
extensive storage.

3.1.2 In Vitro Adherent

Cells Labeling

1. Grow cells on glass coverslips in the cell culture plate. The
calculation is based on the size of a 24-well cell culture plate.
The size of the vessel can be adjusted based on the experiment’s
purpose and imaging settings.

2. Prepare the stock BrdU solution (10 mM, 100�): dissolve
3.3 mg BrdU (ab142567) in 1 mL double distilled water.

1� 100� __�
30 μg 3 mg

10 μL 1 mL

3. Prepare the working BrdU labeling solution (10 μM): dilute
10 mM stock solution in a specific cell culture medium to make
a 10 μM labeling solution.

1� __�
) 1 μL

0.99 mL

1 mL

4. Filter the 10 μM labeling solution through a 0.2 μm filter in a
BSC under sterile conditions.

5. Remove the existing cell culture medium from the cells.

6. Wash cells briefly with PBS.

7. Replace PBS with 10 μM labeling solution.

8. Incubate the cells for 30 mins to 24 h at 37 �C in a 5% CO2

incubator. The incubation time depends on cell dividing speed.
One hour for rapidly proliferating cell lines and up to 24 h for
primary cell lines. Pre-test the incubation time for the optimal
signal-to-noise ratio is recommended.

9. Take the labeling cells from the incubator.

10. Remove the labeling solution.

11. Wash the cells twice with PBS for 5 s per wash.

12. Wash three more times with PBS for 2 mins per wash.
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3.1.3 Fixation and

Permeabilization (DNA

Hydrolysis)

1. Fixation: choose one of the following two methods.

(a) Remove PBS from the cell culture plate.

(b) Add pre-chilled (�20 �C) 100% methanol to the cells.
Incubate in the BSC or fume hood at room temperature
for 5 mins. OR Add 4% paraformaldehyde in PBS
(pH ¼ 7.4) to the cells. Incubate at the BSC or fume
hood room temperature for 10 mins.

2. Wash the cells with ice-cold PBS three times for 2 mins
per wash.

3. Antigen retrieval [optional step].

(a) Take extra caution if applying this to frozen tissue sec-
tions, especially those fixed by formaldehyde [10].

(b) Preheat the antigen retrieval buffer (100 mM Tris, 5%
[w/v] urea, pH 9.5) to 95 �C in a water bath [11].

(c) Mark the side of the coverslips that have cells on them.

(d) Put the coverslips into the antigen retrieval buffer in the
cover glass staining jar by a pair of forceps.

(e) Heat the coverslips at 95 �C for 10 mins.

(f) Transfer the coverslips from the antigen retrieval buffer to
the 6-well cell culture plates, with the cells facing up.

(g) Immerse the coverslips with PBS.

(h) Wash the cells with PBS three times for 5 mins per wash.

4. Permeabilization [only for formaldehyde-fixed samples].

(a) Remove PBS from the cell culture plate.

(b) Add 1 mL permeabilization buffer Triton X-100
(0.1 ~ 0.25%, which can be optimized for each study) to
the cells.

(c) Incubate at room temperature for 10 ~ 20 mins.

(d) Remove the permeabilization buffer.

(e) Wash the cells with PBS-T three times for 5 mins
per wash.

Condition: Anti-BrdU antibody rat monoclonal at 1/250 (optimi-
zation is highly recommended as the best working concentration
varies for different purposes). BrdU primary antibodies from other
suppliers can be used. Recently, the Anti-BrdU antibody labeled
with a fluorophore (such as Alexa Fluor 647) can be directly imaged
by fluorescence microscopy or high-content imaging.

3.1.4 Staining [Standard

ICC/IF Staining]

1. Primary antibody incubation.

(a) Prepare the primary antibody solution.



Reagent

Goat Anti-Rat IgG H&L (Alexa Fluor®
488) preadsorbed (ab150165)

BSA

1� PBS-T (or TBS)

Total volume

_ / ___ first Ab dilution
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Reagent 1/250 first Ab dilution

Anti-BrdU 40 μL

BSA 100 μL

1 PBS-T (or TBS)� 9.86 mL

Total volume 10 mL

(b) Prepare a humidified chamber: line tissue or paper towel
soaked with water at the bottom of the chamber.

(c) Remove the blocking buffer from the samples.

(d) Drain the slides for a few seconds, but do not rinse.

(e) Wipe around the sections with tissue paper.

(f) Add the primary antibody solution to the samples.

(g) Incubate the sample slides in the humidified chamber at
room temperature for 1 h or at 4 �C overnight.

2. Secondary antibody incubation.

(a) Remove the primary antibody solution from the samples.

(b) Wash with PBS three times for 5 mins per wash with
gentle agitation.

(c) Prepare the secondary antibody solution (use 1/1000 as
an example. The working concentration ranges from
1/200 to 1/1000. Optimization is recommended before
the large batch experiment).

1/1000 second
Ab dilution

_ / ___ second
Ab dilution

10 μL

100 μL

9.89 mL

10 mL

(d) Remove PBS from the samples.

(e) Wipe around the sections with tissue paper.

(f) Add the secondary antibody solution to the samples.

(g) Incubate the sample slides in the humidified chamber at
room temperature in the dark for 1 h.

(h) Remove the secondary antibody solution.

(i) Wash with PBS three times for 5 mins per wash with
gentle agitation in the dark.



Reagent

10 mM DAPI (ab228549)

1 PBS�
Total volume
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3. (optional step) Multicolor staining: to detect co-distribution of
two or multiple antigens in the same sample.

(a) Blocking (same as above).

(b) Other primary antibody incubation (same steps as above
with different antibodies).

(c) Other secondary antibody incubation (same steps as
above with different antibodies).

(d) If more than two antigens are detected, continue block-
ing, primary and secondary antibodies incubation for the
rest of the antibodies.

4. Nuclear staining.

(a) Prepare 1.43 μM DAPI solution.

1� __�
1.43 μL

~10 mL

10 mL

(b) Remove PBS from the samples.

(c) Wipe around the sections with tissue paper.

(d) Add DAPI solution to the samples.

(e) Incubate sample at room temperature for 1 h according to
optimization.

(f) Rinse the sample with PBS.

5. Mounting.

(a) Add a drop of mounting medium.

(b) Mount the coverslip on the slide.

(c) Seal the coverslip with coverslip sealant to prevent drying
and movement.

(d) Image samples with fluorescent microscope according to
corresponding fluorescent wavelengths and appropriate
filters. For example, the green channel for BrdU (Alexa
Fluor® 488. Ex: 495 nm, Em: 519 nm) and the blue
channel for DAPI, respectively.

(e) Store samples at �20 �C or +4 �C in the dark.
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3.2 In Vivo

Experiment

The animal protocol must be approved by the local animal care
committee, and the guidelines for ethical conduct in the care and
use of animals in research must be followed.

3.2.1 In Vivo Labeling 1. Intraperitoneal (IP) injection.

(a) Dilute BrdU (ab142567) in 1� PBS to make a sterile
solution of 10 mg/mL.

(b) Filter the solution with 0.2 μM filter in BSC.

(c) For mice, inject the BrdU solution (10 mg/mL) to a
concentration of 100 mg/kg. For example, a mouse of
20 g will be IP injected with 200 μL BrdU solution
(10 mg/mL).

(d) Treated with BrdU from 30 mins to 24 h depending on
the tissue types, the animals can be sacrificed according to
the approved protocols. 24-h post-injection time will
allow BrdU to incorporate into most tissues, while
30 mins will be good for rapidly dividing tissues such as
the small intestine.

2. Oral administration.

(a) Prepare fresh diluted BrdU (ab142567) solution
(0.8 mg/mL) in drinking water and change daily. For
example, a mouse of 20 g will be fed BrdU water of
225 mg/kg per day, which equals 5.625 mL of 0.8 mg/
mL BrdU solution for each day.

(b) After BrdU treatment for a certain time, the animals can
be sacrificed according to the approved protocols.

3. Intravenous (IV) injection [less common method with Roche’s
kit].

(a) For animal labeling, the stock BrdU labeling reagent
(Roche, 2 mL per 100 g animal body weight) will be IV
injected into the animal. The ideal BrdU dosage ranges
from 50 to 300 mg/kg [12].

(b) After BrdU treatment for a certain time, usually several
days, the animals can be sacrificed according to the
approved protocols.

3.2.2 Tissue Slices from

Frozen Section Labeling

1. Cut the tissue sample to ~1 mm thick with the cryostat.

2. Cover the sample with BrdU labeling reagent (Roche).

3. Incubate the sample at 37 �C 5% CO2 incubator. The incuba-
tion time can be optimized from 30 to 60 mins depending on
the experimental purpose. For example, 30 mins for cell repair
detection, and 60 mins for cell proliferation detection.

4. Locate the sample in the washing buffer (Roche).

5. Incubate the sample at 37 �C 5% CO2 incubator for 30 mins.
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3.2.3 Fixation and

Permeabilization (DNA

Hydrolysis)

1. Prepare 0.1 M sodium borate buffer.

(a) Add 3.8 g sodium borate (MW ¼ 381.4) to 100 mL
ddH2O.

(b) Adjust the pH with a pH meter by NaOH to pH 8.5.

2. Cut the tissue slices to ~5 μm thick by the cryostat (for frozen
tissue) or microtome (for paraffin-embedded tissue) and place
on poly-L-lysine glass slides.

3. [optional step: deparaffinization – only for paraffin-embedded
tissue] sit the slides into a rack and wash the samples in a Coplin
jar in the following order:

(a) Xylene: 3 mins, twice.

(b) Xylene 1:1 with 100% ethanol: 3 mins.

(c) 100% ethanol: 3 mins, twice

(d) 95% ethanol: 3 mins

(e) 70% ethanol: 3 mins

(f) 50% ethanol: 3 mins

(g) Rinse the samples with running cold tap water.

4. Antigen retrieval [optional step]: same as above or alternative
methods, for example, heat mediated antigen retrieval with
citrate buffer (pH 6) with pressure cooker [13].

(a) Prepare sodium citrate buffer (or commercial product).

(i) Weigh tri-sodium citrate (dihydrate) 2.94 g.

(ii) Dissolve the tri-sodium citrate to 1 L ddH2O.

(iii) Mix well.

(iv) Adjust the solution to pH 6 with 1 N HCl.

(v) Add 500 μL Tween 20 and mix well.

(vi) Store at room temperature for 3 months or 4 �C for
long-term storage.

(b) Add antigen retrieval buffer into the pressure cooker.

(c) Put the pressure cooker on the hotplate and turn on full
power.

(d) Rest the lid of the pressure cooker on top.

(e) Transfer the slides from the tap water to the pressure
cooker by forceps. [Caution: hot.]

(f) Secure the lid of the pressure cooker properly.

(g) Cook for 3 mins when it reaches full pressure.

(h) Turn off the hotplate.

(i) Put the pressure cooker in an empty sink.

(j) Activate the pressure release valve.



Reagent

Normal goat serum (ab7481)

1 PBS-T (or TBS)�
Total volume

¼
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(k) Ran cold water over the pressure cooker.

(l) When the pressure cooker is de-pressured, open the lid,
run cold water into the cooker for 10 mins.

5. Incubate the tissue sections in 1–2 M HCl for 30–60 mins at
room temperature. It is recommended to optimize the proper
concentration and time for a specific experiment. A shorter
incubation time can be applied by incubating cells at 37 �C.

6. [optional step] remove the HCl and neutralize it with 0.1 M
sodium borate butter for 10 mins at room temperature.

7. Wash with PBS three times for 5 s per wash.

3.2.4 Blocking [Can Also

Be Combined with

Permeabilization

Depending on Preference]

1. Prepare PBS-T (alternative: TBS-T).

Reagent

1� PBS (or TBS)

Tween 20

Total volume

1 bottle

999 mL

1 mL

1 L

2. Prepare the 10% blocking buffer.

1� __�
1 mL

9 mL

10 mL

3. Remove PBS and replace with the blocking buffer to the
sample.

4. Incubate sample at room temperature from 30 mins to 2 h
depending on the purposes.

3.2.5 Immunostaining Tissue sample [Standard IHC staining].

Condition: Anti-BrdU antibody (ab6326) concentration 1–3 μg/
mL. Perform heat mediated antigen retrieval with citrate buffer
(pH 6) before IHC staining.

Process: Similar procedure as ICC. Adjust conditions, reagents,
antibodies, and counterstaining dye according to specific
needs.

3.3 Flow Cytometry

[Alternative Method]

1. First ab: Anti-BrdU antibody (ab6326) 1/25–1/200.

2. Second ab: Goat Anti-Rat IgG H&L (Alexa Fluor® 488) pre-
adsorbed (ab150165) 1/2000.3.3.1 Condition and

Preparation



Reagent

EDTA, 0.5 M

1� PBS

Reagent

Sodium azide

ddH2O

Reagent

FBS

10% sodium azide

1� PBS

Total volume
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3. Isotype control: Rat IgG2a, kappa monoclonal [RTK2758]
(ab18450) 2 μg for 106 cells. This also can be used as a negative
primary antibody for ICC and IHC as necessary.

4. Prepare 1 mM EDTA solution.

Measure

200 μL

~ 100 mL

Measure

5. Prepare 10% sodium azide stock solution at room temperature.

10 g

100 mL

6. Prepare the resuspending solution. Store at 4 �C or in the ice
bucket.

1� __�
1 mL

1 mL

8 mL

10 mL

3.3.2 (Optional Step)

Count Cell Number and

Viability

1. Add 1� Trypsin-EDTA to the cells, volume according to the
plate size.

2. Incubate at 37 �C 5% CO2 incubator for a few minutes accord-
ing to the character of the cells.

3. Resuspend cells in culture media.

4. Collect cells into falcon tubes (15 mL or 50 mL depending on
experiments).

5. Transfer 11 μL cells into 11 μL Trypan blue solution.

6. Mix well by pipetting up and down.

7. Load 10 μL mixture to the hemocytometer or 10 μL to each
side of the loading chamber of the automated cell counter.

8. Count living cell numbers manually under a stereomicroscope
or automatically by the cell counter machine. Living cells are
bright (no dyed), while dead cells and debris are blue.

9. The viability of the cells should be no less than 90% and ideally
95%.



�

�

222 Jihang Yu et al.

3.3.3 Procedure 1. After labeling cells with BrdU (no need to culture cells on a
coverslip in the cell culture plates), wash cells with 1x PBS.

2. Remove PBS from the sample.

3. Add 1 mM EDTA solution to the cell surface.

4. Gently rock the plate to remove the cells from the plate.

5. Harvest the cells into a tube.

6. Centrifuge at 300 g for 5 mins and remove the supernatant.
(Optional step) Add 70% ethanol drop-wise to the cells. Fix the
cells on ice for 30 mins.

7. Add 2 M HCl to the cell pellets.

8. Permeabilize cells at room temperature (22 �C) for 30 mins.

9. Neutralize the system by adding 0.1 M pH ¼ 8.5 sodium
borate buffer.

10. Centrifuge at 300 g for 5 mins and remove the supernatant.

11. Wash the sample with 1 PBS.

12. Centrifuge at 300 g for 3 mins and remove the supernatant.

13. Blocking with 10% normal goat serum in 1� PBS at room
temperature for 30 mins.

14. Centrifuge at 300 g for 3 mins and remove the supernatant.

15. Add the primary antibody (ab6326) solution (calculation see
above) 1 μg/1 106 cells according to the cell number.

16. Incubate at room temperature for 30 mins.

17. Centrifuge at 300 g for 3 mins and remove the supernatant.

18. Wash cells with ice-cold PBS three times by centrifuging at
300 g for 5 mins.

19. Add the secondary antibody (ab150165) solution (calculation
see above).

20. Incubate at 4 �C for 30 mins in the dark.

21. Centrifuge at 300 g for 3 mins and remove the supernatant.

22. Resuspend ~1–5 � 106 cells/mL with ice-cold resuspending
solution (1� PBS with 10% FBS and 1% sodium azide). An
exact cell number is recommended for optimization.

23. (optional step) Add 7-ADD 5 μL (0.25 μg) per test (per 1 �
106 cells) for labeling dead cells.

24. Incubate at room temperature for 5 mins.

25. Filter cells with strainer flow tube (load the solution on the lid,
quick spin at 300 g 1 min).

26. Collect at least 5000 events with 530/30 and 685/35 filters of
a 50 mW Blue laser (488 nm) [14].
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4 Notes

1. If possible, the BrdU solution should be prepared and used on
the same day. The solution can be stored as aliquots at �20 �C
for up to one month and equilibrate the solution to room
temperature for at least 1 h before the subsequent use [15].

2. The dose and time for reagents are calculated as a reference,
and the exact treatment needs to be optimized for individual
experimental conditions.

3. The rationale for Triton X-100 improving the penetration of
the antibody is that it can destroy cell membranes [16]. Other
permeabilization buffers will be needed in the detection of
membrane-associated antigens [17].

4. For tissue sections, paraffin-embedded samples need to be
de-waxed before proceeding to DNA hydrolysis [18]. As
most staining solutions are aqueous in the following steps,
replacing wax with water will be helpful for antibody binding.

5. After deparaffinization, the samples must be kept wet until the
next step to avoid causing non-specific antibody binding and
further high background signals [19].

6. Microwaves may cause hot and cold spots, making uneven
epitope retrieval, and rigorous boiling may induce tissue disso-
ciation from the slide. If antigen retrieval is applied, using a
water bath or pressure cooker will be better than microwaves or
boiling [10].

7. Normal goat serum is an example of the blocking buffer.
Usually, the serum for blocking buffer is from the same species
of the secondary antibody source. However, the blocking
buffer made from other sources is also available depending on
the specific experimental purposes [20].

8. Typically, the primary antibody should be from the animal
species different from the sample to be stained. Otherwise,
the second antibody will cause high background as a
result [21].

9. The reason for incubating secondary antibodies and washing in
the dark is to avoid photo-bleaching of the samples [21].

10. Multicolor staining can be conducted either simultaneously
(a mixture of the primary antibodies and a mixture of the
secondary antibodies when incubation) or sequentially (one
incubation for one antigen, then the next one) [20]. Ensure
to use different sources (species) of the primary and
corresponding secondary antibodies [20].
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11. For counterstaining, the concentration of DAPI solution
(0.5–5 μM) and incubation time (1 min to 1 h) are recom-
mended to be optimized [20, 22].

12. Hoechst is another dye for fixed- and live-cell fluorescent
staining for DNA and nuclei, primarily combined with BrdU
staining [23]. It can be used to incubate samples in counter
staining at a 0.1–1 μg/mL concentration for 1 min [20].

13. Positive, negative, and endogenous tissue background controls
are recommended for IHC staining of tissue samples [10].

14. The force and time of the centrifugation are recommended to
adjust according to cell types in preparing samples for flow
cytometry [24].

5 Limitations

1. Application of BrdU labeling In vivo can adversely affect cell
survival, migration, and final position in the brain [2], which
may cause similar effects to corneal stem cells [25]. Ki67 is a
popular alternative substitution for the detection of cell
proliferation [12].

2. A 10% cross-reactivity of BrdU with 5-iodo-2’deoxy-uridine
may happen in some kits such as BrdU Labeling and Detection
Kit II (Roche Diagnostics) [25].

3. The denaturation conditions (heat or acid treatment) used to
expose the epitope for BrdU antibodies are harsher than the
“click” chemistry reaction used for 5-ethynyl-2´-deoxyuridine
(EdU), another thymidine analog that can detect DNA synthe-
sis by incorporating into the DNA of proliferating cells
[26]. Also, BrdU has been shown with toxicity on the cell in
a dose-dependent manner, such as mutations, breaks, and
DNA instability [2].

4. Typically, in vivo BrdU labeling will be conducted by intraperi-
toneal injection. Although the concentration of the compound
is uniform, the injection may still cause stress to animals and
unstable labeling of the targeted cells [9].
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Chapter 17

Assessment of Growth Plate Chondrocytes Proliferative
Activity in Embryonic Endochondral Ossification via Ki-67
Immunofluorescence

Asra Almubarak and Fred B. Berry

Abstract

Cell proliferation is one of the key events that regulates organism development. In the limb, chondrocytes
differentiate into a multi-layered cellular template called the growth plate. Chondrocyte proliferation is
essential to provide the necessary cells that allow growth of a bone. Deregulated cell proliferation will lead
to truncated bone elements. Immunofluorescence is a biological technique that uses specific antibodies to
detect the subcellular localization of a proliferative marker within cellular or tissue context. In this chapter,
we illustrate how to perform immunofluorescence to detect the localization of Ki-67 (a marker of actively
growing/proliferating chondrocytes) in order to assess the growth fraction of the columnar chondrocytes
in the growth plate in paraffin-embedded mouse tissue limb.

Key words Growth plate, Chondrocytes, Ki-67, Proliferation, Immunofluorescence, Endochondral
ossification

1 Introduction

Immunofluorescence is a method used to visualize protein localiza-
tion in cells or tissue. This process of protein detection is performed
through employing a specific primary antibody to the targeted
protein epitope. Detection can be done (a) directly via a fluores-
cently labeled primary antibody or (b) indirectly by utilizing a
fluorophore-conjugated secondary antibody. Signals are visualized
through fluorescence or confocal microscopy depending on the
scope of the conducted experiment [1].

Long bone develops through a process called endochondral
ossification where progenitor cells from the lateral plate mesoderm
condense and form a multilayer cartilaginous template called the
growth plate. The first layer of the growth plate consists of chon-
drocytes progenitors called the resting zone. Cells of the resting
zone will then differentiate into actively proliferating columnar
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chondrocytes. These highly proliferative chondrocytes have a criti-
cal role in controlling the longitudinal growth of limbs. Next, the
columnar chondrocytes will differentiate into pre-hypertrophic
chondrocytes that will exit the cell cycle, enlarge and mature to
form hypertrophic chondrocytes, which will secrete a mineralized
matrix to facilitate the formation of osteoblasts that will form the
bone [2, 3].
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Cell proliferation is a critical process during embryogenesis,
tissue regeneration, and repair to generate and maintain sufficient
cell numbers to establish normal size, morphology, and function of
body organs. However, any disruption of such primary event due to
certain pathological or genetic abnormalities can affect these
biological and functional aspects. For instance, in endochondral
bone development, conditional deletion of Foxc1 and Foxc2 genes
in Col2 positive chondrocytes in mice resulted in skeletal dysplasia
with short limbs and distributive growth plate structural organiza-
tion. Here, the Col2-cre;Foxc1Δ/Δ;Foxc2Δ/Δ tibia growth plate
shows a reduction in the columnar chondrocytes zone [4]. Ihh
and Fgfr3 are two major signaling molecules that regulates chon-
drocyte proliferation that contributes to the size and function of the
long bones [5, 6]. Mutations in FGFR3 in humans cause achon-
droplasia which is characterized by shorter skeletal elements [7, 8].

Ki-67 is a protein, encoded by the MKI67 gene [9], that is
present only in actively growing cells and thus serves as rapid read
out to determine cell proliferation. During G1, S, and G2 of the cell
cycle Ki-67 localize in the nucleus, whereas in the mitosis stage the
antigen tends to reposition to the surface of the chromosome.
However, quiescent or resting cells do not express Ki-67 protein,
which makes it an excellent marker of actively growing/proliferat-
ing cells [10, 11].

In this chapter, we will examine columnar chondrocytes growth
fraction/proliferation rate in the growth plate of the mouse tibia.
This assessment will be achieved through detecting the localization
of the Ki-67 protein in growth plate chondrocytes of paraffin-
embedded samples through indirect immunofluorescence and
may be applied to other tissues (Fig. 1).

2 Materials

1. PBS (10�): 80 g NaCl, 2 g KCl, 14.4 g Na2 HPO4, 2.45 g
K2PO4; volume to 1 L.

2. PBS-X Washing buffer: 1X PBS, 0.05% (250 μl) Triton X-100.

3. Citrate buffer Solution (10�): 1.47 g Tris-Sodium Citrate
(dihydrate), 0.25 ml Tween-20, 450 ml dH2, pH to 6.0 with
HCl.
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Fig. 1 Schematic diagram of the Ki-67 immunofluorescence theory. The growth plate consists of four layers of
distinctively differentiated chondrocytes that will transdifferentiate to osteoblast to form the trabecular bone.
Ki-67 epitopes in the columnar chondrocytes can be detected with specific anti-Ki-67 primary antibody and
fluorophore-conjugated secondary antibody to enable visualization of proliferative activity. (Image was created
with BioRender.com)

4. Blocking buffer: Washing buffer (1XPBS + 0.05% Triton
X-100), 5% Donkey serum. The serum added to the blocking
buffer must be from the same species of the
secondary antibody.

5. DAPI: Dilute DAPI 1:200 in IX PBS and keep in dark.

6. ProLong Gold Antifade mountant media (Invitrogen).

7. Primary antibody: Monoclonal Rabbit anti-ki-67 (Bethyl, lot
number: IHC-00375) (see Note 1).

8. Humidified chamber: Plastic container and a wet paper towel
(to prevent slide dryness during incubation periods).

Dissect hindlimbs from mouse embryos at E14.5, E15.5, and
E16.6. Then, fix the limbs with 4% paraformaldehyde, dehydrated
and embedded in paraffin wax. Next, cut the paraffin blocks into
Sections (5 micron) with a microtome and mount onto Superfrost
plus slides (see Note 2).

3 Methods

http://biorender.com
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3.1 Deparaffinize

and Rehydrating

1. Submerge the slides in two changes of Xylene for 5 min each.

2. Immerse the slides in the slides in an alcohol gradient starting
with two changes of 100% Ethanol for 5 min each, two changes
of 95% Ethanol for 5 min each, 70% Ethanol for 3 min, 50%
Ethanol for 3 min followed by Milli-Q water for 5 min.

Heating samples in citrate buffer allows accessibility of the Ki-67
epitope.

3.2 Antigen Retrieval

1. In a 200 ml beaker, preheat 180 ml of Milli-Q water to
sub-boiling temperature (95 �C) and add 20 ml of 10� citrate
buffer, and 100 μl of Tween 20 (see Note 3).

2. Submerge the slide rack in the citrate buffer and heat the slides
for 20 min. Do not add the slides if the citrate buffer tempera-
ture was below 95 �C.

Ki-67 is an intracellular (nuclear) antigen, therefore, permeabiliza-
tion with a detergent such as Triton X-100 is a crucial step that
would facilitate accessibility of the primary antibody into the cell
and nucleus.

3.3 Permeabilization

1. Incubate the slides in two changes of 1 PBSX for 5 min each.

3.4 Blocking 1. Carefully, dry the slides to not disturb the tissues, add blocking
buffer that contains a serum from the same species the second-
ary antibody was raised (e.g., donkey serum, bovine serum
albumin (BSA), or goat serum), and incubate for 1 h at RT in
a humidified chamber.

3.5 Immunostaining:

Primary Antibody

1. Dilute the Ki-67 primary antibody in the blocking buffer (1:
200).

2. Add 100 μl of diluted Ki-67 primary antibody into each slide
and cover with plastic wrap (Run one slide as a negative control
with no primary antibody). Incubate overnight at 4 �C in
humidified chamber (see Note 3).

3.6 Secondary

Antibody

1. The next day, wash the slides in two changes of 1� PBSX for
5 min each.

2. Dilute the secondary antibody 1:1000 in the blocking buffer,
add 100 μl into each slide (including the negative control
slide), and incubate for 2 h at RT in a humidified chamber in
the dark to prevent photobleaching the fluorescent signal by
the light.

3. Wash the slides twice with 1� PBSX for 5 min each and add
DAPI for 5 min.

4. Wash slides with two changes of 1 PBS for 5 min each.
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5. Mount with ProLong Gold-antifade and let slides to dry at
least 4 h or overnight in dark before visualizing.

6. Store the slides at 4 �C in dark.

To detect co-localization of a different antigen in the same tissue
section, another antibody (that can be processed through the same
antigen retrieval) can be added simultaneously with the anti Ki-67
when preparing the primary antibody. This additional primary
antibody must be raised in a different species than the Ki-67 anti-
body. For instance: mouse antibody for antigen A, and rabbit
antibody for antigen B.

The corresponding secondary antibody must also be conju-
gated to a different wavelength to ensure having distinctive fluores-
cent color for each target in the slide during visualization.

In order to determine chondrocytes proliferation rate, we will
count the number of Ki-67-positive cells and DAPI-positive cells
and calculate the ratio (see Note 4). Immunofluorescence of Ki-67
was done on wild-type embryonic mice tibia at E14.5, E15.5, and
E16.5. Ki-67 proliferation ratio was calculated and plotted using
SigmaPlot 13. Interestingly, the tibia growth plate chondrocytes
showed a higher proliferation activity at E14.5 that will decrease at
the later time point of embryonic development (Fig. 2).

3.7 Multicolor

Detections (Optional)

3.8 Data Analysis

4 Notes

1. Anti-Ki-67 antibodies are available as monoclonal or poly-
clonal, and have different animal sources such as rabbit,
mouse, and chicken.

2. The Ki-67 IF protocol is also applicable to cells growing on
coverslips, frozen tissue and fresh snap-frozen tissue. However,
permeabilization, rehydration, and antigen retrieval steps are
not required for such samples.

3. Antigen retrieval can be done on a hot plate, rice cooker or
vegetable steamer or any other alternative that can bring the
citrate buffer to a sub-boiling temperature (99–95) for 20 min.

4. Ki-67 signal quantification can be done manually through
counting the cells or through using imaging software such as
imageJ.
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Fig. 2 The growth plate chondrocytes demonstrate higher proliferative activity at E14.5 compared to E15.5
and E16.5 during embryonic limb development. Immunofluorescence of Ki-67 was performed on mouse tibia
growth plate at E14.5 (a), E15.5 (b), and E16.5 (c). Ki-67 positive cells were quantified and plotted (d). RZ
resting zone, CC columnar chondrocytes, PHC prehypertrophic chondrocytes, HC hypertrophic chondrocytes
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Chapter 18

Detecting Cell Cycle Stage and Progression in Fission Yeast
Schizosaccharomyces pombe

Zohreh Kianfard, Kyle Cheung, Daniel Rappaport, Sirasie P. Magalage,
and Sarah A. Sabatinos

Abstract

We have previously described methods to synchronize cultures of fission yeast, Schizosaccharomyces pombe.
In this chapter, we provide methods to detect cell cycle stage in cells and populations of S. pombe. These
protocols used fixed samples. First, we describe sample preparation for flow cytometry of bulk DNA
content. This technique allows users to monitor progression of DNA replication and detect any perturba-
tion during the synthesis (S) phase of the cell cycle. Second, we describe methods to stain nuclei and septa of
fixed yeast cells, and monitor proportions of cell cycle stages within cultures. Together, these methods
provide the ability to compare cell cycle progression or delay between cultures, making use of the powerful
molecular genetics tool that is S. pombe.

Key words Fission yeast, Schizosaccharomyces pombe, Cell cycle, DAPI nuclear stain, Aniline blue,
septa, Flow cytometry, S-phase

1 Introduction

Schizosaccharomyces pombe shares extensive homology with meta-
zoan models [1–3], particularly in cell cycle and checkpoint signal-
ing pathways (e.g., [4–6]). This makes fission yeast an excellent
genetic model for research of many topics, including cell signaling,
metabolism, DNA replication, DNA repair, and epigenetics. In
many cases, it may be useful to detect cell cycle attributes within a
population, and assess the effect of a gene of interest on cell growth,
division, and death. Staging samples for cell cycle distribution and
phenotypes is an important tool to apply mechanistic insights from
S. pombe to other models.

S. pombe cells are rod-shaped, and grow primarily in length
during the cell cycle, ranging from approximately 8 μm t
~15 μm prior to division (e.g., [3, 4, 7]). Cell size is controlled
by the cell cycle stage (e.g., [4, 5, 7, 8]). The measurement of
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fission yeast length within a population may indicate perturbation
of cell cycle progression or arrest. Fission yeast is haploid and
spends most time in the G2-phase of the cell cycle, with replicated
DNA (2 DNA content ¼ 2C). However, nuclear and cell division
do not happen concomitantly in actively cycling cultures of
S. pombe. Cells enter the next cell cycle before daughter cells sepa-
rate. Following G2, the 2C nucleus divides as cells enter M-phase
(Fig. 1). Cells become binucleates in G1, with two separated hap-
loid nuclei within a single cell. The G1-phase is brief and is followed
by the onset of septation in the middle of the cell, a process known
as medial fission. Appearance of the septum is associated with
S-phase. Cytokinesis does not take place until the end of S-phase,
meaning that newly separated daughter cells are already in the
G2-phase following division.

236 Zohreh Kianfard et al.

Most asynchronously growing S. pombe cells have either one
replicated (2C) nucleus, or two unreplicated (1C) nuclei. Conse-
quently, most single S. pombe cells appear to have 2CDNA content,
whether in G2-phase, or as binucleates in G1- or S-phases. For the
purpose of DNA synthesis detection by flow cytometry, asynchro-
nous cell populations appear as approximately 2C. DNA replication
is observed as a transition from 2C toward a 4C peak in septated
cells. This is observed in most asynchronous fission yeast popula-
tions, or in a G2-block and release using the cdc25-22 temperature-
sensitive strain. Methods of cell cycle synchronization that arrest
cells in S-phase frequently generate a peak between 1C and 2C
DNA content. This occurs because DNA synthesis is arrested while
septation continues and concludes, generating two daughter cells
that are stuck in S-phase. In all of these cases, synchrony and release
can be monitored using flow cytometry to detect a shift of the
dominant (synchronized) population during subsequent S-phase.

These cell cycle properties also allow cell staging in the G2, M,
G1, and S-phases using microscopy. Septation can be assessed by
light microscopy in live cultures to observe cell cycle progression
(refer to Chapter 13). In fixed samples, cell cycle stage is deter-
mined by considering nuclear and septum morphologies. Fluores-
cence microscopy is an excellent method to assess cell cycle
dynamics in fission yeast populations. Ethanol fixed cells are stained
with 40,6-diamidino-2-phenylindole (DAPI) and aniline blue to
visualize DNA and septa, respectively. By visualizing DNA content
and septation, cell cycle proportions can be compared to unper-
turbed conditions. Typical asynchronous populations of fission
yeast are predominantly G2-phase (70%), with approximately 10%
of the population in anaphase (M-phase), 10% binucleate without a
septum (G1-phase), and 10% septated (S-phase). DNA and septum
staining also allows detection of DNA mis-segregation events such
as the “cell untimely torn” (cut) phenotype (reviewed in [9]), which
are easily identified and quantified.
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Fig. 1 DNA and septum morphologies of fission yeast cell cycle stages (left, created with BioRender.com).
Sample images of a wild-type asynchronous culture are shown at right, stained with DAPI and aniline blue to
detect DNA and septa, respectively. Example cells in anaphase are indicated with an asterisk (*), or an
arrowhead (>) to highlight septated cells. Scale bars 10 μm

We present methods to assess cell cycle stage and effects in
fission yeast. The accompanying chapter “Cell cycle stage and
synchrony in fission yeast” describes various methods to synchro-
nize yeast cultures, and then fix them in ethanol. These samples are
used in this chapter to assess DNA content and cellular morphology
using microscopy and flow cytometry. These methods provide
powerful tools to assess progression from cell cycle block, and to
detect phenotypes in mutant cultures of interest.

2 Materials and Equipment

2.1 Fixed Cell

Samples

Fission yeast cultures may be stored indefinitely in 70% ethanol at
4 �C. The preceding chapter (13) describes protocols to fix large
and small volumes of fission yeast. Cells may also be fixed by other
methods (e.g., paraformaldehyde, glutaraldehyde), but may require
permeabilization with 0.1 to 0.5% Tween-20 in water prior to using
the methods in this chapter.

2.2 Flow Cytometry

Staining Tubes

Flow cytometry samples are traditionally assessed in 5 mL polysty-
rene round-bottom tubes (e.g., Falcon brand 352052) that specifi-
cally fit the cytometer sample port. Other cytometers do not
require specialty tubes, and microfuge tubes may be used for both
sample preparation and acquisition.

2.3 50 mM Sodium

Citrate Buffer

Sodium citrate is made up as a 0.5M stock and autoclaved for long-
term room temperature storage. Sodium citrate buffer is 50 mM,
and is made from a 1:10 dilution of the 0.5 M sodium citrate stock

http://biorender.com


� �
solution into MilliQ water as needed to make flow cytometry
washes and solutions (e.g., 1 RNaseA, 1 SYTOX Green).
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2.4 Ribonuclease A

(RNaseA) Stock

Solution

RNaseA may be purchased as a DNase-free solution from many
manufacturers. Alternatively, to make RNaseA from lyophilized
powder, resuspend RNaseA at 10 mg/mL in a solution of 10 mM
Tris HCl, pH 7.5, 15 mMNaCl. Boil solution at 100 �C for 15 min
and then cool slowly to room temperature [10]. RNaseA solution is
stored at�20 �C and should be aliquoted into appropriate volumes
to avoid excessive freeze/thaw cycles.

2.5 1� RNaseA

Solution

Dilute RNaseA to 0.1 mg/mL in 50 mM citrate buffer.

2.6 1� SYTOX Green

Solution

SYTOXGreen dye is purchased from Invitrogen as a 5 mM solution
in DMSO. Dilute SYTOX stock solution 1:5000 in 50 mM citrate
buffer to add to flow samples in the staining step.

2.7 Sonicator Sonicating flow samples is optional; however, sonication helps to
disrupt aggregates and prevent cytometer damage. We have used
both a probe microtip sonicator or water bath sonicator with good
results.

2.8 Mesh Filter Flow samples can be filtered to remove aggregates that may clog the
cytometer. In-cap filter options are commonly used in metazoan
flow cytometry protocols and can be used for S. pombe flow samples
with success (i.e., Falcon 352235). Alternatively, 40–70 μm nylon
mesh membrane can be purchased (i.e., Millipore NY4100010) in
rolls, cut to fit a microfuge tube, and the samples pipetted on
immediately before running on the cytometer.

2.9 10� Aniline Blue

Stock Solution

Aniline blue is resuspended in water at 10–20 mg/mL. This is
stored at 4 �C indefinitely.

2.10 Aniline Blue

Working Solution

The solution is made by adding 1 mL of 10� aniline blue stock
solution to 1 mL of 10� PBS and 8 mL of MilliQ water, and is
stored at 4 �C.

2.11 Mounting

Medium with DAPI

Mounting solution is 90% glycerol, 1% 1,4-diazabicyclo[2.2.2]
octane (DABCO) (v/v/v). Mountant is aliquoted into 1 mL
volumes and then is stored at �20�, protected from light. 40,6-
diamidino-2-phenylindole (DAPI) is added to 1 mg/mL and
stored at �20 �C protected from light. The antifade agent
DABCO preserves fluorescence of the stained cells, even after
prolonged storage at 4 �C, and prevents rapid photobleaching
of DAPI.
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3 Methods

3.1 Flow Cytometry Flow cytometry is an efficient method to determine bulk DNA
content within cells, and to compare population-wide characteris-
tics. We describe a robust protocol that uses SYTOX Green, a
stoichiometric DNA-binding dye that is membrane impermeant
and shows low cytotoxicity in living cells [11, 12] (see Note 1).
SYTOX Green fluorescence is typically acquired using the FL1
detector of many commercial cytometers including the FACScan
and Accuri models by Becton Dickenson. The forward scatter
(FSC) detector may also be used to give population characteristics
of cell size. In the case of S. pombe with its rod-like shape, FSC
detection is useful to monitor changes in cell length between cell
populations affecting cell cycle block and release. Bivariate plots of
SYTOX Green and FSC, or SYTOX Green Area and Wide signals,
help to distinguish cell populations within DNA that are not obvi-
ous from SYTOX Green alone [13]. Finally, consideration of DNA
content (SYTOX Green) relative to cell length (using FSC as a
proxy) may help to understand culture dynamics, e.g., whether a
culture of cells is diploid or haploid.

1. Aliquot 1 mL of fresh 50 mM sodium citrate buffer to a
microfuge tube or flow cytometry tube (see Note 2).

2. Resuspend ethanol fixed cells by vortexing, and remove
approximately 250 μL (~1 to 5 � 106 cells) to fresh microfuge
tubes (see Notes 3 and 4).

3. Vortex cells in citrate buffer and centrifuge at 11,000 rpm for
3 min. If using 5 mL polystyrene “FACS” tubes, centrifuge in a
clinical swinging bucket centrifuge at 1500g for 3 min.

4. Decant buffer. Resuspend pelleted cells by vortexing or by
agitating in a centrifuge tube rack.

5. Repeat wash step by adding 1 mL of 50 mM fresh sodium
citrate buffer to each tube. Vortex and centrifuge as in Sub-
heading 3.1, step 3.

6. Decant buffer and agitate cell pellet as in Subheading 3.1, step
4.

7. Add 500 μL of freshly prepared 1� RNaseA solution (50 mM
sodium citrate + 0.1 mg/mL RNaseA) to each tube.

8. Vortex samples, and incubate at 37 �C for 2 h. Alternatively,
samples can be stored at 4 �C at this step, and then incubated at
37 �C for 2 h prior to continuing on a later date.

9. Add 500 μL of 1� SYTOX Green solution (50 mM sodium
citrate + 1 μM SYTOX Green) to each tube (see Note 4).

10. Vortex and incubate cells at 4 �C for at least 15 min, protected
from light.
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11. Sonicate samples to disrupt aggregates. Use a microtip sonica-
tor set at approximately 30% power, for 5 s at low to medium
power. Five bursts of 1 s may be more effective to disperse
samples and break clumps. Alternatively, a water bath sonicator
may be used for 5–10 s, but power settings require optimiza-
tion in each setting (see Note 5).

12. Optional: Filter samples using 40 to 70 μm mesh filter imme-
diately before running on the cytometer.

13. Acquire data on flow cytometer at a low flow rate for all samples
and standards. On an Accuri C6 cytometer (Becton Dicken-
son), acquisition parameters are not altered before acquisition.
SYTOX Green is detected using FL-1 Area; saving forward
scatter (FSC) and side scatter (SSC) data is also useful for
analysis (see Note 6).

14. If acquiring data using a variable detector cytometer (i.e., BD
FACScan model or similar), we recommend establishing the
FSC/SSC population first. Centre the largest and smallest
samples in a FSC/SSC bivariate plot using voltage and gain.
Next, center the FL-1 (SYTOX Green) population in linear
mode, using FL-1 voltage and gain so that the brightest and
dimmest populations are within the range of detection. Be
aware that diploids and longer or larger cells (i.e., cdc25-22)
will show altered characteristics compared to haploid wild-type
cells.

15. Analysis can be performed on a variety of software such as
FlowJo (TreeStar, BD Biosciences), FCS Express (DeNovo),
or others (see Note 7). SYTOX Green histograms should be
generated using a linear scale, and FL1-Area (FL1-A) signal.

16. SYTOX Green data within populations may be gated using
FSC and SSC parameters; if gating is used both the gated and
ungated histograms should be compared to assess the effect on
SYTOX Green signals and any associated conclusions (seeNote
8).

17. To judge the distribution of cell length relative to DNA con-
tent, SYTOXGreen (FL1-A) versus FSC bivariate dot plots can
be generated (Fig. 2).

Fission yeast cell cycle morphologies and characteristics are
described in the Introduction (Subheading 1). Staining cells with
a nuclear dye such as DAPI allows detection of mononucleate cells,
typically in the G2-phase, and binucleates. Addition of a septum-
stain such as aniline blue permits binucleate cell description as
septated (S-phase) versus binucleate (G1-phase) or nuclei under-
going anaphase (M-phase). Septum stains are useful to detect
defects in cytokinesis or septation establishment (e.g., [14–16])
and cell cycle re-entry (e.g., [17, 18]).

3.2 Nucleus and

Septum Staining of

Cell Populations
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Fig. 2 Monitoring DNA content using flow cytometry following synchrony by hydroxyurea (HU) or temperature-
sensitive alleles for G1/S (cdc10-129), S (cdc22-M45), or G2/M (cdc25-22) arrest. Samples prepared by
synchrony in Chap. 13 were blocked for 4 h and released under permissive conditions, and then fixed every
20 min to monitor DNA content. Modal DNA intensities were used to show normalized peaks and compare
timing of the S-phase. The S-phase is inferred by transit from 1C DNA content to 2C in cells that arrest as
mononucleate G1 or S-phase populations (HU, cdc10-129, cdc22-M45). The first S-phase post-release is
labeled with a line and “S1” in all samples. In cultures that arrest in G2 or in cycling populations with a
predominantly 2C or binucleate population, S-phase is marked by transition from 2C to 4C. This is seen in
cdc25-22, and second S-phases (labeled with a line and “S2”) of other samples. The peak of cell septation
observed by light microscopy is indicated with an asterisk (septation data is plotted in Chap. 13). An additional
timepoint was acquired for cdc10-129 at 260 min post-release and is indicated on the plot

1. Aliquot 1 mL of water into sample tubes.

2. Vortex fixed cell samples to resuspend in ethanol fixative.
Remove 200–300 μL of fixed sample (1–5 � 106 cells total)
to the appropriate tube.

3. Resuspend cells by vortexing and centrifugate 11,000 rpm for
3 min. Decant wash by pouring, and then resuspend cells by
vortexing or agitating tubes against the sample tray.

4. Repeat wash steps using 1 mL water or 1� PBS, and pellet then
resuspend cells as in Subheading 3.2, step 3.

5. Add 250 μL of Aniline blue working solution, and rotate
samples for 15 to 30 min at room temperature.
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6. Pellet cells as in Subheading 3.2, step 3. Do not disturb the
pellet.

7. Remove all but ~10 μL of stain from the tube using a fine tip
(p200/p20) pipette.

8. Resuspend cell pellet by pipetting up and down vigorously.

9. Apply 4 μL of stained cell suspension from Subheading 3.2,
step 8 to a glass slide. Smear cells into an area approximately
1 cm diameter using the side of the pipette tip.

10. Cover slides loosely with tinfoil, or in a darkened container. Air
dry samples approximately 5 min in the dark.

11. For each sample, pipette 3–5 μL of DAPI mounting media
onto a coverslip. Gently layer the coverslip, mountant-side
down, onto the sample.

12. Seal the edges of the coverslip with nail varnish and dry in
the dark.

13. Samples can be imaged immediately using DAPI excitation/
emission parameters. We recommend also acquiring a bright-
field image that can be merged with the DAPI/aniline blue
image during analysis.

14. Samples on slides may be stored racked in slide storage boxes at
4 �C for several days, or 20 �C for weeks.

3.3 Assessing Cell

Cycle Synchrony and

Effect Using Nucleus

and Septum Stain

1. Image analysis may be performed using commercial micros-
copy software, or open-access alternatives such as ImageJ or
FIJI. In FIJI, open a file and set scale (Analyze>Set scale). This
may be used to place a scale bar in each image (Analy-
ze>Tools>Scale Bar).

2. Brightness and contrast settings should be similar across
images, and should show both septa and nuclei. Absolute
numbers should be tracked between images and experiments
(see Notes 9–11).

3. Cells within a field can be categorized as: mononucleated
(¼G2-phase); anaphase (¼M-phase); binucleated (¼G1-
phase); septated (¼S-phase). An entire field of 50 to 100 cells
is counted. This is repeated a minimum of 3 times for a total of
200 to 300 cells per sample. All cells in an area should be
counted to avoid bias (see Note 12).

4. Cell countingcanbeperformed inFIJI using the cell counter tool
(Plugins>Analyze>Cell Counter>Cell Counter>Initialize).

5. Proportions of cells in each category are categorical data, and
appropriate statistical tests are used to compare between sam-
ples. Proportions can be shown with a 95% confidence interval
error bar. Excellent reviews of this topic are helpful in consid-
ering hypothesis testing and data analysis (e.g., [19]).
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6. Since fission yeast grows in length during the cell cycle or when
arrested in G2, cell length may be a useful measurement of
treatment effect. To measure length, images opened in FIJI
must have the correct scale applied, calculated from the micro-
scope (Analyze>Set Scale). Cells may be measured from tip to
tip, or from septum to tip if a septum is clearly visible, using the
line drawing tool in the tool bar and the region of interest
(ROI) manager. Length measurements may be exported from
FIJI to a spreadsheet for analysis.

4 Notes

1. SYTOX Green has become a preferred dye for DNA staining
due to its low cytotoxicity. However, care should be taken with
any DNA binding dye. In this protocol, waste, consumables,
and samples are disposed of in accordance with local biohazard
disposal guidelines.

2. Choice of tube (microfuge tube versus polystyrene 5 mL FACS
tube) is determined by the flow cytometer requirements.

3. When aliquoting fixed cells, prepare standards alongside exper-
imental samples to process in parallel. We prepare and fix a
control wild-type strain as a comparator between experiments
and for DNA contents within samples. For example, the con-
trol culture serves as a baseline asynchronous population, an
approximate 2C peak. We also prepare 50 mL cultures for
nitrogen arrest in the G1-phase; these provide a 1C peak. We
establish a vegetative diploid, and grow in a 50mL YES culture,
which provides a 4C peak. For each standard sample, we har-
vest the entire culture, centrifugate (1500 rpm, 5 min), resus-
pend the pellet, and then fix in 1 volume of cold 70% ethanol.
These standards are stored at 4 �C indefinitely and are used in
every experiment to suggest appropriate 1C, 2C, and 4C
values.

4. All flow cytometry samples within an experiment, plus controls,
should be processed at the same time. DNA staining within a
batch is dependent on day-to-day variation in solutions, abso-
lute concentration of stoichiometric DNA dye, number of cells
used, and time. It is not advisable to compare between samples
that are stained at different times or with different batches of
buffers. Instead, trends between experiments can be compared.
Absolute numbers can only be compared within samples of an
experiment processed at the same time. Further, a similar num-
ber of cells should be used in each sample to ensure consistent
staining and to prevent cytometer clogs; we recommend 1–5�
106 total cells per sample.
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5. Sonication is not an absolute requirement, but will help to
disrupt aggregates and prevent clogs in the cytometer. Para-
meters that disrupt aggregates without disturbing samples
must be determined for each sonicator; these are a guideline.

6. If desired, propidium iodide (PI) is a stoichiometric
DNA-binding dye that may be used instead of SYTOX
Green. PI flow is performed using the FL-2 Area detector, as
the excitation/emission properties are different. 7-amino acti-
nomycin D (7-AAD) is a sufficiently stoichiometric DNA bind-
ing dye that allows optimal detection using the FL-3 Area
detector.

7. For a list of free cytometry software, refer to the Purdue
University Cytometry Laboratories, http://www.cyto.purdue.
edu/flowcyt/software/Catalog.htm

8. Gating in flow cytometry excludes data from analysis. This can
be useful to remove non-cell debris from analysis which may
obscure results. However, it is possible to remove important
data events by aggressive gating (i.e., loss of a true sub-1C peak
by removing all small events). We recommend testing all ana-
lyses with and without gating, and determining the impact of
gated/removed cells on results. In particular, FSC/SYTOX
dot plots are helpful to ensure that all cellular events are
included fairly (see Fig. 2).

9. If one of DAPI or aniline blue signals appear weaker between
experiments, it may signal that the stain is no longer optimal.
Best imaging is obtained when septa and nuclei have similar
brightness. Occasionally, DAPI in mounting media will pro-
duce dimmer signal; we typically add DAPI at 1 mg/mL to
small volumes of mountant only (i.e., 1 mL) and do this more
frequently.

10. Aniline blue signal is produced by binding of a dye impurity to
beta-(1,3)-glucans in the S. pombe septum. The impurity that
fluorescently marks the fission yeast septum is Sirofluor
(sodium 4,40-[carbonylbis(benzene-4,1-diyl)bis(imino)]bis-
benezene sulfonate). Kippert and Lloyd (1995) reported a
wide range of Aniline blue concentrations (0.25–5 mg/mL)
that successfully generated septum staining, despite wide varia-
tion of Sirofluor between manufacturers and batches [20]. We
find that 1 to 3 mg/mL final concentration of Aniline Blue
works reliably. Greater variation occurs in staining caused by
pH and/or age of the working solution. We recommend
making Aniline blue working and stock solutions freshly and
frequently.

11. Other stains may also be used to detect S. pombe septa, prefer-
entially in non-permeabilized cells. Alternative stains include
Calcofluor white or Congo red; however, these show limited

http://www.cyto.purdue.edu/flowcyt/software/Catalog.htm
http://www.cyto.purdue.edu/flowcyt/software/Catalog.htm
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success in alcohol-fixed cells. The 70% ethanol used in these
protocols is both a fixative and permeabilization agent. We
predict that methanol-based fixatives would generate similar
results. Calcofluor has been used in ethanol fixed cells but
generates a strong signal that may interfere with DAPI detec-
tion. If using these dyes, it may be preferable to use a
non-alcohol fixative.

12. We recommend that samples are blinded prior to acquisition
and analysis to prevent experimenter bias and selection of
“interesting” events rather than representative fields.
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