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Revised and updated throughout with fresh  current- e vent examples, 
Behavioral Economics: The Basics provides a rigorous yet accessible overview of 
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behavioral economics is rooted in some  now- o ld ( philosophical, political, and 
moral) ideas surrounding economics, and in an important sense is a modern 
expression of some  long-  standing criticisms of mainstream economics. It con-
trasts the neoclassical economic perspective ( ECON) with a more realistic per-
spective (HUMAN – the flesh-and-blood economic agent who is not perfect in
all respects but who manages to do the best under limitations and constraints).

This is a comprehensive overview of the whole field, covering all the main 
areas, presented in a rigorous yet accessible form. It should especially appeal to 
students, those with an interest in applying behavioral economic knowledge 
in their professional life, and anyone who wants to know how they are being 
influenced every day of their lives by ( usually unseen) behavioral insights.

Philip Corr is Professor of Psychology at City, University of London, UK, and 
Honorary Professor at Brunel University, UK, where he specializes in behavioral 
economics. Reflecting his broader personality neuroscience focus, he is most 
interested in how individual differences in fundamental systems of motivation 
and emotion relate to economic behavior.

Anke Plagnol is Senior Lecturer in Psychology (Beha vioral Economics) at 
City, University of London, UK. Her research focuses on the economic choices 
individuals make and how these affect their subjective  well-  being.
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This is the second edition of the book. In the first edition, published 
in 2018, we noted that behavioral economics is a relatively new and 
exciting branch of the social sciences with considerable  real- w orld 
applications. Since that time, we have had no reason to doubt the 
veracity of this statement. Indeed, quite the opposite: behavioral eco-
nomic principles and practices are now even more widespread, espe-
cially in the commercial world. As also noted, the field is important 
but it can be complex and, even, confusing. In line with the aims of 
the first edition and in response to the developments since, we provide 
an updated introduction to the basic issues that continue to define the 
field, including theoretical, historical, and practical aspects. Our new 
edition also reflects the helpful comments of several reviewers, who 
suggested changes to some of the  chapters  –   we were pleased ( and 
relieved) that they thought favorably of the overall structure, con-
tent, and clarity of the first edition. Especially, we appreciated their 
affirmation of our belief that although behavioral economics may be a 
new branch of the social sciences, its roots go very deep in economic 
theory and h istory –   all the way back to the first economist in the 
modern sense, Adam Smith. Indeed, as we claimed in the first edition, 
behavioral economics can be seen as the modern form of several much 
older traditions in economics and political thought. We also appreci-
ated the reviewers’ observation that we managed to avoid sterile Straw 
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( Wo) man arguments and presented a balanced view of the different 
sides of the debates.

In planning this revised edition, we continued to do something 
different to other books on behavioral economics. Like the first, the 
second edition of the book has an interested reader in mind who 
wants to get a  real –   and academically  credible –   understanding of this 
complex field. It is intended to be suitable for students, too, and has 
been informed by our experience of teaching on the MSc Behavioural 
Economics at City, University of London. More generally, it should be 
a good starting point for the professional who wants to apply behavio-
ral economics to their own field.

Although our book continues to be concerned with the basics, it 
is not intended to be basic in content and discussion. We provide a 
sufficiently detailed, yet accessible, introduction to the whole field 
of behavioral economics. This is no easy feat to achieve. We hope 
our account continues in its lively, stimulating, and, even, provoca-
tive fashion. This is reflected in the new front cover image which 
alludes to the greater utility that can be derived from the application 
of behavioral economic principles, across all sectors of the economy, 
as well as the relevance of subjective  well-  being as an index of eco-
nomic success. After all, citizens’ w ell-  being is ( or at least should be) 
the central goal of governments and more of them are now employing 
the services of dedicated behavioral insights teams to achieve this goal.

To reiterate what we said in the first edition, we continue to believe 
that a book of this kind is needed. First, most behavioral economics 
books aimed at students are rich in mathematics and technical terms 
and are largely inaccessible to the  non-  economist; ours is not. Second, 
our book differs from other popular books in being more systematic 
in the presentation of  material –   in particular, we include a discussion 
of the history of economics ( and some moral philosophy and politics) 
to let the reader gain an appreciation of the wider intellectual land-
scape that defines the field. Third, some of the more accessible books 
on behavioral economics do not cover in sufficient detail what, we 
believe, the interested reader needs to know. We continue to present 
the ‘ big picture’, with the aim of giving a bird’s eye view. We espe-
cially avoid mathematics, and we do our best to explain the techni-
cal terms which must be included if we are to do justice to the field. 
Students who wish to consult the primary sources of the studies sum-
marized can refer to the bibliography at the end of each chapter. Most 
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of the classic theories and c oncepts –   including utility functions and 
opportunity costs ( from economics), and social influence and priming 
( from psychology) –   are covered in textbooks such as Microeconomics 
and Behaviour by Frank and Cartwright, or An Introduction to Social 
Psychology by Hewstone, Stroebe and Jonas.

As should be expected, the updated content includes reference to 
the  Covid- 1 9  pandemic –   this has been a testing time for all, includ-
ing the application of behavioral economics principles by governments 
and companies around the world ( e.g., effective framing and commu-
nication of  health-  related measures). We have, however, avoided the 
temptation to increase the word count substantially by including more 
and more  studies –   to aid the reader, we have added relevant citations 
and references to recent research studies and theoretical issues, includ-
ing a number of controversies that have arisen since the publication of 
the first edition.

As an economist (A nke Plagnol) and a psychologist ( Philip Corr), 
we have tried to present both sides of behavioral economics. We 
continue to believe that it is at the intersection of these fields where 
behavioral economics was born, and where its creative synergies are 
located.

Further online resources may be found at:
https://www.ankeplagnol.com/behavioraleconomics  

https://www.ankeplagnol.com
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WHAT IS BEHAVIORAL 
ECONOMICS AND WHY 

IS IT IMPORTANT?

Behavioral economics applies psychological insights into economic 
judgment and decision making. It aims to describe how real people 
make decisions in their private and public lives under various con-
straints, such as time, knowledge, cognitive processing limitations, or 
social pressure. From both field studies and experiments, behavioral 
economists now know that humans often seem not to behave in a fully 
rational manner in everyday life: their behavior is affected by heuristics 
( mental shortcuts) and biases. This is in stark contrast to the assump-
tions that neoclassical ( mainstream) economists make about economic 
behavior. In this sense, behavioral economics is about misbehaving: how 
real humans deviate from traditional economic model predictions. We 
will see why behavioral economics developed and how it has become 
more widely accepted following the 2008 global financial crisis. We 
will also briefly discuss in this chapter, and more in later chapters, how 
behavioral economics principles were applied during the C ovid-  19 
pandemic. Some researchers have declared that “ We’re all behavioral 
economists now” ( Angner, 2019), suggesting that the field is slowly 
becoming more accepted by mainstream economists. This introduc-
tory chapter provides a road map for this relatively new, exciting, but 
potentially confusing field.

https://doi.org/10.4324/9781003166900-1
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IntrODUctIOn

What is ‘ behavioral economics’, and why has it become so promi-
nent in the worlds of business, finance, and government? Why do 
you need to know about it? What does it tell us about how people 
form judgments and make decisions in their private and public lives? 
How does it help us understand the psychological foibles that shape 
our economic behavior? And what does it tell us about the periodic 
nature of the financial catastrophes that afflict our economic system 
( e.g., the stock market crash of 1929 and the global financial collapse 
of 2007/ 2008)? Can we use insights gained from behavioral econom-
ics research to influence people’s behavior during a global health crisis, 
such as the  Covid-  19 pandemic? What are the implications of behav-
ioral economics for mainstream economics that touches upon so many 
areas of everyday life? By the end of this book, you will have answers 
to these and many more questions; also, you should have your own 
questions to ask about the world of economics as well as your own 
behavioral insights to answer them.

In this introductory chapter, we see why there is such a need for 
behavioral economics. We will understand why two pioneers received 
the Nobel Memorial Prize in Economic  Sciences –   Daniel Kahneman 
in 2002, even though he is a psychologist, and, more recently, Richard 
Thaler in 2017, whose background is in economics.

In contrast to the presumptions of mainstream economics ( which 
we will discuss in detail in  Chapter  3), we will see just how and 
why we are so often misbehaving in everyday economic  life –   to bor-
row the title of Richard Thaler’s 2015 book by the same name. In 
particular, we will learn how economic judgments and decisions are 
made by flesh-and-blood human beings, not disembodied calculat-
ing machines, and how apparent misbehavior may not be so irrational 
after all. Once we have this basic knowledge under our intellec-
tual belts, we will be in a better position to put to work what we 
know. For example, what behavioral economics has to say about the 
design and implementation of effective public policy interventions 
(Chapter 6).

Applications in public policy are seen most clearly in the work of 
the Behavioural Insights Team ( the BIT, also known as the ‘ Nudge 
Unit’1), the first of its kind, which informs UK government public 
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policy intervention. It was established in 2010 and later privatized in 
the form of a social purpose company, which allowed the BIT to pro-
vide advice to companies and foreign governments. Behavioral units 
have also been recognized by the US  government –   as the former US 
President, Barack Obama, said in 2015:

a growing body of evidence demonstrates that behavioral science 
 insights  –   research findings from fields such as behavioral econom-
ics and psychology about how people make decisions and act on 
 them – c  an be used to design government policies to better serve the 
american people ….

(Obama, 2015)

BehavIOral InsIGhts arOUnD the WOrlD

Since then, the number of teams that apply behavioral insights to 
public policy has exploded around the world. The Organization for 
Economic  Co-  operation and Development ( OECD) counted 202 such 
teams in 2018,2 a number which is sure to increase as governments and 
citizens become more familiar with the benefits of their work.

The World Bank launched its Global Insights Initiative ( GINI) 
in 2015 to incorporate behavioral insights into project design and 
development interventions. The 2015 World Development Report, 
appropriately titled, Mind, Society, and Behavior, gives examples of con-
sidering the social context in which decisions in developing countries 
are made. For example, it is better to approach poor farmers about 
enrolling their children in school when their seasonal income is high.

The United Nations ( UN) appointed its first Behavioral Science 
Advisor in January 2016. UN Secretary General Ban K i-  moon noted 
the value of using behavioral insights for policy formulation and to 
ensure the success of the UN’s Agenda 2030:

Our organization, our global  agenda –   and most importantly the peo-
ple worldwide they are intended to se rve –   deserve nothing less than 
the best science available. a  human- ce ntered agenda requires a rigor-
ous, r esearch-  based understanding of people.

( United Nations Development Programme, 2016)
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Agenda 2030, which was adopted in 2015, includes 17 sustainable 
development goals, such as achieving zero hunger, good health and 
 well- b eing, quality education, gender equality, and the elimination 
of poverty ( United Nations, 2015). Behavioral insights will play a key 
role in reaching these objectives by 2030.

We will also discuss how the applications of behavioral insights 
inform the commercial, and even political, world ( C hapter 7). These 
applications have implications for daily  life –   indeed, few of us are left 
untouched by them. We will also see that, although in the past much 
reliance was placed on folklore and faddish psychological speculation, 
commercial applications are increasingly turning to hard scientific 
evidence in an attempt to influence consumers, often in ways that are 
not made obvious. Crucially, we will see that behavioral economics 
really is about the world in which we live. It is not an Ivory Tower aca-
demic discipline accessible only to the initiated few and intellectually 
nerdy. In this way, knowledge of behavioral economics can be seen as 
a liberating force, by putting back some of the power in the hands of 
citizens and consumers. As a result, we should be better able to defend 
against the darker applications.

This is a ‘ Basics’ book, intended for the newcomer to behavioral 
economics; yet, we hope, it is not a  watered-  down account of the 
 subject – i  t is intended to be a clear and informative account, even a 
lively one. The content is sufficiently detailed to provide a necessary 
overview of the foundational knowledge that defines the  field  –   of 
course, it cannot be exhaustive, but it needs to be sufficient for its 
stated purpose. In particular, we believe, it should provide a good 
‘ feel’ for the subject, which must include discussion of some conten-
tious issues.

What Is BehavIOral ecOnOmIcs?

Let us get straight down to business. At its most general level, behav-
ioral economics uses insights from the social sciences ( e.g., sociol-
ogy) in general, and psychology in particular, to inform economic 
thinking and theorizing. It takes knowledge from judgment and 
decision-making ( JDM) research to develop realistic assumptions about 
how people typically think, feel, and  act  – s  ocial psychology plays 
a large part, too. It makes predictions that can be tested, either in 

    



What Is BehavIOral ecOnOmIcs anD Why Is It ImPOrtant? 5

the laboratory ( where controlled studies with experimental manip-
ulations are possible) or in the field ( where either observational or 
experimental studies can be conducted). ‘ Field experiments’ are espe-
cially popular where controlled research is conducted in a  real- l ife 
context; for example, researchers may observe farming communities 
to examine the factors underlying cooperative behavior, quite literally 
‘ in the field’. Increasingly, behavioral economics research is incorpo-
rating knowledge gained from  neuroscience –   the direct study of the 
brain in relation to psychological processes. In these ways, behavioral 
economics shares much in common with ‘ experimental economics’, 
which also uses empirical ( e.g., experimental) methods to test theo-
ries, but not necessarily ones that contain ‘ behavioral’ aspects derived 
from psychology and related academic disciplines. However, a more 
cynical view is that behavioral economics is little more than repack-
aged psychology couched in terms more amenable to economists; and 
there is also the suspicion that it is used to impress those in business 
and government who hold economics, but much less so psychology, 
in high  regard –   there is some truth to these claims, but it is very far 
from being the whole story. In any event, as Schwartz ( 2008) aptly 
notes, economic theory without the best theories and findings from 
psychology is akin to dealing with quantitative relationships without 
recourse to the most appropriate techniques in  mathematics – i  tself an 
example of misbehaving.

It is appropriate here to note the distinction between ‘ behavioral 
economics’ and ‘ behavioral science’ as this can lead to confusion. 
Behavioral economics can be defined as behavioral science applied to 
the problems of economics: choice under uncertainty aimed at maxi-
mizing some benefit by the optimal allocation of scarce resources. 
Although potentially any aspect of behavioral science can be applied 
to economic matters, in practice not all of behavioral science is  used – 
behavioral science is vast, including not only psychology but also com-
munications science and related academic fields, so some of it is more 
useful than others. Behavioral economics can ‘ dip into’ behavioral sci-
ence when and where needed ( e.g., using personality science to help 
explain the variability observed in behavior, as in individual differ-
ences to reactions to various forms of incentives; see  Chapter 5). To 
give a salient example, the C ovid- 1 9 pandemic motivated people to 
change their behavior in reaction to changed incentives ( i.e., risk of 
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infection and illness): people wanted to maximize their utility ( i.e., to 
live a longer, healthier life). People had to make choices under consid-
erable uncertainty, for example, to wear a face covering or not. There 
was talk in government about the possibility of ‘ behavioral fatigue’ 
and people adopting less healthy life choices. The C ovid- 1 9 pandemic 
is just one example of how utility is not just about m oney – i  t can be, 
quite literally, about life and death. As we will see in C hapter 5, differ-
ences in the major traits of personality influence adherence to s tay-  safe 
 behaviors –   by understanding the psychological nature of these traits, 
we can start to get a behavioral science perspective on what is under-
pinning economic choice behavior.

We also need to know what we mean by behavioral in the con-
text of economics. Charlie Munger, the partner of Warren Buffett 
of Berkshire Hathaway said: “ If economics is not behavioral, then 
what is it?” We might agree with him in a general sense, but what do 
we really mean? There are two opposing views on this matter. The 
first goes back to the founding father of economics, Adam Smith, 
who showed how economics could be seen to represent a system with 
various, often ‘ hidden’,  components –   we learn more about Smith in 
 Chapter 2. It is to Smith we look when the Bank of England in the 
United Kingdom or the Federal Reserve in the United States uses 
the lever of interest rates to curb inflation. In this tradition, people 
are affected by the system’s  activity –   that is, the system exists inde-
pendently of people’s behavior. For example, the government may 
increase taxation on sugar to discourage its consumption. In this way, 
people are rather passive, influenced by the pulls and pushes of the 
economic system. The second, opposing view is that the economic 
system reflects the collective decisions of p eople  – i  t is influenced 
and defined by their behavior. In this way, if we can change people’s 
behavior, then the system’s dynamics can be changed. This view sees 
people as active agents, and the economic system, to the extent that 
it exists in some independent form, is always playing  catch- u p. Of 
course, with any such apparent dichotomy, we might prefer to see 
both views as valid, depending on the specific actions of the system 
and people. Whatever view we prefer, behavioral economics is very 
much of the opinion that people’s behavior heavily influences the 
economic system; therefore, the economic system can be altered by 
affecting a change in people’s behavior, as, for example, by a nudge 
intervention (see Chapter 6).
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Still, we might argue about the best label or terminology for this 
relatively new field, and theorists have done so and still do. But, the 
main aim of behavioral economics is reasonably clear: it strives to pro-
vide a scientific account of real economic behavior, broadly defined and 
not restricted to  money- d efined choices. An important point to bear 
in mind is that, generally speaking, behavioral economics attempts to 
build on the existing foundations of mainstream economics, and in 
this way, it is quite different from more dissident approaches that deny 
the value of much of the standard analysis of economic phenomena. 
However, as we see throughout this book, protagonists differ in their 
respect for mainstream economic thinking, with some contending 
that it is so fundamentally flawed that it cannot be salvaged by behav-
ioral economics. For those economists who do not perceive the need 
to abandon the central principles of mainstream economics, findings 
from behavioral studies are seen as contributing to the basic toolkit of 
economic  analysis –   perhaps, some argue, to such an extent that a new 
unified economics will emerge which will dissolve the need to have a 
specifically separate ‘ behavioral’ variety.

Whatever view is taken, behavioral economics develops theories, 
generates hypotheses, makes predictions, and tests them against the 
world of actual judgment and decision  making –   that is, against the 
behavior of real people in the real world. It is less reliant than main-
stream economics on a small number of foundational assumptions/ 
axioms upon which theories and their predictions are based. To achieve 
its scientific aims, behavioral economics uses the latest knowledge from 
the social sciences. It is not static and is continually in development. As 
such, it is something of a moving target and, therefore, not altogether 
easy to define or understand. This is only to be expected because as an 
academic field it is at the interface of economics and the wider social 
sciences, especially psychology. More generally, when thinking about 
these issues, it is as well to view the power of behavioral economics 
as the potential to transform anomalies and ( apparent) inconsistencies 
seen in the actual economic life into regularities that can be measured, 
understood, and incorporated into standard economic theory.

There is something else we need to know. Behavioral economics 
reflects the combined work of psychologists and e conomists –   although 
both belong to the wider social sciences, typically they think, theo-
rize, and research in very different ways. This poses a problem when 
we talk about behavioral economics because often we are talking about 
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the extension of psychological ideas to matters of e conomics –   some 
mainstream economists claim that such ideas have little to do with 
‘ real’ economics. Nonetheless, psychologists have made major con-
tributions to economics, as shown by the Nobel P rize-  winning work 
of Daniel Kahneman. But, it is not only psychologists who are chal-
lenging mainstream economics. Many behavioral economists come 
from a mainstream economics background ( e.g., George Loewenstein 
and Richard Thaler), but they have grown disillusioned with it. They 
are far from satisfied with the standard assumptions and models and, 
instead, apply insights from behavioral science to improve economics 
on its own terms. As we shall see, some behavioral economists ( e.g., 
Dan Ariely) are psychologists who are less wedded to the belief that 
central economics principles need to be retained.

Whatever our perspective, behavioral economics was wrought into 
existence by the increasing weight of evidence of strange observations, 
anomalies, and odd facts that the mainstream economic approach 
struggled to  explain –   or even comprehend: misbehaviors. Such aber-
rant judgments and decisions are reflected in the fact that, too often, 
we do not follow through with our best intentions. New Year’s resolu-
tions are one annual e xample – t  hey are now something of a ritualized 
illustration of the failure of willpower. And even when we appear to 
have a definite preference for something ( e.g., saving for retirement), 
we do not always act in a way that maximizes the desired outcome. 
We procrastinate, misjudge probabilities ( e.g., we think we may not 
live to enjoy the benefits), and fall prey to a number of biases that serve 
only to illustrate our inability to conform to the image of the ideal-
ized rational economic agent ( defined in  Chapter 3). We often live 
for  today –   so often it seems that ‘ tomorrow’s another day’ that can 
be neglected. Sometimes, we just seem to do things all w rong – a  nd, 
importantly, systematically so. Now, none of this is especially newswor-
thy, but it does perplex mainstream economists and strains the cred-
ibility of standard economic models.

Getting a proper grasp on behavioral economics is not helped by 
the fact that there is not one official account of it, nor even one that 
the majority of researchers and practitioners in the field would read-
ily accept. Our account in this book is only one possible version. In 
our defense, we believe that it does contain most of the elements that 
make up other  accounts –   and expert book reviewers agree with us. 
In any event, one of the best summaries of the history of behavioral 
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economics is provided by Colin Camerer and George Loewenstein 
( 2003), who are two of the leading lights and advocates in behavio-
ral economics. In their paper, ‘ Behavioral Economics: Past, Present, 
Future’, they trace the problems encountered by mainstream econom-
ics and the solutions that come from more psychologically realistic 
thinking. Their paper is well worth a read.

On closer scrutiny, what is intriguing is that many of the ideas 
that fall within behavioral economics are themselves old, but too 
often have been forgotten. Our account tries to uncover these deeper 
roots and for this reason  Chapter 2 spends some time on the history 
of economics and l ong- s tanding criticisms of today’s mainstream 
approach ( neoclassical economics, as we will learn in  Chapters 2 and 
3) –   some people may think this historical account is unnecessary, but, 
we believe, it is really needed to understand c urrent-  day behavioral 
economics. In an important sense, the behavioral economics of today 
gives scientific and professional respectability to earlier criticisms of 
the mainstream approach. Certainly, behavioral economics offers a 
more viable account of a wider range of behaviors, including those 
that are prone to baffle the mainstream theorist who expects people to 
behave in a consistent, rational, and optimizing  fashion –   important 
themes we explore as we travel through the pages of this book.

ecOn Or hUman?

But for now, to begin to understand the different conceptions of 
mainstream and behavioral economics, it is convenient to contrast the 
depictions of ECON ( or homo economicus) and HUMAN ( or homo psy-
chologicus) ( see text box). Both are concerned with the fundamental 
problem in economics: how to allocate scarce resources to maximize 
some benefit ( called ‘ utility’ in economics). This can relate to anything 
in life, for example, where to live, who to marry, where to invest, or 
how to act during a global health pandemic.

So, we see that behavioral economics is about how people actually 
behave ( in academic jargon, this is called ‘ descriptive’ or ‘ positive’ 
economics). It is clearly concerned with flesh-and-blood humans 
who often do not seem to know what they want or how to get things 
done in the most logical and efficient fashion. The other, more main-
stream, economics perspective focuses on how people should behave 
(‘ normative’ economics, in academic jargon). These economic agents 
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conform to something approximating a perfectly rational  model –   the 
fact that few people are perfect need not concern us, so long as we 
assume that they aspire to this optimal state and try to achieve it to 
the best of their ( often limited) ability and circumstances ( e.g., time 
availability). In its purest form, ECON makes rational decisions that 
conform to logic, is s elf- i nterested, and finely weighs costs against 
benefits in order to maximize the benefit to themselves. Unlike the 
seemingly wayward HUMAN, ECON is analytical, intelligent, disin-
terested, and not influenced by states of the body, mood, emotion, and 
such like. According to some behavioral economists’ way of thinking, 
ECON is little more than a figment of the imagination of mainstream 
 economics –   and a theoretically misleading one at that, even possibly 
a dangerous one. As Richard Thaler stated in an interview: “ I believe 
that for the last 50 or 60 years, economists have devoted themselves 
to studying fictional creatures … They may as well be studying uni-
corns” ( as quoted in The Psychologist, 2017). This is a quite remark-
able observation from a classically trained economist who has a Nobel 
Prize to his name.

At this point, you may well be asking: if we know that humans 
are not really like ECON then why does this notion still retain such 
a powerful hold on mainstream economics? This is a good question 
which is easier to ask than answer. One possible reason is that science 
often works by holding simplifying assumptions: reducing the com-
plexity of the manifest world by creating constructs of a more abstract 
and latent ( i.e., hidden) nature. If this set of constructs can be used to 
understand the complex world, then something important has been 
achieved. This scientific model can then be used to predict (‘ forecast’) 

ecOn anD hUman

these are  depictions –   some would say  caricatures –   of the two types of 
mind thought to be important in behavioral economics. mainstream 
economics emphasizes ecOn (homo economicus): the cold, rational, 
calculating,  self-  interested; psychology focuses on hUman (homo 
psychologicus): the  flesh-    and-  blood being who is limited in processing 
capacity and prone to a number of biases, errors, and influences, and 
who is emotionally warm, and sometimes hot, in how they make deci-
sions. hUman is more homer simpson than mr  spock-  like ecOn.
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new phenomena in other contexts. But there is perhaps another, more 
HUMAN, reason.

During the twentieth century, mainstream economics increasingly 
adopted a mathematically inspired conception of the world. In this, cer-
tain assumptions had to be made in order for the equations to w ork –  
 they had to be tractable. This permitted formal theorizing expressed in the 
language and logical machinery of mathematics. Mathematical notation 
charmed and impressed the profession and, at the same time, intimidated 
those who challenged its basic tenets and general worldview ( e.g., the ‘ free 
market’). Such mathematics is the way economic theory is conceptualized 
and  constructed –   it is how economists think about economic problems. 
Mathematical prowess has become something of a badge of respectability 
in the economics profession and serves an important  career-  enhancing 
function. It is a good way to get  ahead –   very HUMAN!

Well, knowing this, the big question remains: does ECON exist 
in some form? Does the idealized depiction of the rational economic 
agent predict the way things work in the real world? If ECON does 
 exist –   and we should be careful not to dismiss it too  readily –   then 
there really would be little need for behavioral economics: it could be 
relegated to the conscientious study of psychological trivia with few 
 real-  world applications. To the extent that mainstream economics 
does accept the existence of HUMAN, it assumes that it aspires to 
be an ECON in all important respects, especially when the stakes are 
high and important decisions are being made. It must also assume that 
HUMAN manages a good enough approximation to ECON to make 
mainstream economic models work.

But if ECON does not exist in a pure form, then at what stage does it 
segue into HUMAN? Some behavioral  economists –   from both psychol-
ogy ( e.g., Daniel Kahneman) and economics ( e.g., George Loewenstein) 
 backgrounds –   believe that the ECON model is simply unrealistic, con-
taining an imaginary fictional creature only to be found between the 
dust covers of an economics textbook where typical forms of HUMAN 
thinking, feeling, and behaving are largely ignored and, when not ignored, 
disparaged as ‘ irrational’. However, even in economic terms, there 
might well be an economic advantage to avoiding striving for analytical 
perfection. As John Maynard Keynes noted: “ It is better to be roughly 
right than precisely wrong”.

Although caricatures, HUMAN/ ECON depictions highlight the 
salient features of each approach. But, we need to be careful here as this 
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sharp distinction is prone to lead, itself, to a certain level of confusion. 
For example, it encourages binary thinking: ECON or HUMAN. 
This may conceal the similarities between them. It is possible that 
people move between these two states, and these simple depictions do 
not do justice to the true variety and complexity of behavior. In addi-
tion, the HUMAN depiction is more concerned with descriptive and 
positive aspects: not what ought to be, but what is –   as first expressed 
by David Hume ( 1 711– 1 776), who formulated the idea: “ you cannot 
deduce ought from is” in his most important work A Treatise of Human 
Nature ( 1738). Hume meant that what we choose to do with knowledge 
is different from the ways things a re –   think of cancer (‘ is’) and what 
we ‘ ought’ to do about it ( i.e., oppose and destroy it, not support 
it because it follows a natural law of cell proliferation). One of the 
problems of understanding behavioral economics is to keep these two 
perspectives in mind at the same time because both have their merits.

In fact, it is a little too easy to be critical of the assumptions of 
mainstream economics and to get carried away with all the excite-
ment of the  weird-  a  nd- w onderful world of behavioral economics. In 
this book, we do our best to eschew this  temptation –   probably not 
succeeding to everyone’s satisfaction. In particular, we try to show 
that not all apparent examples of ‘ misbehaving’ are opposed to the 
ECON model: on closer inspection, they may well be more rational 
they might appear.

mIsBehavInG

We really do not have to look too far for examples of how in eve-
ryday life people seem to deviate from the cherished assumptions of 
mainstream economics ( rationality, logical decision making, and so 
 on – t  hese are defined in C hapter 3). Whether these misbehaviors are 
‘ noise’ in an otherwise rational/ logical system and everything turns 
out ECON in the end is an open question. In any event, some behav-
ioral economists think such deviations are n ormal –   the stuff of eve-
ryday economic life, even when making important decisions. For example, 
Richard Thaler, in his 2015 book of the same name, contends that 
behavioral economics is all about misbehaving –   an expression we have 
already employed a bove –   by which he describes how HUMAN eco-
nomic agents deviate from ECON model predictions: “ I mean that 
their behavior was inconsistent with the idealized model of behavior 
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that is at the heart of what we call economic theory”. Trained in eco-
nomics, Thaler spent much of his early career cataloging such misbe-
haviors, what he calls ‘ supposedly irrelevant factors’ ( SIFs), which turn 
out to be very relevant in practice.

As Thaler ( 2015) says: “ For four decades, since my time as a gradu-
ate student, I have always been preoccupied by these kinds of stories 
about the myriad ways in which people depart from the fictional crea-
tures that populate economic models”. He lists many forms of misbe-
having in his lively book, which recounts his journey from ignored 
economist ( who seemed interested only in the trivia of behavior) 
to professional respectability as the 2015 President of the American 
Economic Association and 2017 Nobel Prize winner. Thaler char-
acterizes his early days as responding to “ on e- l ine putdowns” from 
economists who “ had their own way of doing things”.

The fact that we so often misbehave should not come as too much 
of a surprise, at least not to most of us. Consider one of the central 
assumptions of economic theory. People make choices by optimiz-
ing; that is, they are said to make the best choices, based on what 
is available ( e.g., information and incentives) and what they can 
afford ( choices are subject to their budget constraints –   to you and me, 
what we can afford). This is fair enough. But, as Thaler notes in his 
2015 book: “ There is, however, a problem: the premises on which 
economic theory rests are flawed. First, optimization problems that 
ordinary people confront are often too hard for them to solve, or 
even come close to solving”. Thaler goes on to say: “ Second, the 
beliefs upon which people make their choices are not unbiased. 
Overconfidence may not be in the economists’ dictionary, but it is 
a  well-  established feature of human nature, and there are countless 
other biases that have been documented by psychologists”. Thaler 
then notes an additional issue that reflects the complexity of actual 
economic life: “ Third, there are many factors that the optimization 
model leaves out … there is a long list of things that are supposedly 
irrelevant”. Thaler gives many examples of misbehaving and the 
influence of SIFs.

Let us consider one SIF: a student essay marked out of a total 100 
or 137 marks. Thaler found that his students would often grumble if 
they received a 72 ( out of 100 possible marks), but they would be quite 
content to receive 96 ( out of a possible 137) –  a nd these were econom-
ics students who are otherwise thought to be rational! Well, which 
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mark would you prefer? In the second case, students are getting 70%, 
which is lower than the 72% in the first case. There are several biases 
here: 96 is bigger than 72; it is easy to see that 72/ 100 is 72%, but what 
about 96/ 137? Many of us would need a calculator. You can probably 
think of other things going on, too. From a strictly rational point of 
view, this is all n onsense – m  isbehaving –   as 72% is always better than 
70% but it is not the way students see things. In an important way, 
behavioral economics is characterized by taking seriously such SIFs, 
that is factors that should not matter in theory, but do in practice. This 
can be very annoying because it makes the world of mainstream eco-
nomics, which contains simple assumptions and elegant mathematical 
models, very messy, even intractable –   and, worst of all, mathematically 

sIfs: savInG $10

suppose David is shopping for a clock radio. he finds a model he 
likes and his search has uncovered that it is available for $45 in a local 
shop. as David is about to buy it, the sales assistant mentions that 
that same clock radio can be bought at their new store, a  ten- minute  
drive away, for a special offer price of $35 (we assume the cost of the  
additional travel is minor). Do you think David will drive to the new 
score for this bargain? Would you?

On another occasion, David is shopping for a flat-   screen tv and 
finds one at a good price of $495 at the same local store. as luck 
would have it, when he is about to buy it, the sales assistant once 
again mentions that he can buy the same tv for $485 at another of 
their newly opened stores which is also a  ten-  minute drive away. What 
does David do in this case, and is it different from his decision with 
the clock radio?

When posed with these choices, many people say they would drive 
to the new store to save $10 on the clock radio, but they would not 
drive there to save the same amount of money on the tv. mainstream 
economic madness! this is because from a mainstream economic 
perspective, there is an identical (absolute) saving is made in both  
cases: $10. What seems to be influencing these different decisions 
is the percentage of the total price that can be saved by driving to the 
other  store –  but this is a  sIf and it should not influence David’s buy-
ing decision.
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unworkable. Whether the payoff in terms of realistic theorizing and 
prediction is a price worth paying for disrupting this internally con-
sistent worldview of mainstream economics is a moot point: behavio-
ral economics thinks it is.

Throughout this book, we see many more examples of  well-  established 
misbehaviors which characterize how typical humans come to form judg-
ments and make decisions. In the text box below, we see one w ell-  known 
puzzle that has most people scratching their  heads –   and then kicking 
themselves for being so silly when they learn of the right solution.

Thaler goes on to make a good point about how we should inter-
pret the foibles of everyday human judgment and decision making: 
“ It has never been my point to say that there is something wrong 
with people; we are all just human b eings –   homo sapiens. Rather, 
the problem is with the model used by economists”. This statement 
comes from an economist steeped in mainstream economic think-
ing who has reached the top of his profession and who is regu-
larly consulted by national governments ( e.g., the UK government 
‘ Nudge Unit’). The abstract ECON, which is at the core of main-
stream economic models, is apparently a very poor substitute for a 
realistic HUMAN.

mIsBehavInG: Bat anD Ball PrOBlem

think about this seemingly simple calculation. “ a bat and a ball cost 
$1.10 in total. the bat costs $1.00 more than the ball. how much does 
the ball cost?” What is your answer? most people are confident that 
the ball must cost 10 cents. this feels like the right answer, but it 
is not. think about it this way. If the ball costs 10 cents and the bat 
costs $1.00 more than the ball, then the bat would cost $1.10 giving a 
total of $1.20. the correct answer is that the ball costs 5 cents and the 
bat  costs – at a dollar   more  – $1.05 giving a total of $1.10.   this is an 
example of how we typically replace a difficult problem with a simpler 
one. One explanation of this puzzle is that we seem nonconsciously 
to substitute the ‘more than’ statement in the problem ( i.e., the bat  
costs $1.00 more than the ball) with an absolute statement ( the bat 
costs $1.00). (t his puzzle can be found in Kahneman, 2011, and other 
sources.)
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BehavIOral ecOnOmIcs: 
sUPPlant Or sUPPlement?

At this point in our discussion, it is appropriate to enquire about the 
ultimate aim of behavioral economics. One view is that it is a natu-
ral development of mainstream economics which it merely aims to 
improve. As Camerer and Loewenstein ( 2003) state: “ Behavioral eco-
nomics increases the explanatory power of economics by providing 
it with more realistic psychological foundations”. They also state that 
their belief in the power of realistic psychological models “ does not 
imply a wholesale rejection of the neoclassical approach ….” ( In the 
following chapters, we will discuss ‘ neoclassical’ economics, which for 
the time being we are calling ‘ mainstream’ economics.)

However, other notable behavioral economists are less optimistic. 
For example, Dan Ariely in his highly popular 2008 book, Predictably 
Irrational, says in relation to trying to convince mainstream economists 
of the importance of what he calls ‘ irrational’ behavior:

Of course, I ran into the biggest difficulties when arguing for irra-
tionality with  card-  carrying rational economists, whose disregard of 
my experimental data was almost as intense as their nearly religious 
belief in rationality ( if adam smith’s ‘ invisible hand’ doesn’t sound like 
God, I don’t know what does). ( adam smith’s ideas are discussed in 
 chapter 2.)

As Ariely was not trained in  economics  –   he is a psychologist and 
behavioral  scientist – a  long with scientists like Daniel Kahneman, he 
is far less sympathetic to the general aims of mainstream economics 
than those coming from this intellectual tradition. Ariely further says:

I have been acutely aware that humans engage in actions and make 
decisions that are often divorced from rationality, and sometimes very 
far from ideal. Over the years I’ve tried to understand the silly, dumb, 
amusing, and sometimes dangerous mistakes we all make, in the hope 
that by understanding our irrational quirks, we can retrain ourselves to 
make better decisions.

Mainstream economists have not taken these criticisms entirely with 
a sense of equanimity. They retort: findings from ( artificial and con-
trived) laboratory studies, often based on small samples of psychology 
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students, may not generalize to the real, competitive world ( the 
‘ market’) where participants are truly incentivized and motivated to 
behave as rationally as possible. Surely, they say, people would be fools 
not to behave as rationally, and s elf- o ptimizing, as possible, especially 
when it really matters. The assumption is that, when truly put to the test, 
HUMAN quickly becomes ECON: people behave rationally when 
motivated to do so ( e.g., choosing a mortgage or marriage partner). 
Economists of this more traditional mindset also probably have little 
time for anecdotes of the kind favored by Dan Ariely and Richard 
Thaler about their personal observations of the foibles of o thers  –  
 instead, they prefer axiomatic assumptions and what they believe to 
be tried-and-tested principles.

Still, other, some very notable, economists are pragmatic about 
the whole business. As the leading economist Larry Summers, former 
Secretary of the US Treasury and past President of Harvard University, 
said: “ And if you are worldly and empirical, you are drawn to behav-
ioral approaches” ( Quoted in Harvard Magazine, Lambert, 2006).

However, mainstream economists’ belief in the inherent rationality 
of humans is sometimes put to the test not by  small-  scale,  student- 
 focused lab studies but by global events that profoundly shock econo-
mies around the world.

the 2007–2008 GlOBal fInancIal crash

Few events are more likely to focus the minds of economists and the 
general public than the loss of many billions of d ollars. The 2 007– 
 2008 global financial crash marked a truly critical turning point in the 
recognition and, increasingly, acceptance of behavioral  economics. It 
also reminded economists of Karl Marx’s prediction that the capi-
talistic system was not only prone to periodic crises but to even-
tual collapse due to its internal contradictions. Before the crash, few 
mainstream economists worried about this dismal Marxian fo recast –  
 after it, they had more cause not to dismiss it entirely. The unpredict-
ability of the  2007– 2 008 crash came as much as a surprise to them as 
to nonexperts.

Indeed, as Thaler ( 2015) highlighted: “ Virtually no economist saw 
the financial crisis of  2007–  2008 coming, and worse, many thought 
that both the crash and its aftermath were things that simply could 
not happen”. One exception was Robert Shiller, who went on to win 
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the Nobel Prize for Economic Sciences in 2013. Shiller warned in his 
2000 book, Irrational Exuberance, that the stock market had already, by 
2000, become a bubble and was bound to burst at some point. ( During 
the inflation of such a bubble, jumping on the speculative bandwagon 
is not, of course, irrational, but the trick is to know when to jump 
off before it crashes!) Shiller’s academic work challenged the ‘e fficient 
market hypothesis’, which assumes that stock market investors base 
stock prices on the expected future dividends, discounted to present 
value. Analysis of data going back to the nineteenth century con-
vinced Shiller that this theory simply cannot explain the large varia-
tion observed in stock market p rices – p  rices fluctuate, often wildly, 
for reasons other than a ‘r ational’ valuation of companies. His subse-
quent work confirmed that traders are influenced by their emotions 
and not a rational calculation of the market.

The policy decisions of economists, such as Alan Greenspan 
( Chairman of the Federal Reserve of the United States, 1 987– 2 006), 
contributed to the 2 007– 2 008 financial crash. In what must be one 
of the most honest admissions of all time, Greenspan said before the 
Congressional Committee on October 23, 2008: “ Those of us who have 
looked to the s elf- i nterest of lending institutions to protect shareholder’s 
 equity  –   myself  especially  –   are in a state of shocked disbelief”. And 
referring to his f ree- m arket ideology, Greenspan added: “ I have found 
a flaw. I don’t know how significant or permanent it is. But I have been 
very distressed by that fact”. Pressed by Representative Henry Waxman, 
who asked Greenspan: “ In other words, you found that your view of the 
world, your ideology, was not right, it was not working”. Greenspan 
replied candidly: “ Absolutely, precisely. You know, that’s precisely the 
reason I was shocked, because I have been going for 40 years or more 
with very considerable evidence that it was working exceptionally well” 
( Clark & Treanor, 2008). Greenspan’s disbelief in what happened seems 
to have been conditioned, in some part, by his adherence to the phi-
losophy of free markets and personal responsibility ( which included 
favoring Ayn Rand’s extreme form of philosophical individualism called 
Objectivism) –   the latter assumption is rather HUMAN.

Dan Ariely ( 2008) recorded the views of The New York Times col-
umnist David Brooks that Greenspan’s Congressional confession:

… amounted to a  coming- o ut party for behavioral economists and oth-
ers who are bringing sophisticated psychology to the realm of public 
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policy. at least these folks have plausible explanations for why so many 
people could have been so gigantically wrong about the risks they were 
taking.

The  2007– 2 008 time period was, indeed, critical for the world 
economy and crucial for behavioral economics. It was not the first, 
of course. Just think of the US stock market crash of 1929 and the 
resulting deep depression of the early 1930s. It is unlikely to be the 
 last –   history has a habit of making fools of those who claim “ it can’t 
happen again”. This was seen with another notable economist, Ben 
Bernanke ( formerly Chairman of the Central Reserve, the ‘ central 
bank’ of the United States and chairman of President George W. 
Bush’s Council of Economic Advisers), who espoused the theory of 
‘ the Great Moderation’, which stated that traditional ‘ business cycles’ 
are less volatile and the economic world is a more stable place ( e.g., 
Bernanke, 2004). Like many others, this theory had good cause to be 
revised after 2008.

Such is the  appeal –   or s hock – o  f the  2007– 2 008 financial crash, 
popular films have chronicled it, for example, Margin Call in 2011. 
In 2015, The Big Short did a superb job of explaining how highly 
complex financial derivatives based on bundles of mortgages obscured 
the fragility of the market, especially as many of the mortgages were 
 high-  risk  sub-  prime  –   Richard Thaler had a cameo role in the film. 
Appropriately, the film opens with an apt ( if misattributed to Mark 
Twain) quote: “ It ain’t what you don’t know that gets you into trouble. 
It’s what you know for sure that just ain’t so”.

As noted earlier, the Nobel Laureate in Economic Sciences, Robert 
Shiller, predicted the 2007/ 2008 financial crisis, and some other econ-
omists pointed to the flaws in the economic system. One notable per-
son was J. K. Galbraith who we will encounter again in this chapter 
and in the n ext –   he has been an academic thorn in the side of main-
stream economics since the 1940s.

hIstOry rePeats Itself

Economic history is not ( now) typically taught in university economics 
courses, which is to be regretted because it contains important lessons. 
History issued one notable lesson to Irving Fisher ( 1 867– 1 947), who 
was one of the foremost mainstream economists of his day. Shortly 
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before the 1929 stock market crash, he confidently pronounced “ a 
permanently high plateau” in the US stock market. Fisher’s family 
( mis) fortune provided an instructive lesson of the power of reality 
over presumption. Rival forecaster Roger Babson wryly observed that 
Fisher “ thinks the world is ruled by figures instead of feelings” ( as 
quoted in Harford, 2014)  – t  hroughout this book, we will see the 
power of feelings, emotion, and the like in economic judgment, deci-
sion making, and behavior.

As the above examples attest, history has no respect for reputation 
or  status –   indeed, it so often shows disdain. This is periodically shown 
by finance ministers who are sometimes prone to declare the end of 
‘ boom and bust’ due to their  self-  declared prudent fiscal administra-
tion. For example, before the 2007/ 8 financial crash, the then UK 
Chancellor of the Exchequer ( equivalent to a finance minister in other 
countries), Gordon Brown, asserted: the “ British economy of the 
future must be built not on the shifting sands of boom and bust, but 
on the bedrock of prudent and wise economic management for the 
long term” ( as quoted in Summers, 2008). We might well think that 
the fable of King Canute should be in the minds of those who have 
a fondness for fortune telling, especially in economic matters. (  J. K. 
Galbraith cruelly joked: economic forecasting was invented to make 
astrology look respectable!).

Jokes aside, critics of mainstream economics continue to point to 
its inability to predict and explain financial  crashes –   they also accuse 
their opponents of being in denial of the magnitude of their predictive 
failures. This even comes from true insiders. Mervyn King, former 
Governor of the Bank of England, and a foremost academic economist 
who has been at the heart of central government policy making for 
many years, makes this clear in his 2016 book, The End of Alchemy: 
Banking, the Global Economy and the Future of Money. His argument is 
that economic decisions always occur under conditions of, what he 
calls, ‘ radical uncertainty’ –   that is, true ignorance about the future. 
This cannot be remedied by the quantification of probabilities and, 
as such, optimizing behavior is not possible. To deal with this uncer-
tain state, King contends that people use ‘ narratives’ to make sense 
of the world. In the felicitous phrase of J. K. Galbraith ( 1958), we are 
much reassured by the “ conventional wisdom” which “ accommodates 
itself not to the world that it is meant to interpret, but to the audi-
ence’s view of the world”. King believes that mainstream economics 
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misunderstood the world before the 2 007–  2008 financial crisis, and, 
most worryingly, it has not learned its lessons since. King makes 
another good point: “ History is what happened before you were born. 
That is why it is so hard to learn lessons from recent history: the mis-
takes were made by the previous generation”. Surely, we might think, 
we would not be as stupid as them?

As a consequence of the fallout from the  2007– 2 008 financial crash 
in academic circles, especially regarding the perceived inadequacies of 
mainstream economic theories, some students of economics have been 
in revolt, demanding a change to the standard curriculum. The narrow 
and uncritical focus of mainstream economics is addressed in the  student- 
 led 2016 book by Earle, Moran, and  Ward-  Perkins, The Econocracy: The 
Perils of Leaving Economics to the Experts. They note that students can 
( and often do) go through three years of a university economics degree 
course without ever being asked to write an essay, let alone a critical 
one of the discipline. ( We know this from our own teaching of students 
from the Economics Department.) As a consequence, critics of main-
stream economics have been assisted by the establishment of new pro-
fessional bodies which challenge orthodoxy and encourage, what they 
see as, more enlightened forms of economic t hinking –   for example, in 
the United Kingdom, the New Economics Foundation, and in the United 
States, the Institute for New Economic Thinking.

In all of this, the major challenge faced by behavioral economics is 
to make models more psychologically realistic without sacrificing the 
parsimony and w ide- r anging applications enjoyed by the mainstream 
approach. This is no small  challenge –   it is often more comforting to 
stick with the tried-and-failed than the new-and-unknown: perhaps 
another example of misbehaving!

mOney, mOney, mOney

To understand mainstream and behavioral economics a little better 
it is worth thinking about the concept of  money –   it may not be a 
‘ concept’ when in your purse/ wallet, but it is in economic theory. The 
pop group ABBA had a smash hit in 1976 with Money, Money, Money, 
in which they sang about money being funny; they were  right –   but in 
economics, not quite in the way they meant.

As noted by Mervyn King in his 2016 book, money often seems 
to be the main focus of economics, and, somewhat surprisingly to 
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the noneconomist, there is no consensus as to what it is and how it 
is  created –   strange perhaps, but true! There is something else about 
money that we need to appreciate in relation to behavioral e conomics –  
 in fact, as discussed below and elsewhere in this book, money can con-
fuse what we mean by  self-  interested behavior and rationality.

Mention of economics in the Fashion or Lifestyle sections of the 
national press is rarely seen; it is to be found in the Money, Business, 
or Financial pages. This tells us something important, namely, the 
central role assigned to money ( it is so obvious, we rarely have cause to 
think about it). Indeed, it can seem that economics is interested in lit-
tle else, but this is quite untrue. For a start, we may give away money 
in an apparently unselfish act, but in return, we derive psychological 
benefit ( value or utility). Formulating economic behavior purely in 
terms of money is unhelpful at best and misleading at worst. ABBA 
was right: money is a funny thing.

Money certainly has a psychological d imension –   it conveys mean-
ing and interpersonal value. Mainstream economics tells us that values 
we attach to all things in life can be expressed in monetary form; this 
is reflected in the ‘ willingness to pay’ concept, which is used in eco-
nomic research. ‘ Willingness to pay’ reflects the maximum amount 
of money someone is willing to give up in order to obtain a good or 
service or to avoid a bad outcome. It can be used to evaluate outcomes 
that are inherently nonmonetary, for example, the benefits resulting 
from healthcare programs. The idea that ‘ goods’ and ‘ bads’ can be 
measured in monetary terms makes it possible to compare the satis-
faction, happiness, or whatever ( i.e., value/ utility) of one thing with 
another. It is for this reason that economics is so focused on m oney – i  t 
really is the common currency of everyday life. Therefore, money 
can be used as a convenient metric to measure, what often seem, 
intangible things  vis-    à-  vis other goods and services we might want 
to ‘ consume’. Behavioral economics is very much about such apparent 
intangibles ( e.g., cooperation and the subjective utility we get from 
helping other people).

What this discussion suggests is that once we move away from a 
strictly  money-  based interpretation of value or utility, we enter the 
social realm populated by behavioral  ideas –  a nd while this realm is 
not necessarily antithetical to mainstream economics, it is far more 
tolerant of alternative perspectives. Indeed, as we see in the next sec-
tion, focusing on money can seriously confuse matters.
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‘ One Day at a tIme’: neW 
yOrK cIty taXI DrIvers

One of the most vivid field studies in behavioral economics focused 
on the working patterns of taxi drivers in New York City. Reported 
by Camerer, Babcock, Loewenstein, and Thaler ( 1997), this study 
found that taxi drivers ( especially inexperienced ones) tended to set 
themselves a daily target and then stopped work once this target had 
been  met –   this occurred irrespective of the hourly earnings poten-
tial which varied  day-    by-  day depending on weather conditions. Taxi 
driving is ideal for such a study because drivers decide their own 
working  hours –  t ypically, they hire their taxis for 12 hours per day. 
This study raises many issues of relevance to economics and, for us, is 
a convenient way to think about the assumptions and principles dis-
cussed throughout this book.

This field study is notable for several reasons. First, the findings 
contradict one major mainstream economic theory of labor  supply –  
 called the ‘  life-  cycle model’ ( e.g., Lucas  & Rapping, 1969). The 
‘  life-  cycle’ part of the theory relates to the fact that people should 
allocate their labor resources ( i.e., time spent working) efficiently 
over time ( weeks, months, years, and even lifetime), and not based 
on just one day at a time. Central to the model is the idea that people 
should work more when wages are high and consume more leisure 
time when its price ( i.e., the foregone wage) is low. What this means 
is that taxi drivers should spend more time working when business is 
good ( i.e., on rainy days), and they should take it easy on bad busi-
ness days ( i.e., when the sun is out and people want to stretch their 
legs and are less likely to hail a taxi). As Camerer et al. ( 1997) put 
it more formally: “ workers [should] intertemporally substitute labor 
and leisure” –   that is, they should not work ‘ one day at a time’ but 
think about how they can trade off their labor with their leisure over 
time. However, their study showed just the opposite. In addition, 
taxi drivers set loose income targets and quit working once these 
targets had been reached. We will see more clearly in subsequent 
chapters why such behavior seems to violate mainstream economic 
thinking. It clearly violates the ‘ l ife- c ycle’ assumption that our labor 
supply decisions should take into account how best to optimize 
the  trade-  off between work and other preferences ( e.g., for leisure, 
social, and family) over time.
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By not conforming to  life-  cycle labor supply theory, are New York 
City taxi drivers really misbehaving? Well, according to this theory, 
clearly they are. But what is wrong: the theory or the taxi drivers’ 
choices? In this case, is there really greater utility per hour on a rainy 
day than there is on a sunny day? In purely monetary terms, there 
is, unquestionably, greater utility. This question is especially perti-
nent when we consider that if taxi drivers had worked longer hours 
on a bad weather day, they could ‘ sun themselves’ on days when the 
weather is good but the taxi business is bad: over the ‘ life cycle’ of 
their labor supply ( which they decide), they could work less and have 
more leisure  time –   they would maximize their utility.

Well, should taxi drivers decide to work longer on rainy days? This 
question returns us to the issue of money in defining personal util-
ity. An important point here is that utility is not just about acquiring 
 money – i  ndeed, it can be the opposite. We may decide to give money 
to charity ( making us financially worse off ), but we thereby gain util-
ity from the ‘ warm glow’ derived from this  donation – w  e may also 
get further psychological utility from letting the world know of our 
good nature ( something called ‘ virtue signaling’; e.g., Bartholomew, 
2015). Therefore, money and psychological utility are independent 
( i.e., knowing something about one tells us little or nothing about 
the other), although this is true only once a certain level of wealth is 
reached ( we are unlikely to give to charity if it means we go hungry). 
In all of this, it is important to know that mainstream economics does 
not insist on defining utility in purely monetary terms, yet it can often 
seem so.

Here, we come across something of importance regarding what 
is meant by utility ( i.e., benefit/ value/ w ell- b eing). It could be con-
cerned purely with money ( e.g., income from taxi fares), but there are 
other ways to view matters. In place of pure monetary income, the 
taxi drivers’ benefit ( utility) may be defined in terms of income plus 
an assessment of risk and convenience ( and the ‘ opportunity cost’ –  
 foregone  pleasure – o  f lost time with family and friends, and so on). 
We need to remember that it is what the selfish rational person con-
siders to be important to themselves that defines their utility – this need 
not be  money –   and this determines how they decide to allocate their 
scarce resources ( e.g., time and effort). For this reason, viewing the 
total utility of taxi drivers purely in financial terms is inappropri-
ate, and, surely, it would not be the way even the most h ard- h eaded 
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mainstream economist would conduct their own personal affairs. 
Broadening utility from pure income renders the judgments and deci-
sions of taxi drivers not so irrational after all.

Putting this discussion into context shows us the reality of driv-
ing a taxi on a rainy New York City street. There are several things 
of some psychological interest here. First, working on a bad weather 
day is harder work and the chances of accidents must be  higher –   both 
should be expected to reduce the broader notion of utility described 
above ( in other words, working longer hours entails disutility, i.e., 
negative value). In addition, many drivers want a regular working day 
that is predictable and to disrupt this may reduce their overall quality 
of life ( which is another way of defining utility) –   they may be miss-
ing out on family, social or leisure pursuits that have a higher level of 
utility ( we need to consider their opportunity costs; the costs/ benefits 
of their best foregone alternative). The loss of valued time with family, 
friends, etc., can never be recovered.

In addition, it is important to realize that most economic models 
are based on the all else being equal assumption ( which is known to 
economics students and Latin speakers as ceteris paribus). The trouble 
with this assumption is that things are rarely equal. In the case of taxi 
drivers, it may simply not be possible for them to work longer hours 
on a rainy day because they may have other commitments ( e.g., pick-
ing up children from school); or, more psychologically, they may have 
made plans which, although they could be changed at the last minute, 
have their own costs attached in terms of consistency of b ehavior –   
  chopping-  a  nd- c hanging on a daily basis is unpleasant for many people 
who place value on stability and predictability.

On a more mundane but not irrelevant note, we should expect that 
money-focused economists – assuming they exist – who argue that 
taxi drivers are not behaving rationally, have probably never driven a 
taxi in New York City when the weather is bad. But, observing the 
behavior of taxi drivers from an a ir-c  onditioned office in an ivory 
academic tower, it may well seem  so –   indeed, they may well be there 
writing an academic article for which they can expect very little, or 
no, utility in monetary terms and they may even have to pay to get the 
article  published –  i n their own terms, it may be the economist who 
is the one misbehaving! So, we can see that, if we interpret this exam-
ple differently, taxi drivers in New York City may well be maximiz-
ing their utility and behaving rationally. Indeed, the authors of this 
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seminal study acknowledge that such alternative explanations exist. 
For instance, they discuss that busy,  high-  wage days imply that drivers 
pick up more or longer fares and, thus, may quit earlier because they 
are tired.

Our discussion of the working patterns of taxi drivers attests to the 
fact that mainstream economic approaches can accommodate what 
may seem on the face of it a gross violation of rationality. This exam-
ple goes to show that we need to be careful not to fall into the trap 
of the Straw ( Wo) Man argument when pitting ECON and HUMAN 
models against each  other –   to do so would only be another example 
of misbehaving.

GrOss natIOnal PrODUct Or 
GrOss natIOnal haPPIness?

As the New York City taxi driver example shows, economics is not all 
about money, although it can appear that governments are concerned 
with little else. For example, Gross Domestic Product ( GDP) is used as 
an important indicator of a nation’s prosperity and progress over time; 
it comprises the monetary value of goods and services produced in an 
economy. But as Robert Kennedy noted in 1968:

the Gross national Product counts air pollution and cigarette advertis-
ing, and … the destruction of the redwood and the loss of our natural 
wonder in chaotic sprawl … yet [it] does not allow for the health of our 
children, the quality of their education, or the joy of their play … the 
beauty of our poetry or the strength of our marriages … it measures 
everything, in short, except that which makes life worthwhile.

( As quoted in nef ( new economics foundation), 2009)

The calculation of GDP in the United Kingdom now includes ille-
gal drug sales and prostitution, which helped it to overtake France 
in 2014 to become the fifth largest economy in the world ( e.g., 
Cusick, 2014). As these sources of GDP show, not all prosperity is 
necessarily desirable, and there are many more positive aspects of an 
economy that are not captured by GDP at all despite their effects on 
people’s quality of life. These include unpaid work in households 
( e.g., care for children or elderly relatives) and voluntary  work  –  
 which means that the work of a large proportion of the popula-
tion ( often women) is not considered valuable. Most economies still 
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fail to account fully for other negative outcomes, including how 
resources are distributed in a society ( income inequality); the deple-
tion of resources ( often economic ‘ externalities’, which we will dis-
cuss later in the book); and criminal activities. Some people have 
argued that not only is the notion of GDP incomplete but it is mis-
aligned with what people consider to benefit society ( e.g., Diener & 
Seligman, 2004).

Following  decade-  long appeals from researchers, governments 
have only fairly recently begun to consider people’s subjective well-being 
in policy decisions. This encompasses individuals’ own evaluations 
of their  well-  being. In survey research, this is usually assessed with 
measures of happiness, life satisfaction, quality of life, and, less fre-
quently, eudaimonic  well- b eing, which encompasses fulfillment,  self- 
 actualization, and finding meaning and purpose in  life –   of course, 
these are only possible in those who are not hungry, thirsty, and under 
threat to life.

The then French President Nicholas Sarkozy commissioned a  25- 
 member group of mostly economists, led by Joseph Stiglitz, Amartya 
Sen ( both Nobel Prize winners), and J ean-  Paul Fitoussi, to consider 
better ways of measuring societal w ell-  being than GDP. The result was 
the Report by the Commission on the Measurement of Economic Performance 
and Social Progress (2009), which advocated the use of measures of sub-
jective  well-  being for designing policies and assessing social progress, 
denoting a shift away from a ‘  production-  oriented’ measurement 
system. Shortly after the publication of the Sarkozy report, the then 
Prime Minister, David Cameron, announced in November 2010 that 
the UK Office for National Statistics ( ONS) would start measuring 
subjective  well- b eing to help guide national policy. Around the same 
time, the United Nations encouraged member countries to measure 
and use the happiness of their citizens to guide public policies, in July 
2011; and in 2013, the OECD published guidelines to assess  well- 
 being, in which it defined subjective  well-  being as:

Good mental states, including all of the various evaluations, positive 
and negative, that people make of their lives, and the affective reac-
tions of people to their experiences.

The OECD definition covered three elements. First, life evaluation 
( reflective assessment, evaluation), which is sometimes referred to as 
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hedonic well-being. Second, affect ( a person’s feelings). Third, eudai-
monia ( a feeling of sense and purpose in life), sometimes called psycho-
logical well-being or ‘flourishing’.

According to this perspective, policies that aim to increase subjective 
 well-  being in society should, therefore, target life domains in which 
 long-  term improvements in  well-  being can be achieved and sustained, 
and these might be the best candidates for the type of ‘ nudging’ we 
discuss in C hapter 6. For example, policies that aim to improve health 
or try to enhance social ties in communities to increase social capital 
may be better placed to increase societal w ell-  being in the long run. 
The initiatives of several European governments systematically to col-
lect data on and consider their citizens’ subjective w ell-  being are seen 
by many to be a step in the right direction. Global data on subjective 

   

    

the WOrlD haPPIness rePOrt

first published in 2012, the World happiness report is published 
annually on or close to the International Day of happiness by the 
sustainable solutions network ( it is freely available at https:// 
worldhappiness.report/). the report usually attracts considerable 
media attention as it provides country rankings based on average 
happiness ( life evaluation) in the previous two years. the report 
(h elliwell et  al., 2022), based on surveys collected between 2019–  
 2021, declared finland to be the happiest country out of 146 countries, 
ahead of Denmark ( 2), Iceland ( 3), switzerland ( 4), the netherlands 
( 5), luxembourg (6), the United  states (16), and the United Kingdom  
( 17). as in previous years, countries with high levels of GDP per capita 
and good social safety nets tend to rank highly, while countries that 
suffer from high levels of poverty and conflicts can be found at the 
bottom of the ranking (Zimbabwe,  lebanon, and afghanistan occupy 
the last three spots). these rankings tend to be fairly stable over time.

according to the 2022 World happiness report, worry, sadness, 
and stress increased during the c ovid-  19 pandemic, but average life 
evaluations remained fairly constant. however, compared to prepan-
demic levels, younger people reported somewhat lower life satisfac-
tion during the pandemic, while people over 60 reported increased 
life satisfaction. encouragingly, prosocial behavior, such as donating, 
volunteering, and helping strangers, all increased in 2021 compared 
to earlier time periods.

https://worldhappiness.report
https://worldhappiness.report
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 well- b eing has been available for more than a decade now ( see textbox 
above) and can be used to evaluate which  macro-  economic factors 
might place a country higher in World Happiness rankings.

Starting in 2019, the government of New Zealand went even fur-
ther than merely collecting happiness data by declaring that from 
now on the annual Budget, which outlines the country’s fiscal deci-
sions, would be guided by the Government’s  well-  being objectives. 
Prime Minister Jacinda Ardern pointed out in the preamble of the 
2020 Wellbeing Budget, which was released during the C ovid-  19 
pandemic, that the Budget reflects a “ focus on the things we know 
matter” and was created “ through a wellbeing lens that considers the 
needs of New Zealand’s people and environment alongside our econ-
omy” ( The Treasury of New Zealand, 2020). This remarkable change 
in focus on the  well-  being of current and future generations rather 
than economic growth has not yet been copied by many countries.

cOnclUsIOns

In this introductory chapter, we have seen why behavioral economics 
developed and how its views on human economic judgment and deci-
sion making have become more widely accepted, especially in the after-
math of the  2007– 2 008 global financial crisis, which came as a shock 
to most mainstream economists, and is still ( in different ways) shocking 
today. We have also seen the tensions between the traditional view of 
ECON and the  flesh-  a  nd-  blood HUMAN, which is prone to misbehave 
in all areas of life. The chapters to follow build upon these foundations.

The next chapter charts the fascinating history of economics and 
how it evolved over the past 300 years. In this regard, it is important to 
appreciate that many of the current concerns of behavioral economics 
have been voiced for a very long time, albeit in somewhat different 
tones. As we shall see, it would be a mistake to think behavioral eco-
nomics is new in terms of the kinds of problems it is addressing. What 
is new, though, is the application of psychological models to eco-
nomic problems and the  empirical– e xperimental approach it  adopts –  
 for this reason, Daniel Kahneman shared the 2002 Nobel Prize in 
Economic Sciences with Vernon Smith, who pioneered experimen-
tal approaches to understanding economic phenomena. These posi-
tive scientific developments stand in contrast to the reply to earlier 
criticisms of mainstream economics, claiming that they were no more 
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than  ill-  aimed philosophical, moral, and political dissent, often com-
ing from opponents of capitalism and the market system. This position 
allowed mainstream economists to ignore, dismiss, or sideline their 
 critics  –   and they kept their students well away from the heretical 
iconoclasts. Here as elsewhere, professional tensions play a  role –   in 
this respect, even  hard- h eaded mainstream economists are HUMAN.
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BEHAVIORAL ECONOMICS 
IN RETROSPECT

HOW AND WHY IT STARTED

It may come as something of a surprise to learn that the roots of 
 modern-  day behavioral economics can be found in the origins of neo-
classical ( mainstream) economics. As the prefix suggests, neoclassical 
economics grew out of classical economics ( sometimes referred to as 
the ‘ dismal science’, and, as we will discuss below, this term has ques-
tionable roots). Many behavioral economic principles are, in fact, a 
rediscovery of ideas that were first formulated in the work of classical 
economic thinkers, notably Adam Smith, who is considered to be the 
first economist in the modern sense, and who is best known for his 
principles of the free market but he contributed much more.

This history and  concepts- b ased chapter describes the work of 
these classical thinkers, including David Ricardo, Jeremy Bentham, 
and John Stuart Mill, as well as later critics of the assumptions of 
neoclassical economics, notably, Thorstein Veblen and John Kenneth 
Galbraith. What is important for behavioral economics is how these 
early theorists shaped classical and, then, neoclassical economics, and 
how the assumptions they held still inform economic thinking today. 
The dawning of more sophisticated ideas in psychology in the twen-
tieth century, and the work of Tversky and Kahneman in particular, 
contributed greatly to the synthesis of psychology and economics in 
the emerging field of behavioral economics.

https://doi.org/10.4324/9781003166900-2
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IntrODUctIOn

Behavioral economics as we know it today may not have been around 
much before the 1970s, but the issues it tackles have been around 
for a very long time. In fact, this relatively new discipline is steeped 
in the past of economic thinking. It is for this reason that viewing 
behavioral economics against the larger historical and conceptual 
backdrop is crucial not only for understanding the past but also the 
 present –   importantly, it exposes some  long-  standing concerns that are 
fundamental to both mainstream and behavioral economics. There 
is another reason for taking this perspective. This relates to the very 
nature of economics: are the phenomena it tries to explain cast in ‘ iron 
laws’ ( along the lines of physics), or are they more malleable, subject to 
the economic, and even political, conditions of the time?

In this book, we show that the applicability of the theories of econom-
ics is, indeed, reflective of their times. What may work in the preindus-
trial and industrial ages may not work in the information age of today. 
This is important to know because  current- d ay mainstream economics 
remains heavily influenced by past theorizing. In this way, truly to under-
stand the present, we have no other option than to know about the past.

In addition to the ‘ conditions of the times’ validity of economic theo-
rizing, we see something else of relevance: the psychological (‘ behavioral’) 
assumptions lurking in the origins of mainstream economics. In this way, 
behavioral economics is far from being entirely a recent development 
with few a ntecedents – i  f anything, the opposite is the case. There are 
moral and political themes shaping the ‘ political economy’ of any single 
country as well as internationally. For good reason, the term ‘ political 
economy’ was the preferred name for economics until the adoption of a 
seemingly more detached, scientific approach, which occurred around 
the turn of the twentieth century and which became to define c urrent- 
 day mainstream ( neoclassical) economics, detailed in C hapter 3.

These and related issues are the focus of this chapter.

the classIcal ecOnOmIc traDItIOn

Looking back over the past few centuries, it is fascinating that within 
a relatively short period of time, moral, philosophical, political, and 
economic ideas were developed to such an extent that they sustain 
the intellectual life of society t oday –   nationally and internationally. 
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As summarized below, several notable figures are remembered for 
their lasting contributions. Before discussing their specific ideas, it 
is as well to know that classical thinkers believed that they had dis-
covered natural laws and processes. Behavioral economics has reason 
to challenge this very  notion –   it especially challenges the idea that 
economics embodies ‘ iron laws’ that operate throughout all time and 
in all circumstances.

However, this is not to say that the theories of the classic economic 
tradition are no longer of relevance and deserve to occupy our time 
out of historical curiosity only. Even if we despair at the thought of 
a world depicted by classical economics, it would not be prudent to 
ignore the potential  consequences –  i f true, they are highly impor-
tant. A case in point is the notion of the ‘ iron law’ of wages which 
states that labor wage rates could never rise above a mere subsistence 
level because, if they were to, the resulting increase in births and 
hungry mouths to feed would force down  wages  –   as this exam-
ple attests, there were certain presumptions about how the working 
class would react to an increased wage rate. ( The term was coined by 
Ferdinand Lassalle, but the origin of the concept is less clear and could 
be attributed to several economists, among them David Ricardo.) It 
was also assumed that labor would need to be paid above the mere 
subsistence level to allow  them –   most often,  him –   to raise a family 
in order to supply the next generation of workers. With just cause, 
in 1849, Thomas Carlyle dubbed economics the ‘ dismal science’ ( see 
text box) –   but as few readers might know, this term is steeped in 
racism as it was used to denote British political economy in the 1840s 
to emphasize its role in the emancipation of West Indian slaves ( see 
Levy, 2001).

Fortunately, for the wealth and health of these classical thinkers, 
this ‘iron law’ seemed not to apply to their economic  activities –   this 
was one of the reasons for Marx’s  class- b ased economics, which made 
a clear distinction between ‘ wage slaves’ and their capitalistic masters 
( e.g., Marx, 1932; based on notes written in 1844, but not published 
during his lifetime). ( Along with other historical and contemporary 
resources, many of the classic works discussed in this section are freely 
available at: www.econlib.org)

We now take a closer look at the development of the main ideas 
that characterize classical economics by discussing the most promi-
nent thinkers and luminaries. This allows us to understand better 

http://www.econlib.org
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the origins of the neoclassical economics that followed and to what 
extent behavioral economics represents a return to some of these 
older ideas.

aDam smIth (1723–1790)

Without much doubt, the towering figure in classical thought is Adam 
Smith. He is rightly considered to be the first economist in the mod-
ern  sense –   he introduced the notion of the ‘ imaginary machine’ that 
entails the coordination of all economic activities in c ause-  a  nd- e ffect 
relationships: the economic system. When we hear that the Bank of 
England is increasing the interest rate to curb inflation, it is Adam 
Smith’s ‘ machine’ to which they refer. Smith was enlightened, and 
although he is most known for his principles of the free  market –   one 
of the main ideas of classical e conomics  – h  e believed this to be a 
means to an end, not an end in itself. His view was that the great-
est happiness in life comes not from the accumulation of money ( or, 
more generally, ‘ materialism’) but from the companionship of fellow 
men and women. His social views of economics were contained in 
his important 1759 book, The Theory Of Moral Sentiments, which has 

      

classIcal ecOnOmIcs: the DIsmal scIence

a number of seminal ideas developed out of the classical tradi-
tion, although individual thinkers quibbled about details and
 interpretation  – this is not surprising because as George Bernard  
shaw supposedly once quipped: if you laid all economists  end-   to-   end,
they would not reach a conclusion! these important ideas included
the following.

1 Prudent  self- interest benefits the whole of society by allocat -
ing scarce resources in the most efficient  manner  –   this is 
discussed below in relation to adam smith;

2 Individual liberty is fundamental: no one knows better what is 
good for them than the individual concerned;

3 there are invisible forces at work ( adam smith’s ‘invisible  
hand’) that guide the economy along productive  lines  –  
interference by the government with such invisible forces  
leads to inevitable inefficiencies;
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been overshadowed by his much more famous 1776 book, An Inquiry 
into the Nature and Causes of the Wealth of Nations ( often abbreviated as 
The Wealth of Nations). Smith’s earlier book placed feelings, emotions, 
virtues, and such like  center- s tage in economic life. The compatibility 
of these two views has long been debated, but they are not mutually 
exclusive. This is because there is so much that classical ( and neoclassi-
cal) economics does not c onsider –   ‘ social’ preferences can always work 
their way into ‘ utility functions’ ( see text box) to maintain the elegance 
of neoclassical mathematical formalism.

Such psychological notions were rediscovered by behavioral econo-
mists, but they were there all along in Smith’s classical work. As Thaler 
noted in 2015: “ The famous Chicago economist George Stigler was 
fond of saying that there was nothing new in economics; Adam Smith 
had said it all”. The same may be said of much of behavioral economics.

4 free trade (both nationally and internationally) benefits the  
whole  economy –  for example,  by the law of ‘ comparative cost 
advantage’ ( i.e., different countries can supply commodities 
and goods at lower relative cost);

5 efficient production comes from the ‘division of labor’  
( something that, much earlier, the Greek philosopher Plato 
spoke about); that is, the production process is broken down 
into specialized tasks, each of which is performed by a dedi-
cated worker ( see below);

6 the accumulation of profit and the allocation of capital are 
necessary to facilitate efficient production processes;

7 Private capital( ism) is for the public  good –   and deprivations 
( e.g., subsistence wages of workers) are the necessary price 
that must be  paid  –  much earlier, the Greek philosopher  
aristotle also extolled the virtues of private ownership on effi-
cient economic affairs;

8 natural scarce resources ( especially land, but also coal, oil, 
etc.) potentially limit increasing productivity, so international 
trade is essential as may well be ‘ imperialism’ to secure the 
necessary factors of production;

9 laws ( e.g., of contract) and punishment (jurisprudence) are  
necessary to regulate the ‘ free’ economic system in order for 
it not to be corrupted by immoral economic behavior that 
erodes trust and thus the general efficiency of trade.
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SMITH’S SENTIMENTS

When seen in the light of what we now know, remarkably, Smith 
argued that social psychology tells us more about moral action 
than reason alone, let alone pure logic. Smith identifies the rules of 
‘ prudence’ and ‘  justice’ and explains how these are required for soci-
ety to survive and thrive.

PrUDence

Smith noted that individuals have, what he considers to be, a natural ten-
dency to look after themselves. This he called ‘ prudence’. He also noted, 
though, that we have sympathy ( today, ‘ empathy’) toward others. For 
example, if we see people distressed or happy, we experience something 
of the same ourselves, and other people react in the same way to us. This 
allows us to regulate our feelings and behaviors toward others, and as we 
grow up, we learn what is right and wrong. According to Smith, this 
moral impulse stems from our social nature. In this view, we are far from 
the stereotypical selfish, ‘ rational’ creature often depicted in economics: 
our actions are influenced by the emotions of other people. This social 
view is a central idea today in behavioral economics.

JUstIce

In addition to Smith’s notion of prudence, he said we have ‘  justice’. We 
may well be prudently self-interested – ‘charity begins at home’ – but           

UtIlIty fUnctIOns

a utility function orders and measures preferences over a set of goods 
and services. Utility, which can be measured in a common metric, 
‘ utils’, represents the happiness, welfare, or satisfaction resulting 
from the consumption of goods and services ( broadly defined). as 
it is not possible to measure utility directly, it is typically measured in 
terms of ‘ revealed preferences’: the decision made among an array of 
choices. In other words, an individual’s actions/ decisions reveal their 
true preferences ( and these maximize their utility). the utility function 
is widely used in rational choice theory, which neoclassical econo-
mists use to analyze choice behavior.
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we have to live in a community, and this requires shared values and 
mutually beneficial behavior. A productive society needs people who 
are willing and able to do good, but this raises the prospect of f ree- 
 loaders, who take all and give nothing back. It is for this reason that 
society needs a ‘  justice’ system: primarily to deter  wrong-  doing and 
to punish those who violate social rules. As this account of Smith’s 
work shows, there has always been a close connection between eco-
nomics and the law. Today, lawless societies are the very ones that are 
economically impoverished, and international organizations, such as 
the World Bank, are much interested in establishing the ‘ rule of law’ 
in order to foster economic productivity and the ‘ wealth of nations’ –  
 they even conduct carefully controlled empirical studies ( often exper-
iments) to try to find out how best to motivate judges to be more 
efficient and fairer, and less corrupt.

In order to regulate individual behavior to achieve social harmony, 
Smith tells us that something else is required: the ‘ impartial spectator’, 
who is conceived as an ideal person who would completely empathize 
with our emotions and actions. The thought of such an observer helps 
to regulate our behavior because, according to Smith, we want to meet 
their expectations. This notion is bound up with the concept of con-
science and seems not entirely divorced from the notion of an a ll- s eeing 
God who is continuously observing and judging us. ( See Dan Ariely’s 
observation in  Chapter 1.) Now, all of this requires s elf-    control –   Smith 
called this ‘ virtue’. In contrast to Smith’s notion of justice, this is a form 
of morality that requires active deliberation ( in the classical tradition, it 
is also about what we ‘ ought’ to try to achieve) –   it may also be thought 
of as a personality characteristic, with those lacking in this quality being 
seen as feckless and irresponsible, and deserving of the negative conse-
quences that are sure to follow. ( This distinction of nature vs. nurture 
of virtue was put to good comic effect in the 1983 film, Trading Places, 
starring Dan Aykroyd and Eddie Murphy.)

Now, none of Smith’s presumptions demand much in the way of 
a conscious calculating ( human) machine. It is said to be  part-  a  nd- 
 parcel of our social nature: we are sensitive to other people’s feelings, 
and we get pleasure when the things we do are praised, and we feel 
psychological pain when the things we do are criticized. We have 
a tendency to curb our excessive emotions ( e.g., anger) because we 
know it would distress the other person. According to Smith, we aim 
to modulate our emotions to a point where the ‘ impartial spectator’ 
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would sympathize and approve of us, and we take pleasure in this 
knowledge. In this way, we ‘ socialize’ to the society in which we live. 
The idea that we are seeking the approval of o thers –   even the imagi-
nary ‘ impartial spectator’ –   leads to the development of morality and 
socially approved behavior.

All of the above is in the spirit of m odern-  day behavioral econom-
ics and it is essentially psychological.

SMITH’S ‘INVISIBLE HAND’

More related to the conventional view of economics, in his 1776 book, 
The Wealth of Nations, Smith gave us the concept of an ‘ invisible hand’, 
which serves to guide the efficient allocation of scarce resources in the 
capitalistic ( laissez faire) economy. To understand the development of 
economics, it will repay us to summarize Smith’s arguments.

We need to know that Smith’s 1776 book has several themes. First, 
he argued that the nation’s wealth consists of the store of goods and 
services it  creates –   today’s gross domestic product ( GPD), which we 
briefly discussed in  Chapter 1, is based on the same idea. ( When we 
focus on only the goods and services produced and owned by a coun-
try’s citizens, whether domestic or abroad, we have gross national 
product, GNP.) According to Smith, the way to increase wealth is 
to release the productive forces of  society –  t o allow free spirit and 
human ingenuity to flourish. Here, we see the forces of industry, cre-
ativity, and innovation of the population. Smith was adamant that 
government regulation of commerce, however well intentioned, is 
 counter-  productive and prone to do more harm than good.

Second, the major components of how the ‘ market’ system works 
come from the ‘ laws’ of supply and demand. Scarcity of supply of a 
good or service means its price will rise because scarcity implies that 
more people want the goods/ services than are available and many are 
willing to pay a higher price to obtain them. But, when there is a 
‘ surplus’ –   fewer people wanting the goods/ services than are a vailable –  
 the price must fall to attract more buyers. These assumptions lead to 
the notion of ‘ equilibrium’: the idea that prices will always adjust to 
reach a ‘ market clearing’ level where all goods and services are traded.

Third, Smith argued that when a profit is made ( the sale price is 
higher than the cost of production), this will attract new entrants into 
the market, especially if the level of profit is higher than that achieved 
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in other markets. If this happens, the supply of the good or service is 
increased, the price will fall, and so will the  profit –   a  self-  regulating 
economic machine. A seemingly perfect mechanism for matching 
buyers and sellers, and all regulated by the ‘ invisible hand’, achiev-
ing efficient production and the resulting equilibrium that leads to 
economic  stability –   and to boot, no need for political coordination or 
interfering regulators.

The important point to note is that, although in all of this we may 
be acting in our own ‘ prudent’  self- i nterest, the  genius –   if that is what 
it i s –   of the economic system described by Adam Smith is that this 
 self-  interest serves to benefit the whole nation. As Smith said:

It is not from the benevolence of the butcher, the brewer, or the baker, 
that we expect our dinner, but from their regard to their own interest

In the next sentence, Smith goes on to say:

We address ourselves, not to their humanity but to their  self- l ove, and 
never talk to them of their own necessities but of their advantages.

So, we see how s elf- i nterest leads to, what Smiths calls, beneficial 
“ unintended social outcomes”. ( Smith’s theory is satirized in the 1987 
film Wall Street, in which Gordon Gekko famously gives an extended 
speech to justify his belief that ‘ greed is good’.) Smith’s theory is much 
more nuanced than popular depictions might lead us to b elieve  –  
 reading Smith’s own works gives a real sense of his sophisticated 
thinking.

The effective operation of an invisible hand must rely on the 
assumption that market participants can compute complex informa-
tion and behave according to Smith’s principles. However, when 
thinking about the assumptions of mainstream economics, it is neces-
sary to note that such a process need not be conscious, but it surely 
must mean that the human mind, in some way, is sensitive to these 
economic forces and is motivated to respond accordingly.

Smith was, indeed, one of the first thinkers to address the question 
of the efficiency of  production –   efficiency in the allocation of scarce 
resources is a recurring theme in neoclassical economics. Presaging 
the industrial age, Smith contended that the division of labor, and the 
accumulation of capital, are vital ingredients for a successful economy. 
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He noted that large efficiencies are achieved when the production pro-
cess is broken down into many small tasks, each one performed by 
a skilled operative ( his famous example is the pin factory; see text 
box). Such efficiency ensures that output is maximized for any set of 
inputs – resources are optimally allocated to maximize utility, in this 
case, profit. This profit can then be invested in new forms of produc-
tion, exchanges with others, and so on, to fuel economic expansion 
and the ‘ wealth of nations’.

These were seminal ideas and sparked intellectual excitement in 
those notable philosopher-cum-economists who followed in Smith’s 
footsteps.

The power of Adam Smith’s thinking is seen in the modern market 
economy which, by and large, operates very much along the lines he 
 articulated –   even debates around the wisdom of market intervention 

   

       

the PIn factOry

the classic example of the beneficial effects of the division of labor 
was seen in the ‘ trifling manufacture’ of the humble pin. adam smith 
visited a pin factory and observed that it required 18 separate pro-
duction processes. he observed that the division of labor leads to 
greater ‘ dexterity’ ( skill) in workers, which along with avoiding the 
 time- consuming act of moving workers from one production process  
to the other, as well as the use of capital-  intensive machinery , creates 
great economic efficiency: whereas one operative could make between 
1 and 20 pins a day, when labor was divided the rate of productivity 
rose to 4,800!

however, division of labor comes with a high price, as noted by 
smith:

his dexterity at his own particular trade seems … to be acquired 
at the expense of his intellectual, social and martial virtues …
unless government takes some pains to prevent it.

 

Indeed, it may lead, through the narrowing of interests, to such 
‘ mental mutilation’ as to produce a breakdown of moral regulation 
by the Impartial spectator to whom we aspire to please in our actions 
( see above). this mechanical process was brilliantly satirized by 
charlie chaplin in the film, Modern Times.
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by w ell-  intentioned governments ( think Margaret Thatcher in the 
United Kingdom, Ronald Reagan in the United States, and the ongo-
ing economic/political debates of today).

Other classIcal thInKers

Classical economics is certainly defined by the ideas of Adam Smith, 
but there were other seminal thinkers, too. What is important for 
our understanding of p resent- d ay behavioral economics is how these 
theorists shaped classical and, then, current mainstream (neoclassical) 
economic thinking.  Figure 2.1 provides a brief overview of the main 
players, discussed in detail below. Their ideas shape our thinking 
today, although some of them have only been ‘ rediscovered’ recently 
by behavioral economists.

DavID rIcarDO (1772–1823)

David Ricardo is regarded as another of the outstanding economists of 
the classical age. His ideas permeate c urrent- d ay economics. Trained 
as a stockbroker by his father, by the age of 27, Ricardo was very suc-
cessful. However, his Jewish family disowned him when he married 
a Quaker. ( During this time, Ricardo happened to read Smith’s The 
Wealth of Nations and was excited by it.) He then set up his own stock 
brokerage company acting on his own account as a stockjobber, and 
by the age of 37, he was fabulously  wealthy –   although by means of 
what we would now call insider trading and market manipulation 
related to the Battle of Waterloo. From the age of 37 to his death at 
the young age of 51, he spent 14 years thinking and writing about 
economics and engaging in stimulating debates with his notable con-
temporaries ( e.g., Jeremy Bentham, see below).

Like Adam Smith before him, Ricardo argued for free trade and 
the virtues of nongovernment intervention ( e.g., Ricardo, 1817). 
In support of free trade, Ricardo is known for his principle of com-
parative costs ( sometimes called ‘ comparative advantage’; see text 
box). The doctrine of comparative cost advantage is pleasing and 
an important justification of international trade. It contends that all 
countries have the potential to offer something of economic value 
to themselves and the rest of the w orld  –   just think of tea from 
China and call centers in India. The globalization of trade is a direct 
consequence of this idea.
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Classical Economics 
(late 18th to mid 19th century, mostly in Britain)

Thinkers ( a selection)

Adam Smith (1723–1790) - the father of modern economics
- free market, invisible hand (which guides efficient allocation of scarce resources), people look after themselves 
(prudence) but also care about others (sympathy/empathy) and their communities (which need to be regulated 
by 'justice' systems; behavior is also regulated to please an 'impartial spectator'; this requires self-control/'virtue')

David Ricardo 
(1772–1823)

- free trade, comparative costs/advantage, law of 
diminishing marginal returns, iron law of wages

Thomas Robert Malthus 
(1766–1834)

- relationship between population growth and food 
production, people are sensitive to incentives

John Stuart Mill 
(1806–1873)

- opportunity costs, comparative cost advantage, 
freedom of speech, free choices

Jeremy Bentham 
(1748–1832)

- utilitarianism (the greatest happiness for the greatest 
number)

Jean-Baptiste Say 
(1767–1832) 

- Say's Law (supply creates its own demand)

William Stanley Jevons 
(1835–1882)

- marginal view (decreasing marginal utility), 
productivity is limited by finite natural resources

Critics of classical and neo-classical economics 
(a small selection)

Thorstein Veblen 
(1857–1929)

- conspicuous consumption 
(e.g., status goods)
- utility maximization and 
markets do not lead to 
successful societies

John Maynard Keynes
(1983-1946)

-failure of market equilibrium
- economy is affected by 
'animal spirits'
- business cycles should be 
smoothed through fiscal and 
monetary policies

John Kenneth Galbraith (1908–
2006)

- challenged assumption of 
sovereignty of consumer
- economy suffers from 
periodic crises if left to market 
forces
- power structures in society 
shape economic activity (not 
invisible hand)

 FIGURE 2.1  From classical to neoclassical economics: important thinkers, 
their theories, and critics
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Ricardo advanced another important idea: the law of diminishing 
marginal returns. ( We will see the importance of marginalism to neo-
classical economics in the next  chapter –   it is central to the very notion 
of ‘ rationality’.) This ‘ law’ states that as one input variable is increased 
while other input variables are held constant ( fixed), increments to 
output ( marginal returns) are bound to decline. In other words, the 
efficiency of the combination of inputs decreases which may lead to 
declining productivity. A classic example describes how adding more 
workers to a field or factory will eventually lead to less output per 
worker as they start disturbing each other’s work or they have to wait 
their turn to access tools.

One input variable that is often described as fixed in these models 
is  land –   very little of it is added to the sum total each year, and some 
is lost to climate erosion. As a consequence, as good land is scarce and 
will become increasingly sought after with economic expansion, its 
value would increase to the joyful benefit of the landowner.

cOmParatIve cOst aDvantaGe

comparative cost advantage underpins the idea that each country 
has an advantage in the cost of producing certain goods ( and today, 
services). the concept is often misunderstood because it is more 
intuitive to assume that the country which can produce a good at the 
lowest absolute cost should produce it. thus, countries with low labor 
costs might be able to produce a number of goods at lower costs 
than countries with high labor costs. however, as ricardo explained, 
using the example of producing cloth and wine in either england or 
Portugal, what really matters for international trade is the comparative 
cost advantage of producing these goods; that is, the country with the 
lowest opportunity costs (i.e., the cost of the best foregone alterna -
tive, see the text box below) of producing wine should produce it. In 
ricardo’s example: how many units of cloth must Portugal give up 
in order to produce one unit of wine? Portugal has the comparative 
advantage in the wine industry if it can produce wine at lower oppor-
tunity costs (production of fewer units of cloth) than  england. With 
the international trade of these goods and services, there is a benefit 
to the whole  world –  this comes from the most efficient allocation of  
scarce resources ( today in Britain, we see this with the importation of 
coal and steel).
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In the spirit of free trade, Ricardo argued that the laws of econom-
ics should be allowed to play themselves out, which means, among 
other things, ensuring the poor are not supported beyond a level of 
subsistence as this would only erode their work motivation, encourage 
reproduction beyond what can be sustained by subsistence wages, fos-
ter fecklessness, and generally undermine the efficiency of the market 
system – this was his Iron Law of Wages, although others made essen-
tially the same point before and since. ( Critics have accused Ricardo 
of holding to this belief from the position of being a Gentleman of 
Leisure, secured from what would now be considered i ll-  gotten 
gains.) As confirmation of the reverberation of his ideas throughout 
the years, Ricardo popularized the notion that the road to economic 
hell is paved with good i ntentions – w  henever one passes a beggar in 
the street, it is Ricardo’s voice that is heard whispering that giving 
money to them will really do more harm than good.

In mitigation of Ricardo’s position, he was interested only in 
respecting what he saw as natural laws of  economics – i  n the case of 
wages, the ‘ iron law’. But, once we move away from this view of natu-
ral laws of economics to one based on psychological factors, Ricardo’s 
approach loses much of its v eracity  –   for it would then be possible 
to use behavioral insights to influence people to behave in ways that 
benefit society ( e.g., using strategies to increase motivation for work 
and to limit excessive births through the prudent use of contraception; 
see Thomas Malthus, below). In addition, as with other supposed ‘ iron 
laws’, Ricardo’s ideas were very much part of his economic  time –   of 
limited resources, hard manual labor, and little technological innova-
tion to boost productivity. This is why Karl Marx’s labor theory of 
value had merit in a time when a product or service could be easily 
measured by the number of labor hours that went into its production. 
In relation to the classes that dominated Marx’s political economy, the 
classical view contained psychological models of the motivation of the 
true working class at the  time –   motivation that was in no way noble 
but maintained by the prospect of poverty or worse ( the workhouses 
and debtors’ prisons of Dicken’s literature, in which his own father 
resided for a period, were a constant threat to those who violated these 
‘ iron laws’ of nature). For Marx, there was class warfare in a ction – h  is 
mission was not to understand this world in some abstract intellectual 
sense but to change it by a revolution of ideas and action. Economic 
ideas changed the world.
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Now, Ricardo’s ideas may well seem somewhat distant from the 
concerns of  modern-  day behavioral economics. They should not be 
seen as such. Let us remind ourselves that behavioral economics chal-
lenges the central assumptions of mainstream economics. For example, 
it challenges the idea that there exist natural ‘ iron laws’ that govern 
economic life independently of psychological and social factors. Also, 
as ‘ nudge’ theory attests ( see  Chapter 6), behavioral economics does 
not see government interventions to influence people’s decision mak-
ing as inevitably a bad t hing – i  ndeed, it is argued that such nudg-
ing is needed to encourage people to make the right decisions ( e.g., 
Thaler & Sunstein, 2008). All of this raises moral, ethical, and political 
issues that are still debated today.

Jeremy Bentham (1748–1832)

Another notable thinker in the classical tradition was the moral and 
political philosopher Jeremy Bentham. ( You can see his body in a 
showcase at University College London, an institution he helped 
found.) He is best known for advocating Utilitarianism, which advances 
the idea that the greatest happiness of the greatest number should be the 
foundation of morals and legislation ( e.g., Bentham, 1789). Bentham 
was interested in what regulates human behavior and the close con-
nection between jurisprudence and the ‘ economic mind’. His work 
on the notion of utility had a major impact on the development of 
neoclassical economics.

Bentham’s philosophy can be best described as a form of conse-
quentialism, based on the idea that actions, policies, rules, and so on 
should be judged on the basis of their consequences, that is, the utility 
they yield. The continued relevance of these ideas can be seen in the 
public application of behavioral economics in nudge initiatives ( see 
 Chapter  6), where the criterion of successful policy intervention is 
whether it works to improve the welfare of society. It is also the general 
criterion used in wider public economic policy.

thOmas rOBert malthUs (1766–1834)

Thomas Malthus is best known for his work on the relationship 
between population and the production of food. His conclusions are 
often cited as testimony to the accuracy of economics being a ‘ dismal 
science’. Rather like a mathematical economist of today, Malthus was 
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diligent in gathering information on births, marriages, deaths, lon-
gevity, and number of offspring. His most famous book, An Essay 
on the Principles of Population ( 1798), concluded that as the supply of 
food increases arithmetically, but the population increases at a much 
faster (geometric) rate, the destiny of mankind is to live on the edge of 
starvation. Adam Smith believed much the same; as he states in The 
Wealth of Nations: “A s men, like all other animals, naturally multiply 
in proportion to the means of their subsistence, food is always, more 
or less, in demand”.

If there is a positive message to be found in Malthus’s w ork –   and 
they are not so easy to  find –   it is that the dismal science predicts that, 
because populations do not always live on the edge of starvation, this 
must mean that they make decisions to avoid this outcome. For exam-
ple, people may choose to marry late, use contraception, emigrate, 
tolerate poor living conditions, and even engage in infanticide and 
wage  war  –   a somewhat dismal means to avoid a dismal outcome! 
The important thing to bear in mind is that we are not merely passive 
recipients of the terrible fate of economic nature and its immutable 
‘ iron laws’. Although hope may spring eternal, reality can be jarring. 
Hundreds of years after Malthus, and with the development of a pow-
erful set of economic principles and procedures, the nightmare he 
envisioned of populations living at the edge of starvation is not absent 
from all parts of the world: populations’ demand for nutrition often 
outstrips the production and supply of food and water, especially in 
times of famine.

But, the Malthusian view of the world is not without hope, although 
it is often without expectation. In particular, his interest in the sensi-
tivity of people to incentives is something that dominates neoclassical 
economics. From this tradition, we get the notion that people are 
capable of making the correct choices, if sufficiently incentivized to 
do  so –   nudging may help, too.

We can see that Malthus’ work and those of other classical econo-
mists is still highly relevant to the economic concerns of today.

Jean-BaPtIste say (1767–1832)

An achievement of  Jean- B aptiste Say is to have his name attached to 
an economic ‘ law’. ‘ Say’s law’ states that supply ( or production) creates 
its own d emand –   “ build it and they will come” – w  hich happened to 
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be the guiding spirit behind the project to build The Titanic ship ( with 
much the same fate as Say’s law). Say’s law is a rather fine example of 
the operation of Adam Smith’s invisible hand. As Say said in 1803: “ It 
is worthwhile to remark that a product is no sooner created than it, 
from that instant, affords a market for other products to the full extent 
of its own value”. In other words, workers receive wages for their 
labor which they will then use to purchase other goods. This increase 
in production thus creates demand for other goods in the economy, 
leading to economic g rowth –  a nother example of Smith’s economic 
machine in motion.

Say believed that his law holds for the short run as well as the long 
run. While it might be true that there cannot be a glut of goods in the 
long run, the famous t wentieth- c entury economist, John Maynard 
Keynes, in particular, challenged the truth of this law for the short 
run: sometimes aggregate demand is too low to ‘ clear’ the market 
at prices which entail no loss, such as during times of recession and 
depression. Ruefully reflecting back on the Great Depression in the 
early 1930s, J. K. Galbraith ( 1975) opined that Say’s Law is “ the most 
distinguished example of the stability of economic ideas, including 
when they are wrong”.

JOhn stUart mIll (1806–1873)

One of the most famous moral philosophers of all time, John Stuart 
Mill, followed in the footsteps of his less w ell- k nown but still illustra-
tive father, James Mill (1  773– 1 836), who was a notable philosopher, 
historian, and political thinker. John Stuart Mill’s views were expressed 
in his 1848 book, Principles of Political Economy, which was built upon 
the works of Smith and Ricardo. In the sphere of economics, Mill is 
especially remembered for developing the idea of ‘o pportunity cost’ 
( see text box) and arguing for the Ricardian principle of comparative 
cost advantage ( see above). Like David Hume (1  711– 1 776) before him, 
Mill was also a believer in freedom of speech, and he is best known for 
his book, On Liberty (1859).

Mill argued for a free and liberal society, not only as a political ideal 
but as a means to achieve an efficient  economy –  a gain, we witness 
economic and political forces going hand-in-hand (the politicoeco-
nomic machine at work). Central to Mill’s position was the idea that 
the utility of society is maximized by allowing people to make their 
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own free choices. According to this view, we should only interfere 
with the liberty of others for s elf-    protection – t  his is one major role 
of government in establishing an effective national defense. This has 
been a dominant theme in mainstream economics and provides an 
intellectual and moral underpinning of the ‘ market economy’. Such 
is its power, nudge theory ( see C hapter 6) goes to pains to stress that 
nudging does not take away the free choice of the individual.

WIllIam stanley JevOns (1835–1882)

Along with two other notable economists, Leon Walras ( in 
Switzerland) and Carl Menger ( in Vienna), and quite independently of 
their work, William Jevons ( in Manchester) is best known for contrib-
uting significantly to the ‘ marginal’ view of economic behavior which 
has come to exert a dominant pull on mainstream economic thinking. 
The marginal view, which was later formalized in Alfred Marshall’s 
seminal Principles of Economics ( 1890; discussed in  Chapter 3), contends 
that the utility (‘ value’) of each additional unit of a commodity ( i.e., 
its increment, extra, or marginal utility) decreases with further con-
sumption. The principle of declining marginal utility says that the 
more we have of something, the less pleasure ( utility) we get from 
each additional unit of consumption. Consider the declining marginal 

       

OPPOrtUnIty cOsts

the principle of opportunity costs is fundamental to economic 
 thinking –  it is seen in  the guise of cost-   benefit analysis. When faced 
with different courses of action, the opportunity cost refers to the util-
ity ( satisfaction, benefit, profit, and so on) of the best foregone alter-
native. for instance, if you decide to see a movie with your friends, 
what is your best alternative option? maybe dinner with your family or 
watching tv at home? these foregone alternatives are the opportunity 
costs of your  choice –   they are real enough but usually not salient to us 
( for this reason, they take some thinking about to appreciate them). In 
the case of new york city taxi drivers ( see  chapter 1), finishing work 
early incurs a cost in terms of foregone income, but working longer 
incurs a cost in terms of foregone leisure time  – it is the costs and   
benefits assigned to these alternative choices that determine the deci-
sion made: this is how we maximize utility.
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utility of money: the first million will always be sweeter than the 
second! To give an everyday example, the first bite of food has a high 
value ( utility) for a hungry person, but after further consumption, 
each additional mouthful has a lower value until it reaches zero and 
may even become negative (‘ disutility’).

Jevon’s work serves well to illustrate the problems with an eco-
nomic perspective that does not sufficiently consider the ‘ human 
capital’ of skills, knowledge, innovation, and c reativity  –  t hat is, a 
view that places immutable laws above psychological factors. This is 
seen in the ‘ dismal’ conclusions of Jevons’ consideration of the ‘ Coal 
Question’ in Britain (  Jevons, 1865), which said that industrial produc-
tivity would be increasingly limited by the finite supply of this vital 
natural resource. As history has shown, coal is not the only resource 
for power: technology and innovation have proved to be powerful 
economic forces in their own right. During its time, the coal problem 
was a real problem to be addressed, but it is no longer today ( indeed, 
the desire is to burn less fossil fuel to help the environment and cli-
mate). This is another example of how apparent immutable laws were 
limited to their time, and not ‘ forever laws’ –   however, there is still a 
problem with the sourcing, securing, and price of fuel, so in one form 
or another Jevon’s general ‘ coal problem’ has not gone away, although 
it has been transformed in its specifics.

mOral anD POlItIcal assUmPtIOns

As we have seen, the classical roots of economics run deep in m odern- 
d ay economic thinking. Indeed, to such an extent that today’s under-
graduate economics students are still taught about comparative cost 
advantage, utility functions, opportunity costs, diminishing marginal 
utility, and some of the other economic concepts presented in this 
chapter. Not everyone agrees with the underlying assumptions. For 
example, Noam Chomsky, who is not only a famous linguist but also 
a political philosopher, certainly does not agree with the ‘ value’ placed 
on competition and the ‘w inner takes all’ of the free market espoused 
by much of mainstream economics, especially as it is expressed in the 
United States. If we believe that the market is not ‘f ree’ and ‘t he firm’, 
as envisioned by classical economists, no longer exists in the modern 
world, these classical assumptions start to appear rather threadbare. 
For sure, they never appealed to the likes of J. K. Galbraith and other 
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‘ institutional’ economists who have long argued that power structures 
in society shape economic activity and not Adam Smith’s mysterious 
‘invisible hand’.

Still, the persistent appeal of Smith’s guiding ‘ invisible hand’ 
is that  it  does not require any form of deliberate or centralized 
 planning –   it happens all by itself, working best if left alone, unmo-
lested by government interference and, even,  well-  intentioned, med-
dling. Through this conceptual lens, it is easy to see just how the 
capitalist system is seen by many to be a work of wonder! This was the 
view of one of the most famous economists of the  mid-  t  o- l ate twenti-
eth century, Milton Friedman, who wrote the 1980 b est- s elling book 
whose name says it all, Free to Choose. The ideas it conveyed drove for-
ward much of the economic policy of Reagan’s and the Bushs’ terms 
of office in the United States, as well as the Thatcher governments in 
the United Kingdom during the 1980s.

As the above discussion shows, in reality ( though often not in the 
classroom), economics and politics are rarely separated. A few years 
before Adam Smith, the moral philosopher David Hume ( 1 711– 1 776) 
popularized the view that still holds sway today that economic free-
dom is a precondition for freedom more generally. Essentially, the 
same point was made by Friedrich Hayek in his 1944 book, The Road 
to Serfdom. This contention seems to be one reason why so many peo-
ple adhere to the notions developed by classical economists, especially 
in their objection to ‘ big government’  – e  ven when they may not 
embrace all of the underlying assumptions ( e.g., the dubious motiva-
tions of the working class). Around the same time, in 1945, the phi-
losopher Karl Popper published The Open Society and its Enemies. One 
of the ‘ enemies’ was Marxist ideology that had already dominated 
Russia and China, and later Cuba. In this context, some claim that 
those who want to throw out the classical economic dirty water need 
to have a firm grip on the libertarian baby.

What Is neOclassIcal ecOnOmIcs?

It was in this intellectual fervor that neoclassical economics was 
 born – t  his is the brand that we have been referring to as c urrent- d ay 
‘ mainstream economics’. As the name suggests, this is the new form 
of ‘ classical’ economics. It is noteworthy that ‘ classical’ economics 
was christened by Karl Marx, and its revised form, ‘ neoclassical’, by 
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Thorstein Veblen in a 1900 article ‘ The Preconceptions of Economic 
Science’. These terms were not intended to be complimentary.

Neoclassical economics is the dominant approach to economic 
thinking in the modern  world  – o  f course, in socialist countries 
( e.g., Cuba), Marxist economics rules. Neoclassical economics is now 
seen under a variety of other intellectual brands ( e.g., ‘ mainstream’, 
‘ traditional’, or the ‘ central tradition’ –   in 1936, John Maynard Keynes 
called it ‘ orthodox economics’, referring to traditionally accepted 
rules or beliefs, which his General Theory of that year so famously 
challenged). We need to note, though, that neoclassical economics 
is not one thing but rather a general approach with a set of common 
assumptions and principles ( see text box).

In any discussion of neoclassical economics, we need to be careful 
to avoid caricature, something that it rather readily invites. This is 
especially true for the claim that all human beings are perfect in all 
economic  respects –   most clearly, they are not, and it would be fool-
ish to suggest otherwise. But, for the neoclassical model to have any 
truth and practical value, it must be assumed that the judgments and 
decision making of economic agents are good enough: we must be suffi-
ciently ECON and not entirely HUMAN ( these concepts are defined 
in Chapter 1).

The necessary thing to know is that the assumptions of ECON are 
important in neoclassical economic thinking/ theorizing, and they are 
necessary for the success of mathematical models. However, in prac-
tice, there is quite a bit of wriggle room: the assumptions of neoclas-
sical economics are often ‘ relaxed’ ( e.g., we do not behave selfishly all 
the time), and extra parameters can be added to formal mathematical 
models ( risk aversion, social preferences, and so on) to make allow-
ance for people’s everyday behavior. However, assumptions cannot 
be relaxed to the point of  collapse  –   the necessity of establishing a 
 well-  developed field of behavioral economics concerns this very point.

Behavioral economics is defined as much by what it is not than by 
what it is. It stands in contrast to neoclassical economics, which is a 
system of assumptions, concepts, principles, and ( mathematical) pro-
cedures used to explain and predict ‘ economic phenomena’, detailed 
in  Chapter 3. As discussed in C hapter 1, it is important to know that 
neoclassical economics is largely ‘ normative’ in orientation, concern-
ing itself with prescriptions for how people should behave. Clearly, 
it also has moral, political, and ethical undertones which reflect the 
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political economy of classical thinkers ( discussed above). It is of no small 
interest that Adam  Smith –   the first economist in the modern  sense –  
 was Professor of Moral Philosophy at Glasgow University. As we have 
already seen, around the eighteenth and nineteenth centuries, the 

neOclassIcal ecOnOmIcs

the mainstream economics approach makes a number of assump-
tions. although neoclassical economists may disagree on points of 
detail, they would adhere to some general principles:

1 People have a set of consistent preferences, which they 
‘ reveal’ through their choices;

2 People use logical forms of reasoning to arrive at judgments 
and  decisions  –   although people may not know the formal 
rules and procedures of logical reasoning, they behave ‘ as if’ 
they do;

3 People strive to maximize their ‘utility’ (  i.e., happiness, satis-
faction, well-being);

4 People process information in an unbiased way (at least, to  
the best of their ability);

5 Both individuals and firms strive to solve the ‘ optimization 
problem’  –  that is, to derive the most utility ( pleasure or  
profit) from the allocation of scarce resources;

6 People are very sensitive and reactive to incentives, especially 
of a financial nature;

7 Individuals and firms are ‘ selfish’ in that they place their own 
 well- being and welfare above others’; 

8 the  self-  interest of individuals benefits society;
9 there are ‘ laws’ of economics that are immutable, and inter-

ference ( e.g., by the government) only thwarts the efficient 
allocation of scarce resources  – of course, in a ‘  mixed econ -
omy’, some government regulation and economic manage-
ment are necessary, but this is seen as a problem in that its 
possible adverse side effects need to be monitored for inef-
ficiencies ( e.g., expenditure of socialized medical service, e.g., 
the nhs in the United Kingdom);

10 economic principles are best expressed in mathematical 
form, allowing the construction of models built from basic 
assumptions/ tenets/ principles/ axioms to arrive at logical 
conclusions ( e.g., the consequences of increased taxation).
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ideas of a number of moral and political philosophers shaped the eco-
nomic thinking we have today.

In contrast to neoclassical economics, behavioral economics is 
much less constrained by these early classical influences, but it is not 
entirely free of them ( e.g., it still emphasizes the importance of utility 
maximization and efficiency). In some important respects, behavioral 
economics has been inspired by them, especially Adam Smith’s think-
ing on social factors.

DIssentInG ecOnOmIcs

Classical and neoclassical economics never had things all their own 
 way – t  hey were never the only game in town. This is important to 
know because many accounts of behavioral economics focus on the 
perceived problems of neoclassical economics and tend to ignore the 
wider realm of economic, social, and political dissent. People were 
challenging the conventions of neoclassical economics long before 
behavioral economics came onto the scene. For this reason, to best 
understand the position of behavioral economics in relation to neo-
classical economics, we really need to know the position of neoclassi-
cal economics in relation to these broader voices. To this end, we will 
now discuss the work of two early critics of ( mainstream) neoclassical 
economics.

thOrsteIn veBlen (1857–1929)

Notable pockets of resistance to the natural science approach to human 
behavior, and the specific assumptions of neoclassical economics, have 
always been heard around university corridors. One of the foremost 
came from the  so- c alled ‘ American Marxist’, Thorstein Veblen, who 
published in 1899 a remarkable little book, The Theory of the Leisure 
Class, in which he examined the fashions and foibles of social and 
economic life. Veblen is famous for coining the phrase ‘ conspicuous 
consumption’ to denote the production of specific socially valued arti-
facts at the expense of the general welfare of society. In particular, 
he pointed to, as he saw things, wasteful patterns of production and 
consumption. Veblen’s point was that economic life serves social ends 
( e.g., status, hence the ‘ conspicuous consumption’ of works of art, and 
so on), and although people may be seen to be maximizing utility, it is 
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very much a socially defined and constrained type with sociopolitical 
overtones. In Veblen’s ways of viewing economic life, utility maxi-
mization, efficiency of the marketplace, and equilibrium ( where it 
was established) did not equate to a productive and successful society. 
Indeed, he reasoned that these neoclassical economic principles may 
well lead to a socially divided society, with a concentration of util-
ity, much like capital, in the hands of the few and not the  many –  i n 
today’s world, such ideas seem far from outdated and find resonance in 
the work of politically dissenting voices such as Noam Chomsky, and 
critics more widely.

JOhn Kenneth GalBraIth (1908–2006)

Challenges to the foundations of neoclassical economics are the  bread-  
a  nd-b  utter of behavioral economics. Before its ascent to high academic 
office, others found reasons to challenge it. One notable economist, 
J. K. Galbraith, followed Veblen’s  critique –   his views can be found 
in his numerous books and seen in his 1977 BBC television series 
on economic history, The Age of Uncertainty (t his can be accessed via 
the internet). Galbraith achieved fame and fortune, and some degree 
of notoriety, for developing dissenting economic themes in his runa-
way best-sellers, The Affluent Society ( 1958) and the New Industrial State 
( 1967). Both challenged the assumption of the sovereignty of the con-
sumer. Adam Smith thought something similar when he entertained 
the possibility that firms might conspire among themselves to the det-
riment of the  consumer –   as he puts it: “ conspiracy against the public 
or in some other contrivance to raise prices” and fixing a price “ which 
can be squeezed out of the buyers”. In addition, in relation to conspir-
ing against workers, Adam Smith says ( 1776):

We rarely hear, it has been said, of the combinations of masters, 
though frequently of those of workmen. But whoever imagines, upon 
this account, that masters rarely combine, is as ignorant of the world 
as of the subject. masters are always and everywhere in a sort of tacit, 
but constant a uniform combination, not to raise the wages of labour 
above their actual rate.

Although to keep up the pretense, “T hese are always conducted with 
the utmost silence and secrecy”. In marked contrast, when workers 
combine to raise the wages of their labor, “t hey are always abundantly 
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heard of”. It, thus, seems that the force of the ‘iron law’ of wages (s ee 
above) might, after all, need a little helping (  non-  invisible) hand!

These dangers are real enough; otherwise, why else would the UK 
government have established the Competition and Markets Authority 
( CMA) which scrutinizes business mergers and takeovers? The 
Financial Conduct Authority ( FCA) is similarly charged with protect-
ing financial consumers and regulating financial companies, as well as 
ensuring the integrity of the UK’s financial markets. Neither regula-
tory organization is short of work.

Prescient, too, was Smith’s warning that a b usiness-d  ominated 
political system could lead to a conspiracy of businesses and industry 
against consumers, with business pulling the strings of  government –  
 politics being in the pockets of Big Business. This was the military-
industrial complex, first noted by the former general and USA President 
Dwight Eisenhower in 1961 during his farewell address to warn the 
nation of a looming danger. Galbraith returned to the theme in one of 
his last books, The Economics of Innocent Fraud ( 2004), although he was 
inclined to believe that this ‘f raud’ was far from innocent, especially 
when war and its consequences are the inevitable outcomes. ( His defi-
nition of ‘i nnocent fraud’ is: “w hat it is convenient to believe is greatly 
preferred” to what is true and the r eality –   it is his later expression of 
“ the conventional wisdom”.)

Reflecting on the experiences of his earlier years, and expressed 
through dry wit and elegant turn of phrase, Galbraith had cause to 
lament one major failure of neoclassical economics. As he wryly 
commented: “ I was here during the years of the Great Depression, 
when nobody could say that the economic system was working with 
great precision and great compassionate effect” ( Conversations with 
History: John Kenneth Galbraith, 1986). Galbraith also called atten-
tion to the fact that left to market forces, the economic system is prone 
to periodic crises.

John Maynard Keynes is justly famous for identifying the prob-
lem of the failure of equilibrium. In his g round-  breaking 1936 book, 
The General Theory of Employment, Interest, and Money, he proposed 
the management of aggregate demand in the economy to smooth out 
the troughs and peaks of the ‘b usiness cycle’ (a s it was often called) by 
fiscal means ( i.e., spending, taxation) and various forms of the con-
trol of the money supply ( e.g., altering the central bank interest rate). 
According to Keynes, this could moderate recessions and stave off 
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depressions. Central to Keynes’s thinking is the notion that economic 
conditions are much influenced by ‘ animal spirits’ and they do not 
reflect merely the evaluation of objective numerical facts. Behavioral 
economics writ large!

The essence of the complaint by the likes of Veblen and  Galbraith –  
 and, as we have seen, this has echoes in the classical work of Adam 
 Smith –   is that economics is not at all like the natural sciences, and 
certainly not physics. The variables that make up the economic sys-
tem are not fixed; they are not immutable. Instead, variables are 
fluid, changing, and subject to influence from the political and social 
 environment –   and conditioned by individual and collective psychol-
ogy. That is, the economic system is dynamic, not static, and people 
are active participants in it. This is what behavioral economics assumes 
and it was the challenge of those critics long before the emergence of 
this new discipline.

Establishment reactions to such dissenting voices led to the accusa-
tion that the likes of Galbraith were not really economists, but social 
and political commentators, or more accurately not the right kind 
of ( neoclassical) e conomists  –   but this did not deter the American 
Economic Association from electing him President in 1972 ( an honor 
bestowed on the behavioral economist Richard Thaler in 2015, who 
went on to win the Nobel Prize in 2 017 –   for decades before, Richard 
Thaler was marginalized by mainstream economists, but is now lauded 
by many of them).

PsychOlOGy: lOst anD fOUnD

Given the importance attached to social factors and emotions by ear-
lier classical thinkers, most notably Adam Smith, we might ask our-
selves why economics came increasingly to  side-  line psychology in 
favor of ‘ axiomatic’ assumptions. This turn of events could be seen as 
a form of misbehaving –   clinging to older psychological ideas and will-
fully ignoring later developments in psychology. To be fair to econo-
mists, turn of the t wentieth-  century psychology had little to offer that 
was tractable – t  hat is, concepts that are easy to incorporate into formal 
economic models. Freudian notions of repressed sexuality held little 
 interest –   at least in the professional lives of e conomists – a  nd things 
were not much better in academic psychology where psychological 
ideas were many and varied, and it would be hard to distill them down 
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to a set of assumptions/ principles that could guide systematic, let alone 
rigorous, economic thinking ( although the behaviorist’s stress on the 
power of ‘ reinforcement’ –   incentives of various  kinds –   came very 
close). Along with this rejection of psychology, as the twentieth cen-
tury dawned, academic economics increasingly followed the natural 
sciences in its pursuit of  age-  old laws and mathematical  formulation –  
 a fallback to the types of immutable laws favored by the classical eco-
nomics of many years before. ( If there is one immutable psychological 
law, then it might be “ old habits die hard”.)

The problems with this  whole-  scale rejection of psychology led 
one  well- k nown psychologist, William McDougall, in 1908, and in a 
tone of frustration, to proclaim:

Political economy suffered … from the crude nature of the psychologi-
cal assumptions from which it professed to deduce the explanations 
of its facts and its prescriptions for economic legislation. It would be a 
libel, not altogether devoid of truth, to say that classical political econ-
omy was a tissue of false conclusions drawn from false psychological 
assumptions.

Many academics who today lean toward behavioral economics would 
agree with McDougall’s  view –  t heir new discipline is designed to 
remedy this failure.

cOnclUsIOns

We have seen the development of ideas from the classical moral and 
political philosophy of the eighteenth and nineteenth centuries, which 
made a serious attempt to understand the  nature –   and natural laws as 
they were  seen –   of economic life. The views expressed were imbued 
with political overtones, conditioned by their time. These ideas were of 
their time, even though they must have seemed  ever-  s  o- fi xed and 
immutable when first  formulated –   and, during their time, they may 
have been much more relevant than they are today. As classical eco-
nomic thought segued to neoclassical assumptions and principles, eco-
nomics started to presume a more scientific status, but it never fully 
separated itself from its origins in political and moral matters. As we 
have been continuously reminded by its critics, not all was well, and 
reality provided a lesson in the form of periodic  crises –   the specter 
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of Karl Marx’s prediction of the inevitable collapse of capitalism gave 
food for thought to more intellectually sensitive theorists and public 
policy economists. The dawning of more sophisticated ideas in psy-
chology provided new impetus to these developments leading to a 
greater synthesis of psychology and  economics –  t o form the emerging 
field of behavioral economics.

The next chapter details the assumptions and principles of neo-
classical economics, and the problems it encounters when trying to 
account for everyday economic life. It is against this background that 
behavioral economics is defined and tested.
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ECON
HOMO ECONOMICUS

To gain a proper understanding of behavioral economics, we need to 
understand what came before. This chapter explores the assumptions 
and principles of neoclassical economics ( today’s mainstream view 
of economics) and its very definite view of rational human behav-
ior, exemplified by homo economicus or ECON: a rational person with 
consistent preferences, making choices that serve to maximize their 
 well- b eing ( utility), given their budget constraints. Similarly, firms are 
said to seek to maximize profits. The rather abstract E CON depicted 
in neoclassical economics is characterized, among other things, by 
great mathematical skills, access to relevant, full information, and s elf- 
 interest. However, these simplifying assumptions do not adequately 
reflect everyday economic l ife –   as experiments and field studies show, 
people are often altruistic and their preferences dependent on con-
text. Tversky and Kahneman, in particular, published highly influen-
tial research which described how humans ( in stark contrast to homo 
economicus) are affected by distorting cognitive factors. They proposed 
that we use mental s hortcuts  –   something they called ‘ heuristics’  –  
 when making judgments which can lead to biases. The neoclassi-
cal economic approach, therefore, seems in need of modification to 
include newer empirical findings and a more psychologically realistic 
understanding of them.

https://doi.org/10.4324/9781003166900-3
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IntrODUctIOn

Before we can appreciate what behavioral economics is about and try-
ing to achieve, we need to know enough about the assumptions and 
principles of neoclassical e conomics –   the theoretical tradition from 
which it developed. We see below that the mainstream, neoclassical 
economics approach has a very definite view of the ‘ economic agent’: 
homo economicus or ECON. In contrast, behavioral economics adopts 
a different view, one based on fl esh-  a  nd-  blood HUMAN, detailed in 
the next chapter. Important to know is what behavioral economics is 
not, and this can only be understood by knowing what neoclassical 
economics is.

fUnDamentals Of neOclassIcal ecOnOmIcs

What do we mean when we talk of neoclassical economics? We have 
seen its outlines in  Chapter 2 in its historical and conceptual classical 
origins. Neoclassical economics owes much to the highly influential 
1890 book, Principles of Economics, by Alfred Marshall. This book came 
to represent what is meant by academically rigorous and acceptable 
 economics – t  hen and now. Not only did Marshall distill the major 
assumptions and principles of economics at that time, but he also illus-
trated them with captivating graphs which allowed visualization of 
complex mathematical relationships. This set the tone and provided 
the analytical template for the years to follow. Marshall’s work cen-
tered economics around several major concepts, comprising rational-
ity, preferences, and utility maximization. Efficiency has always been 
at the heart of these processes: getting the most ( utility) out of the allo-
cation of scarce resources. At its conceptual core, neoclassical econom-
ics assumes individuals act on consistent preferences, and it takes the 
maximization of personal (self-interested) satisfaction (utility) of these
preferences as its normative criterion ( i.e., the way things should work). 
It is the combination of these notions that comprise what is meant 
when we talk about neoclassical economics ( see text box). There are 
clear links with the classical economics we summarized in  Chapter 2: 
as pointed out by Keynes in his Preface to the German version of his 
highly influential General Theory ( 1936), Marshall “ was at particular 
pains to emphasize the continuity of his thought with Ricardo’s”.
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Alfred Marshall may, indeed, be credited with instilling the desire 
to base economic theorizing on sound mathematical foundations, but 
he was sensitive to its limitations as well as its allure. As he stated in a 
letter to A. L. Bowley in 1906:

( 1) Use mathematics as shorthand language, rather than as an engine 
of inquiry. ( 2) Keep to them till you have done. ( 3) translate into english. 
( 4) then illustrate by examples that are important in real life. ( 5) Burn 
the mathematics. ( 6) If you can’t succeed in 4, burn 3. this I do often.

( Cited in Sills & Merton, 2000)

Marshall’s view was later reiterated by none other than John Maynard 
Keynes, who was not himself averse to complex equations. He said:

neOclassIcal fUnDamentals

the main tenets of neoclassical economics concern:

• rationality, which is expressed in consistent preferences and 
although latent (hidden) they are revealed in choice behavior when  
the incentives are sufficient to motivate the individual.

• the individual aims to maximize their personal utility ( satisfaction, 
beneficial outcomes, etc.) and they do this by allocating their lim-
ited ( scarce) resources in the most efficient, optimizing manner 
possible, which they do by employing good enough mathematical 
( but not necessarily conscious) calculations.

• the individual acts on the basis of full and relevant information  –  
 or, at least, good enough information.

• the notion of homo economicus entails that the individual looks 
after themselves first and foremost, and to the extent that they 
help others to increase their utility, this is assumed to lead to an 
increase in their own utility (e.g., the ‘  warm glow’ from giving to 
charity) –  this is an example of a nonzero sum game. 

these simplifying assumptions have the pleasing feature of allowing 
rigorous mathematical modeling of human behavior, something that 
is not possible when we allow for the complexity of real, often seem-
ingly  non- rational,   behavior –   in economics, mathematics is hard at 
the best of times, so to introduce psychologically realistic assump-
tions tends to make it unwieldy and intractable which would seem to 
violate the very outcome alfred marshall was trying to achieve.
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“t oo large a proportion of recent ‘ mathematical’ economics are mere 
concoctions, as imprecise as the initial assumptions they rest on, which 
allow the author to lose sight of the complexities and interdependen-
cies of the real world in a maze of pretentious and unhelpful symbols”.

(Keynes, 1936)

As then, more recently, the limitations of a too narrowly defined math-
ematical economics were highlighted by Mervyn King in his 2016 
critique of the financial crisis of 2 007–  2  008 – a  s the then Governor 
of the Bank of England he was in an excellent position to know. Yet, 
despite Marshall’s warning, neoclassical economics developed along 
very specific mathematical lines, combining algebraic rigor with eco-
nomic ‘ laws’ to establish a powerful social science with considerable 
practical implications and applications. As the financial crash revealed, 
sometimes crucial factors ( e.g., different types of debt and their levels) 
are left out of economic models to render them mathematically ten-
able. The predictive failures of these models even surprised those who 
held them most dearly ( see  Chapter 1).

ecOnOmIc entItIes

When thinking about preferences and utility maximization, neoclassi-
cal economics assumes two entities: ( 1) the individual ( also referred to 
as the consumer –   the idea is that we are always consuming something, 
e.g., romance) and ( 2) the firm. Both the individual and the firm are 
said to seek to allocate their scarce resources in the most efficient man-
ner in order to maximize their payoff: in the case of the individual, 

  

mIcrOecOnOmIcs

as suggested by the name, the subfield of economics known as 
‘microeconomics’ (mikros means small in Greek) is concerned with 
the behavior of individuals and firms in making decisions regarding 
the allocation of scarce resources, in their different (but analytically)  
similar domains. the other major subfield is ‘ macroeconomics’ which 
is concerned with the aggregate  economy  –   it examines general, 
 economy- wide factors, such as economic growth,  inflation, the unem-
ployment rate, and the like. ( somewhat similar to small-   scale quan-
tum mechanics and  large-  scale general relativity in physics.)
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some form of happiness ( utility); and in the case of the firm, profit ( or 
some other value measure; e.g., market share). It is, indeed, interesting 
to note that the same analytical machinery of neoclassical economics 
is applied to these, seemingly, very different economic  entities  –   it 
may be for this reason that neoclassical economics appears to contain 
such a circumscribed vision of the individual human agent. In any 
event, to understand properly the neoclassical economic view of ‘ the 
consumer’, we need to know something about ‘ the firm’.

THE FIRM

Central to Alfred Marshall’s neoclassical economics work was the 
characterization of what is known as ‘ the firm’ –   this is the focus of the 
subfield of microeconomics ( see text box). In its pure form, the theory of 
the firm contains several defining features. First, firms are assumed to 
sell standardized products so that the product from one firm is a perfect 
substitute for one sold by another  firm –   in the modern world, though, 
brand marketing is all about differentiating products ( see  Chapter 7). 
Second, firms are said to be price takers, not makers, which means 
they treat the ‘ market price’ as given. Third, it is assumed there is free 
entry and exit in the market with perfectly mobile factors of produc-
tion ( e.g., labor, capital, land, as well as intellectual talent), at least in 
the long  run –   in many sectors of our modern economy, this is far 
from being the reality. Finally, both firms and consumers are assumed 
to have perfect  information –   no one is seriously hoodwinked about 
the nature of the economic transaction. These assumptions allow the 
construction of elegant mathematical models that can be used to 
describe, understand, and predict the future ( e.g., what would be the 
consequence on consumer ‘ demand’ of raising the price of petrol by 
10% –   the manner in which consumers react to a change in unit price 
is known as the ‘ price elasticity of demand’; see text box).

Marshall’s work has been influential. For example, he is famous for 
introducing into economics the standard supply and demand graph, 
which is now contained in every economics textbook ( also here, see 
 Figure 3.1). The graph relates: ( a) supply and demand curves, ( b) mar-
ket equilibrium, ( c) how the quantity supplied/ demanded is related to 
price, ( d) the law of marginal utility, and ( e) the law of diminishing 
returns. This has become the p rincipal  –   and the  principled  –   way 
economists communicate their ideas.
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PrIce elastIcIty Of DemanD

the price elasticity of demand is a measure of how sensitive demand 
is to a change in the price of a good or service. It is calculated as fol-
lows: Price elasticity of Demand = % change in Quantity Demanded 
divided by % change in Price. If a small change in price is followed by 
a large change in quantity demanded, the good/ service is said to be 
elastic ( i.e., responsive to a price  change –   this usually happens when 
substitutes exist, for example, consumers might switch from marga-
rine to butter if the price of margarine increases); conversely, if the 
demand for the good/service is inelastic, then this means that a large  
price change is followed by only a small change in demand for the 
good/ service. Demand for goods that are necessities and for which 
consumers cannot find suitable substitutes is usually price inelastic 
( for example, petrol  –   a 10% increase in prices will usually not lead to 
such a large decrease in demand).

Price/P

muirbiliuqEP

0
Q

Quantity/Q

Demand

Supply

 FIGURE 3.1  Supply and demand

Source: adapted from Marshall ( 1890),  Figure 19
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All of the above assumptions, introduced by Marshall and elabo-
rated by others, have been scrutinized and challenged, as already seen 
in examples in the previous chapters of this book and expanded fur-
ther in this chapter. Nevertheless, these assumptions remain the work-
horses of neoclassical economics: they are what behavioral economics 
challenges.

Now, before we dismiss the characterization of the firm as unreal-
istic, even silly, and  out-  o  f- s tep with the modern world, there remains 
an open question: do these assumptions contain a good enough repre-
sentation of economic reality to make them viable and useful for prac-
tical purposes? Few people would say they are a perfect representation, 
not even neoclassical economists. ( Here, as elsewhere, we must be 
careful to avoid the Straw ( Wo) Man Argument.) This is what Milton 
Friedman had to say about Marshall’s conception of the firm:

marshall’s apparatus turned out to be most useful for problems in 
which a group of firms is affected by common stimuli, and in which 
the firms can be treated as if they were perfect competitors. this is the 
source of the misconception that marshall ‘ assumed’ perfect competi-
tion in some descriptive sense.

( Reprinted in Friedman, 1953)

THE CONSUMER

The neoclassical conception of the individual consumer, homo economi-
cus ( ECON), has a set of definite characteristics that resemble those 
of the firm ( see text box). However, instead of seeking to maximize 
profit, the individual consumer is said to seek to maximize their satis-
faction, happiness, and welfare ( i.e., utility). The individual consumer 
is assumed to have a set of consistent preferences, which means they 
can order their preferences for certain  goods –  d o you prefer cream 
cakes over apples or apples over cream cakes? ( Here, you might get a 
sense of the behavioral economists’ critique: well, maybe it depends?)

As mentioned elsewhere and well worth repeating, these strict 
assumptions are often ‘ relaxed’ to deal with reality, but for neoclassi-
cal economics to work, it must assume that, to a sufficient extent, people 
conform to these characterizations, especially when they behave in 
the market context with ‘ real money on the table’  –   this could be 
actual money or something else of importance to the individual con-
sumer ( e.g., romantic attachment). In this context, it may be said that 
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when people are properly incentivized to optimize choices and maxi-
mize their utility, their latent preferences will be ‘ revealed’ in their 
choice behavior. While there will be gross failure by some  individuals, 
the aggregate behavior of market participants is assumed to conform 
well to these characteristics, otherwise neoclassical economic models 
would be descriptively flawed and predictively hopeless, perhaps to a 
damaging degree.

The fact that these assumptions are not really a reflection of reality 
does not trouble much the neoclassical economist. They say that le ss-  
  than-  perfect models are better than no models at  all –   if nothing else, 
such rigorous mathematical models allow deviations from neoclassical 
predictions to be quickly spotted: behavioral economists have found 
this possibility positively inspiring.

marshall anD marGInalIsm

As we dive deeper into what is meant when we talk about neoclassical 
assumptions and principles, and especially when we consider the notion 
of ‘ rational’ behavior, we will quickly grasp the importance of margin-
alism, which applies equally to firms and individuals. Marginalism is 
especially important in economics because it shows that efficiency ( an 

the cOnsUmer anD altrUIsm

Homo economicus is assumed to be perfectly rational and selfishly 
motivated. In the same way, it would be irrational for a firm to assign 
its profit to another firm, the consumer cares only about maximizing 
their own utility in consumption and when they show regard for the 
utility of other people, this cannot be at the expense of their own. to the 
extent they do care about the utility of others without any correspond-
ing increase in their own utility ( e.g., as shown by altruistic behavior), 
they are said to be ‘  non- rational’, even ‘  irrational’. (h owever, it can be 
argued that in  some –   maybe most  cases –   the mere act of behaving 
altruistically increases utility by evoking good feelings  –   and, maybe, 
 longer-  term favorable reciprocal relationships). the notion of the 
‘ consumer’ can be extended to all areas of life ( e.g., friendships and 
romantic relationships) where resources are scarce and the allocation 
of them can lead to different levels of utility.
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important part of rational decision making) is always obtained at the 
margins of activity. This is said to apply to all d ecision-  making situations 
( e.g., relationships), and not just ones of an explicitly economic nature.

To illustrate the principle of marginalism, a firm producing a 
widget should ( note the ‘ normative’ tone) increase production to the 
point where the marginal cost of production ( i.e., the cost of making 
one extra widget, e.g., $1.00) is equal to the marginal return from sell-
ing the additional widget ( i.e., $1.00) –   when the marginal return is 
$0.99, extra production should cease as a marginal unit loss of $0.01 is 
incurred. ( Remember that in the jargon of economics, marginal refers 
to one additional/ one extra unit.)

This reasoning provides a useful way to think about how many 
widgets a firm should produce, and it is a useful way to think of the 
decision making of the individual consumer: we should stop consum-
ing when the ( usually psychological) costs outweigh the benefits. We 
can even turn this around and say we should stop producing ( e.g., invest-
ing in a relationship) when the marginal return has turned negative, 
where marginal cost is now greater than marginal benefit. In this way, 
it would be a mistake to average costs and benefits over a longer time 
frame, which we most certainly do in personal  relationships –   we for-
give, but less often forget, marginal transgressions! ( Obviously, there 
is a time frame over which marginal costs/ benefits are considered, and 
this may well differ from person to person, and domain to domain.) 
Marginal utility is a fundamental concept in neoclassical economics, 
and it is a useful way of thinking about all economic  activity –   that is, 
the most efficient allocation of scarce resources ( be it making widgets 
or allocating time to leisure p ursuits –   recall the example of the New 
York taxis drivers in  Chapter 1).

The law of diminishing marginal utility says something especially 
important: the more we consume of  something –   for example, food 
or talking with  friends –   the less utility we are likely to derive from 
each extra ( marginal) unit of consumption. There often comes a point 
where we have ‘ had enough’ and each additional unit no longer brings 
pleasure ( utility). That is, where we are better off stopping, or reduc-
ing, one behavior and switching to another that has a higher level of 
marginal utility. This makes good sense and we can easily relate it to 
everyday life.

To put things slightly differently, the doctrine of diminishing mar-
ginal utility states that we should continue eating cream cakes until 
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the additional bite does not produce marginal ( i.e., extra) utility 
( pleasure) – a p  oint might even be reached when the marginal utility is 
negative ( i.e., disutility: “ no more, please!”). More formally, we should 
continue to consume until marginal utility equals marginal cost.

So compelling is the idea of diminishing marginal utility, when an 
individual violates it, we are inclined to say, “ they have a problem”. 
For example, excessive game playing, Twitter use, or pathological 
behavior ( e.g., an addiction to gambling): these are almost defined as 
entailing the absence of normal declining marginal utility. However, 
things are not quite straightforward. We may have a very strong 
preference for something ( e.g., cream cakes), and by consuming it, 
we are maximizing  utility –   “ a problem” would be identified if we 
were neglecting other aspects of our life ( e.g., job, family, etc.) in the 
exclusive pursuit of this one guilty pleasure ( the opportunity cost of 
the chosen action comes into play here). Although few of us would 
think that eating cream cakes all day long was a desirable ( and cer-
tainly not a healthy) thing to be doing, neoclassical economics tells 
us that it is the individual’s preference and it is for them to decide 
how they want to maximize their ut ility –   this attitude embodies 
the liberalism of John Stuart Mill, encountered in  Chapter 2. Who 
is to say what is better, in neoclassical terms: a short, fat or long, thin 
life? ( We may have other, and good, reasons for choosing one over 
the other, but do not bother looking at neoclassical economics for 
justification.)

cOnsIstent Preferences 
(BetWeen OUtcOmes)

There are a number of other assumptions ( or ‘ axioms’ – a w  ord that 
adds a certain gravitas) regarding  preferences –   our wants and desires 
that motivate our choice behavior. These assumptions form an impor-
tant part of rational choice theory, which underpins the behavior of the 
‘ rational agent’ in economic models. The major one relates to peo-
ple knowing what they want, and, importantly, they must be con-
sistent in their preferences for certain outcomes. These preferences 
should not jump around, for example, by being heavily influenced by 
how outcomes are communicated or ‘ framed’ ( see  Chapter 4). This 
assumption implies that we all know, at some level ( but not necessarily 
consciously, as preferences are said to be latent), what we want.
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The first axiom, called completeness, states that a consistent set of 
preferences can be arranged in an ordering system. In other words: if 
given several options, we know which option we prefer. It is fine if 
people are indifferent to two or more options, but they are generally 
able to rank all available choices ( preference ordering).

1 Completeness: the consumer is able to rank all possible combina-
tions of goods and services. We might prefer Oranges ( O) over 
Apples (A ) over Lemons ( L). To show this ordering of preference, 
we write:

O > A > L

So far, so good; next, we need to consider how these prefer-
ences relate to each other in a somewhat more complete way. A 
second important axiom in rational choice theory does just that.

2 Transitivity: for any three bundles O, A, and L, if we prefer 
Oranges to Apples and prefer Apples to Lemons, then we must 
always prefer Oranges to  Lemons –   not to adhere to this transitiv-
ity would seem plain silly and economists would label it irrational. 
However, it is relatively easy to see how this axiom is violated, for 
example, as in the ‘ Allais paradox’ ( see below) and the effects of 
framing ( see  Chapter 4) information in different ways.

Three other assumptions are less relevant for our discussion, but we 
need to know they exist: More-Is-Better: other things being equal, 
more of a good is preferable to less; Continuity: small changes in a bun-
dle of goods should not lead to a jump in preferences; and Convexity: 
mixtures of goods ( averages) are preferable to extremes.

ratIOnalIty

Consistent behavior based on consistent preferences is a key aspect of neo-
classical economists’ definition of rational behavior. It is important for us 
to know what it means in neoclassical  economics –   for one, it does not 
refer to certain behaviors that we might otherwise label ‘ rational’ ( e.g., 
sensible behavior such as helping others at some cost to ourselves; i.e., 
true altruism). In neoclassical economics, rationality mainly refers to the 
utility-maximizing, consistent behavior of self-interested homo economicus 
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( ECON) who focuses on their own personal utility, and now. ( As we 
see in  Chapter 5, rationality can be defined in other ways; for example, 
it might well be ‘ rational’ to cooperate with others in order to derive 
some future benefit, but this f uture-  oriented form of rationality is not the 
definition in neoclassical economics and its notion of homo economicus.)

In addition to self-interested here-and-now choices, there are other 
elements of the neoclassically defined rational behavior of homo eco-
nomicus, which reflect some of the assumptions and principles we have 
described above.

          

1 We should always think at the ‘ margins’ of  choices –   that is, what 
changes will an additional action bring? In particular, weighing 
the costs and benefits of a choice at the margins is said to produce 
the maximum utility ( also known as ‘ welfare’).

2 This first principle is related to the idea of ‘ sunk costs’, which neo-
classical economics tells us we should not take into account when 
making choices at the  margin  –   as the old saying tells us, it is 
no good ‘ crying over spilled milk’. This is simply because a sunk 
cost has already been incurred and cannot be recovered. Prospective 
costs are what really matter, as these have yet to be incurred, will 
depend on the choice made, and thus can still be avoided. But, 
as we will see in  Chapter 4, people tend to consider sunk costs 
because they are loss averse –   also, from a psychological perspective, 
sunk costs often tell us something about our mistakes, and this is 
important in modifying future behavior along more appropriate 
lines ( i.e., utility maximizing in the medium to  long-    term –   but, 
as seen above, this is not being rational in neoclassical terms).

3 Opportunity costs need to be considered when conducting a  cost- 
 benefit analysis in any given choice  situation –   what alternative 
courses of action, and associated utility, have we foregone in mak-
ing this choice? ( We have already encountered this concept in 
Chapter 2.)

4 We should respond appropriately to incentives that affect marginal 
costs and benefits. Increases in marginal benefits should mean 
more of the activity, whereas increases in marginal costs should 
mean less of the activity. This is consistent with the ‘ matching 
law’ of behavioral psychology which shows that even simple 
animals allocate their behavior over different choice options in 
a way that maximizes their total reward, and thus their utility 
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( e.g., pigeons pecking at disks which have different reinforcement 
values attached). It is for this reason that government may tax 
products to lower consumption ( e.g., the sugar tax).

PeOPle act On the BasIs Of fUll anD relevant InfOrmatIOn

In addition to all of the above, something else is of importance in 
neoclassical economics. It is assumed for people to behave in a rational 
manner ( as defined above), they must have access to full informa-
tion, and they must process this information in an unbiased way. We 
will see in the following chapters the multiple ways people’s use of 
information can be influenced by context, past experience, and fram-
ing ( how information is presented). But for now, to appreciate this 
assumption, we do not need to assume that people are perfect comput-
ers because clearly, they are not ( remember the bat and ball problem; 
see  Chapter 1), and this, as with related assumptions, can be ‘ relaxed’. 
But such relaxation cannot go too far: the neoclassical muscles that do 
the  hard-  analytical lifting must stick to the claim that, to the best of their 
ability, people process relevant information in a rational way to satisfy 
their preferences and they manage to do so in a good enough fashion. 
What they cannot be is systematically biased in their processing ( or, 
indeed, selection) of relevant i nformation – t  o the neoclassical mind, 
this would be nothing less than a slippery conceptual slope into intrac-
table and nonrational ideas of no value in formal economic modeling.

the POInt Of It all: UtIlIty maXImIZatIOn

As we can now appreciate, all rational behavior is aimed at maxi-
mizing  utility  –   satisfaction, happiness, benefit, pleasure, or wel-
fare. Given the neoclassical definition of utility, any rational person 
would want to maximize their happiness. This seems straightfor-
ward enough and to want to do otherwise would seem foolishly s elf- 
 defeating. To see what this is about, take the example of the total 
utility from a night out on the town with friends. Now, the first thing 
to note is that the possibilities for total utility are limited by budget 
constraints: you probably do not have all the money in the world to 
spend. Let us say you have $100. Given your preferences, how will 
you allocate your resources ($100) among the possible options open 
to you: buying drinks, having a meal, paying to enter a club, getting 



ecOn: HOMO ECONOMICUS 75

a taxi home? You would be foolish, indeed, not to try to maximize 
your happiness; after all that is the point of a night on the town. 
However, to achieve your desired end, you will want to allocate your 
resources most efficiently to maximize it ( e.g., not having money for 
transport home and no other way to get there will most certainly 
impair the total utility of the night out on the town!). You will, of 
course, need to take heed of diminishing marginal utility, too, for 
any one good ( see a bove –   too much of a good thing, and all that). 
Well, if you are an example of homo economicus –   and you may not be 
after a few drinks! –   you will rely upon some formal logical system to 
compute the marginal utility associated with your choices. Your aim 
is to maximize your total utility and the way to do this is to apply the 
principles and procedures of expected utility theory, which is another 
major workhorse of neoclassical economics.

eXPecteD valUe/ UtIlIty theOry

The dominant ( neoclassically defined) rational approach to calculat-
ing utility is expected utility theory. As we have already seen, it assumes 
the logically consistent ( rational) person has definite preferences; 
however, it recognizes that decisions are made with an element of risk 
or u ncertainty  –   the standard definition of the difference between 
risk and uncertainty is that the probability of a risky outcome occur-
ring is known, which is not the case for uncertain outcomes ( see 
text box). However, not all is lost in uncertain situations because 
we still may be able to assign ( subjective) probability values to likely 
outcomes. For example, although it is sensible to save for retirement 
( who wants to be old and poor?), our future income is uncertain, and 
we may not even live long enough to enjoy our retirement savings 
(note: life expectancy is more of a risk because we can calculate the 
probability of reaching a given a ge –  a ctuarial science is devoted to 
this very topic). Firms face a similar problem: in the face of uncer-
tain demand, how should they decide which products to develop and 
which prices to charge? And how should governments set levels of 
taxation and expenditure when the growth of the economy, inflation, 
and so on are all uncertain?

In neoclassical economics, calculations are formalized in mathemati-
cal models, based on the von N eumann– M orgenstern utility theorem. 
This theorem demonstrates how rational homo economicus should calculate 
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how much utility is to be expected, on average, from each c hoice –   an 
important step in choosing the option that maximizes utility.

vOn  neUmann–  mOrGenstern UtIlIty theOrem   

We should probably start by saying that, although this is the gold 
standard of rational decision making in neoclassical economics, its 
merits are not intuitively obvious when applied to individual deci-
sion making. For this reason, the discussion in this chapter presents its 
benefits as well as its limitations.

The  modern- d ay ideas of utility calculation are traced to the col-
laboration of an economist ( Oskar Morgenstern) and a mathematician 
(  John von Neumann) who published a remarkable book in 1944, Theory 
of Games and Economic Behavior – t  hey considered their ideas on utility 
rather secondary to their game theory work ( game theory is discussed in 
 Chapter 5). Von Neumann and Morgenstern proposed expected utility 
theory as a form of precise mathematical reasoning for use in all strategic 
structures governing rational decision m aking – t  his applies to all spheres 

rIsK vs. UncertaInty

In the standard theory, risk can be calculated from known probabili-
ties. for example, what is the probability that if you tossed a fair coin 
it would come down heads; easy! this should happen half of the time 
( 0.5), if the coin is indeed fair. ( Whether it does or not is a different 
matter.) therefore, risk relates to situations where it is possible to 
assign probabilities to each outcome occurring ( and can be insured 
against). Uncertainty is a different thing, as it often concerns future 
events which are difficult to predict and we do not have a profile of 
probabilities: in this case, we simply do not know. Indeed, uncertainty 
relates to situations where assigning probabilities is little more than 
guesswork. formal economic theory assumes that it is possible to 
assign probabilities, even if these are  subjective –   but sometimes, this 
is not possible (we may not be aware of all future outcomes; e.g.,  
a pandemic). such is the problem with the notion of risk vs. uncer-
tainty, the mainstream economist and former Governor of the Bank 
of england, mervyn King, in 2016 declared the whole economy is 
‘ radically uncertain’, which rather challenges the application of the 
concept of risk in neoclassical economic modeling.
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of life, including economic, political, and military ( indeed, it can refer 
to anything, from optimal policy choices of presidential candidates, the 
arms race, public health policies, and competition between firms; and, 
even if one is so inclined, to romantic relationships).

In a nutshell, the von N eumann– M orgenstern utility theorem 
shows ( in mathematical terms, ‘ proves’) that, given a number of axioms 
( assumptions), a rational decision maker faced with risky or uncertain 
( i.e., probabilistic) outcomes of different choices should behave in a 
manner to maximize ‘ expected value’, or utility. Put somewhat dif-
ferently, expected utility theory ( EUT) requires the decision maker 
to make a choice between risky or uncertain outcomes by comparing 
the expected utility values of different  outcomes –   formally, expected 
utility is calculated by adding the utility values of outcomes multiplied 
by their respective probabilities.

As this notion and its calculation are rather abstract, let us illustrate 
with an example. Consider yourself in the following position. You are 
presented with a gaming situation in which the probability of getting (A ) 
$100 is 1 in 80 ( 0.0125, or 1.25%), and the other, more likely outcome ( B) 
is to get nothing ( 0.9875, or 98.75%). The expected value of this gamble 
is $1.25 ( we calculate this by multiplying the probability of outcome A 
occurring with the value of outcome A, and we then add the product of 
the probability of outcome B occurring with the value of outcome B).

We thus have:
For outcome A: ($100 × 0.0125) = $1.25
For outcome B: ($0 × 0.9875) = $0
Added up, we get the expected value: $1.25 + $0 = $1.25.
Now, if you are presented with a second situation, this time with a 

guaranteed payment of $ 1 – t  his is also the expected  value – e  xpected 
utility theory says that the rational person should choose the $100-or-
 nothing gamble ( the first scenario) and not the second with the lower 
expected utility value. Which gamble would you take? Many people 
opt for the guaranteed (‘ sure thing’) $1, which, according to expected 
utility theory, is not the rational choice. As we will see in  Chapter 4, 
people who prefer the sure payoff of $1 are said to be risk averse.

CRITICISMS OF EXPECTED UTILITY THEORY ( EUT)

EUT is not without its limitations or its critics. The first problem 
is that uncertainty is treated as an objective r isk  –  w e are ‘g iven’ 
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the probabilities of different outcomes. But, most decision situa-
tions in  real-  life do not come with a defined risk ( e.g., who will be 
the next Prime Minister of the United Kingdom?). ( Recall that the 
election of President Donald Trump in 2016 defied the vast major-
ity of pollsters, political analysts, and bookmakers.) Such situations 
demand that we come up with our subjective estimates of the possible 
 outcomes –   however, this is likely to be influenced by a range of fac-
tors, including how favorable or unfavorable the different outcomes 
appear (or framed; see  Chapter 4) to us at any one time ( even perhaps 
the mood we are in on that day; see C hapter  5). We might con-
clude, though, that this is better than nothing, which may sometimes 
be true; yet, it can be very misleading, producing o ver-  confidence, 
especially when there is an unwarranted consensus among a group 
of people. ( We tend to forget that the estimate was tentative to start 
with.)

Savage ( 1954) addressed the problem of r eal- w orld decision mak-
ing. He argued that if we treat subjective probabilities as if they were 
objective, then the expected utility model holds true. To take an exam-
ple, no one can know the true (‘ objective’) probability of the political 
party that will form the next government. Still, we can make a guess 
of this (‘ subjective’)  probability –   perhaps not much of a major prob-
lem if we remember that it is a guess. However, a limitation of this 
approach, which is often ignored in economic analysis, was noted by 
Savage himself, when he cautioned that his theory was intended only 
for ‘ small worlds’ where all possible states are imaginable and know-
able. But many important problems, for example, possible outcomes 
of global warming, belong to ‘ large worlds’ where it seems improbable 
that the decision maker could delineate all possible states of the future 
world and, therefore, generate sensible probability values on which to 
base expected utility theory. For example, who would have guessed 
the impact of global events on the security, supply, and price of gas in 
2022 and beyond?

Savage’s subjective probability approach, itself, has another limita-
tion. It applies to a single person. With two people, expected utility 
could be quite different because they have different subjective prob-
abilities. But in economic modeling, it is standard practice to assume 
that if people have access to the same information then they will 
come to the same ( even subjective)  probabilities –   this is known as 
the common prior assumption –   but is this really likely when individual 
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differences between people are likely to affect perceptions and judg-
ments of the probability of outcomes ( see C hapter 5)? In any event, 
the common prior assumption underlying expected utility theory 
assumes that differences in judgment, opinion, and so on reflect dif-
ferences only in information: it is a big assumption to make, and to 
justify – empirical evidence challenges it regularly.

A related issue is Bayesian  reasoning –   it is based on Bayes’s theo-
rem, which is named after Reverend Thomas Bayes who published 
work on conditional probability in 1763 ( it was discovered many years 
after his death). This is a powerful and widely used form of statistical 
reasoning ( e.g., medical diagnostic techniques), in which probabilities 
of an outcome occurring are updated as more information is obtained. 
However, there are major problems with it. First, in general, people 
are quite bad at taking base-rate information ( prior probability) into 
proper account, as they tend to be focused on certain salient informa-
tion to the exclusion of other relevant information. Second, when that 
state of the world changes, and thus the probabilities of the outcomes, 
people fail to adequately update their judgments ( see text box). It is as 
if, once we have come to a definite judgment, we find it very hard to 
change it, even when we know that the probability state of the world 
has changed. Such a cognitive limitation does not bode well for the 
effective application of expected utility theory.

Perhaps, a more obvious criticism of expected utility theory is that 
it is unrealistic to expect the average  person –   perhaps even the above 
average neoclassical  economist –   to engage in this form of computa-
tion, and indeed, it seems that to do so is the exception rather than the 
rule ( e.g., see the Allais paradox, below).

Well, let us take another look at the expected utility problem. 
Returning to the games presented above, for a start, is the choice of 
accepting a gamble with an expected value of $1.25 really rational, 
preferable, or better than a sure amount of $1 when there is only a 
1.25% chance of obtaining any money? Our tendency to avoid risk 
and prefer the ‘ sure thing’ is disparaged as violating expected utility 
theory and not being ‘ rational’. Several aspects of this problem seem 
relevant here. A guaranteed $1 may be seen to be better ( indeed, 
more ‘ rational’, albeit not in a strict neoclassical sense) than a highly 
improbable $100, especially if $1 represents a large proportion of 
one’s wealth ( add zeros on to the number if this improves realism 
for you).
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Second, as any r eal- w orld gambler knows, often to their cost, a 
probability of a 1 in 80 outcome occurring ( e.g., a horse winning a 
race) may not come about any time soon, and the gambler may go 
bankrupt long before they realize the wisdom of relying on expected 
utility theory. Here, we have the problem of s hort- a  nd  long- t erm 
outcomes. Let us test this assumption now: take a coin and toss it 10 
times. We did this and got the following run: TTHTTHTTHT ( 7 
tails). We would be more confident to get something close to 50/ 
50 heads and tails if we tossed the same ( unbiased) coin millions of 
times ( we will leave this to someone else!). In any event, as any r eal- 
 world gambler knows, the s hort- t erm can destroy wealth, even if in 
the  long- t erm everything turns out as predicted by expected utility 
 theory –   assuming, of course, we got our subjective probabilities right 
in the first place! ( Perhaps surprisingly, horse racing markets are some 
of the most efficient in this regard, as odds do relate to winning over 

BayesIan UPDatInG

Imagine the following. you are presented with three cups, and under 
one of them ( let us make it interesting) there is $1,000. you have to 
guess which one. you make your choice. now, imagine someone else 
( who has full information about the cups) chooses a cup and turns 
it over to reveal that the $1,000 is not under it. now, the state of the 
world has changed: there are only two cups remaining. you are then 
asked: “ do you want to change the cup you first chose”? you might 
say, “n ot really, as I now have a 1 in 2 (50%) chance of being right”.  
according to Bayesian reasoning, this is not the right choice to make 
because it would ignore the fact that the other person, who knows 
where the prize can be found, has deliberately not chosen the other 
cup; thus, there is now more information available about that cup. 
the logical thing now to do is to switch: always! the notion is that 
when you made your first choice, you had a 1/3 chance of being cor -
rect; with only two cups remaining, the fundamental probability has 
not changed; therefore, if you stick with your choice, you now have, as 
it were, a 2/ 3 chance of being  wrong –   or less than a 50% chance of 
being right with two cups remaining. ( It may not feel the right thing 
to do and if you do not accept this conclusion  –   and we agree it does 
not seem  correct –   you are not alone. this is also known as the monty 
hall problem, a popular probability puzzle for economics students.)
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the season, but much less so in any given  race –   if this were not the case, 
bookmaking would be a less profitable business than it is.)

A similar point was made by John Maynard Keynes in his 1923 
book A Tract on Monetary Reform: “ But this long run is a misleading 
guide to current affairs. In the long run we are all dead”. To survive and 
thrive, apparently ( neoclassically defined) ‘ irrational’ decisions may 
turn out to be very rational! And as many bankrupted stock market 
investors have learned to their considerable cost, as Keynes noted, “ the 
market can stay irrational longer than you can stay solvent”. Keynes 
wrote these words not as a d esk- b ound academic but as a trader in 
foreign currency who after a large win suffered a severe loss. Without 
the experience of gambling one’s own  money –   having ‘ skin in the 
game’ –  i t is appealing for academics to extoll the virtues of expected 
utility theory. ( We may well wonder how many of those who advo-
cate the use of expected utility theory test the theory with their own 
money?) In his 2008 book, Predictably Irrational, Ariely quotes a Harvard 
University economics professor, Al Roth, as saying, “ In theory, there 
is no difference between theory and practice, but in practice there is a 
great deal of difference”. Wise, if uncomfortable, words.

In defense of expected utility theory, neoclassical economists accept 
that individuals may struggle with calculating and implementing it, 
but they still assume that the aggregate behavior of people conforms to 
the predictions of the theory ( think of the horse racing markets again). 
In addition, neoclassical economists contend that a logically viable 
system is better than none at all, and certainly better than one with 
considerable nonrational ( i.e., biased) processing. They have a point, 
certainly when it comes to decisions made by large organizations that 
can tolerate and survive short-to-medium-term losses (as in the case 
of governments with fiat currency systems that can ‘ print money’ to 
weather temporary losses/ deficits).

When thinking about expected utility theory in terms of utility 
maximization of the consumer and the firm, we start to see cracks 
appearing. While it may be preferable for large organizations, it seems 
much less apt: ( a) for smaller firms who do not have the financial 
capacity to survive significant short-to-medium term setbacks; and (b) 
individuals who, typically, have limited financial, and other, resources. 
Yet, neoclassical economics continues to insist that expected utility 
theory is the rational method for decision making. If nothing else, 
there seems to be a serious disconnect between what neoclassical 
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economists say we should ( normatively) do and what, we assume even 
most economists, suggest to their family and friends they might sensi-
bly (descriptively/positively) do.

The above issues are important for neoclassical economics. This 
is because they construct a vast theoretical superstructure on the 
foundations of a small number of tenets, assumptions, and principles. 
Whatever the case, behavioral economists have not been impressed by 
them, their utility to the application to  real- w orld economic problems, 
and the success of their predictions.

In closing this section, we may note that the three neoclassical 
assumptions ( i.e., rationality expressed in the form of consistent pref-
erences, utility maximization, and full and relevant information), and 
how they are combined in expected utility theory, allow the neo-
classical economist to build an elegant and mathematically rigor-
ous theoretical system to explain the allocation of scarce resources 
among alternative ends. Such is the appeal of this approach among 
its advocates, it has been applied to a wide range of economic activ-
ity, sometimes very broadly defined. For example, the University of 
 Chicago- b ased neoclassical economist Gary Becker extended eco-
nomic thinking into sociology, including understanding racial dis-
crimination, crime, and drug addiction.

emPIrIcally challenGeD: 
Preference reversal

We now know that consistent preferences are at the heart of neo-
classical economic thinking, and we know, too, that such preferences 
should not be blown around on the winds of context, framing, mood, 
and so on. Preferences should have integrity. Is this the case, though? 
Well, as explained by Tversky and Thaler ( 1990), one especially per-
plexing, and certainly most troubling, finding is  so- c alled ‘ preference 
reversal’. This can be illustrated by different examples, and one of the 
most compelling is the Allais paradox ( see text box).

Let us take another, simpler example. Consider the following two 
bets. Which one do you prefer?

P bet: 29/ 36 probability to win $2
$ bet: 7/ 36 probability to win $9
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We need to note that the expected utility of the $ bet is higher and 
the rational individual should, therefore, always choose the second 
gamble. (Unlike homo economicus, you are probably not able to easily 
calculate ( 29 ÷ 36) × $2 = $1.61 and ( 7 ÷ 36) × $9 = $1.75 in your head 
and conclude that the second gamble provides the higher expected 
utility of $1. 75 –   however, note that the denominators are the same 
in both calculations so we can simply compare 29 × 2 to 7 × 9 and 
conclude that 58 is smaller than 63. We wonder, though, how many 
people could do even this simpler calculation in their head.)

Lichtenstein and Slovic ( 1971, 1973) and Tversky et al. ( 1988) found 
people choose the P bet but are willing to pay more to obtain the $ bet. 
This choice is not rational because whether to choose a bet or pay 
for it is just a matter of framing the same question differently. What 
is typically found is that people seem to prefer the P bet because the 
probability of winning is higher but prefer the higher value of the $ bet. 
Slovic ( 1972) called this outcome the ‘ compatibility effect’, according 
to which people who evaluate a gamble tend to rely on the monetary 
aspect of it when a value is expressed in terms of money, even when 
they have no particular reason to set the value of the gamble based on 
this monetary aspect. This compatibility effect can turn people into 
‘ money pumps’: people purchase and trade gambles in such a way that 
they are bound to lose money. Companies can frame choices to exploit 
this effect ( see  Chapter 7).

As the above example illustrate, preferences are influenced by the 
procedure used to elicit them. According to the neoclassical concept of 
rationality, this simply should not happen as it violates the assumption of 
‘ procedural invariance’: preferences should be stable irrespective of how 
they are elicited. This observation is yet another example of Richard 
Thaler’s Supposedly Irrelevant Factors ( SIFs; see  Chapter 1). In  Chapter 4, 
we will see further examples of how easily this assumption is violated.

One interesting way more mainstream economists have attempted 
to come to terms with the demonstration of preference reversal is to 
assume multiple selves. One is dominant when we are in the state of the 
far-sighted planner, and another when we are in the state of the impul-
sive myopic doer. This makes sense in behavioral terms. We can have 
all the rational intentions in the world, but are then heavily influenced 
in the moment by the situation, context, how we are feeling, hunger, 
and a range of other physiological, psychological, and social states, 
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many of which we are unaware of. As we see elsewhere in this book, 
one way to constrain our more i n-    the-  moment, impulsive self is to 
use a commitment d evice –   in this way, we tie the hands of our future 
doer self who cannot be trusted to follow through with intentions of 
the farsighted planner.

The theory of multiple selves may get us closer to the psychologi-
cal reality of economic decisions, especially as they are influenced by 

the ‘ allaIs ParaDOX’  

this is the best-   known example of preference reversal  – it is named   
after maurice allais (1953).  try for yourself the following set of choices. 
you are asked to choose between two sets of gambles:

Gamble 1:

choice 1a: 100% chance of receiving 100 million

choice 1B: 10% chance of receiving 500 million, 89% chance 
of receiving 100 million, and 1% chance of 
receiving nothing

most people prefer 1a although this safer choice does not yield the 
higher expected utility ( see above).

Gamble 2:

choice 2a: 11% chance of receiving 100 million, and 89% 
chance of receiving nothing

choice 2B: 10% chance of receiving 500 million, and 90% 
chance of receiving nothing

most people prefer 2B, reflecting higher expected utility even 
though it is a riskier choice. If expected utility theory is true, then the 
preference 1a > 1B should imply a preference for 2a > 2B. however, 
this is not the case: individuals prefer 1a > 1B, but 2a < 2B. We seem 
to place more weight on the difference between 100 and 500 million, 
and much less on the difference between 89% and 90%. however, 
this might not be a great example  – although it is one very widely cited   
in behavioral  economics –   because who among us can easily calcu-
late the expected utility of these choices? again, we have the practical 
problem of calculative ( in) ability.
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apparently irrelevant factors, but at the same time, they seem to under-
mine basic tenets of neoclassical economic notions of r ationality – a  nd, 
if they do not, they most certainly complicate economic modeling 
which aims to predict behavior. What we might be seeing with this 
theory is how mainstream economic theorizing starts to segue into 
behavioral economics; it is certainly more complex, but also more real-
istic, and in this way more predictive of actual economic behavior.

IntertemPOral chOIce

Another example of preference reversal is seen when we make choices 
distributed over  time – t  his is the field of intertemporal choice (a  good 
overview can be found in Berns et al., 2007). It is about how we place 
value on ‘ now’ and the ‘f uture’. To give an example, if we offer indi-
viduals the choice to receive $100 either today or in one week, most 
will quite sensibly choose the immediate reward because they attach 
more value to i t – i  n other words, they discount the future reward and 
value it less than $100 received now (i t is for this reason that banks pay 
interest on d eposits –   inflation and uncertainty play a large part). This 
choice may be obvious; however, it is less obvious when individu-
als are asked to choose between $100 today and $110 in one week. 
Depending on how much people discount the future sum, they will 
either pick the smaller-sooner-reward or the larger-later-reward. In 
experiments, many individuals prefer the smaller, immediate reward, 
which is an expression of ‘p resent bias’ –  I w ant it now! Things get a 
little more interesting when the  one-w  eek delay is at some point in 
the future: most respondents will gladly wait an additional week if the 
same choice is presented as: $100 in 50 weeks or $110 in 51 weeks? 
People are more impatient about a on e-w  eek delay when immediate 
gratification is possible, but not when it is some way off in the future. 
What this shows also is that our ‘ now’ preference reverses as a function 
of time. All very irrational in neoclassical economic terms! We could 
anticipate ourselves as identical in 50 and 51 weeks’ time, but we see 
our self today and tomorrow as different. The neoclassical economic 
view is that the  trade-o  ff between consumption now versus one week 
from now should be the same as the t rade- o ff between consumption 
in 50 weeks and in 51 w eeks –   it is the same delay in both  cases –   but 
this is not how most of us see things and we treat these same periods of 
time differently. ( Once again, we have to assume that all else is equal, 
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for example, expected inflation or changes in interest rates are not 
confounding factors.)

What such studies reveal is that we do not discount the future at a 
constant rate. Exponential discounting makes the most sense to neo-
classical economists because it assumes a constant rate of discounting 
where periods of time are treated equally. But people do not conform 
to exponential discounting; instead, they engage in hyperbolic dis-
counting which is characterized by much steeper initial discounting 
which flattens as time moves into the future. The preference reversal 
we described  above –   where the choice between two outcomes ($100 
now or $110 one week later) changes when the choice is moved to the 
 future –   can be explained by hyperbolic discounting.

BOUnDeD ratIOnalIty

It has long been recognized that the ideal image of homo economicus 
( ECON) is not reflected in typical economic behavior. This obser-
vation is not new. This fact led Herbert Simon in the 1950s to sug-
gest that we have, what he called, ‘ bounded rationality’ ( Simon, 1955, 
1957). This refers to the limitations to our ability to process informa-
tion in an optimal ( fully rational) manner. However, although we may 
not reach the heights of perfect rationality ( as defined above), we may 
still be ‘ procedurally rational’ ( Barros, 2010): we are doing the best 
job possible under ( cognitively and emotionally) difficult conditions. 
Simon also argued that we are content to arrive at l ower-    than-  optimal 
utility which he called satisficing –   this is a portmanteau of ‘ suffice’ and 
‘ satisfying’. But, again, this might be quite ( in a looser sense) rational 
because it means we avoid the disutility associated with further effort 
expended, s elf-  control, information search, and so on. Something 
which later commentators focused on, Simon was influenced by a dis-
tinction made by population biologists: between survival and maxi-
mization. This might be the most rational objective if the intention 
is to ‘ stay in the game’ ( of life), even if this means not maximizing in 
some sense – t  hat is, not taking the option with the largest expected 
utility, which could entail a small chance of absolute ruin. Better to 
survive, to ‘ fight another day’.

It is interesting to learn that Simon’s ideas on bounded rationality 
and satisficing came out of the marginalist debate of the 1930s, which 
showed that it is not the case that entrepreneurs follow the marginalist 
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principles of profit-maximization/cost-minimization – they can get 
by on a le ss-  t  han- p erfect solution. Given the complexity of informa-
tion and uncertainty, and the demands of complex computations, most 
of us are perfectly content to make decisions that are not optimal as 
defined in mathematical terms but that are good enough to provide 
a sufficient degree of happiness, pleasure, and w ell-  b  eing –   as well as 
relief from all the hard work needed to strive for perfection. With 
only a few exceptions ( e.g., Reinhard Selten, a Nobel Prize winner 
in Economics), at the time and until quite recently, Simon’s work had 
less of an influence on mainstream economics than it deserved. The 
accusation was that it was too vague to be of help in ‘ proper’ economic 
theorizing and  analysis –   of course, it only remains ‘ vague’ when we 
do not have a proper theory. The principal ambition of behavioral 
economics is to provide coherent theoretical accounts of such apparent 
vagaries of economic behavior.

JUstIfyInG neOclassIcal 
assUmPtIOns anD PrIncIPles

Given the limitations of HUMAN decision making, as revealed by 
the examples above and further detailed in C hapter 4, where does all 
of this leave us with regards to justifying neoclassical assumptions and 
principles?

Along with Leonard Savage, the famous free market economist 
Milton Friedman put forward an argument in 1948 to defend neoclas-
sical economic assumptions, and this has been repeatedly used since 
( we have already seen Freidman’s justification of Marshall’s theory of 
the firm above, and here, we examine his justification of the rational 
individual consumer). The argument goes that, of course, individuals are 
not perfectly rational and not all can make  lightning- f ast  calculations –  
 and some of us are plain dumb. But it is argued, when the ‘ chips are 
down’ and we are sufficiently incentivized and motivated, to the best 
of our ability, we behave ‘ as if ’ we were using the rational princi-
ples as contained in neoclassical economics. Furthermore, Friedman 
claimed in 1953 that economic theories should neither be assessed by 
their descriptive realism nor by their ability to account for psycho-
logical processes, but by the criteria of whether they are “ sufficiently 
good approximations” of the world and “ whether the theory works” 
in terms of leading to “ sufficiently accurate predictions”.
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Friedman and Savage defended their ‘ as if ’ argument with the 
example of an expert billiard player. They say that it is not unreason-
able to accept the hypothesis that the billiard player makes shots ‘ as 
if ’ they knew the complicated mathematical formulas governing the 
direction of travel, angles, speed, and so on  –   the fact that this is not 
done consciously is irrelevant. ( We will turn to the issue of conscious 
processing and free will in  Chapter 4.)

Whatever the truth, what distinguishes behavioral ( and more gener-
ally experimental) economics from neoclassical economics is the lesson 
from psychology which stresses the value of testing hypotheses rather 
than just assuming that ‘ axiomatic’ assumptions are inherently true, or 
useful ( even if not entirely true) –   this is now routine research prac-
tice ( Vernon Smith shared the Nobel Prize with Daniel Kahneman for 
his pioneering work in experimental economics). In any case, in decid-
ing between alternative theoretical positions, Friedman is surely right 
when he declared: “ theory is to be judged by its predictive power for 
the class of phenomena which it is intended to ‘ explain’”. In this way, 
the predictive power of neoclassical economics ( and, of course, behav-
ioral economics) needs to be judged by experimental or other forms of 
empirical observation. Prediction of the future is the gold standard of a 
scientific theory; postdiction of the past is the lead standard.

heterODOXy

As we have seen in this and previous chapters, much is made in neo-
classical economics of the free market, the nature of the firm and that 
of the  consumer – a  lthough these are clearly idealized notions, they 
are intended to explain important economic phenomena. As discussed 
in  Chapter 2, there is much dissent over these issues. J. K. Galbraith 
( 1958, 1967) noted that ‘the market’ of modern society is no longer 
made up of numerous small firms, competing with each other and 
complying with the laws of supply and demand. Instead, there are 
multibillion dollar global conglomerates who can, and do, influence 
the demands of the consumer via advertising, brand management, and 
indeed by  self-  perpetuating fashion and resulting peer pressure ( these 
highly expensive ploys also prevent entry into the market by poten-
tially more innovative and competitive firms). Of course, companies 
have to provide goods and services that are within the consumer’s 
‘ zone of tolerance’, but we may assume this to be fairly wide.
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Galbraith further noted that many commercial firms are funded 
by government and military sources, especially in the United States, 
something which he termed the ‘  military-  industrial complex’  –  
 adopting the phrase from US President Dwight D. Eisenhower’s fare-
well address in 1961. Galbraith also observed that while CEOs may 
be praising the wonders of the ‘ invisible hand’ of the free market they 
may, at the same time, be lobbying governments for subsidies and trade 
tariffs to protect their companies from ‘ unfair’ global competition.

Galbraith lampooned the notion that the modern firm is merely 
seeking to maximize profits ( or some other shareholder related value); 
instead, it may be seeking to maximize the utility of the management 
in the form of high salaries, generous bonuses,  tax-  free luxury cars, 
and the like, which comes, of course, from having great products and 
services. Is it really the case that nonshareholding managers work, plan, 
innovate, and invest merely to maximize the profit of people they do 
not know? This would truly be  altruistic –   and not entirely consistent 
with neoclassical economics’ own tenets. Galbraith presented us with 
an amusing metaphor, “… of a man obsessed by sex who devotes his 
life to enhancing the sexual opportunities of other people whom he has 
not met”. If we prefer to take our economic lesson not from a staunch 
liberal economist but a titan of the business world, we hear much the 
same: in 2009, Jack Welch, former CEO of General Electric, asserted 
that this is “ the dumbest idea in the world”, adding “ shareholder value 
is a result, not a strategy” ( Quoted in Guerrera, 2009). As we saw 
also in  Chapter 2, notable intellectuals ( e.g., Veblen and Chomsky) 
have challenged the m arket-  driven definition of ‘ value’ –   who really 
decides what has value? Much earlier, Adam Smith expressed a similar 
sentiment.

the DaWn Of BehavIOral ecOnOmIcs

We do not only have the dissenting voices of economists and other 
intellectual observers; we now have too many behavioral anomalies 
accumulated to suggest anything other than that, at the very least, core 
neoclassical economic assumptions need reconsideration and some 
refinement, and perhaps even wholescale renewal. This pressure came 
about at around the same time in the 1960s when psychology was 
experiencing its own revolution with the advent of cognitive psychol-
ogy. This placed emphasis upon ‘ mental’ processes and argued that 
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focus exclusively on overt (‘ revealed’) behavior and how it is affected 
by reinforcement ( e.g., incentives) is a major  shortcoming –   of note, 
Chomsky was a major figure in this revolution with his theory of uni-
versal grammar. In particular, the mind came increasingly to be seen 
as an information processing  machine –   the development of computers 
was a major technological impetus to this view. Now, once we start to 
think about mental processes such as memory, language, and decision 
making, a whole landscape of intriguing possibilities opens up. These 
only increase when we add social psychology, which views individual 
thought, feeling, and behavior as socially influenced and shaped, if 
not entirely constructed. The intellectual flood gates started to open, 
slowly at first, but then a fully flowing tide washed away many of the 
old assumptions that seemed so  water- t ight not too many years before.

Despite strong resistance, which continues to this day, standard 
neoclassical economic models would never be quite the same again. 
Amos Tversky and Daniel Kahneman, in particular, proposed radical 
new ideas and provided compelling empirical evidence to show some 
remarkable findings. In 1974, their Science article proposed that we use 
mental shortcuts – ‘heuristics’ – when making judgments (these are 
detailed in  Chapter 4).

Tversky and Kahneman noted that typical human judgments devi-
ate markedly from supposedly rational decisions and, crucially, are 
systematically  biased  –   they are not merely random error (‘ noise’). 
The influence of their 1974 article was added to in 1979 when they 
proposed ‘ Prospect Theory’ to account for decision making under 
risk. This work demonstrated significant violations of standard eco-
nomic models ( e.g., expected utility theory). Importantly, Tversky and 
Kahneman provided a theory that could be tested and, if shown to be 
wrong,  disregarded –   the fact that we are still talking about it today 
attests to its success. Their paper was published in a highly influential 
journal, Econometrica, written in the style favored by economics, and 
contained enough mathematics to give it a respectable academic gloss: 
it could not easily be ignored – although many dyed-in-the-wool neo-
classical economists gave the impression that they had achieved this 
feat of  self-  denial. By 1997, some kind of acceptance was seen with 
the publication of a special issue of the journal, Quarterly Journal of 
Economics, devoted to behavioral economics.

As noted by Camerer and Loewenstein in 2003, these early papers 
set the tone for those that followed. The first task was to identify 
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normative assumptions or models widely used by economists ( e.g., 
rationality). The second task was to identify deviations from predic-
tions by clear and unambiguous empirical fi ndings  –   of course, to 
win acceptance, this means ruling out alternative explanations that 
are consistent with neoclassical assumptions ( e.g., participants in the 
studies were confused or they were insufficiently incentivized). Once 
these two tasks had been achieved, the next step was to formulate 
alternative theories to replace the flawed neoclassical ones and, finally, 
to construct new economic models and propose how they should be 
tested. The idea is not only to account for the failure of neoclassical 
economics, but to generate new knowledge by applying novel con-
cepts from behavioral science.

Some of the leading figures in early economics anticipated as much. 
It is appropriate that Richard Thaler opens his 2015 book, Misbehaving, 
with a quote from Vilfredo Pareto ( 1906):

the foundation of political economy and, in general, of every social sci-
ence, is evidently psychology. a day may come when we shall be able 
to deduce the laws of social science from the principles of psychology.

That day has arrived.

cOnclUsIOns

Neoclassical assumptions, principles, and applications have enjoyed 
remarkable success over the past one hundred years. Economists 
trained in this tradition are much sought after by government and 
businesses alike. Students of economics are highly employable because 
they have been taught to think in systematic and logical ( i.e., math-
ematical) ways, and this analytical rigor can be applied to all types of 
 problems – t  hese are skills with a high utility even when knowledge 
of neoclassical economics may have become something of a distant 
memory.

In the discussion of the virtues and vices of neoclassical economics, 
the important issue, as Milton Friedman pointed out, is the extent to 
which people conform to a good enough approximation of rational 
homo economicus. But, as behavioral research shows, in too many spe-
cific respects, neoclassical economics seems in dire need of revision 
to incorporate newer empirical findings that provide a much more 
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psychologically realistic understanding of how people make decisions 
in real life. To this topic, we turn in the next chapter.
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4

HUMAN
HOMO PSYCHOLOGICUS

People systematically deviate from how they should behave accord-
ing to neoclassical economics. For example, the context in which 
decisions are made is often more important than the informational 
content. The focus of this chapter is how people actually form judg-
ments and make decisions according to psychological research. 
Heuristics and biases are central to this d iscussion –   heuristics can 
be thought of as mental shortcuts that are automatic, intuitive, and 
do not require conscious thought. Tversky and Kahneman initially 
outlined three heuristics in 1974: availability, representativeness, and 
anchoring and adjustment, and others have been identified since. 
The formulation of Prospect Theory by Kahneman and Tversky 
in 1979 proved especially influential by combining psychological 
insights with economic phenomena. It provides an elegant explana-
tion of why people dislike losses more than gains of an equivalent 
value. In particular, Prospect Theory calls attention to the impor-
tance of reference points: we do not look at things in absolute terms 
but, rather, we focus on relative changes around a starting point, and 
these can be influenced in various, sometimes arbitrary, ways. The 
chapter also explores how behavioral economic phenomena are the 
result of specific b rain– m ind cognitive and affective systems that are 
specialized for different psychological functions.

https://doi.org/10.4324/9781003166900-4
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IntrODUctIOn

By now we know that behavioral economics is rooted in the history of 
classical economic thought. We also know that dissenting voices ( e.g., 
J. K. Galbraith) anticipated some of the themes that occupy behavioral 
economics today ( e.g., the degree of rationality of the consumer and 
the power of consumerism). To these views from economics are added 
insights from psychology: much is now known about how people actu-
ally form judgments and make decisions, and how these impact eco-
nomic choice and behavior. These psychological insights have heavily 
influenced the whole field of behavioral economics. To a large extent, 
they define  it –   especially as they provide coherent theoretical models 
that supplement, sometimes replace, mainstream economic models. 
These insights are the focus of this chapter. We see how the homo eco-
nomicus ( ECON) depiction described in  Chapter 3 needs to be modi-
fied by the far more typical homo psychologicus ( HUMAN). Among 
other things, we see the importance of ( psychological) context over 
(informational) content.

To gain a good understanding of what can be a complex literature, we 
start with a survey of what many consider to be one of the most impor-
tant findings in the whole of behavioral economics: loss aversion. It is a 
useful starting point because it helps us appreciate the truly psychological 
nature of economic phenomena. In addition, its influence is seen across 
many different domains, and it plays a pivotal role in the major alterna-
tive perspective to neoclassical economics: prospect theory.

 

lOss aversIOn

Loss aversion is one of the  best-  known phenomena in behavioral eco-
nomics ( an overview of it can be seen in Kahneman et  al., 1991). 
It states that losses loom larger than equivalent gains ( Kahneman & 
Tversky, 1984). In other words, the pleasure of gaining $10 is less than 
the displeasure of losing $ 10 –   depending on how it is measured, the 
effect is estimated around twice as much.

It is remarkable to think that well over 200 years before Kahneman 
and Tversky’s ( 1979) seminal work on Prospect Theory ( described 
below), Adam Smith already identified loss aversion, as well as much 
else current in behavioral economics ( e.g., the influence of social 
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factors and emotions). Smith elegantly articulated loss aversion in his 
1759 book, The Theory of Moral Sentiments:

Pain […] is, in almost all cases, a more pungent sensation than the oppo-
site and corresponding pleasure. the one almost always depresses us 
much more below the ordinary, or what may be called the natural state 
of our happiness, than the other ever raises us above it.

(Smith, 1759)

Some one hundred years later, Charles Darwin said something similar to 
Smith: we place a higher value on blame than we do on  praise –   more 
generally, the negative dominates the positive. ( How many “ I love you” 
are necessary to compensate for one hurtful comment to your romantic 
partner?)

More formally in  current- d ay behavioral economics, when the 
potential of loss is salient ( an important caveat), loss aversion refers to 
the stronger tendency to prefer avoiding losses to achieving gains of 
the same magnitude. However, perhaps somewhat surprisingly, given 
the prominent role it plays in behavioral economics, the appearance 
and strength of loss aversion very much depend on how the feelings 
of loss are made salient and  elicited –   this is yet another manifestation 
of the lack of method invariance ( mainstream economics assumes that 
such phenomena should not be strongly influenced by the method of 
their elicitation; that is, they should be ‘ method invariant’). Empirical 
studies have demonstrated that under certain circumstances ( e.g., 
when the loss is not made salient), loss aversion can be lower or, even, 
 nonexistent –   in fact, there is now much debate over the robustness 
and implications of the phenomenon ( Gal & Rucker, 2018).

Loss aversion is, nonetheless, a good way to start taking a psycho-
logical perspective on economic choice and behavior; it is also a good 
way to start to appreciate the importance of context, framing, and 
such like. We will see how the conceptualization and measurement of 
core principles in behavioral economics are affected by such factors, 
especially the influence of how information is presented. The com-
mon caveat in neoclassical economics, all else being equal, rings hollow 
in the face of the pervasive influence of such psychological factors.

enDOWment effect

The influence of loss aversion is evident across a range of behavioral 
economic phenomena.
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One good example is the endowment effect, a term first coined by 
Richard Thaler ( 1980). This effect relates to the finding that we 
value the things we own much higher than the things we do not. 
For example, our house will always be worth more to us than to a 
potential buyer. The endowment effect is seen in people wanting to 
sell consumption goods at higher prices than they would be willing to 
pay for them. This was shown in a simple and elegant experiment by 
Kahneman and colleagues in 1990 using coffee mugs ( see text box).

Another interesting form of loss aversion is seen in the ‘ money illu-
sion’. As noted in  Chapter 2, even  high- p rofile neoclassical economists 
sometimes find cause to scratch their professional heads in disbelief at the 
notions lay people hold about money. Irving Fisher ( 1 867– 1 947) –   once 
called ‘ the greatest economist the United States has ever produced’ –  
 wrote about the money illusion ( indeed, he devoted an entire book to the 
subject, published in 1928). The money illusion is the tendency to think 
of currency in terms of the numerical/ face value ( the nominal value; 
e.g., $1) rather than in terms of its purchasing power ( the real value).

The real value of money reflects how much of a good and/ or ser-
vice can be acquired with the money ( consider the eroding purchasing 
power effect of hyperinflation). Think about what you can buy for 
$100 today compared to what your grandparents could buy for $100 
when they were your  age –   you have now got the point! However, 
the money illusion remains tenacious. The argument from behavio-
ral economics is that it reflects the use of a heuristic: nominal prices 

the enDOWment  effect – c  Offee mUGs

Imagine yourself in the coffee mug study (Kahneman et  al., 1990). the 
‘ sellers’ in this study were given a cornell University coffee mug. they 
were asked at what price they would be willing to sell it. the ‘buyers’ in  
this study were asked what price they would be willing to pay for it. the 
surprising outcome is that these prices were very different. the median 
price for sellers was $7.12, nearly 2.5 times the median price for buyers, 
at $2.87. In another study, of those given a choice to sell, 75% decided to 
keep the mug if the price was $3.12 on average. merely owning a prod-
uct seems to enhance its value: the explanation being that we are averse 
to the potential loss and we would prefer to keep possession of the cof-
fee mug –    there may also be a status quo bias in play, discussed below.
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provide a rule of thumb for deciding the value of a good or service. 
Real prices, on the other hand, are not taken into consideration unless 
they are made highly  salient –   we tend to ignore, or not understand, or 
at least downplay, the purchasing power erosion of inflation.

The money illusion can be seen in perceptions of outcomes. For 
example, generally, we see a 2% cut in nominal income ( e.g., wages) 
with no change in purchasing power ( the real value of income, i.e., what 
can be purchased with that income) as  unfair  –   we would be taking 
home 2% less purchasing power. In contrast, we have far less difficulty in 
viewing a 2% rise in nominal income as fair even when there is 4% infla-
tion ( which decreases real income) –   again, we would be taking home 
roughly 2% less purchasing power. What might be going on here? Well, 
usually, the immediate increase in income is much more salient than the 
larger, seemingly more remote, increase in inflation, which appears an 
altogether more abstract concept ( and possibly one we could mitigate by 
changing our purchasing behavior). Despite the fact that these outcomes 
are, in rational terms, almost equivalent, they simply do not seem that 
way to us and we have very different feelings and thoughts about them. 
Such outcomes are consistent with a related phenomenon, ‘ myopic loss 
aversion’, described by Benartzi and Thaler in 1995. As the name implies, 
this phenomenon refers to a  short-  sighted greater sensitivity to appar-
ent losses, compared to gains of an equal a mount –   objective value, as 
opposed to subjective value. In addition, as people are accustomed to 
getting ( albeit in nominal terms) a pay rise and not a cut, the prospect 
of a cut is much more unusual and, therefore, psychologically  attention- 
 grabbing, leading to discontentment and a sense of apparent unfairness.

mOney: mental accOUntInG

Recall the discussion of money in C hapter  1 –   as ABBA sang, it can be a 
funny thing. We now need to know something important about money: 
it is fungible –   it buys food and Fords, meaning that one coin/ note can be 
exchanged for another of equal value, and they have the same purchasing 
power. Also, recall from Chapter 1 the working patterns of New York 
City taxi drivers who work ‘ one day at a time’. One interpretation of the 
taxi drivers’ behavior is that they have mental bundles of preferences: 
work, leisure, family, and so on, which are not easily interchangeable ( i.e., 
fungible). There is something especially peculiar about the psychology 
of money: mental accounting ( see Thaler, 2008). Think of the money in 
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your pocket, in your bank account, in your investments, and even maybe 
money in the tin on the kitchen sink. Do you treat these bundles of 
money equally? Probably not. Given the importance assigned to money, 
and especially its fungible nature, this is something that baffles the neo-
classically inclined  economist –   although surely, in their personal life, 
they treat money in much the same nonfungible manner.

Most of u s  –   however, apparently  nonrationally  –   bundle our 
financial resources according to their intended purpose. For exam-
ple, we may have a holiday fund, shopping fund, leisure fund, and so 
 on – t  hese are not so easily interchangeable in psychological terms. 
The interesting thing is that we spend these funds in what appears 
to be inconsistent ways. For example, we may search the supermar-
ket shelves to find  value-  fo  r- m oney products, while on the same day, 
we may not be the least concerned about spending another bundle of 
money on something of extravagance ( e.g., an expensive restaurant 
meal). Are we behaving inconsistently?

Example: Mental Accounting

Imagine the following situation. you have decided to see a band that 
happens to be playing close to where you live. the admission charge 
is $10 per ticket. as you enter the venue, you discover that you have 
lost a $10 note ( you have other money with you). the question is, 
would you still pay $10 for a ticket to see the concert? something 
like 88% of people who are asked this question say they w ould –  1 2% 
would not ( tversky & Kahneman, 1981).

now consider this situation. you have decided to see the same 
band and have already bought a ticket for the admission price of $10. 
as you enter the concert hall, you discover that you have lost the 
 ticket  –   without the ticket, you will not be allowed into the venue. 
the question now is, would you now pay $10 for another ticket? 
surprisingly, only 46% of people say they would, and most are willing 
to go away disappointed.

But as you can see, from a money point of view, both situations 
are  identical  –   either way, if you see the band you would have for-
gone $20. as this example shows, even when making decisions about 
money, it is not always about the money! ( Other examples of mental 
accounting can be found in thaler, 2008.)
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Of course, mental accounting helps people to budget and regulate 
consumption to maximize overall  well-  being ( utility) –   seen from this 
perspective, this is a very rational thing to be doing. It certainly makes 
the cognitive task of managing money much easier. For example, 
knowing how much is ‘ put aside’ for household expenditure and how 
much is available to be spent on nonessential items makes life more 
convenient and, this alone, contributes to overall utility. But none of 
this sits well with neoclassical economics: if we want to save money in 
the supermarket ( i.e., we have a preference for this), then why would 
we then want to splash out on an expensive meal? You can prob-
ably think of perfectly good reasons for these, apparently inconsistent, 
forms of financial behavior.

heUrIstIcs anD BIases

The mental accounting example above shows that some economic 
exercises require substantial cognitive e ffort –   and compared to others, 
these examples are relatively easy. To deal with them, the human mind 
has developed strategies to make them more  manageable  –  a mong 
these strategies are heuristics, with resulting biases. Heuristics, or rules 
of thumb, describe the systematic ways we think about problems of 
judgment and decision making. These mental shortcuts allow us to 
make decisions quickly and without the expenditure of too much cog-
nitive effort, time, emotions, and inconvenience.

In many people’s minds, behavioral economics is all about heu-
ristics and biases. For sure, they are important, but they are far from 
being the whole story. They serve one valuable function, which is 
why they have assumed such prominence in behavioral econom-
ics: namely, they provide some of the best evidence that we do not 
 always –   indeed, very  often –   conform to the depiction of rational 
homo economicus ( ECON). It is now clear that processing heuristics 
of various types play a large role in economic choice and behavior. 
Accordingly, any viable economic theory needs to take them into 
proper consideration.

Recognition of the roles played by processing heuristics has shifted 
attention away from formal and mathematical rules ( e.g., expected utility 
theory; see Chapter 3) to rules-of-thumb: simple and (reasonably) effi-
cient procedures for forming judgments and making decisions. Heuristics 
can be thought of as mental shortcuts that are automatic, intuitive, and 
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do not require conscious t hought –   they just ‘ feel right’ and, often in 
terms of outcomes, they are right. Sometimes they are fallible, however.

Building on the work of Herbert Simon ( see C hapter  3), who 
first talked about heuristics, the early 1970s saw the emergence of 
a highly productive collaboration between Daniel Kahneman and 
Amos Tversky, who went on to list and define a large number of 
heuristics and associated biases that affect everyday life ( for a lively 
story of their collaboration, see Lewis, 2016). In particular, Tversky 
and Kahneman’s 1974 seminal paper on some of the major heuristics 
and biases attracted worldwide attention and set the behavioral eco-
nomics research agenda to this very day. (Later, in 2002, Kahneman 
won the Nobel Memorial Prize in Economic S ciences –   by this date, 
Tversky had died and Nobel prizes are not awarded posthumously, but 
had he lived, he most certainly would have been honored alongside 
Kahneman.)

Although not consistent with the expected utility theory of ration-
ality ( see  Chapter 3),  heuristics –   even despite the biases and errors that 
 result –   can be seen as rational in a world full of complex problems, 
incomplete information, and limited psychological resources ( e.g., 
cognitive processing and  self- c ontrol). Given these limitations, heu-
ristics are good enough in most circumstances and enable judgments 
and decisions to be made in a timely and usually fairly accurate man-
ner. However, they can lead to errors, sometimes  major –   and typi-
cally less than optimal ones from a neoclassical viewpoint. The major 
limitation is their focus on only some aspects of the p roblem – t  hat are 
salient and seem  relevant –   to the neglect of other ( sometimes more 
crucial) aspects. Kahneman and colleagues ( 2021) have elaborated on 
the implications of noise in human decision making. Whereas system-
atic error in judgments is bias, noise is variation in either judgments 
made by different people ( e.g., judges in court trying similar cases) or 
variation in judgments within a given individual. As with all forms of 
psychological ( behavioral) measurement, there will be statistical vari-
ation, which is noise, and this needs to be considered when thinking 
about systematic biases.

Heuristics and biases research is important because mainstream, 
neoclassical economists contend, reasonably enough, that if people 
are sufficiently incentivized and motivated, and have full ( or good 
enough) information  – especially when it is about important life deci-
sions  – w  hy would they not show rational and consistent decision 
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making? Mainstream economists say also that, although some peo-
ple are plain dumb ( or choose to behave that way), ‘ the market’ is 
efficient; therefore, aggregate level behavior conforms reasonably well 
to the principle of optimization and neoclassical assumptions. To 
assume otherwise, we have to envision human beings going about 
their daily business, even in important matters, in a bumbling, 
inconsistent, and inefficient fashion. But as we have already seen in 
previous chapters, individuals and markets do sometimes behave in 
astonishingly nonoptimal w ays –   on a large global scale, the financial 
crash of  2007–  2008 serves as testimony ( see  Chapter 1). We could 
surely find plenty of examples of nonoptimal behavior during the 
 Covid-  19 pandemic when expert advice was at times ignored by 
politicians and some members of the public, sometimes with dire 
consequences.

Tversky and Kahneman ( 1974) initially outlined three heuristics: 
availability, representativeness, and anchoring and adjustment. Others have 
been subsequently added, for example, those involving making judg-
ments ( judgment heuristics) and choices (evaluation heuristics) easier. Let 
us consider each in turn.

avaIlaBIlIty heUrIstIc

The availability heuristic relates to the ease with which an idea comes 
to mind ( see text box). It is used to estimate the likelihood or fre-
quency of an event. The basic idea is that when an unlikely or infre-
quent event springs to mind, we tend to overestimate its occurrence. 
For example, the likelihood of being caught up in a terrorist incident 
is tiny, but we do not judge it this way. On the other hand, common 
and mundane events are not perceived to be as dangerous as, in fact, 
they are ( e.g., a child’s death in a home swimming pool is judged less 
likely than abduction, but the first is much more frequent than the 
second, and the same is true for suicide and gun deaths in the United 
States, where gun deaths by suicide are more frequent than ones by 
murder).

The availability heuristic is used to explain why we are more influ-
enced by a single story that leaves a greater impression than a wealth 
of statistical  data  –   it is no wonder the UK National Lottery likes 
to publicize winners with a big public relations splash: “ It could be 
you!” (Alas, you have more chance of being struck down by a bolt of 
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lightning.) In the world of macabre politics, we see something similar: 
Joseph Stalin is reputed to have said, “ The death of one man is a trag-
edy, the death of millions is a statistic”.

The availability heuristic has also been used to account for illusory 
correlation, which comes from recalling two events to mind at the 
same time. We tend to perceive a relationship between two variables 
when, in fact, none exists. Illusory correlations are produced when 
two separate variables are paired together in such a way that over-
estimates their frequency ( e.g., Chapman, 1967). For example, we 
may visit a country for the first time, and the first couple of people 
we meet are very friendly and, then, we infer that all people in this 
country are friendly, whether they are or not. If we think they are 
especially friendly and we act in an especially friendly way toward 
them, then they may well reciprocate in kind, reinforcing our illu-
sory  correlation –  s omething of a  self- f ulfilling prophecy. Also, we 
may engage in confirmation bias: for example, accepting all friendly 
behavior as typical of the people and less friendly encounters as less 
typical. We thus unconsciously interpret their behavior in a way that 
confirms our prior beliefs.

rePresentatIveness heUrIstIc

The representativeness heuristic has an influence when people think in 
terms of categories ( e.g., what seems to characterize nurses and police 
officers?). The idea is that a stimulus ( e.g., a description of a specific 
person) with high representativeness comes about because it is close to 
the prototype of that category ( i.e., this particular person seems to 
embody what characterizes the typical nurse or police officer). The 
problem comes when we confuse the stimulus ( e.g., a specific person) 

letter K In WOrDs

are there more english words with K in the first position or with K in 
the third position? It is easy to think of kangaroo, kitchen, kept, and so 
on, but more difficult to think of words with K as the third letter (e.g.,  
lake or acknowledge), but the  third-  letter position K words are more 
common. this is an example of the faulty reasoning of the availability 
heuristic (t versky & Kahneman, 1973).
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with the category p rototype – a  lthough this may seem a little abstract, 
the example ( see text box) helps illustrate it.

The representativeness heuristic can be very effective, but it can lead 
to errors and even prejudice. People can err in one of two ways. They 
can overestimate the probability that something has a very rare prop-
erty or underestimate the probability of a very common property. 
This is known as the base rate fallacy. These mistakes violate the rational 
use of probability information ( see text box).

the cOnJUnctIOn fallacy

The representativeness heuristic ( and, to some extent, the persistent 
power of stereotypes) is also reflected in the conjunction fallacy, a for-
mal fallacy that once again demonstrates that most of us are far from 
being star statisticians. Consider the following situation, which is 
very well known in behavioral economics. Tversky and Kahneman 
( 1983) presented subjects with a brief description of a woman named 
Linda. She is described as “ 31 years old, single, outspoken, and very 
bright. She majored in philosophy. As a student, she was deeply con-
cerned with issues of discrimination and social justice, and also par-
ticipated in  anti-  nuclear demonstrations”. Subjects in this study were 
then asked to rank the likelihood of different statements about Linda. 
These included “ Linda is a bank teller”, and “ Linda is a bank teller 
and is active in the feminist movement”. The results showed that sub-
jects tended to rate the second more specific statement as more likely. 

stereOtyPes anD the DIlUtIOn effect

the representativeness heuristic may explain stereotypes and how 
they can be reduced: the dilution effect. Imagine you are asked whether 
Paul or susan are more likely to be assertive  – all you know is their   
name. What’s your answer? typically, Paul ( as a man) is rated as more 
assertive. But now, if you are told that Paul’s and susan’s mothers 
each commute to work in a bank, you are less likely to show this ste-
reotype  effect – Paul and   susan are typically rated as equally assertive. 
this effect is explained in terms of the extra information about Paul 
and susan, which makes them less representative of men or women in 
general ( described in Kunda, 1999).
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However, a conjunction of the form “ Linda is both a bank teller and 
in the feminist movement” can never be more likely than the more 
general statement “ Linda is a bank teller”.

Put more formally, the probability of a conjunction can never be 
greater than the probability of its ( separate) conjuncts. That is, the 
probability that two things are true at the same time can never be 
greater than the probability that only one of them is true. But, in some 
cases, people judge that a conjunction is more likely than one of its 
conjuncts on its own. What is happening? It may be that the conjunc-
tion suggests a scenario that people can picture more easily than just 

Base rate fallacy

consider this problem (it is an example of Bayesian reasoning; see  
c hapter 3) which was published by tversky and Kahneman in 1982. 
It involves an eyewitness account of a  hit-  and-    run incident by a taxi. 
Participants in this study were asked to estimate the probability of a 
witness identifying the correct color of the taxi given certain informa-
tion. two taxi companies operate in the city, one with green and the 
other with blue cabs. the prevalence ( base rate) is known: Green = 
85%, blue = 15%. the witness to the crime reports that they saw a 
blue taxi.

When in court, the eyewitness is tested for accuracy of identifica-
tion under the same lighting conditions as at the time of the commis-
sion of the crime. they correctly identified the color presented 80% 
of the time and failed 20% of the time. the study participants were 
then asked: What is the probability that the cab involved in the acci-
dent was, in fact, blue, as claimed by the eyewitness? Well, what would 
be your answer? the results revealed that most participants gave a 
probability greater than 50%; many estimated that it would be 80% 
or higher. now, if we did not know the actual color of the taxi, then a 
reasonable guess would be that there is an 85% chance it was green, 
but we have additional information on the accuracy of the eyewitness 
identification to take into account. Given all of this information, the 
true probability that the taxi involved in the hit-     and- run was, in fact,  
blue is only 41%. these results, which have been replicated in many 
different contexts, show that participants placed more evidential 
weight on the testimony of the witness than on the more statistically 
reliable base rate information.
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one of its components: Linda being a bank teller and in the feminist 
 movement –   they may also assume that people tend to stay consistent 
over time. The capacity to imagine seems the vital ingredient to this 
fallacy. In this example, Linda appears to fit the stereotype of a femi-
nist and not one of a bank teller, so we find it easier to think of Linda 
as a bank teller who is also a feminist. Lots of other examples show 
much the same thing. Of interest, Tversky and Kahneman reported 
they found subjects were very unwilling to give up these judgments, 
even when they were shown to be illogical.

Another consequence of the representativeness heuristic relates to 
biased judgments concerning  randomness  –   the misperception of ran-
domness. Do you think the sequence 1, 2 3, 4, 5, 6 is more or less 
likely than any other sequence ( e.g., 5, 3, 2, 6, 4, 1)? What about the 
sequence of heads ( H) and tails ( T) in coin flips? Which one is more 
likely TTTTTHHHHH or HHTHTTTHTH? Of course, all of these 
sequences are equally probable, but we often believe the pattern that 
appears to be more random is more likely. Casinos exploit this misper-
ception. For example, on the roulette table, they show the sequence 
of the last black/ red numbers that have come up. Some players will 
see a run of red and assume that ‘ it is now time’ for black and bet 
accordingly ( it makes no difference because the ball does not have any 
memory of where it last landed, even if it cared).

Much has been talked about the gambler’s fallacy: the tendency 
to expect outcomes to even out over the short run ( e.g., Tversky & 
Kahneman, 1971). We tend to believe that, for example, a long series 
of tails in a coin flip game must surely be followed by heads because 
we intuitively know that with a fair coin, we would roughly see the 
same number of heads and tails after many coin flips. However, assum-
ing that the coin is, indeed, fair, each individual coin flip is equally 
likely to result in either heads or tails, regardless of what came before. 
Gamblers sometimes go bust long before the run has the common 
decency to correct itself.

Still another consequence of the representativeness heuristic relates 
to the effects of people’s insensitivity to sample size ( see text box).

anchOrInG anD aDJUstment heUrIstIc

The third major heuristic is anchoring and adjustment. It is used when 
people have to estimate a number. The idea is we start from a readily 
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available  number –   this is the ‘ anchor’ –   and, then, we shift up or down 
from that point. This can be in the form of minimum monthly payments 
on a credit card or something irrelevant, such as reading your national 
insurance number before making an estimate. In one such experiment, 
subjects watched a number being selected from a ‘ Wheel of Fortune’, 
which they surely knew was random and, therefore, had nothing to 
do with the task they were then asked to do ( Tversky & Kahneman, 
1974). After seeing this number, they were asked: “ Is the percentage of 
African countries which are members of the United Nations larger or 
smaller than x%?” ( The percentage number was taken from where the 
wheel of fortune happened to land.) They were then asked to guess the 
actual percentage. Even though they must have known that the wheel 
of fortune number was pure chance, their estimates were closely tied 
( i.e., anchored) to this entirely irrelevant number.

The upshot of numerous experiments is that people get tied to the 
anchor, and this contaminates their estimate. Whatever the process that 
leads to this effect, it would seem to have a wide range of implica-
tions for how we estimate numbers. Again, it is interesting to note, 

InsensItIvIty tO samPle sIZe

tversky and Kahneman ( 1974) presented subjects with the following 
problem designed to measure their understanding of random vari-
ation and its relation to sample size. start by imagining that over a 
long period of time, the ratio of male and female babies born in a 
hospital is 50/50.  you are told, if you need to be, this will not be true 
for all periods of time as we should expect some variation. tversky and 
Kahneman asked the question: does the likelihood of deviating from 
exactly half depend on the number of births for a particular day? What 
do you think?

sampling theory tells us that, on average, there will be more 
variation ( i.e., deviation from a 50/50 split) the smaller the sample  
size. But people’s answer to the question does not reflect this fact. 
typically, they say that the number of births will not affect the sex ratio 
on any one day  – in this specific study  , the range was set at a 40–   60% 
sex ratio, and people thought the actual ratio would not fall outside 
this range. ( Of course, on some days, all births would be males or 
females.) again, most of us do not possess perfect (even good) statis -
tics skills, unlike neoclassical economics would have us believe.
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that people find it hard to avoid doing this, even when incentivized, 
and when challenged to explain their decision, they deny that their 
estimates were anchored. Perhaps unsurprisingly, the effect is stronger 
when the decision needs to be made fast. Moreover, the anchors do not 
even have to appear sensible. For example, when people were asked to 
estimate the year of Albert Einstein’s first visit to the United States, the 
absurd anchors of 1215 and 1992 were included among more sensible 
years and influenced the answers just as much ( Strack & Mussweiler, 
1997). There are many examples of anchoring ( see text box).

cOherent arBItrarIness

Examples of the heuristic of anchoring and adjustment are given by 
Ariely et  al. ( 2003) across six different experiments in which they 
showed that apparently irrelevant features have influential conse-
quences. Their results demonstrate that arbitrary anchors can affect 
the initial valuations of products and hedonic experiences. However, 
the valuations in these experiments appeared to be coherent and thus 
give the ‘ illusion’ of  order –   that is, generated by stable underlying 
preferences. This conclusion is reflected in the  sub- t itle of their paper, 
‘ stable demand curves without stable preference’. Most worrying for 
neoclassical economics, they conclude that their results show behavior:

( 1) cannot be interpreted as a rational response to information; ( 2) 
does not decrease as a result of experience with a good; ( 3) is not nec-
essarily reduced by market forces; and ( 4) is not unique to cash prices.

Another nice example of this process was given by the same authors. 
They showed a new class of MBA students a range of consumer products 

anchOrInG effect  – se  QUence Of nUmBers

the anchoring effect is found also when numbers are combined to 
form a composite judgment. estimate in your mind the sum of the 
following numbers: 8 × 7 × 6 × 5 × 4 × 3 × 2 × 1. What is your answer? 
It is highly likely that whatever it is, it would be higher than if you 
had estimated the sequence: 1 × 2 × 3 × 4 × 5 × 6 × 7 × 8 ( tversky & 
Kahneman, 1973). as you no doubt calculated in your head(!), the 
right answer is 40,320.
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( e.g., computer accessories, wine bottles, and luxury chocolates). Then, 
after describing these products, the students were asked whether they 
would buy each good for a certain amount in dollars, which was equiv-
alent to the last two digits of their social security number ( which, of 
course, is an arbitrary number). Then, after their accept/ reject response, 
the students were asked their dollar maximum willingness-to-pay (WTP)
for the product. Students were incentivized appropriately and, therefore, 
properly motivated to play the game seriously: both their accept/ reject 
response and their WTP response could influence the purchase. The 
results were both surprising and remarkable. Students with a bove- m edian 
social security numbers stated values that were considerably higher than 
those reported by students with b elow-  median  numbers –   about 57% to 
107%. This is despite the fact that the students were not misled about the 
products and they must have had a good idea of what they were worth. 
Remember that these MBA students were ‘ smart cookies’ and not  easy-  
  to- m islead; but, even they seem not to have the capacity to think straight 
when anchored to an arbitrary number.

As the authors of this important study concluded, the sensitivity of 
WTP to anchors indicates we do not make a choice or price a task in 
the context of an inventory of  pre-  existing preferences. Instead, we 
probably have a range of what they consider to be acceptable values, 
and we base our ‘ buy’ or ‘ don’t buy’ on this range. Within the range, 
anchors exert their toll.

These authors show in five other examples the robustness of anchor-
ing, even when market forces are at play. Such results raise a number 
of fundamental concerns for neoclassical economic assumptions and 
principles. Perhaps of most  significance –   remember the sole assump-
tion underlying utility theory is that people will behave consistently 
( see C hapter 3) – i  s the finding that what can appear to reflect prefer-
ence consistency may not, in reality, be anything of the kind.

affect heUrIstIc

We have now reviewed a number of heuristics that facilitate everyday 
decision making, but there are still more. For example, the way we feel 
about something influences our judgment and decision making. This 
is the affect heuristic ( see text box). We might be excited or fearful 
about buying shares in a particular company. We can even be influ-
enced by ambient stimuli ( e.g., uplifting music in the background) 
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which have nothing to do with our decisions but can still affect them. 
Somehow, we confuse how we are feeling with the hedonic quality 
of the decision itself, even though there may be no relationship at all.

systematIc DevIatIOns frOm ratIOnalIty

As we have seen, everyday behavior is governed by heuristics and 
biases, which lessens the need for cognitive effort when making judg-
ments and decisions. As a result, humans systematically deviate from 
rational behavior: we behave more like homo psychologicus (HUMAN) 
than the neoclassical homo economicus ( ECON). Research has further 
shown a number of systematic deviations from expected utility the-
ory, discussed in C hapter 3. Some of these deviations are related to 
systematic, significant, and meaningful differences between people in 
their aversion or tolerance of risk.

rIsK aversIOn

We saw in C hapter  3, the diligent rational person ( i.e., economic 
‘ agent’ in the lingo of economics) who bases their decision on expected 
utility theory, in reality, could lose all their money very  quickly  –  
 especially if the choice with the higher expected utility involves a 
low probability of winning a large amount of money. It is often far 
more sensible ( rational?) to accept a lower expected utility value with 
a higher probability of s uccess –   thus avoiding the risk of leaving the 

  

affect  heUrIstIc –   DIsease anD Death

think about this problem. there are two diseases. One kills 1,286 peo-
ple out of every 10,000 infected. the other disease has a fatality rate 
of 24.14% (let us assume that 10,000 have also been infected). Which  
of the two diseases seems most dangerous? although clearly the sec-
ond disease is twice as dangerous, when yamagishi (1997)  asked this 
question, most people said that it was the first disease presumably 
because they can imagine 1,286 dead people and this affects them 
more than a percentage figure showing the chances of a single person 
who is not likely to die from the disease ( although there will be many 
more fatalities in total).
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economic game (whatever it might be) empty-handed  – unless, of 
course, one is playing many iterations of the game and the financial ( or 
other) resources are available to bear the temporary ( although it could 
be relatively  long-  lasting) financial ( and also psychological) pain.

Now,  long- t erm  well- b eing may well be higher if we take the risky 
gamble many times because the expected value represents the l ong- 
 run average outcome of repeated gambles; but for  one-  time choices, it 
might be wiser to follow the advice of the proverb: “ a bird in the hand 
is worth two in the bush”. Also, the typically numerous s hort-  term 
losses would impose their own disutility, which may need to be sub-
tracted from the  longer- t erm value/ utility achieved. In the literature, 
when we are willing to accept a ‘ s ure- t hing’ sum that is less than the 
expected utility theory value, this is interpreted as implying an aver-
sion to  risk –   that it may well be, but considering the points made 
above, it might also be the sensible choice.

Risk aversion is especially important in behavioral finance, where 
it can lead to s ub-  optimal decisions. It is reflected in the fact that when 
we are presented with uncertainty, we attempt to reduce this negative 
state, and this makes us ‘ risk averse’. Consider this choice. Would you 
prefer option 1 or 2? Option 1 is a ‘ sure thing’ guaranteed scenario: 
you get $50. Option 2 involves flipping a ( fair) coin to get $100 or 
nothing. Which option would you go for? Keep in mind that a fair 
coin is equally likely to land on either heads or tails. The expected 
value of the coin toss can be calculated as ( 0.5 × $100) + ( 0.5 × $0) 
= $50, which is exactly the same as in the first scenario. If you go for 
Option 1, then you are said to be risk averse because you rejected a 
gamble of the same expected value. However, your decision is surely 
dependent on your current wealth, or perhaps what you consider to be 
your long-term permanent wealth. Image the sum of money involved 
is 5 pence, $5, $50, $500, $5,000, $50,000. Are your decisions over 
these options equally dependent on expected utility theory? It may 
well be for Elon Musk, but how about you? You probably could not 
care less about the 5 pence gamble, and you probably could not care 
more about the $50,000 one. Wealth is important, whether it is actual 
or perceived.

Under certain circumstances, risk aversion can lead to a willingness 
to accept a sure payoff which is lower than the expected value of an 
alternative, but risky choice. For example, we may be willing to put 
our money in a bank that is paying negative interest; that is, in fact, 
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charging us to store our m oney – a  fter the 2 007– 2 008 financial crisis, 
companies bought government bonds with negative yields ( i.e., they 
were willing to pay, quite literally, for the reduction in an uncertain 
future). Buying government bonds or stashing away money in the 
bank ensures that it is safe as opposed to investing in an uncertain 
stock market. All very risk averse but, at the same time, all very sen-
sible perhaps? ( Certainly, at the time, the large financial institutions 
thought so.)

the eQUIty PremIUm PUZZle

Our aversion to risk, and even more so to uncertainty, manifests itself 
in what is called the ‘ equity premium puzzle’ ( Mehra & Prescott, 1985). 
This puzzle describes the phenomenon that the observed returns on 
stocks over the past century have been much higher than returns on 
government bonds ( about 6% per year; this has been found over long 
time periods in many countries; Siegel & Thaler, 1997), implying the 
stock market has been required to pay o ver-    the-  odds to attract inves-
tors. The explanation that stocks are much riskier than bonds does not 
seem a wholly adequate explanation because of the magnitude of the 
disparity between the two asset classes and the historical record ( i.e., 
information) which show that buying stocks is a sensible, reasonable 
safe, form of investment. One favored explanation of this puzzle in 
behavioral finance is that the disparity reflects investor risk aversion 
for which they must be paid compensation in the form of higher per-
centage returns. This is another good example of how ‘ information’ 
is not processed in an unbiased fashion, even when it is available in a 
clear form and is processed by financial professionals. Sometimes, it 
just seems “ better safe than sorry” – e  specially if one’s reputation and 
even career might be on the line.

amBIGUIty aversIOn

Not only do we tend to be risk averse, we tend to be averse to ambi-
guity, which is sometimes called, ‘ uncertainty aversion’. Ambiguity 
aversion is a preference for risks that are known over ones that are 
not  known –   in common parlance, “ better the devil you know”. This 
form of aversion is illustrated by the Ellsberg paradox ( see text box). 
Despite their apparent similarity, ambiguity aversion is somewhat dif-
ferent from risk aversion. As we saw above, in the case of risk aversion, 
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the probability for each outcome is known; in contrast, ambiguity 
aversion entails a situation where the probabilities of outcomes are 
unknown.

All of the above is very much out of step with the assumptions and 
principles of neoclassical economics, as discussed in C hapter 3.

framInG effects

It is important to note that the above effects do not exist indepen-
dently of context. How a problem is ‘ framed’ is  important  –   that 
is, the form in which the content and information are presented. 
Kahneman and Tversky are rightly famous for highlighting the 
importance of ‘ framing’ on judgment and decision making. To give 
a concrete example, consider Tversky and Kahneman’s classic ‘ Asian 
disease problem’ ( Tversky  & Kahneman, 1981; see text box). The 
first question is asked in such a way as to establish the reference point 
that everyone will die; in contrast, the reference point for the second 
question suggests that no one will die. It may also be the case that the 
ways these questions are posed primes people to think about them 
in different ways. For example, maybe the second question makes 
people focus on trying to save everyone. We will see the practical 
applications of framing in C hapters  6 and 7. For example, during 
the  Covid- 1 9 pandemic, some governments, and the Behavioral 
Insights Teams advising them, were aware of the power of fram-
ing and chose their messages accordingly. Should people be asked 
to adhere to social distancing measures to protect ( save) vulnerable 
people and healthcare systems, or should they be told that many peo-
ple will die if they do not follow social distancing guidance? In the 
United Kingdom,1 people were urged by government campaigns to 

the ellsBerG ParaDOX

People have a tendency to prefer to bet on a known probability. for 
example, would you prefer to bet that a ball drawn from an urn is red 
if ( 1) there are 50 red and 50 black balls or ( 2) you do not know the 
number of red/black balls in an urn of 100 balls? People tend to much  
prefer the known 50/ 50 split ( ellsberg, 1961).
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“ Stay  Home –   Protect the  NHS –   Save Lives” –   a clear example of 
gain frame (“ save”) messaging.

PrOmInence effect

Related to the framing effect is the prominence effect ( e.g., Tversky et al., 
1988). Let us look at this more closely. Do you agree with the statement 
that we should not quibble over the cost of road safety if it saves just 
one child’s life? You may well be tempted to agree, but would you still 
agree if you are then told that the same amount of money could save the 
lives of many more children suffering from cancer? ( This is an example 
of ‘ opportunity cost’; see C hapter 2.) In other words, would you prefer 
to save ( for sure!) the life of one child with cancer, or would you prefer 
to improve the chances of all children suffering from cancer by a tiny 
fraction ( e.g., .01%)? The latter option may actually save the lives of 
more children. These choices illustrate the importance of prominence, 
and it is the reason why adverts for charities never talk about the larger 
population but, instead, show one child, usually giving them a name: 
this makes it personal and it influences the way we think, feel, and act.

asIan DIsease PrOBlem

Imagine the following scenario described in a seminal paper by 
tversky and Kahneman in 1981. the United states is preparing for an 
outbreak of an unusual asian disease, which is expected to kill 600 
people. two alternative programs to combat the disease have been 
proposed. the exact scientific estimates of the consequences of these 
programs are as follows: Decision 1: If program a is adopted, 200 
people will be saved. If program B is adopted, there is a 2/ 3 probability 
that no one will be saved, and a 1/ 3 probability that 600 people will 
be saved. Decision 2: If program c is adopted, 400 people will die 
with certainty. If program D is adopted, there is a 2/ 3 probability that 
600 people will die, and a 1/ 3 probability that no one will die. tversky 
and Kahneman found that 72% of subjects chose a over B, while 78% 
chose D over c. therefore, when given these choices with these differ-
ent frames, people tend to prefer a to B but with a different frame D to 
c. But note that the only difference between a and c ( and B and D) is 
that the same choice problem is framed in different ways!
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PrOsPect theOry

So far in this chapter, we have seen the ways our choices are influenced 
by how options are presented and how they are processed in specific 
ways by the  mind –   the mind does not simply process information in 
an unbiased manner. We now know people are typically averse to risk, 
are easily influenced by framing, by random and relevant numbers that 
act as anchors, and how arbitrary reference points greatly influence 
decisions, even among people who would otherwise be considered 
smart. It seems as if few, if any, of us are immune to these influences. 
As fascinating or infuriating these observations may seem, do they 
lend themselves to being described, and even explained, by a parsi-
monious theory of the type much favored by mainstream economists? 
It would be a great convenience if we could theoretically corral all of 
these effects, fallacies, heuristics, and biases. Indeed, the existence of 
such a theoretic model would go a long way to countering one major 
criticism of behavioral economics: it proliferates a list of behavioral 
anomalies relating to deviations from rational judgment and decision 
making, but then does not provide an elegant, unifying framework 
with which to work. Certainly, this descriptive approach stands in 
stark contrast to that of neoclassical economics, which aims at parsi-
mony and  elegance –   albeit with the price of a lack of psychological 
realism. Prospect theory answered this major criticism of behavioral 
economics.

The formulation of Prospect Theory by Kahneman and Tversky 
in 1979 represented a turning point in behavioral economics: it 
offered a simple model that can accommodate many seemingly sep-
arate  effects –   like all good economic models, it assumes little and 
explains much. ( Apparently, it was called ‘ prospect’ for no better 
reason than to make it sound distinctive and to differentiate it from 
other ‘ value’  theories.) According to the Royal Swedish Academy 
of Sciences, which awards the Nobel Memorial Prize in Economic 
Sciences, in 2002, Kahneman’s work is important “ for having 
integrated insights from psychological research into economic sci-
ence, especially concerning human judgment and  decision-  making 
under uncertainty”. Some years later, in 2017, Richard Thaler was 
awarded the same Prize for something similar. These prizes gave 
the official stamp of approval on behavioral economics.
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Prospect Theory is about how people actually behave, not how they 
should behave according to the normative principles of neoclassical 
economics. It is powerful because it is simple, very elegant, and can 
account for many of the phenomena already discussed in this chapter. 
It is focused on four main areas: ( 1) certain outcomes are preferred 
over uncertain ones, even when the expected utility of the latter is 
greater; ( 2) there is a greater sensitivity to loss than gains of the same 
value ( loss aversion); ( 3) decisions about loss and gain are made from 
reference points and not in absolute terms; and ( 4) the way informa-
tion is presented ( i.e., framed) is critical, with the same, but differently 
framed, information leading to differences behavioral outcomes.

Prospect theory is especially influential in providing a theoreti-
cal account of, for example, the endowment effect, which is couched in 
terms of loss aversion. The theory calls attention to the importance of 
relative changes around a reference point, and these can be influenced 
in various ways ( e.g., framing). As Richard Thaler ( 2015) says, con-
trary to neoclassical economic thinking, the difference between losing 
$10 and $20 ( i.e., $10) feels subjectively bigger than objectively the 
same difference between losing $1,300 and $1,310 ( i.e., $10). You can 
probably think of why this might be the case ( e.g., in the first case, 
50% of wealth has been lost, while in the second case, less than 1%; and 
the effect of purchasing power in the first case is considerably higher 
than in the second case). Upon reflection, you might not be surprised 
at these different affective feelings, and you might even wonder if in 
the first case these elevated feelings are truly a reflection of misbehavior. 
In any event, if you are not surprised, and can easily think of sensible 
reasons for the differences, then you have probably not been indoctri-
nated into neoclassical economic thinking. 

Prospect theory is described with a deceptively  simple- l ooking fig-
ure ( see below). This figure shows the shape of the utility curve under 
gain and loss relative to a reference point ( shown as A). The notion 
of a reference point helps us to understand how framing works: by 
establishing a point around which gains and losses are evaluated in 
a relative way ($20 or $1,310). The important point to note is that 
the gain curve is concave while the loss curve is convex. What does 
this tell us? This s - s hape reflects that people tend to be risk averse 
concerning gains while they like to avoid losses and thus act as  risk- 
 takers ( or  risk- s eekers) in the domain of loss. Moreover, the  shape –   in 
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 FIGURE 4.1 Prospect theory – the value function

Source: adapted from Kahneman and Tversky ( 1979),  Figure 3

particular, the relative heights of the concave and convex parts of the 
 curve – d  emonstrates another important point. It means that a on e- 
 unit gain ( e.g., moving from A to B in  Figure 4.1) leads to a smaller 
change in value ( utility) than a  one- u nit loss ( e.g., moving from A to 
C in F igure 4.1). This gives rise to the somewhat poetic expression, 
“ losses loom larger than gains”.

The influence of the reference point has been used to account for 
many  real- l ife behaviors. For example, people are more willing to 
back l ong- s hot ( e.g., 15 to 1) horses after they have lost m oney –   an 
example of the ‘ reflection effect’, in this example,  risk- t aking in the 
domain of loss. The argument runs that the potential gain is greater 
when seen with reference to the loss. McGlothlin empirically con-
firmed in 1956 that people tend to bet more on l ong-  odds horses in 
the last race, presumably after they have accumulated a loss.

reference DePenDence

Well, in real life, most judgments and decisions are made in defi-
nite contexts and situations. We have seen that this is an important 
feature in Prospect Theory. A simple example of context can be 
shown by putting two hands in separate bowls filled, respectively, 
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with hot and cold water, then both hands in one large warm water 
bowl. Now, the hot hand feels colder and the cold hand feels hotter. 
This and other e asy-    to-  demonstrate effects show that experience and 
judgment are not absolute; they are relative as explained by Prospect 
Theory.

statUs QUO BIas

Another important finding in behavioral economics is that we have 
a preference for the familiar. Prospect theory helps us understand 
this status quo bias: a preference for the current state of affairs ( e.g., 
Samuelson & Zeckhauser, 1988). It is thought to be the result of the 
combination of loss aversion and the endowment effect ( see above). 
The current baseline ( or status quo) is taken as the reference point, 
and any deviation from this initial point is perceived as a loss. The 
idea is that we weigh the potential losses of switching from the sta-
tus quo more heavily than the potential gains from the switch, even 
when expected utility is greater with the switch. As a consequence, 
we have a tendency not to switch at  all –   we wait until the benefits 
clearly outweigh the costs. It is probably for this reason that we do 
not readily switch banks and utility companies, or jobs or romantic 
 partners –   added to this is the perceived hassle which is a transaction cost 
( see text box).

transactIOn cOsts

transaction costs are entailed when making an economic exchange – 
it could be as simple as the walk to the local shop (when you would 
prefer not to be walking anywhere, or somewhere else). another way 
of seeing it is the cost of participating in the market. transaction 
costs can be of various kinds: (a) search and information costs (find-
ing the good/service and determining its price), (b) bargaining costs 
(reaching an acceptable agreement with the counterparty to the trans-
action), and (c) policing and enforcement costs (ensuring that the 
counterparty adheres to the terms and conditions of the contract). 
all of this is psychological hassle and entails some degree of risk and 
uncertainty which people prefer to avoid – none of this seems to be 
entailed by sticking with the status quo.
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Now, even when there is no cost/ benefit framing, we still tend to 
go with the status quo. There may be other factors in play, too, such 
as the motivation to avoid the possible regret resulting from making 
the wrong decision ( see  Chapter  7)  –   especially when opportunity 
costs are involved. One way to escape from this potential/ anticipated 
regret is to not make a decision at all! But, according to neoclassical 
economics, this is not rational because we are not seeing the oppor-
tunity costs associated with doing n othing –   which is understandable 
because these are much less salient until they are pointed out: that new 
job might have been much more rewarding; a new romantic part-
ner far more fulfilling, and changing leisure activities could be more 
enjoyable.

We have now reached a point where we can appreciate the  wide- 
 ranging implications of the various heuristics we use, along with the 
various forms of aversions and biases that contaminate our otherwise 
neoclassically constrained rational mind. Taken together, they seem to 
attest to the fact that, indeed, we do not behave in accordance with the 
strict ( or even relaxed) precepts of homo economicus (ECON).

The next section examines the cognitive systems underlying the 
behavioral economic phenomena typified by homo psychologicus. They 
help to explain why we behave the way we do, and why our judgment 
and decision making fall far short of the standards demanded by neo-
classical economics. In  Chapter 5, we expand upon these themes by 
examining the ‘ social mind’ of people, the influence of various affec-
tive states ( e.g., mood), as well as how personality shapes our behavior.

mInD: system 1 anD system 2

The cognitive processes that produce economic judgment and deci-
sion making are truly fascinating. The thing we call the ‘ mind’ is 
made up of separate systems, each dedicated to specific psychological 
functions. There are ‘ knowledge’ structures, called ‘ cognitive’, which 
are specialized for language, memory, learning, reasoning, decision 
making, and so on. There are ‘ affective’ systems devoted to emo-
tion, moods, desire, and so on. Sometimes, ‘ motivation’ systems are 
thought to be separate from the above two systems, but they are prob-
ably some combination of the  two –   they are certainly shaped by them. 
Sometimes, all three systems are referred to as ‘ cognitive’, as they lend 
themselves to the typical form of cognitive psychological studies. ( In 
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recent years, ‘ cognitive’ has tended to replace ‘ psychological’ in the
scientific l iterature –   we now have an a ll- e ncompassing ‘ cognitive sci-
ence’.) Now, these ‘ software’ structures, systems, and processes are,
somehow, instantiated in the ‘ hardware’ of the brain. One of the
last frontiers of science is to discover how these seemingly, objective
mechanical entities give rise to the subjectively defined experience of
consciousness, including the qualia ( i.e., conscious, subjective experi-
ences) we experience ( color, sound, sight, etc.). Although some might
prefer to claim otherwise, the embarrassing scientific truth is that we
still have little idea how this happens.

Given the importance of structure, systems, and processes in our 
understanding of the mind, it is not surprising that they have turned 
out to be central to our understanding of behavioral economic phe-
nomena. This outcome has largely been the result of the shift in atten-
tion away from the view of the mind as a cold, calculating rational 
machine ( a much older version of the rational mind) to one based on 
the idea that it is often ‘ hot’,  heuristics- b ased and biased.

tWO systems Of PrOcessInG

Although something of a simplification, two major systems of process-
ing are thought to exist. In behavioral economics, these are referred 
to as ‘ System 1’ and ‘ System 2’ ( e.g., Kahneman, 2011). System 1 is 
reflexive, fast, automatic, biased, intuitive, emotional, habitual, non-
conscious, and p repotent – a  lso called implicit/ procedural. System 2 
is reflective, slow, controlled, effortful, and can be  conscious –   also 
called explicit/ declarative. System 2 is said to be ‘ clean’, whereas 
System 1 is said to be ‘ dirty’ ( but in a different sense to the Freudian 
notion of the unconscious!). There is a vast psychological literature on 
this d ual-  processing theory (e .g., Stanovich & West, 2000, T able 3). 
It is believed that System 2 operates only when there is a definite 
choice to be made and when System 1 cannot arrive at a solution 
easily. Behavioral economics lays particular emphasis upon the role 
played by System 1, especially in terms of the heuristics and biases 
discussed above.

These two systems need to be put into proper scientific perspective.
In psychology and cognitive neuroscience, it is generally accepted
that, at the moment of execution, all cognition and behavior must be
controlled by System 1. This all caveat is demanded by the fact that
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brain processing must come before cognition, feelings, behavior, and 
so on, and certainly well before complex cognitive processing, and 
especially anything involving conscious awareness: this takes a con-
siderable amount of time, in the region of 100s of milliseconds, which 
in brain terms is a very long time (e .g., we recognize faces in as fast as 
10–30 milliseconds).

Given what we now know about how the brain w orks –   it generates 
the  mind –   it would, indeed, be truly astonishing if brain processing 
did not come before cognition, feelings, and behavior. Yet, we rarely 
follow through the implications of this apparent  fact  –   and, as dis-
cussed below, they are significant for all forms of judgment, decision 
making, and behavior, and for economics in general.

System 2 engages when we have a deliberate choice to make and 
the automatic reactions of System 1 seem neither appropriate nor 
adequate. But System 2 is limited in capacity, requires attention and 
deliberative p rocessing –  i t is prone to fatigue. As such, it cannot be 
relied upon to deal with the everyday ( indeed, every millisecond) 
business of the mind. We see this readily in everyday life. For exam-
ple, we do not need to System 2 think about our burning hand if it is 
placed inadvertently on a hot stove: System 1 reacts in a fast, automatic 
manner and only then is System 2 engaged and we are aware of what 
just happened. To take another example: we may process the words on 
this page automatically, but, because this material may be new, it may 
capture System 2’s deliberative processing to grasp the intended mean-
ing. But once we are familiar with stimuli, we quite literally have no 
‘ need to give it a second thought’ and System 1 works its magic with-
out bothering System 2.

To the extent that System 1 is in charge of all immediate psycho-
logical processing, System 2 has been likened to the public relations 
department of the mind, seemingly in control but, in reality, only 
the recipient, broadcaster, and ‘ spin doctor’, of decisions and actions 
already taken by System 1 by fast brain processing.

the PrOBlem fOr neOclassIcal JUDGment 
anD DecIsIOn maKInG

Well, what does all of this mean for behavioral economics? In terms 
of neoclassically defined rational decision making, there is a need 
for considerable computational power and ability, as well as a lot of 
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 self-    control  – j  ust think of what is required when calculating the 
expected utility of different outcomes ( see C hapter 3). From what we 
know about the brain and cognitive science, it seems we are grossly 
 ill-  equipped to process information in such a deliberative, controlled, 
and unbiased manner. We may want to ‘ wish away’ this problem by 
invoking Milton Friedman’s ‘ as if ’ argument ( i.e., we behave as if we 
were doing these complex calculations; see  Chapter 3), but the prob-
lem remains: some brain/ mind mechanisms must be doing the com-
putational heavy lifting, and this must rely upon System 1 which, in 
turn, appears to be unequal to neoclassically defined computational 
demands.

But there is something even  troublesome  –   something rarely, if 
ever, discussed in the behavioral economics literature. This important 
scientific matter, which has been extensively discussed before ( e.g., 
Gray, 2004), is something of a scientific scandal. This is the problem: 
if all forms of cognition, feelings, and behavior are ( System 1) auto-
matic at the very moment they occur then how can System 2 ever gain 
control over these processes? Such scientific problems do not concern 
neoclassical economics because it is simply assumed that, somehow, the 
necessary processing just  happens –   a cognitive equivalent of Adam 
Smith’s invisible hand. Here, we start to stray into another conten-
tious, yet important, area of cognitive science: free will.

free WIll

Given what we now know about System 1 processing, in what sense 
can we defend the widely accepted assumption of ‘ free will’? This 
assumption seems to be demanded of homo economicus ( ECON), who 
is said to process information in a cognitively complex, deliberative, 
and unbiased fashion where a choice must be made between alterna-
tive courses of action with different expected utility  values  – t  here 
needs to be freedom to choose between available options. Once again, 
as commonly conceived, System 1 appears  ill- e quipped for this task 
( can it exert free will in any meaningful sense?), and System 2 appears 
inadequate in terms of speed of processing and limited capacity.

Perhaps not all is lost. There is more support for the power of System 
2 to exert ‘ free won’t’; that is, the interruption of System 1 processing. 
This means that, in terms of behavioral economics, System 2 cogni-
tive processes may be able to inhibit System 1 automatic behavior in 
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situations where heuristics are likely to lead to very  sub- o ptimal judg-
ments and  decisions. The evocation of System 2 is likely to happen 
in complex and ambiguous situations where we know that careful, 
deliberative processing is required. ( It might also be accompanied by 
the affective warning systems of fear and anxiety in threatening situ-
ations – see Chapter 5.)

In any event, it is relevant to consider one of the most compre-
hensive and dramatic theoretical accounts of the role of affect in 
decision making as presented by Damasio’s somatic marker hypoth-
esis ( Bechara & Damasio, 2005; Damasio et al., 1991). In seeking to 
determine “ what in the brain allows humans to behave rationally”, 
Damasio argues that thought is made largely from images, broadly 
construed to include perceptual and symbolic representations. A 
lifetime of learning leads to these images becoming ‘ marked’ by 
positive and negative feelings linked directly or indirectly to somatic 
or bodily states. When a negative somatic marker is linked to an 
image of a future outcome, it sounds an alarm. When a positive 
marker is associated with the outcome image, it becomes a beacon of 
incentive. Damasio hypothesized that somatic markers increase the 
accuracy and efficiency of the decision process and the absence of 
such markers, observed in people with certain types of brain dam-
age, degrades decision performance. The somatic marker hypothesis 
is yet another instance of a major theoretical account of how the 
mind works in ways that does not lend itself to neoclassically defined 
economics.  Modern-  day cognitive science seems to have little space 
reserved for the requirements of the rational economic agent, homo 
economicus (ECON).

system 1 sOPhIstIcatIOn

This discussion highlights something else of importance. System 2 is 
usually thought to be more rational than System 1, which is said to be 
responsible for the biases, errors, and so on that define the phenomena 
of most interest to behavioral economists. However, the broader per-
spective on this matter is that System 1 can be very sophisticated, too; 
indeed, it must be if it is in charge of moment-by-moment cognition, feel-
ings, and behavior which is often good enough to solve even complex 
problems. As elaborated by Corr ( 2010), it seems that once we have 
learned appropriate cognitive and behavioral  routines –   and we do this 
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initially by System 2  processing –   System 1 cognitive and behavioral 
routines can be primed and triggered by the situation and context. It 
is when System 1 processes are inappropriate to the situation or context 
(e.g., when novel, confusing or conflictual stimuli are encountered), 
or when they have not been developed fully in the first place, that 
problems occur. More precisely, it is when there is a signal indicating 
that System 1 processes are not going to plan that System 2 is triggered 
into action – there can be individual differences in the sensitivity of 
these triggers (see Chapter 5).

The implication of the cognitive psychology literature is that 
without a lot of training and experience, and the exercise of System 
2 processing at appropriate junctures, ‘ rational’ processing just will 
not happen, at least not as demanded by neoclassical economics. 
Under these circumstances, we must fall back on usually good 
enough cognitive shortcuts that in times of stress, ambiguity, or 
uncertainty, especially, can lead to erroneous judgment and deci-
sion making. Sometimes, this is deliberately induced by, for exam-
ple,  high- p ressure sales techniques. However, even when things are 
truly working well, we now know enough from behavioral science 
to conclude with some confidence that, typically speaking, we are 
vulnerable to a wide range of influences ( e.g., salience) and that 
good judgment and decision making processes are often hijacked 
by what Richard Thaler calls ‘ supposedly irrelevant factors’ ( SIFs; 
see  Chapter 1). System 2 processes sometimes never get a  look- i n.

Perhaps, we should not be in the least disturbed by these realiza-
tions. After all, the human brain is the product of evolution over mil-
lions of years and it has evolved to deal with important matters of life 
and death, which were the concerns of the human population until 
comparatively recent times, and still are in some parts of the world. 
The brain and its cognitive, affective, and motivational systems and 
processes were not designed to cope with the problems presented 
by economics and its inventions ( e.g., money). In this way, System 1 
can be seen as highly rational but not in the contexts and situations 
of modern economic life where it has not evolved adequate means 
to deal with its computational  problems –   instead, it is forced to fall 
back on ‘ t ried-  a  nd- t ested’ processes that work very well enough in 
most other contexts and situations, but which can fall short. Here as 
elsewhere, there is a growing gap between technological advances 
in society and the capacity of the human brain to comprehend, even 
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control, them. ( We see this currently with technologically advanced 
weapons of mass destruction, and we anticipate the same with the 
future of artificial intelligence.)

cOnclUsIOns

There are systematic deviations from the expectations of neoclassi-
cal economics: we misbehave. Behavioral economics research pro-
vides elegant theoretical frameworks to account for the many forms 
of misbehavior routinely  seen –   from a biological perspective, they 
may not be misbehaviors after all. Kahneman and Tversky’s Prospect 
Theory proved especially influential by combining psychological 
insights with economic phenomena. Various forms of heuristics 
explain judgment and decision making much better than standard 
neoclassical  theories –   or, at the very least, they explain a wider range 
of phenomena. Behavioral economic phenomena must be the result 
of specific  brain-  mind cognitive, affective, and motivational systems 
that are specialized for specific  functions –   they do not just happen 
in some ‘ as if ’ and invisible hand manner. Once we take seriously 
the roles played by these brain and mind processes, we start to touch 
upon related issues, such as  self-  controlled processing and free will, 
which adds considerably to the already heavy burden placed upon 
neoclassical economic assumptions by empirical behavioral findings. 
The next chapter explores issues that add further to this burden.
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5

THE POWER OF SOCIAL, 
EMOTIONAL, AND 

PERSONALITY FACTORS

This chapter further explores the psychological foundations of behav-
ioral economics that help us understand why human behavior often
deviates from neoclassical assumptions. The discussion focuses on
three related areas. First, we examine social psychological findings
about the influence of other people’s behavior on our own ( e.g.,
through social norms). Contrary to neoclassical assumptions, we tend
to cooperate with others and show altruism in daily life and in eco-
nomic games played in the labs of behavioral economists. Indeed, we
seem to derive personal utility from helping other. Second, we look
at judgment and decision making in an evolutionary context by dis-
cussing the behavior of monkeys, which is often not that different
from our  own –   fascinating findings suggest that human judgment and
decision making are rooted in our evolutionary past. Third, we con-
sider the influence of s ituation- s pecific emotions, affect, mood, and
physiological states ( e.g., hunger) on human behavior. As successful
financial traders attest, such ‘ gut feelings’ convey important informa-
tion about the world. In addition to discussing these transitory states,
we consider l onger-  term propensities in the form of personality traits
( e.g., agreeableness) that shape our preferences and drive our behavior.
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IntrODUctIOn

We are far from ideal homo economicus (E CON): we misbehave. In this 
chapter, we explore the bases of such misbehavior in terms of funda-
mental principles and findings from psychology. Three related areas are 
d iscussed – t  hey are fascinating in their own right and, more impor-
tantly, necessary to gain a deeper understanding of the foundations of 
behavioral economics: (1 ) social psychological findings, (2 ) evolution-
ary pressures, and (3 ) states (e .g., mood) and traits (e .g., personality).

Before we start, we need to know that rational decision making was 
typically seen as a cognitive process, which is reflected in behavioral eco-
nomics’ initial emphasis on various cognitive heuristics and biases. Only 
later did noncognitive psychological factors start to play a s ignificant 
role. For example, the Irrational Exuberance in stock market bubbles, 
which is described in Nobel Prize winner Robert Shiller’s book of 
the same name, is anything but purely cognitive. Another economist, 
Robert Frank, also highlights the role played by noncognitive factors in 
his book, Passions within Reason. The Strategic Role of the Emotions (1988).

The first area concerns social psychological findings. They reveal 
that we are influenced by other people and the social waters in which 
we swim (s ee text box). Especially, we have a strong tendency to con-
form to prevailing and fluctuating social norms and expectations. 
Often, though, we are simply unaware of their influence, even of their 
existence. None of this is especially newsworthy. Over 200 years ago, 
Adam Smith famously reminded us of our desire to establish harmo-
nious social relationships, fit in society, and behave in order to please 
the ‘ impartial spectator’ ( see  Chapter 2). Again, we see that economics 
is not all about money; indeed, so often, it is not about money at all.

  

What’s Water?

Behavioral economists are fond of telling a joke to illustrate the point 
that we are influenced by environmental factors of which we are often 
unaware. two little fishes are passing the time of day and a big fish 
swims past and says: “h ow’s the water boys”? the two little fishes 
look at each other puzzled, and one asks what the other is thinking: 
“ What’s water”? the social psychological world is the human equiva-
lent of water to fish.
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To maintain harmonious social relations, we do not always, or typ-
ically, act to maximize our immediate financial  self-  interest. What is 
especially interesting is that our social behavior seems to be heavily 
influenced by considerations of fairness, cooperation, and the ‘ warm 
glow’ we feel when we help other p eople – a  lthough getting along and 
cooperating with others may well be a selfish strategy in the  longer- 
 run when the economic games we are playing allow for punishment 
and reciprocity ( see below). ( We have seen in previous chapters that 
utility can come in various guises, such that apparently relatively self-
less behavior may be an ‘ impure’ form of altruism.)

The second area concerns the truly fascinating literature on the 
behavior of monkeys. These findings imply that economic judgment 
and decision making have deep roots in our evolutionary past. We 
learn that monkeys’ economic behavior is remarkably similar to that of 
humans and so permits further insights into its biological foundations.

The third area concerns transient psychological ( and physiological) 
‘states’ ( e.g., hunger) that at any moment affect how we think, feel, 
judge, decide, and behave. These momentarily fluctuating states can 
even be induced by irrelevant factors ( e.g., background music) unre-
lated to the economic problem at hand. Susceptibility to these transient 
states is related to ( fairly) stable traits, especially those associated with 
personality. There is now a growing interest in how the heterogeneity 
( i.e., diversity) seen in various forms of economic behavior is related to 
systematic and measurable individual differences in personality ( e.g., 
economically cooperative people tend to be those who score higher 
on the personality factor of Agreeableness, which describes kind and 
considerate behavior; see below). As far as we can tell, these associa-
tions are not washed away by the tides of incentives and situational 
influences. The literature highlights the fact that we all differ from 
one another, and these individual differences have important conse-
quences for economic life.

the sOcIal WOrlD Of ecOnOmIcs

Central to social psychology is the notion that, without knowing it, 
we are subject to influences in the environment that shape our behav-
ior at any given moment, and, in addition, they condition us to behave 
in certain ways in the future. Sometimes, these are deliberate attempts 
to influence us: for example, subtle changes to the choice architecture 
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( e.g., in the cafeteria environment, the placing of fruit at the entrance 
to encourage healthier eating; see  Chapter  6) or blatant commer-
cial campaigns ( e.g., product advertising; see  Chapter  7). Typically, 
social influences are often not obvious and, more often than not, we 
are unaware even of their  existence –   we are oblivious to the social 
waters in which we swim. More generally, we are subject to tacit 
influence from other people who, without knowing it, transmit social 
effects. Such ‘ social influence’ refers to changes in attitudes, beliefs, 
opinions, values, and behavior as a result of exposure to other people’s 
attitudes, beliefs, opinions, values, and behavior. Social influences are 
central to behavioral economics but alien to the neoclassical economic 
mind, which places greater focus on information content, not social 
 context – a  nd certainly not other people.

As discussed in  Chapter 4, it cannot be assumed that our behavior is 
autonomous in the sense that we first think and then act. It is more the 
case that we often act for reasons that are not obvious to us. This phe-
nomenon is shown by social priming. Though priming research has 
been subject to controversy in recent years because some of its classic 
findings could not be successfully replicated in larger studies ( more on 
this later), it is still worth reviewing this concept as it featured promi-
nently in the early behavioral economics literature.

PrImInG

Priming refers to the scientific theory which states that thoughts, emo-
tions, and acts make further thoughts, emotions, and acts more read-
ily accessible. No conscious or cognitively complex deliberation is 
required here. The basic idea is that brain networks are activated by an 
initial ‘ prime’ ( e.g., a word, ‘ Bank’), which then sensitizes the seman-
tic system ( i.e., the cognitive system that is concerned with the mean-
ing of words), and this induced state of readiness eases the processing 
of subsequent stimuli ( e.g., speed of recognition of the word ‘ Money’).

As an example of priming, experimental studies have apparently 
shown that young people who have been exposed to words relating to 
elderly people start to behave in ways typical of them. In one study of 
this research program, which is most associated with John Bargh, two 
groups of participants were exposed to different sets of words: ( 1) one 
group ( i.e., those in the ‘ experimental condition’) to elderly related 
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words (‘ Florida’, ‘ Bingo’, and ‘ grey’; the study was conducted in the 
United States); and ( 2) another group ( i.e., those in the ‘ control con-
dition’) to neutral words that were unrelated to being elderly ( Bargh 
et al., 1996). Even though walking slowly was not included as one of 
these primed words, those in the experimental condition who had 
been exposed to the elderly related words tended to walk in the same 
manner as elderly people when they left the test room. In other words, 
it was claimed, their behavior was primed ( i.e., facilitated) by expo-
sure to elderly related words.

Although this specific set of studies and others in social psy-
chology have been difficult to replicate, and Daniel Kahneman has 
rightly called for the replication of such classic priming studies, he is 
in no doubt that priming itself exists ( for an incident from his private 
life, see text box). More broadly, as we have stressed elsewhere in 
this book, empirical studies need to be replicated so we can be sure 
that the findings are robust and not statistical chance effects. Such 
scientific rigor is very much in the experimental spirit of behavioral 
economics.

PrUDent  self-Interest anD trUst

In C hapter 2, we saw how the great classical economist, Adam Smith, 
conceived of the psychological nature of economic agents. In addition 
to the prudence required to look after our own s elf-  interests, he argued 
that we are regulated by the desire to be acceptable social beings and 
to be seen by others in this favorable light. This social perspective 
makes a lot of sense because we can imagine a society in which there 
were only selfish people. It would not only be brutal but also inef-
ficient and s elf- d efeating to most i ndividuals  – a  nd there would be 
no room for surviving and thriving for cooperative individuals who 
would be economically exploited and trampled underfoot. In particu-
lar, the economic coordination necessary for a complex society would 
seem highly unlikely to develop.

 Modern- d ay society is, indeed, built on trust and the expecta-
tion that others will r eciprocate –   in fact, there is good evidence that 
our expectations closely match how people actually behave. Mervyn 
King, the former Governor of the Bank of England, noted in his 2016 
book, The End of Alchemy, Money, Banking and the Future of the Global 
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Economy, that economic systems work most effectively when trust can 
be assumed. Yet, lying and cheating in society are commonplace, as 
shown by Dan Ariely’s 2015 film ( Dis) Honesty: The Truth about Lies – a 
somewhat ironic title now given Ariely’s own brush with controversy 
( see text box). We would, of course, be naïve to suppose that people do 
not use deceptive ploys in pursuit of their  self-    interests –   in this regard, 

  

Dan arIely: hOnesty at WOrK

One of the stars of behavioral economics, the psychologist Dan ariely, 
has admitted he “undoubtedly made a mistake” in one  of his famous 
studies, which is now known to be based on falsified data. In a 2012 
study in which ariely was a coauthor, it was reported that if a declara-
tion of honesty appeared at the beginning of a form before crucial 
information had to be submitted, rather than in its usual position at 
the end, people were less likely to lie ( shu et al., 2012). If valid, this 
would be very  useful  – such was the   influence of this study, it was 
used throughout the world by governments and insurance compa-
nies on their declaration forms. three academics examined the data 
and wrote that the study was faked “ beyond any shadow of a doubt” 
(s imonsohn et al., 2021). ariely replied, “ If I knew that the data was 
fraudulent, I would have never posted it” ( lee, 2021). the 2012 article 
has now been retracted. ariely was forthcoming about his responsibil-
ity for the handling of the data in question and he absolved his coau-
thors of any scientific misconduct.

 follow- up studies by  ariely and colleagues reported that they 
failed to replicate the original study ( Kristal et al., 2020). Worryingly, 
however, concerns have been expressed about some of ariely’s other 
published research, and he was removed from his position at mIt 
because he conducted an electric shock experiment without ethics 
approval ( Danvers, 2021). these incidents have tarnished the reputa-
tion of an important behavioral scientist.

ariely’s case highlights the importance of ensuring the integrity 
of data, especially when it is collected by other researchers, but this 
might be difficult in the hectic world of an academic superstar who 
may not have sufficient time to focus on all research details. It also 
shows that the scientific literature can be cleaned up by open access 
to original data and replication studies, which in the case of the decla-
ration forms have failed to support the original findings. 
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consideration needs to be given to misinformation in the marketplace 
designed to deceive other economic players. As we see below, with 
respect to economic games played in the laboratory, there is some-
thing of a Tom and Jerry  cat-    and-  mouse game going on as economic 
agents struggle to gain an advantage while at the same time trying 
to maintain social trust and harmonious relations. This tension leads 
to socioeconomic systems that are vulnerable to being undermined, 
leading to economic inefficiencies resulting from suspicion and the 
erosion of social trust. A system of law is important to regulate the 
economic system by ensuring that economic actors fulfill their obliga-
tions ( e.g., legally binding contracts).

Despite these potential problems, we now know enough from evo-
lutionary psychology to believe that not only are we altruistic to our 
biological  family –   which makes good sense in terms of the ‘ selfish 
gene’ perspective of protecting and propagating our genes ( our own 
and those of close genetic kin) –   but we have a form of cooperation 
called ‘ reciprocal altruism’ ( e.g., Trivers, 1971), which boils down to 
“ you scratch my back, and I will scratch yours” ( this is probably better 
called ‘ reciprocity’ to distinguish it clearly from  gene-  based ‘ altruism’). 
Trust is pivotal to this social process, but as we have already seen, it is 
fragile and conditional.

The thing to bear in mind is that no one is saying that human 
beings are truly selfless –   like rationality, this is bounded and circum-
scribed ( e.g., tit for tat; see text box). But, to get a reputation for being 

PrImInG: UnDressInG the maID

Kahneman is fond of recalling in his public talks an example of prim-
ing from his private life. he recalls being with his  late  wife – a  nne 
triesman, who was an accomplished psychologist  – and the host   
of the occasion was a man that she thought was ‘ sexy’. Kahneman 
then heard her say: “h e undressed the maid himself”, which certainly 
seemed a distinctly odd thing to say. Upon asking her how she could 
possibly be in possession of this information, she told him she had, 
in fact, said: “ he rarely underestimates himself”. the word ‘ sexy’ had 
primed Kahneman’s brain to try to make sense of what his wife had 
said about this man that she thought was ‘ sexy’.
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a cheat and not keeping one’s word would lead to social exclusion and, 
likely, retribution in some form. Successful long-term, prudent self-
i nterest requires consideration of other people’s prudent self-interest.
This demands some form of mutually acceptable social behavior regu-
lated by social mores and enacted by agreed  convention –   the nod to 
the driver who lets you out or the person who holds the door open, 
oils the wheels of the everyday convivial, and ultimately efficient, 
social, and economic life.

Despite claims that socially agreeable behavior has gone to r ack-  
 a nd- r uin ( Bartholomew, 2004), such is our desire for harmonious 
social relations, we quite spontaneously coordinate our behavior to 
ensure this happens ( e.g., on the London Underground). George 
Orwell observed much the same thing many years before in The 
English People ( 1947), where he noted: “ An imaginary foreign observer 
would certainly be struck by our gentleness; by the orderly behaviour 
of English crowds, the lack of pushing and quarrelling”.

It is easy enough to see the benefits of cooperative behavior in the 
context of repeated social interactions (‘ repeated games’ or ‘ iterative 

      
      

tIt fOr tat: a sUPerIOr evOlUtIOnary  
strateGy

Derived from evolutionary theorizing and applied to strategic eco-
nomic encounters, ‘ tit for tat’ is important in game  theory  –   the 
analysis of conflict and cooperation in which ‘players’ anticipate the  
reactions of others  – and is relevant to such games as the repeated   
prisoner’s dilemma ( see below). repeated experimental games con-
firm that this seemingly simple strategy is remarkably successful in 
optimizing payoffs ( what one receives at the end of the game) and 
limiting losses. It consists of mirroring the other player’s behavior: 
cooperate with your partner and keep doing this until they ‘ defect’ or 
cheat, at which point withdraw cooperation. a simple but highly effec-
tive strategy to maximize cooperation because if the partner knows 
your intention, then this will encourage them to continue to cooper-
ate and not to defect or cheat. It works in love and war  –  knowing  
the reaction of your partner to your infidelity serves to curb straying, 
and the enemy is less inclined to ‘ first strike’ if they know the con-
sequences are assured  – in the   cold War this was maD (‘ mutually 
assured Destruction’).
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strategy games’ in the language of the experimental economics labora-
tory; see text box); but, as discussed below, even in ‘  one-  shot’ economic 
games, where there is no repeated interaction and no opportunity 
for retaliation, people are surprisingly cooperative and  trusting –   this 
seems interwoven into their social fabric

eXPerImental Game BehavIOr

Well, how do these social psychological processes play out in behav-
ioral economics? We can learn much about these processes from 
experimental game behavior in the laboratory ( for a good introduc-
tion to game theory written in simple language, see Dixit & Nalebuff, 
2008 – most of the economic games presented below are described in 
Camerer,  1997). Let us start by considering one standard ‘ game’ used 
in experimental economics: the Public Goods ( PG) game.

PUBLIC GOODS AND N ON- S ELFISH BEHAVIOR

The Public Goods ( PG) game is one of the workhorses of experimental 
economics with considerable implications for behavioral economics. 
A public good is defined in economics as nonexcludable ( i.e., people 
cannot be denied use of it, for example, streetlights) and nonrivalrous 
in consumption ( i.e., if one person consumes street lighting, this does 
not diminish access to other people). Many public goods are provided 

ecOnOmIc Games ( Game theOry)

One important way to explore economic strategic behavior is in 
the form of various economic ‘ games’ (e.g., von  neumann  & 
morgenstern, 1944). these are highly structured strategic interactive 
games that allow hypotheses to be tested  –   for example, do people 
behave in a selfish or cooperative manner? these strategic games can 
be ‘ one shot’ ( i.e., one interaction) or repeated ( also called ‘ iterative’), 
when game players have the opportunity to sample the behavior of 
their  opponent –  usually , these games are adversarial and zero sum: 
one player’s loss is a win for the other player, although cooperative 
behavior can lead to nonzero sum outcomes, as seen in the public 
goods game where contributions to the common pot are multiplied 
and benefit all players.
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by the government because it is close to impossible for private compa-
nies to avoid free riders ( i.e., people who benefit from the public good 
because they cannot be excluded from its consumption but refuse to 
pay for it). Other examples include national defense, police protection, 
and lighthouses.

The basic PG game requires players to decide how much of an ini-
tial endowment ( e.g., money, points, or tokens) they want to give to 
the common ( public)  pot –   what they do not give they ( selfishly) keep 
for themselves. One important aspect is that contributions are secret: 
the players do not see how much others give to the common pot when 
they make their choice. Whatever is contributed to the public pot 
is then multiplied by a factor ( greater than 1 but less than the total 
number of players). The resulting public goods pot is then divided 
among all players. This is seen as an important game that is meant to 
reflect  real-  life behavior related to such important matters as taxation, 
charitable donations, and, more generally, contributing to the public 
good of society. Quite clearly ( because of the multiplication factor), 
the total payoff of the group is maximized when all players contribute 
all of their endowments. However, when it comes to the individual 
player, the best strategy is to make a zero contribution: keep all of 
one’s own endowment and hope that all other players will contribute 
their entire endowments, which are then multiplied.

Such games may seem abstract and artificial, but we can easily 
find  real- w orld examples to support them. For example, taxation: it 
is best for society when every member pays the taxes they owe. All 
members of society benefit from overall higher tax revenues because 
these are used to fund schools, the police, and many other govern-
ment services. However, an individual taxpayer can increase their 
own wealth by cheating on tax obligations while still benefitting from 
 tax- f unded government services. Cheating is, therefore, tempting for 
the individual – especially the selfish type as defined by neoclassical 
economics. Whether people do cheat in these games partly depends 
on how it is set up.

In the on e- s hot version of the PG game, in which there is no 
chance for other players to retaliate and punish the selfish player, there 
should be no barrier to expressing maximum  self- i nterest. To be clear, 
in neoclassical terms, the fully rational agent should be selfish and 
contribute nothing – in this one-shot game, their ‘free-riding’ behavior 
maximizes their own ( financial) utility, and it is only their own utility 
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that is seen to count. But, and this is the twist, all of the players know 
that the best strategy for each individual player is to contribute noth-
ing. The Nash equilibrium ( see text box) of the on e- s hot game is, there-
fore, for everyone to keep all their money and, therefore, lose out on 
the potentially much bigger shared public pot. So, what actually hap-
pens in this game? As a violation of the expectation of selfish ration-
ality of homo economicus, people generally do not give a zero amount, 
even in  one-  shot games. The amount put into the common pot varies 
from 0 to 100%, depending on the multiplication f actor –   however, it 
declines with repeated trials as players start to learn that others are not 
fully cooperating.

ULTIMATUM AND DICTATOR GAMES

Two other widely used games in experimental economics have much 
to say about how we judge fairness and inequality.

In the ultimatum game, the first player receives an endowment of 
money and then decides how they want to share it with a second player. 
This second player, called the ‘ responder’, chooses to accept or reject the 
offer. The money is only given to each player if the responder accepts 
it; but, if the responder rejects the division, then the money is lost to 
both players. ( This is usually a  one- s hot game, so we do not have to 
worry about reciprocity, retaliation, and the like.) Now, the rational 
thing might be for the responder to accept any offer made to them, as 
something ( however little) is better than nothing, surely? But, this is not 

nash eQUIlIBrIUm

John nash was the subject of the highly popular 2001 film, A Beautiful 
Mind. his mathematical formulation of strategic behavior in nonco-
operative games won him the nobel Prize in economic sciences in 
1994. the nash equilibrium is the cornerstone of theoretic games: it 
is defined as the best solution in noncooperative games involving two 
or more  players –   that is, changing strategy would not lead to a better 
 pay- off for one player while taking into account the best strategies of  
other players. In other words, the nash equilibrium is the solution 
that maximizes each player’s utility given the other player’s behavior. 
to violate the nash equilibrium is to violate the neoclassical definition 
of  rationality –  yet, often we do. 



the POWer Of sOcIal, emOtIOnal, anD PersOnalIty factOrs140

how things typically work out. If too low an offer is made ( in studies, 
this is usually found to be less than 30%), this is likely to be r ejected –   in 
this case, the responder is ‘ burning’ their own money to punish the self-
ish first  player –   evidence of spiteful behavior ( we see below monkeys 
behave in much the same way). Of course, the first player knows this 
may  happen –   after all, they cannot be assumed to be stupid, and one of 
the basic assumptions of game theory is that a player considers the other 
player’s r eaction – s  o they tend to make a fair offer of something greater 
than a third and rarely anything greater than a half ( some people opt to 
give 50% in the interest of absolute fairness). As noted above, what peo-
ple expect of others is pretty much in line with their actual behavior. All 
of this seems related to our aversion to inequality ( see text box).

But what would happen if there were no chance of retaliation by 
the responder? To address this question, the dictator game was devel-
oped. In this game, the first player ( the ‘ Dictator’) decides how much 
of an endowment to share with a second player ( who is not really a 
player because their role is passive and they have no say in the game: 
they get what they are given and cannot respond in any way). Surely, 
in this game, the rational, selfish player should give nothing? Although 
results vary, the fact remains that most people give away some of their 
 money – c  hildren even tend to share 50/ 50. This selfless behavior is 
open to a number of interpretations:

1 Dictators fail to maximize their ut ility –   they behave in a far from 
rational manner;

IneQUalIty aversIOn

Inequality aversion ( also called inequity aversion) is often invoked to 
account for less than purely selfish behavior ( e.g., fehr & schmidt, 
1999). It is said to be a preference for fairness: a resistance to inequi-
table outcomes. Importantly, this is not only perceived inequality due 
to the action of others but also when one has received a special favor: 
people may feel guilty or unhappy about their privileged position. 
Inequality aversion is considered vital for efficient social transactions. 
such a process enables an environment in which bilateral bargaining 
can occur. the argument is that without this rejection of perceived 
injustice, cooperation would not be sustained.
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2 The utility function of Dictators may include social factors ( e.g., 
negative effects on reputation and social standing);

3 The utility function of Dictators includes the benefits accruing to 
the second player, from which they derive some selfish utility in 
terms of ‘ warm glow’.

In relation to points 2 and 3, we have seen as much in Adam Smith’s 
notion of the ‘ impartial spectator’, which, as we discussed in C hapter 2, 
is defined in terms of the idealized person we wish to please in our 
dealings with other people ( it is a form of conscience). If point 3 is 
invalid, and the first player does not care about the utility of the sec-
ond player, then they may have negative utility ( disutility) related to 
being seen as a selfish and mean person. Indeed, when interpreting 
such laboratory experiments, a point that is often overlooked is that 
people are watching the  game –   if nothing else, the experimenter usu-
ally knows the decisions of the first player ( or may be assumed to 
have access to this information). In a similar manner to the impartial 
spectator, people have a sense they may well be observed, and often 
they are.

However, the first player’s generosity varies between different  set- 
 ups of the game. For instance, in some variations, the money that is 
allocated to the second player is placed in an envelope, which is meant 
to reduce people’s tendency to try to please experimenters and choose 
a socially desirable action ( once again, the power of norms). It is less 
important for us to know which explanation is correct than to appreci-
ate the fact that most people, for whatever reason, do not conform to the 
simplistic notion of selfish (‘ rational’) homo economicus (ECON).

THE PRISONER’S DILEMMA

Much the same cooperative behavior is found with the famous Prisoner’s 
dilemma ( e.g., Poundstone, 1992), which has widescale implications for 
economics. The classic situation involves two culprits arrested for some 
crime. They are taken to the police station, isolated from one another, 
and interrogated  separately  –   it is assumed that the decision of each 
suspect will not affect how their partner reacts to them in the future ( a 
dubious assumption in real life!). The police know that they have rather 
weak evidence to secure a conviction at trial on the more serious charge, 
and they also know that if neither culprit spills the beans, they will have 
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to charge them with a lesser offense. The police need one of the culprits 
to crack, confess all, and to ‘ rat out’ their partner in crime. Now, if both 
culprits refuse to blame each other, then they can expect to serve only 
one year in prison as they will be convicted of the lesser crime. The 
police offer them a deal: if they ‘ defect’ and rat out their partner who 
does not confess, they are set free and their partner serves three years 
in prison. However, if both confess, they will both receive two years in 
prison. All possible combinations of actions by each player and corre-
sponding outcomes can be displayed in a ‘ payoff matrix’.

The payoff below is defined in terms of the length of a prison sen-
tence ( shown as a negative sign). The terms ‘ cooperate’ and ‘ defect’ 
refer to the suspects cooperating with each other ( i.e., if neither of 
them confesses) or defecting ( i.e., not cooperating with the other 
player/ confessing). The first value in each cell of the matrix shows the 
prison sentence that Suspect A might receive, and the second value 
denotes Suspect B’s potential sentence.

Suspect B

Cooperate Defect
Suspect A Cooperate (a)−1,−1 (c)−3, 0

Defect (b)0,−3 (d)−2,−2
   
   

The strategy that yields the best payoff for a player regardless of 
which strategy the other player chooses is called the ‘ dominant strat-
egy’. In this example, it is for each player to defect ( i.e., confess) as 
confessing results in the shortest sentence regardless of whether their 
partner cooperates or defects. Here are the possible outcomes:

• If A and B cooperate and do not confess, both get a  1-  year prison 
sentence (a).

• If A confesses but B does not, A goes free and B receives a  3-  year 
prison sentence ( b).

• If A does not confess but B confesses, A will be sentenced to a  3- 
 year prison sentence and B is released ( c).

• If A and B both confess, both get a 2 -  year prison sentence ( d).

 

If both partners could communicate, they would surely decide to both 
remain silent, which is the socially optimal solution  here –   however, 
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they would still have the dilemma of whether their partner would keep 
their word. ( This would seem the game theoretic basis for the Omerta 
code of silence among crime families – and why sometimes it falls 
short.) In any event, they have been isolated and, therefore, must guess 
what their partner’s decision will be. Each player’s best strategy in the 
Prisoner’s dilemma requires little thought: defect. To understand this 
reasoning, think about what strategy suspect A should follow if they 
know suspect B will remain silent. In this case, they should confess, 
which would set them free and result in a  3- y ear prison sentence for 
their partner. How about if suspect A knows for sure that suspect B 
has decided to confess? In that case they should also confess because 
this would yield 2 years in prison instead of 3. Thus, in both scenarios, 
the best strategy is to confess ( e.g., defect). This is, therefore, player 1’s 
(suspect A) dominant strategy, and the same holds for player 2 ( suspect 
B). As both players have the same payoffs, the Nash equilibrium is 
that both should defect. However, findings from the experimental 
economics laboratory show that people often decide to cooperate: that 
is, they do not adhere to the selfish Nash  Equilibrium –   perhaps more 
evidence of neoclassical misbehavior. When thinking about such issues, 
what is of most relevance is the extent to which social factors override 
 self- i nterest when there is a big incentive to behave in accordance with 
neoclassical assumptions.

We may well cooperate when there is little money ‘ on the table’ 
( e.g., $10), but what about when there is $100,000 at stake? We cannot 
really know as, for reasons too obvious to state, no experiments of this 
type have been conducted. However, there have been some experi-
ments carried out in developing countries where ( not very rich) play-
ers receive fairly substantial payoffs ( cheap for researchers, but a lot of 
money for them) – t  his can range from a pay equivalent of a laborer’s 
wages for two days ( commonly used) to several times their monthly 
expenditure. These studies are often cited to show that the amount 
does not matter ( for example, the amount offered by proposers in ulti-
matum games in Indonesia does not seem to depend on the money at 
stake; Cameron, 1999).

The game theory examples above show that in social situations, 
people often do not choose the strategy that would likely maximize 
their ( neoclassically defined) utility. Instead, they remain silent in pris-
oner dilemma games, share money in dictator games, and contribute 
to the common pot in  one-  shot public goods games. What all of these 
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economic games have in common is that the players need to consider 
the likely behavior of the other player(s). Players who remain silent in 
prisoner dilemma games seem to trust that the other player will do the 
same. Those who share their money in dictator games seem to care 
more about fairness than maximizing their monetary payoffs. They all 
appear to conform to social norms of trust, fairness, and reciprocity.

One criticism of such  laboratory- b ased experimental games, and 
therefore their implications for understanding economic motivation, 
is that they do not take adequate account of the social dynamics in 
the real world, where the human b rain-  mind has developed over the 
millennia. In particular, humans have evolved adaptive strategies to 
get through life in their own and their genetic kin’s best interests, 
and this surely does not include making enemies who could exact 
 revenge –   limiting any further utility, economic or otherwise. Maybe 
these evolved dispositions cannot be overridden by a pure experiment 
in a  socially-  sterile laboratory. In any event, what such experimental 
results show is that, irrespective of the reason, economic agents do not 
conform to a  simple-  minded version of homo economicus.

sOcIal nOrms

Perhaps the most pervasive social influence on our behavior comes in 
the form of social  norms –   those everyday unwritten rules that guide 
our behavior, usually without us even knowing. Part of the appeal of 
the 1719 novel by Daniel Defoe, Robinson Crusoe, is the idea of being 
alone on an island, cut off from the rest of the world and having to 
rely upon one’s own resources. This is very unlike everyday life where 
we look to others for guidance as to how we should behave. There is 
now a vast literature on ‘ norms’ in social psychology which attests to 
the fact that we are heavily influenced by what we think other people 
expect of us.

Social norms are the accepted rules of behavior. They lead to com-
pliance, obedience, and, once they become internalized, conversion. They 
are usually communicated and received implicitly, that is, without the 
need for conscious deliberation. Indeed, most of the time, we are not 
even aware of their e xistence –   at least not until we violate them and, 
then, in short measure receive corrective feedback ( e.g., just try jump-
ing the queue at a train station to experience this social psychological 
process in action!). A common form of punishment for a rule violation, 
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and a very effective one for most people, is social  exclusion –   in com-
mon English parlance, being “ sent to Coventry” ( a little unfair on this 
fine city). Research shows that exclusion and ‘ social pain’ share much 
in common with physical pain ( e.g., MacDonald & Leary, 2005).

Learning social rules does not need an i nstructor  –   we learn 
largely by vicarious means: observing the behavior of others, see-
ing the results, and emulating. Norms tend to be socially contagious 
and positive reinforcement ( i.e., being rewarded) for  norm- fo llowing 
behavior strengthens them. Negative reinforcement ( i.e., being pun-
ished, or not being rewarded, for not following them) also serves this 
strengthening function. Norms can establish bad behavior ( e.g., litter-
ing) as well as good behavior ( e.g., recycling). None of this has to be 
explicit or obvious, and it need not even entail providing people with 
‘ information’. Much more effective are examples ( i.e., demonstrations) 
of good  norm-  following behavior which many people repeat in an 
automatic  manner –   “ it’s the way things are done around here”! After 
a time, such behavior becomes habitual and automatic, and it is seen 
as the ‘ right’ way to behave. Such descriptive norms are typically more 
influential than injunctive norms, which consist of telling people how 
they should behave.

In all areas of life, social norms serve a number of useful social 
functions.

• They help to reduce uncertainty about how to behave 
 appropriately –   just follow the example set by other people!

• They help to coordinate the behavior of individuals, which reduces 
‘ cooperation losses’ for other group members (e.g., the cost of the  
lack of punctuality).

• They constrain an individual’s impulsive responses.
• They reduce cognitive and emotional ‘load’ (  that is, placing a pro-

cessing burden on the system, which consumes processing resources 
and requires effort control).

• They facilitate group cohesion.
• They reduce uncertainty in ambiguous situations.

In other words, social norms promote social, and by inference, eco-
nomic efficiency.

The influence of social norms is especially powerful in the context 
of ambiguous stimuli. This is shown by the remarkable ‘ autokinetic 
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effect’ ( see text box); however, we should not assume that they work 
only in such contrived and artificial situations. They are likely to 
be influential wherever and whenever the content or the informa-
tion presented is complex or ambiguous, or, indeed, when the effort 
to process such information is deemed too much and following the 
crowd is the much easier route.

mOnKeys: the evOlUtIOn 
Of sOcIal BehavIOr

The persistence of social norms long after the reasons for why they 
were established in the first place is shown by a monkey experiment 
( see text box). This is only one example of many which attest to the 
fact that monkeys behave in a similar manner to homo sapiens in their 
economic behavior. This finding suggests that the cognitive, affective, 
and behavioral phenomena that occupy behavioral economics may not 
be unique to human beings.

In 2003, Sarah Brosnan and Frans de Waal showed that capu-
chin monkeys rebel if they see another monkey getting a reward that 
they consider to be more  valuable –   the same is found with dogs and 
birds. ( Capuchin monkeys diverged from the homo sapiens line some 

aUtOKInetIc effect

Imagine you are seated in a dark room and there is a spot of light on 
the wall facing you. also, imagine you are asked to estimate how much 
the light is moving about  –  the ‘  autokinetic effect’ is the apparent 
movement of a stationary light ( it seems to move because there are no 
visual reference points in the environment). If you do this estimation 
task alone, you form your own ‘ personal norm’ around which there 
would be some variation. this will differ from other people’s personal 
norms. But, if you were to do this estimation task with other people, 
then what happens is that a ‘ social norm’ is established: group mem-
bers converge on an average ( e.g., sherif, 1935). What is now remark-
able is that when you, once again, undertake the task alone, you use 
this social norm and do not develop your own personal norm. this 
is a simple, elegant, and powerful demonstration of how we come to 
personalize social norms. If this happens with simple physical stimuli, 
just imagine what happens with complex social ones!
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35 million years ago, and although they share many human cogni-
tive strategies, they were isolated in terms of linguistic, cultural, and 
technological systems, which are sometimes thought to distort human 
judgment and decision making.) Monkeys were trained to trade peb-
bles for slices of cucumber, which they found to be an acceptable 

fIve mOnKeys eXPerIment: sOcIal nOrms

this is a well-   known account of an experiment, although it seems 
never to have taken place ( maestripieri, 2012). It is still instructive 
as an amusing story of how social norms get transmitted. It is also a 
rather good example of how information in the form of such a story is 
appealing and people are willing to pass it  on –  this is an example of  
a ‘ meme’ which refers to the social transmission of information which 
is facilitated when it is framed in a certain way (another example  is 
‘ rhyme as reason’; see Glossary).

here is the story. five monkeys are placed in a large cage. high 
up at the top of the cage is a bunch of bananas that the monkeys 
love to eat, but they are beyond their reach. however, help is at hand 
in the form of a ladder. Being smart, the monkeys work out that 
they can climb the ladder to get the bananas. But as one monkey 
climbs the ladder, the experimenter sprays him with a stream of 
cold water, and then he sprays each of the other  monkeys –  this they  
find very unpleasant. all five wet, cold monkeys wait until the temp-
tation is too great. another monkey tries their luck and is promptly 
punished with another spray of cold water. the monkeys have now 
learned that the consequences of trying to reach the bananas are 
dire and they prevent a third monkey from trying to climb the ladder 
in order to avoid getting the cold spray. now here is the twist: one 
monkey is removed and a new monkey is introduced into the cage 
who immediately begins to climb the ladder. he is pulled off by 
the other monkeys. then, the experimenter replaces another of the 
original monkeys with a new monkey who does not know about the 
cold water. the other monkeys pull him off when this new monkey 
attempts to reach the bananas. surprisingly, the other new mon-
key who arrived just before him, and has never been sprayed, partici-
pates! after a short while, the social norm is not to climb the ladder 
to the bananas, but none of the newly introduced monkeys has a 
clue  why –   if they could talk, they might say: “ it’s just the way things 
work around here!”.
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reward. But, when they saw another monkey getting paid with much 
more desirable grapes, they got agitated, threw the pebbles, and even-
tually refused to work. Very human-like!

What such experiments seem to show is that monkeys and people 
are less concerned with absolute levels of wages, standard of living, and 
so on, but with their relative social standing. We see this clearly in the 
case of humans. This is elegantly shown by a study on positional stand-
ing in which Solnick and Hemenway ( 1998) asked people which of 
two worlds they preferred.

World A:
Your current yearly income is $50,000; others earn $25,000.
World B:
Your current yearly income is $100,000; others earn $200,000.
( It is assumed that prices and thus the purchasing power of money 

are the same in the two world states.)
The finding is that approximately 50% of the respondents prefer 

World A, in which their real, absolute income is lower than in World 
B, but their relative income position is high. Although respondents 
can only purchase half of the goods and services in World A that they 
could purchase in World B ( prices are the same in both worlds), what 
appears to be of greater importance is that they can purchase more 
than their neighbors. Their positional standing seems to matter a lot 
to them. However, we do not know whether they would make the 
same choice if this were a real situation; yet, the assumption is that the 
same outcome would be found. Now, in neoclassical terms, this quite 
clearly does not make sense: in absolute terms, more of something is 
always better than less, irrespective of what other people are getting 
(see Chapter 3), assuming all else is equal. But, in social psychological 
terms, this only rarely is the case.

Something similar was found in related research work by Frans de 
Waal, who showed that capuchin monkeys refuse to ‘ work’ if they feel 
they are getting an unequal share of the reward ( described in Fisher, 
2006). The ingenious experimental  set-  up involved a heavy tray that 
needed two monkeys to pull. This tray contained food that was avail-
able only to one monkey, called the ‘ CEO’. The CEO decided how 
much food to push through a mesh to the ‘ worker’. Typically, the 
CEO kept about five times as much food as the worker; but, if they 
kept any more than that the worker would go on strike and refuse to 
help, leaving both monkeys hungry. This monkey behavior is very 
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similar to the ‘ money burning’ ( spiteful behavior) that is often seen in 
economic games in the laboratory ( see above).

In another study concerned with ‘ monkeynomics’ ( you can find 
an interesting TED talk on the topic by Laurie Santos online, 2010), 
capuchin monkeys were trained to use shiny metal disks in a similar 
manner to how we use money. ( In passing, it is interesting to note that 
gold and silver were the shiny metals that long served the function of 
money in human  society –   this is well discussed in Adam Smith’s 1776 
The Wealth of Nations.) Similar to human beings, capuchin monkeys 
responded to price changes by changing their patterns of consump-
tion. They also quickly learned that tokens could be used in exchange 
for s ex –   one of the first demonstrations of prostitution in the nonhu-
man animal world ( maybe it is the oldest profession!).

In  Chapters 3 and 4, we saw how we tend to be risk averse and often 
prefer a sure gamble over a riskier outcome with a higher expected 
utility. Monkeys behave likewise. In addition, studies of horse race 
gamblers and day traders show that when we are in the ‘ domain of 
loss’ we tend to prefer greater risk ( see text box), and so do monkeys. 
Like humans, monkeys also display signs of money illusion, loss aver-
sion, and the endowment effect, and they are also reference dependent 
resulting from the framing of problems as entailing loss or gain, as 
discussed in  Chapter 4.

transIent states anD PersOnalIty traIts

Situational factors are well known to influence transient psychological 
states and behavior. Psychologists have confirmed this in the labora-
tory and we know this from our own everyday life: some things can 
delight or disturb us, and these feelings can permeate everything we 
think, feel, and do. We might even ‘ get out of the wrong side of the 
bed’ and be in a bad mood for the rest of the day. A rather good exam-
ple of how physiological states can affect preferences is revealed by 
hungry office workers ( see text box).

emOtIOns

Emotional associations can powerfully shape our judgments, deci-
sions, and behavior. This fact has long been apparent to economists, 
for example, John Maynard Keynes who stated in his highly influential 
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1936 General Theory book that financial markets are moved by ‘ animal 
spirits’. More recently, one of the world’s most successful investors, 
Warren Buffett, warns us: “ If you cannot control your emotions, you 
cannot control your money”.

Emotion ( to a specific stimulus) and mood ( nonspecific  positive– 
 negative feelings) influence decision m aking –   for example, by chang-
ing the computation of perceived gains and losses. We are influenced 
by ambient affect ( e.g., financial trading with background music) as 
well as instrumental affect ( perceived feelings of good and bad out-
comes of financial trading). Emotions are automatic and difficult to 
 control –   often, the real source is not known, but  post-  hoc inferences 
are drawn and emotions ‘ labeled’ for social and personal meaning 
( reference points and frames are influential in this context, too; see 
Chapter 4).

To appreciate these subjective feelings, consider the ‘ gut feelings’ 
of financial traders. This is a  feeling –   more akin to an  intuition –   that 
seems to convey information about the market. Famously, George 
Soros said that he uses a combination of rationality and gut feelings to 

 

hUnGer anD Preference: aPPles anD  
chOcOlates

an interesting and informative experiment was conducted by read 
and van leeuwen ( 1998). Office workers were approached either 
just after lunch (when they were not hungry) or in the late afternoon  
( when they were). they were offered a choice of snacks that would 
be delivered at a fixed time (just after lunch or in the late afternoon)  
a week later. some of these snacks were ‘healthy’ (  e.g., apples), oth-
ers ‘unhealthy’ (  e.g., candy bar). We need to note that when the offer 
is now, most people would prefer fruit immediately after lunch but 
chocolate later in the afternoon. the results showed that irrespective 
of the delivery time, individuals were more likely to choose unhealthy 
snacks if the choice was made in the late afternoon. the difference 
in choice has a psychological cause: people are hungrier in the late 
afternoon and thoughts about the hunger-  satisfying properties of  
food are, therefore, more salient to them, even though they would 
not be in this state immediately after lunch when their choice would 
be delivered.



the POWer Of sOcIal, emOtIOnal, anD PersOnalIty factOrs 151

guide his decisions. In his 1995 book, Soros on Soros: Staying Ahead of 
the Curve, he wrote:

I rely a great deal on animal instincts. When I was actively running 
the fund, I suffered from backache. I used the onset of acute pain as a 
signal that there was something wrong in my portfolio. the backache 
didn’t tell me what was  wrong –   you know, lower back for short posi-
tions, left shoulder for  currencies –   but it did prompt me to look for 
something amiss when I might not have done so otherwise.

Soros’s strategy stands in contrast to the usual advice given to traders, 
namely, that they should stick to a proven method and stay  disciplined –  
 they are usually advised to ignore gut feeling and base their decisions 
on the analysis of market information. But their intuition need not be 
anything magical. Many traders have such a sense. It reflects their years 
of accumulated knowledge and experience. One way of looking at the 
 brain-  mind is to view it as a highly sophisticated pattern recognition 
machine. With sufficient time and attention, regularities are observed 
and ( apparent) causal relations deduced. All of this occurs at an auto-
matic  level –   in psychology, this is often called ‘ procedural learning’ and 
it has been extensively studied. What we are left with is a ‘ feeling’ that 
something is right or wrong, but it is very hard to put into words: this 
is the body’s way of communicating to the mind that a definite action is 
required.

What mood, affect, and emotion do is to create widespread activa-
tion, which biases thinking and behaviors in the direction of defensive 
reactions ( e.g., fight, flight, freeze) or approach ( exploratory curiosity and 
 reward-  seeking) –   the twin levers of the market: fear and greed. This 
perspective is very much in accordance with Daniel Kahneman’s ( 2011) 
view: “… rewards and punishments, promises and threats, are all in our 
heads. We carefully keep score of them. They shape our preferences and 
motivate our action …”.

‘ Gut feeling’ may have a more literal meaning. Kandasamy and 
colleagues ( 2016) found that successful financial traders were better 
than a sample of the general population at ‘ reading’ their own bodily 
( interoceptive)  sensations  – f  urthermore, the better this ability, the 
better their trading decisions. The sample comprised 18 male traders 
who engaged in h igh- f requency trading ( buying and selling futures 
contracts and holding them only for seconds to hours). Traders were 
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assessed on their ability to detect their own h eartbeat –   the control 
group ( in this case, the comparison group) were students. The ability 
to perform this task was also related to the number of years the traders 
had survived in the profession.

What is going on is difficult to discern. It could be that people 
who are more sensitive to their own physical processes are also more 
sensitive to the external world and, thus, they learn  more –   they are 
more ‘ attuned’ in some sense or, less abstractly, superior at implicit, 
procedural learning. Other explanations are possible, too. Successful 
traders may be more stressed, and thus, their heartbeats are more 
obvious to them. Or successful traders keep themselves fit ( e.g., go to 
the gym regularly) and this makes them more sensitive to their bod-
ily processes. Irrespective of the reason, sensitivity to bodily states is 
related to financial trading  success –   a finding that lends credence to 
the notion that gut feelings may be important after all.

As already discussed in  Chapter 4, Damasio argues that emotions 
can be viewed as sources of information, especially if they are based on 
a lifetime of experiences that have been quietly but surely acquired by 
automatic, procedural means ( see Damasio et al., 1991). Other theo-
rists give affect a direct role in motivating behavior, implying that 
we integrate positive and negative feelings according to some sort of 
automatic, rapid ‘ affective algebra’, whose operations and rules remain 
to be discovered. If the activated feelings are pleasant, they motivate 
actions and thoughts anticipated to reproduce these feelings. If the 
feelings are unpleasant, they motivate actions and thoughts anticipated 
to avoid them. In pointing to the limitations of a purely cognitive 
account of behavior, a long time ago, Guthrie ( 1952) aptly noted that 
we must be careful not to leave the organism at the choice point ‘ lost 
in thought’ –   emotions provoke action and, therefore, are functional 
and often adaptive especially if likened to analytical cognition.

Emotion may also be involved in how effective financial incentives 
might  be –   ironically increasing the effectiveness of mainstream incen-
tives. Although we now know that loss aversion is more effective than 
a gain of the same value, given certain circumstances, financial incen-
tives can be shown to be effective. Consider the study by Berlin et al. 
( 2021), which concluded: “ Financial incentives to reward smoking 
abstinence compared with no financial incentives were associated with 
an increased abstinence rate in pregnant smokers” ( p . 1). Although we 
should not have too high hopes that such financial incentives would 
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be effective in the general population, among women who are clearly 
motivated to want the best for their unborn baby, such a mainstream 
economic approach may work, albeit with psychological enabling 
factors.

EMPATHY GAP

There is something else about experienced emotional states that bias 
our thinking about the present and future. We have seen elsewhere 
in this book that the classical economist, Adam Smith, placed great 
emphasis on the notion that we regulate our social behavior because 
we ‘ sympathize’ ( i.e., empathize) with other people. There is a lit-
erature on empathy and its gaps which tells us something important. 
The ‘  hot-  cold empathy gap’ is a cognitive bias that reflects the fact 
that people underestimate the influences of visceral experiences on 
their behaviors and preferences. This idea, made popular by George 
Loewenstein ( e.g., Loewenstein, 2000; Loewenstein  & Schkade, 
1999), states that when we are in some state ( e.g., happy), we find it 
difficult to appreciate what it is like to be in the opposite state ( i.e., 
miserable). This affects how we behave in relation to other people: we 
often cannot empathize sufficiently with them ( e.g., we may be insen-
sitive to their feelings). It also influences how we see our present and 
future selves. Being in one state now makes it hard for us to appreciate 
how we could be in another future state. Indeed, we tend to underes-
timate the impact of being in another state to the one we are in now.

For example, in one of many studies that examine the empathy gap, 
young men in an unaroused ‘ cold state’ could not predict accurately 
that in a ‘ hot state’ of sexual arousal they would be more prone to risky 
sexual behavior ( Loewenstein et al., 1997). Such findings mean that 
when we process information about the future, we may be systemati-
cally biased by the state in which we happen to be  in –   for example, 
smoking that cigarette which is giving us pleasure now overshadows 
the displeasure it may bring in the future.

PersOnalIty

Personality represents our characteristic ways of thinking, feeling, and 
behaving across situations and over t ime –  a nother way of viewing 
personality is to say it is the distribution of our psychological states, 
with the mean representing ‘ typical’ ( i.e., trait) values. One very 
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popular descriptive model of personality is the ‘ B ig- 5 ’ ( McCrae  & 
John, 1992: see text box).

There is an interplay between situational and personality factors. 
This means that the way we react to a situation depends on our per-
sonality. For example, given the same situation, people show different 
behaviors. The reason for this is that genes and physiology are impor-
tant to how the brain-mind  works –   and there are individual differ-
ences in its workings. We should assume that all social influences go 
through the brain for them to exert any influence. Differences in brain 
function, therefore, give rise to individual differences in personality, 
intelligence, and the like, and determine how we respond to external 
events ( e.g., economic incentives).

Crucial here is the claim that these individual differences in brain 
( and, therefore, mind) functioning affect the perception and analysis 
of the ‘ environment’ – m  ore formally, the ‘ environment’ is constructed 
in the  brain-  mind. As the famous psychologist Hans Eysenck said 
in 1998: “ Our environment is structured by ourselves, on the basis of 
genetic drives”. As an example of this fact, some of us see the world, 
as it were, through r ose-  tinted glasses, while other peoples’ hue is 
distinctly blue.

In relation to the  one-  shot prisoner’s dilemma, Pothos and col-
leagues ( 2011) found that high  reward- r esponsiveness ( i.e., a personal-
ity factor relating to sensitivity to reward; the goal of the trait is to 
maximize rewards) individuals are more likely to defect in a prisoner’s 
dilemma game when the optimal strategy is to do so. In contrast, high 
agreeableness individuals are more likely to cooperate in situations in 
which the optimal strategy calls for it ( high agreeableness is associated 
with cooperation). In both cases, the behavior is consistent with the 
goal of each trait.

We see the role played by personality factors in studies of  health- 
related Covid-19 behaviors – along with other behavioral factors,
this is summarized in Caki et al. ( 2021). For example, Bacon et al. 
( 2022) reported the following. Neuroticism ( i.e., emotional insta-
bility) is associated with poorer mental health. Extraversion is 
associated with a reluctance to socially isolate. Conscientiousness 
predicts compliance with safety guidelines. H onesty-  humility is 
associated with prosocial views and abstention from panic buy-
ing. ( For further  Covid- 1 9 personality research, see Bacon & Corr, 
2020a, 2020b.)
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More widely, personality can influence even the actions of experts. 
For example, Sir Professor David Spiegelhalter, none other than the 
head of the Winton Centre for Risk of Evidence Communication 
at Cambridge University, admitted that during the early stages of 
 Covid- 1 9, he “ didn’t take it seriously enough”, adding he was “ overly 
optimistic” “a nd that’s why I’m glad I’m not a government adviser” 
due to his “n aturally optimistic personality”, as quoted by Sky News, 
on 7 February 2022 (M ehta, 2022). This is notable because, as the 
Winton Centre website says of Sir David, “ He works to improve the 
way in which risk and statistical evidence are taught and discussed in 
society”. Given his candid reflections, other features of Sir David’s 
personality are, admirably, s elf-  awareness and honesty.

PersOnalIty anD emPlOyment

On a larger economic scale, there is emerging evidence that per-
sonality is important, too. For example, Daly and colleagues ( 2015) 
suggested that “t he capacity for s elf-c  ontrol may underlie successful 
 labor- fo rce entry and job retention, particularly in times of economic 
uncertainty”. Taking into account intelligence, social class, and gen-
der, they found that a l ow-le  vel capacity for  self-c  ontrol in childhood 

 BIG-5 PersOnalIty   

at the most general level of description, there are at least five factors 
of personality:

Extraversion (E): outgoing/ energetic vs. solitary/ reserved
Neuroticism (N): sensitive/ nervous vs. secure/ confident
Openness (O)  – sometimes ‘intellect’: inventive/ curious vs. 

consistent/cautious
Conscientiousness (C): efficient/organized vs. easy-going/careless
Agreeableness (A): friendly/ compassionate vs. cold/ unkind

these factors are derived from complex statistical analysis of the cor-
relations found between  personality-  relevant words ( e.g., warm, hos-
tile, friendly, diligent, and creative). although the  Big- 5 model is not  
without its criticisms, it is widely used in research across the whole 
of  psychology –   more recently, a factor of h onesty-h  umility, has been 
added, which is independent of the above five factors.
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is related to unemployment across 40 years. ( The issue of  self- c ontrol 
in economics has fascinated Thaler, who in his 2015 Misbehaving book 
elaborates on this  theme –   to be a good neoclassical agent, a high level 
of  self- c ontrol is most certainly vital.) Similarly, higher levels of con-
scientiousness ( being efficient/ organized), as measured at age 1 6–  17, 
predicted levels of  later- l ife employment in another study ( Egan et al., 
2017).

Maybe people do, after all, optimize the allocation of their scarce 
resources to maximize their own utility, as assumed by neoclassical 
economics. However, their economic preferences ( i.e., what suppos-
edly brings them the highest utility) may well depend on personality 
factors. This means that people may differ markedly in the order-
ing of their preferences and, therefore, a one-size-fits-all economic 
model is inadequate. It may also mean that, depending on  personality- 
 related preferences, different people may have very different reactions 
to incentives, information, context, and so on. Therefore, this may 
work at the micro level of social interactions ( e.g., in experimental 
games), as well as at the macro level, for example, how people react to 
the incentive structures of employment and s tate- p rovisioned social 
welfare.

Although much more work is needed to explore the extent of per-
sonality influences on economic behavior, leading economists are 
starting to incorporate personality processes in their formal economic 
models. Many psychologically inclined economists would now agree 
with Becker and colleagues’ ( 2012) statement ( here, heterogeneity 
refers to diversity/ variety):

What is needed is the development of a comprehensive framework that 
combines insights from the approaches taken by economists and psy-
chologists to capture sources of heterogeneity in behavior.

We can now see how emotions, personality, and the like influence 
our judgments and decisions, and they can also cloud our perception 
of our own behavior. This is shown in one of the earliest examples 
from the Ancient World. In one version of Aesop’s, The Fable of the 
Fox and the Grapes, driven by hunger, a fox tries to reach some grapes, 
but they are hanging high on the vine and out of his reach. Having 
failed to reach them, he declares “ Oh, you aren’t even ripe yet! I don’t 
need any sour grapes”. This story is used to characterize people who talk 
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disparagingly of things they cannot attain themselves, but the main 
point for us is that the fox engages in f ace-  saving defensive behav-
ior, which has little to do with the fact that he wanted the grapes in 
the first place. His expressed preference is now the consequence of his 
( failed) action! This is an example of the social psychological literature 
on cognitive dissonance ( see text box).

cOnclUsIOns

Social factors in economic behavior were at the forefront of Adam 
Smith’s seminal thinking at the time he inaugurated what was to 
become known as classical economics. Subsequent research has done 
nothing to dampen the relevance of these factors, and much of behav-
ioral economics confirms them. It is especially newsworthy that peo-
ple have a definite propensity to be cooperative and, typically, they 
do not behave in an entirely selfish manner, even when it seems to be 
in their best interests to do so ( e.g., in the Dictator game, where the 
second player is powerless). However, these forms of selfless behavior 
may be impure in the sense that they serve the l onger-  term interests of 
the economic  player – e  specially in situations when there is the oppor-
tunity for punishing defectors ( as is, indeed, the case in many r eal- 
 world contexts). Nevertheless, we seem to derive personal utility from 
helping others: we have a social preference based in inequality aversion. 
Indeed, such is this tendency, we are willing to punish, sometimes by 

cOGnItIve DIssOnance

festinger ( 1957) discovered that people change their attitudes/ beliefs 
to be consistent with behaviors they have performed, even ones they 
initially disliked ( e.g., working on a highly boring task). Performance 
on such a disliked task induces conflict (‘ dissonance’), which is an 
aversive state which people will work to escape  – they can do this by   
coming to believe that the task was, in fact, interesting. Of impor-
tance, this change in attitude is not induced when people are highly 
financially incentivized, showing that such incentives can lead to 
extrinsic, not intrinsic, motivation. the psychological notion is that 
people want to maintain consistent attitudes/beliefs and behavior , 
and they are motivated to eliminate cognitive dissonance, however 
induced. (t here are excellent resources available on the internet.)
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burning our own reward ( as seen in the Ultimatum game), those who 
violate unwritten rules of socially acceptable  conduct –   we expect oth-
ers to play fair. We have seen that such behaviors may have evolution-
ary roots as monkeys display some of the same behavioral economic 
propensities as humans. In all of this, we need to take into account 
 situation-  specific emotions, affect, and mood, as well as l onger-  term 
propensities as expressed in personality factors ( e.g., agreeableness). 
Once again, behavior is influenced by many factors other than infor-
mation and ( dis) incentives, as assumed by neoclassical economics.
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NUDGE
WHYS, WAYS, AND WEASELS

If citizens make bad decisions, should it be the responsibility of gov-
ernments to use insights from behavioral economics to nudge behav-
ior in more desirable directions? Such ‘ nudging’ has been applied in 
countries around the world, for example, to increase pension savings 
and organ donation rates, and to affect energy consumption in homes. 
As one goal of governments is to enhance citizens’  well-  being, nudg-
ing may be justified, but it remains a matter of considerable debate 
( e.g., how can we know people’s true preferences?). In this chapter, we 
describe some of the ways ‘ nudging’ is applied, and, also, some of its 
problems. We discuss why nudges are often more effective than sim-
ply using information, incentives, or regulation to change behavior. 
For example, social incentives and precommitments can help people 
adhere to their goals and not give in to temptations of immediate 
gratification. Behavioral insights teams around the world now help 
governments to design and evaluate behavioral policies. We further 
discuss how some governments and organizations have highlighted 
the value of taking into account subjective ( i.e.,  self-  reported)  well-  
  being –   acknowledging that satisfaction, a sense of purpose, and flour-
ishing are important components of the true wealth and health of the 
nation.

https://doi.org/10.4324/9781003166900-6


nUDGe: Whys, Ways, anD Weasels 163

IntrODUctIOn

We do not always act in our own best interests, as judged by ourselves. We 
get things wrong, misjudge, and base decisions on irrelevant informa-
tion. To use Thaler’s ( 2015) felicitous term, such misbehaviors perplex 
mainstream economists who have been brought up on a staple intel-
lectual diet of rationality,  self-  interest, and the powerful influences of 
incentives and factual information. In contrast, behavioral economists 
are inspired by such misbehaviors ( see text box). This state of psycho-
logical and economic affairs raises an important question: should gov-
ernments protect us from ourselves by applying scientifically-based 
strategies to nudge us in more desirable directions? Many governments 
around the Western world have, indeed, concluded they should.

This public policy realization was inspired and guided by the highly 
influential 2008 book, Nudge, by Richard Thaler and Cass S unstein –  
the subtitle Improving Decisions About Health, Wealth and Happiness cap-
tures its purpose aptly. There has been an update in 2021, which the 
authors called “ the final edition” as a commitment strategy for them-
selves to ensure that they will not agree to work on future editions. This 
final edition updates dated references ( does anyone still use iPods?) and 
introduces concepts that have gained prominence in the 13 years since 
the first edition ( for example, sludge –   parts of the choice architecture 
that hinder good decisions; and smart disclosure which can limit sludge). 
It also provides choice architecture concepts that are more positive for 
consumers, such as personalized defaults and ‘ make it fun’.

As discussed below, we have cause to question some of the basic 
assumptions of nudge theory, but, for now, we assume it is uncontro-
versial to want to help people make better decisions for themselves, 
their families, and wider society. The nudge perspective, though, was 
not an entirely novel approach when it was first published, especially as 
psychologists, in particular, were never much taken with the idea of the 
abstract rational economic agent characterized by neoclassical econom-
ics. They desired some altogether more psychologically realistic version 
of the  flesh-  a  nd- b lood economic decision maker. As long ago as 1904, 
Sigmund Freud devoted a book to The Psychopathology of Everyday Life, 
which had no time for the notion of a rational  person –   for Freud, the 
opposite was much more the case. In more academic psychology, whole 
sub-fields are devoted to less-than-rational everyday behavior.
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One example of our le ss-  t  han- r ational behavior is seen in 
 procrastination –  w e all too readily put off until tomorrow those activ-
ities that really should be done today, and then we waste time rumi-
nating on this fact! Of importance, we even behave in this manner 
when it comes to important life decisions ( e.g., saving for retirement), 
and we seem neither to notice nor care much that, on an everyday 
level, small things add up to larger ones. Too many of us postpone 
going to the gym and then wonder why we are not losing weight and 
getting fitter. Such misbehavior is seen in many other areas of life; 
for example, we often abandon New Year’s resolutions even before 
we have taken down the Christmas tree. There are countless other 
examples of how we act in ways that fail to conform to neoclassical 
notions of rationality ( see  Chapter 3). In terms of the impulsive h ere-  
  and-  now propensities we so often show, we conform more to Oscar 
Wilde’s witticism ( 1893): “ I can resist anything except temptation”. As 
evidence of this fact, we have a marked impatience for rewards and 
postpone the costs of decisions until the future; these tendencies are 
reflected in a need for instant  gratification –   such motivation is the 
very basis of the credit card industry. Rather than wait for a larger, 
later reward, we prefer smaller sooner benefits, now –   in the lingo of 
the behavioral economist, we are present biased. As many years ago 
David Hume opined:

DIfferences BetWeen stanDarD ecOnOmIcs 
anD BehavIOral scIence

standard economic practice depends on three main tools to influ-
ence behavior: (1) information/  education, ( 2) financial incentives, 
and ( 3) regulation. In contrast, psychologically-inspired behavioral 
approaches depend on: ( 1) framing, formatting, and timing of mes-
sages; (2) social incentives; and ( 3) nudges.  according to nudge phi-
losophy ( thaler & sunstein, 2008, 2021), nudges retain freedom of 
choice ( they are liberty-   preserving); do not involve coercive means 
such as bans or regulations; and do not alter economic  incentives –  
 they can be developed using insights discussed by behavioral eco-
nomics research, which relies upon the broader field of judgment and 
decision making, and wider behavioral science more generally.
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there is no quality in human nature which causes more fatal errors in 
our conduct than that which leads us to prefer whatever is present to 
the distant and remote.

(Hume, 1738)

Helping people to correct their bad decisions is especially relevant in 
financial life where the cost of mistakes is high for both the individual 
and society. Pension provision is one such area. Too many of us fail to 
save enough ( or anything) for retirement, even though this is a t ax- 
 efficient way to put money aside for the future. We seem too prone to 
agree with the  rose-  tinted worldview of the character from Charles 
Dickens’s 1850 novel, David Copperfield, Mr. Micawber, “ something 
will turn up” – b  ut for many retired people, the only thing that turns 
up is relative poverty. ( Dickens had personal experience of the con-
sequences of this worldview: Mr. Micawber was modeled on his own 
father who ended up in debtor’s prison.)

This chapter has several aims. First, to describe ‘ Nudge’; second, to 
discuss the ways it is applied; and third, to present some of its problems, 
even dangers. These are the Whys, Ways, and Weasels of the allitera-
tive  subtitle –   a ‘ weasel’ is a term used in the advertising world to refer 
to suggestio falsi ( Ogilvy,  1963 –   see  Chapter 7). We also consider the 
importance of subjective  well- b eing in terms of governmental attempts 
to enhance human welfare, and how this approach may overcome some 
of the problems associated with the nudge philosophy and approach.

What Is nUDGe?

The concept of nudge is based on the idea that people do not make 
good decisions in terms of their own preferences and, therefore, fail to 
maximize their utility. What it means is that our ‘ revealed preferences’ 
do not reflect our true preferences. As we saw in  Chapter 3, prefer-
ences are identified by such manifest behavioral choices. The idea that 
these choices may not reflect our true preferences is deeply unsettling 
for neoclassical economics. Notwithstanding, a cursory inspection of 
everyday life quickly confirms that we go about our business in ways 
that seem less than fully  satisfactory –   in the eyes of the mainstream 
economist, we are being inefficient and wasting scarce resources ( in 
terms of time, effort, emotion, opportunity costs, and so on). All these 
behavioral imperfections seem ripe for a nudge intervention.
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According to Thaler and Sunstein ( 2008): “ A nudge is any aspect of 
the choice architecture that alters behavior in a predictable way with-
out forbidding any options or significantly changing their economic 
incentives. A nudge must be easy and cheap to avoid”. The emphasis is 
upon the availability of choice, and altering people’s judgments, deci-
sions, and behaviors should not impose significant costs on the chooser 
in terms of time, social sanctions, effort, and such like. Importantly, 
a nudge should allow people to perform rationally in terms of their own 
self-declared interests –   according to Nudge, it is not for the choice archi-
tect to decide what is best for them.

It remains a matter of debate whether people should be nudged, but if 
we want to achieve behavior change, how should we go about the task? For 
a start, to change behavior, it is often not enough simply to provide people 
with the  option –   sometimes, they just ignore it. Nor is it enough simply 
to provide more information about the consequences of following option 
A over option B. For instance, how many smokers really do not know the 
very serious health consequences of their habit? What more information 
could be given to change their behavior? There is a psychological barrier 
to overcome. We know that human beings have a wonderful facility to 
‘ wish away’ unpleasant  outcomes –   indeed, there is a whole social psycho-
logical (‘ cognitive dissonance’) literature devoted to this very topic ( see 
 Chapter 5). This shows just how easily we change attitudes, beliefs, etc. to 
maintain consistency with our  behavior –   contrary to what is commonly 
believed ( i.e., attitude/ belief more often leads to behavior, not vice versa).

mr. mIcaWBer nUDGeD

Returning to the case of pensions, g overnment-  inspired attempts to get 
more people to save for retirement have been hailed as one of the finer 
achievements of the nudge approach, and with some justification. Since 
2012, in the United Kingdom under the 2008 Pensions Act, firms are 
required to enroll their employees automatically in a pension  scheme –  
 this started with larger firms but since 2018 applies to all firms. This is a 
good example of the power of ‘ defaults’ – g  oing with the flow ( see below). 
If employees want to opt out of the pension scheme, they are free to do 
so, but this will require the expenditure of effort, cognitive resources, 
and time, and may even some psychological conflict. The idea is that 
because we are prone to cognitive laziness, not many people will pursue 
this  opt-  out option, and this has proved to be the case. As a result of this 
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recent change in employment law, vastly more people are now in a pen-
sion scheme and comparatively few have bothered to go to the trouble of 
opting  out –   of course, they may stay in the scheme because they clearly 
see the benefits, but these benefits were not salient enough to encourage 
them to  opt-  in before the nudge intervention. ( One fly in the ointment 
is that employers have an incentive to encourage and enable employees to 
opt out as this will save them making their own contributions.)

nUDGe anD stanDarD ecOnOmIc POlIcIes

Nudge policies stand in contrast to the typical toolkit of the poli-
cymaker who has traditionally relied upon taxing behavior that is 
deemed undesirable ( e.g., taxes on cigarettes) and subsidizing behav-
ior that is seen to improve w ell- b eing ( e.g., tax relief on pensions). 
Taxes and subsidies work well in some domains of life by changing 
the ( dis) incentives in the  cost- b enefit  calculation –   this is very much 
along the lines of the ECON model. However, these incentives are 
purely economic and do not take much if any account of the impact of 
the social context. For instance, nudge can capitalize on the fact that 
behavior change programs may be more successful when networks 
and peers are involved, who can act as a commitment device  – this is 
designed to help HUMANS adhere to their goals and come in many 
different forms ( e.g., Brocas et al., 2004). For example, this may be 
social: declaring to everyone who is willing to listen that you are 
going to give up smoking or lose weight. If you fail in this publicly 
declared goal, there will some psychological egg on your face which 
might be rubbed in by those who want you to f ail –   this is a fine exam-
ple of loss aversion motivated compliance with the s elf-  avowed goal.

To achieve behavior change, governments could well choose ‘ hard’ 
measures such as regulations, mandates, and bans, which force citizens 
and corporations to adopt or avoid certain otherwise preferred actions. 
For instance, in the United Kingdom, it is an offense to smoke in 
certain designated public places. The prospect of paying a steep fine 
certainly deters many people from violating such regulations. Hard 
measures are usually seen to be desirable and necessary when behav-
ior is detrimental to society and needs to be avoided ( e.g.,  Covid- 1 9 
lockdowns). Even here, we might prefer to adopt behavioral means to 
encourage desirable behavior, for example, stressing the importance 
of social norms or using commitment devices. (Although it can only 
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be speculation, we might wonder whether this alternative strategy 
might have discouraged those behaviors which led to the then Prime 
Minister of the United Kingdom, Boris Johnson, along with col-
leagues and officials, being fined for violations of the laws in the very 
buildings where they were designed and communicated to the general 
public.)

In any event, there are whole areas of human behavior where stand-
ard policies are particularly i ll-  suited. For example, getting people to 
eat more healthily, exercise more, drink less, and so forth. To use 
coercive means to affect change in these areas would not be politically 
viable and would be very difficult to i mplement –   it is doubtful they 
would be effective in any case. In such areas, the other option in the 
government’s toolbox is to rely on ‘ soft’ measures, such as voluntary 
 agreements – a ‘   psychological contract’ designed to ensure consistency 
with agreed courses of action. This is the way that many governments 
around the globe have decided to go. For example, the UK govern-
ment has used subtle tactics to encourage people to get back to work 
( for an example, see text box). In this example as well as others, it 
must remain a matter of opinion whether this is a dubious application 
of psychological science or a harmless trick to help people r e-  enter 
 employment –   the choice architect could retort: “ As we are going to 
send a letter in any case, why not design it for maximum effective-
ness”? There are other forms of nudges that are much less problematic, 
and some are quite amusing. A delightful example is seen at Odenplan 
metro station in Stockholm, Sweden, where the stairs to the side of the 
escalator contained  touch-  sensitive pads designed to represent piano 
keys. ( Search the internet to find it.) As people walked up the stairs, 
piano notes played. This fun and novel initiative encouraged people to 
use the  stairs –   in fact, 66% more people than normal.

chOIce archItectUre

If information by itself is not sufficient to alter behavior, then what 
is? One major factor is a design change in the environments in which 
people make choices. This entails the concept of what is known as 
choice architecture which describes the careful design of how choices are 
presented ( Thaler & Sunstein, 2008, 2021).

There is now ample evidence that making food portions, food pack-
ages, and even plates smaller reduces how much people  consume –  e ven 
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eating off a red plate reduces consumption ( for further examples, see 
 Chapter 7). The point is that nobody is being told, let alone compelled, 
to make a specific choice. For example, in a  nudge-  designed cafeteria, 
no one is stopping anyone from consuming as much unhealthy food 
as they can shovel down their throats. This is an important point in 
the philosophy of nudge. We are still free to choose –   to use the title 
of one of Milton Friedman’s most popular neoclassically-based books 

PersOnalIZeD letters tO the UnemPlOyeD

as reported by the BBc ( easton, 2015), the UK Behavioural Insights 
teams was asked if it could get more unemployed people to come to 
job interviews. to test the effects of several types of messages, they 
sent different versions of an invitation to a job interview to unemploy-
ment claimants. the first text was simple, telling claimants about an 
interview:

“ eight new customer assistant jobs are now available at tesco. 
come to Bedford Jobcentre on monday 10 June between 10am 
and 4pm and ask for sarah to find out more.”

about 11% turned up. the second message was exactly the 
same, but they added the claimant’s first name, for example: 
“ hi sam, eight new customer assistant jobs are now available 
at tesco …”

the percentage of people turning up to the interview increased to 15%. 
the largest increase in the interview attendance rate, rising to 27%, 
was observed when the Jobcentre adviser signed the message and 
wished the claimant good luck:

“ hi sam, eight new customer assistant jobs are now avail-
able at tesco. come to Bedford Jobcentre on monday 10 June 
between 10am and 4pm and ask for sarah to find out more. I’ve 
booked you a place. Good luck, michael.”

this small, but highly effective change, which simply consisted of add-
ing a personal touch to the message, is now used by every job center 
in the country. maybe the claimants simply needed to feel that some-
body cared about their future.
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( Friedman, 1980). Instead, choice architecture exposes us to subtle cues 
that guide us in one direction ( to healthy fruit) and away from less 
desirable foods ( chocolate bars) – however,   if we want to go our own 
way, we are still at liberty to do so.

In the specific example of a cafeteria designed by a choice archi-
tect, and following the social psychological principles discussed in 
 Chapter 5, people can be nudged to assume that the social norm is for 
a plate of food to be of a certain size or to contain a certain variety 
of items ( e.g., vegetables and fruit). People do not need to be told this 
explicitly; all they need is the opportunity to observe and learn from 
others, and then to be reinforced for adhering to this social norm. As a 
result, it is hoped they will adjust their expectation of what constitutes 
an adequate food  portion –   their attitudes and beliefs will then follow 
their changed  behavior –   and as a pleasing consequence, they will then 
serve as a model to pass this norm on to other people! Although there 
are different ways of looking at how best to nudge ( see below), one 
useful way is given by the BASIC model ( see text box).

the BasIc nUDGe mODel

a way of identifying behavioral problems that may be amenable to a 
nudge intervention is given by the Danish organization inudgeyou, 
which uses the BasIc model to design interventions. the acronym 
stands for: B = Behavioral mapping: collecting data to define the 
problem  – the what phase. a = analysis: why people are currently 
behaving as they are  – the   why phase. s = solution mapping: this is 
the scientific and systematic process of making  suggestions –  the  how 
phase. I =  Interventions –   this is the testing of possible nudge solu-
tions before full  implementation –  this is the  test phase. Once a nudge 
intervention has been selected, there is then c = continuation: solu-
tions may fail due to poor implementation or lack of maintenance, so a 
process of ongoing monitoring of the target behavior is needed, as well 
as an evaluation of possible unforeseen side effects –  the   results stage.

an approach such as BasIc is needed whenever nudging is being 
 considered –   especially as jumping from general knowledge to specific 
behavioral problems is fraught with problems. an excellent example 
of the application of BasIc is seen in the nudge intervention to move 
smokers away from entrances at copenhagen airport ( schmidt et al., 
2016).
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 evIDence-  BaseD POlIcIes

With the nudge philosophy of public policy design and implementa-
tion, there is a growing consensus on the need for government ini-
tiatives to be  evidence- b ased, meaning that they should be informed 
more by ( empirical) data than ( political) dogma. The ‘ gold standard’ 
for such empirical evidence is the randomized controlled trial ( RCT). 
How does it work?

Participants in a typical RCT are randomly assigned to two ( or more) 
groups, and these groups are subjected to different conditions ( e.g., the 
‘ treatment’ group may receive a certain message, whereas the ‘ control’ 
group does not) – fo  r example, a personalized vs. a generic letter. The 
random allocation of participants to groups is a crucial design feature 
because it allows the avoidance of systematic bias effects: if we observe 
differences in the behavior of the groups, then these differences may 
be ascribed to the treatment and not because the members of the two 

nUDGInG WarfarIn meDIcatIOn aDherence

One major health issue is that, too often, people do not adhere to 
prescribed medicine, even for serious medical conditions. One study 
used an rct, employing a lottery technique, to encourage stroke 
patients to take warfarin (v olpp et al., 2008). the ( nudge) treatment 
group had a 1% chance of winning $100, but this was conditional 
upon taking their pills correctly. the control group did not receive 
any  incentive – at least, not beyond the increased risk   of dying by not 
taking their warfarin correctly. the result was a marked increase in 
medication adherence in the experimental  group –  as  assessed by an 
Informedix m ed-  emonitor system with a daily reminder feature. this 
was a pilot study with only a small number of patients in each group. 

however, a second similar (but much larger) study failed to show  
a statistically significant difference between the treatment and control 
groups in warfarin patients, although there was evidence of a positive 
effect in a group of patients at higher risk a priori of poor adherence 
( Kimmel et al., 2012). the difference in results between these studies 
raises the general issue that all such experimental studies need to be 
replicated before they can be said to be robust and generalizable to 
the wider population, especially when small and perhaps nonrepre-
sentative samples of the target population have been used.
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groups were different from each other at the start of the trial. ( Without 
such randomization, it is notoriously difficult to avoid systematic allo-
cation bias, however well intended the researcher.)

A typical RCT might involve sending different ( and there could 
be many) variations of a letter to nudge people to pay their taxes on 
 time –   for example, including mention of the percentage of people in 
the local area who have paid their taxes by a certain date. The letter 
that achieves the highest level of compliance is then assumed to be 
the most effective in nudging  people –   this type of ‘ market testing’ 
is widely used by commercial companies to hone their appeal to cus-
tomers and to turn browsers into buyers ( see  Chapter 7). Nudges have 
been applied in many areas of life, and, in most cases, consumers and 
citizens are unaware of their use or influence.

Here, we see again how choice architecture and its clever use of defaults 
underpin many of the little decisions we make every d ay –   and small eve-
ryday decisions can mount up to big changes ( e.g., recycling of waste).

lIBerty PreservInG

According to Sunstein and Thaler (2003), nudges are liberty preserv-
ing; that is, they steer people in a direction that does not take away 
their choices. This is a critical aspect of their oxymoronically sound-
ing phrase: libertarian paternalism –   this is used to reflect the idea that 
behavior can be manipulated and changed in a way that maintains 
freedom of choice ( Thaler & Sunstein, 2003). According to this view, 
people are at liberty to make their own choices, and, importantly, they 
are not restrained from doing so. However, this takes place in a con-
text where a choice architect engineers the environment to influence 
decisions in ways that make the target groups better off, as judged by 
themselves. According to Sunstein and Thaler ( 2003), illiberal pater-
nalism is avoided by the fact that “ people should be free to opt out of 
specified arrangements if they choose to do so” and this  opt- o ut is said 
to “ preserve freedom of choice”. The claim is made that the choice 
architect is nudging people merely in the direction of choices that they 
would have made, if only they were better able or motivated.

Libertarian paternalism is similar to asymmetric paternalism (Camerer
et al., 2003). This refers to policies designed to assist people who seem 
to be behaving in ways that appear to be nonrational and who by 
so doing are not seemingly maximizing their utility, while at the 
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same time interfering only minimally with people who are behav-
ing ( neoclassically speaking) rationally. Nudge policies are asymmet-
ric in a related sense: they should be acceptable both to believers in 
human rationality and to those who believe that people often behave 
nonrationally.

In nudge theory, retaining the element of choice is all important. 
For example, people can still choose to purchase the electrical appli-
ance with the worst energy r ating – m  aybe they care more about the 
color or price, or they have money to burn ( some people have a pref-
erence for contrariness t oo –   it is their choice after all). Nudge theory 
declares that it does not take away this personal choice.

mInDsPace

An attempt at summarizing noncoercive principles of behavior 
change was undertaken by the Institute for Government, along with 
the Cabinet Office, in the United Kingdom in 2009, which set as its 
goal to provide a simple checklist for policymakers. The result was 
MINDSPACE which stands for nine principles that influence human 
behavior, described below. ( We partly borrow the short explanation 
of each of the nine letters from the original MINDSPACE document 
( Dolan et al., 2010), and advise the reader to find the document online 
to see further examples.) For clarity of exposition, we illustrate these 
principles in relation to nudges to get motorists to slow down close 
to schools.

elements Of mInDsPace

 M –   MESSENGER: WE ARE HEAVILY INFLUENCED 
BY WHO COMMUNICATES INFORMATION

The messenger of information matters, for example, their perceived 
authority. There are data to show that people more favorably receive 
information from experts ( e.g., a doctor in a white coat), so long 
as they are trusted. Similarities between the information giver and 
receiver are  important –   for example, the sign: “ Kill your speed, not 
a child” is communicated better by a smiling child than a  stern- f aced 
government official. The feelings we have toward the messenger are 
also  important –   if we dislike them, their advice is more likely to be 
discounted or even ignored, or otherwise explained away. We can see 
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that this principle is consistent with the cognitive response model of 
persuasive messages, discussed in  Chapter 6.

 I – I  NCENTIVE: OUR RESPONSES TO INCENTIVES 
ARE SHAPED BY PREDICTABLE MENTAL SHORTCUTS 
SUCH AS STRONGLY AVOIDING LOSSES

Incentives are widely used by governments, but their influence 
depends on factors such as timing, type, and magnitude. Incentives 
can be about money ( i.e., the costs and benefits associated with differ-
ent behaviors); but social aspects of incentives are also important, too. 
As discussed in  Chapter 4, we need to consider a number of psycho-
logical factors. For example, our general propensity to loss aversion 
means we dislike losses more than we like gains of the same amount. 
Therefore, instead of saying that x number of children die or are 
injured by speeding cars, we could say that y children would be saved 
by a 5 -  miles per hour reduction in speed. Some countries do not add 
penalty points for speeding but take away points from a predetermined 
 number –   people have the sense they are losing something of value, 
rather than accumulating penalty points as something of a ‘ boy racer’ 
badge of honor!

We also use reference points: the value of something depends on 
our frame of reference. As discussed in C hapter 4, we allocate money 
to mental bundles, so the incentive must be tied to whatever bundle is 
related to the behavior change in question. Also, we prefer to receive 
our incentives today, and not at some point in the ( uncertain) future 

crOWDInG OUt In the BeDrOOm

recall that one of the major assumptions of neoclassical economics is 
that more is better than less. George loewenstein put this hypothesis 
to the test in the  bedroom –  perhaps appropriately as  loewenstein 
is related to sigmund freud. along with colleagues, his 2015 study 
reported that when couples were required to double the amount of 
sex they had, this made them less happy, they wanted sex less often 
and did not enjoy it as much. their otherwise intrinsic motivation 
and utility/ satisfaction were crowded out by the extrinsic (imposed)  
 motivation –   having sex to conform to the requirements of a scientific 
study must appear high up on the list of passion killers!
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( even when this future amount is larger). However, there is a downside 
to using incentives, even social ones: as an external source of motiva-
tion, they can ‘ crowd out’ intrinsic motivation ( doing something for 
its own s ake – fo  r an amusing example, see text box), and this can 
undermine long-term behavior change.

 N – N  ORMS: WE ARE STRONGLY INFLUENCED BY WHAT OTHERS DO

What people expect about social behavior influences how they behave. 
Social norms can be obvious (“ No smoking here”) or more covert 
( social conventions when you meet someone for the first time). We 
tend to take our social norm cues from observing what other peo-
ple are doing. Simply informing people about the existence of social 
norms can influence behavior, though ( e.g., how many passengers in 
cars wear seat belts). Telling people that most guests in hotels recycle 
their unused towels encourages similar behavior. Telling drivers that 
other motorists slow down outside a school is effective, especially if it 
comes from a child.

Norms are spread through social networks and policymakers are 
wise to take these into account ( e.g., typical community behavior). 
Nevertheless, people need to be reminded about norms as they can 
quickly fo rget –   in other words, n orm-  following behavior needs to 
be reinforced ( see  Chapter 5). But the use of social norms in nudg-
ing can sometimes backfire. If we learn that our neighbors are using 
more water than us, then we may well increase our usage, perhaps in 
an attempt “ to keep up with them”, or to feel we are “ getting our 
fair share”! Another example of backfiring norms is seen with signs 
at a national park in the United States ( Cialdini et  al., 2006). One 
sign tried to deter people from taking home wood ( it showed thieves 
stealing wood); the second sign showed a single thief. Both signs led 
to more wood being stolen because the signs served to reinforce this 
harmful social norm, and they covertly conveyed the message: “ take 
wood while stocks last!” Relatedly, there is a highly relevant social 
psychological literature on ‘ social proofing’, referring to the findings 
that we look to others for guidance on social b ehavior –   we often see 
this in adverts where people like us ( those in our demographic group) 
are observed participating in and enjoying the product or service on 
offer. There are obvious ways this could be used outside schools to 
slow down traffic – try to think of some.
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 D – D  EFAULTS: WE ‘ GO WITH THE FLOW’ OF PRESET OPTIONS

Much of our everyday behavior is just going with the flow, and we 
usually do not even notice i t –   it is a form of taking the easy option, 
the path of least resistance. Defaults are preselected options that do not 
involve an active choice: we tend to take what is on offer ( e.g., auto-
matic enrolment in an organ donation program). Most people stick 
with the default, and rates of participation in organ donation programs 
are significantly higher than without it.

In our road safety example, markings on the road which give the 
impression of speed could help encourage people to slow down out-
side s chools –   we see the use of such floor markers in supermarkets to 
influence the speed of customer travel ( see  Chapter 7).

 S – S  ALIENCE: OUR ATTENTION IS DRAWN TO WHAT 
IS NOVEL AND SEEMS RELEVANT TO US

Information to which we are attentive attracts cognitive processing. 
Although attention is not required for all forms of processing, it is 
often important for the effectiveness of certain types of messages. We 
are more likely to process information that is novel, accessible, and 
simple. This could be in the form of funny  messages –   to deter lit-
tering on Bondi beach in Sydney, Australia, “ Don’t be a tosser” was 
written on the bins ( described in Tribe, 2016). In the school driving 
example, pictures drawn by children could be used to convey the mes-
sage to drivers to “ kill their speed, not children”.

The concept of salience addresses a problem confronting the brain- 
mind: it is bombarded with stimuli and it must make a choice what 
to  process  –   grabbing attention by salience is helpful in this respect. 
Salience also refers to peak  moments  –   a sharp pain at the dentist is 
remembered more vividly than a longer period of sustained discomfort: 
we especially remember what was salient to us, and easily forget the rest.

 P – P  RIMING: OUR ACTS ARE OFTEN INFLUENCED 
BY SUB-CONSCIOUS CUES

Exposure to  stimuli  –  s ights, sounds, and  smells  – c  an prime ( i.e., 
make more likely) subsequent behavior ( we have already discussed this 
in  Chapter  5). These stimuli can be complex ( e.g., words) or sim-
ple ( freshly baked bread). Priming can happen outside of cognitive 
awareness and does not need elaborate processes to be effective. For 
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example, regarding exposure to words, when people make a sentence 
out of scrambled, fi tness- r elated words ( e.g., ‘ fit’ and ‘ lean’), they 
are then immediately more likely to use the stairs instead of the lift 
( Wryobeck & Chen, 2003); happy faces lead people to drink more 
( Winkielman et al., 2005); the smell of cleaning products in a canteen 
leads to more people clearing their tables ( Holland et al., 2005); and 
the list goes on ( these examples are all taken from the MINDSPACE 
document; Dolan et al., 2010).

However, as mentioned in  Chapter 5, it should be noted that many 
priming studies have been impacted by the replication crisis in social 
psychology ( i.e., researchers often do not manage to find the same 
results as classic priming experiments; however, Kahneman, who is 
a severe critic of these studies, is in little doubt that the phenomenon 
exists; see  Chapter 5).

Streets surrounding schools could display pictures of children, and 
then as drivers approach the school, messages related to slowing down 
would be primed and, therefore, processed faster.

 A – A  FFECT: OUR EMOTIONAL ASSOCIATIONS 
CAN POWERFULLY SHAPE OUR ACTIONS

The experience of affect (mood, emotion, and other subjective states) 
influences judgment and decision making (see Chapter 5). For exam-
ple, being in a good mood can lead to being overly optimistic, and 
being in a bad mood to being inappropriately  pessimistic –  b oth can 
impair concurrent judgment and decision making. Even the  mood- 
 inducing effects of background music can do this, and it need not even 
be t ask-  r  elevant –   for example, seeing an attractive, smiling face on a 
loan advertisement leads to increased demand, similar in magnitude to 
the demand created by a 25% reduction in the interest rate ( Bertrand 
et al., 2010). ( This study was also described in the MINDSPACE doc-
ument.) The influence of affect is much more prevalent than com-
monly thought, especially by neoclassical economists, and much of 
what we process is imbued with emotion.

Affect needs to be used with caution. Images of happy children may 
make drivers more  risk-  tasking and  over-  confident in their driving 
ability, so perhaps an image of a  less-    than-  happy child may be needed 
at critical junctures on the road where speed is especially dangerous. 
This cannot really be known in advance, so experimental studies are 
needed to test such interventions ( see RCTs, above).
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 C – C  OMMITMENT: WE SEEK TO BE CONSISTENT WITH 
OUR PUBLIC PROMISES, AND RECIPROCATE ACTS

A lack of willpower is a major reason why we do not always act in our 
own best  self-  interest. Commitment devices can be used to achieve 
 long-  term goals. Such devices tend to become more effective as the 
costs for failure rise. A good example is smoking. Smokers were offered 
a savings account ( Giné et  al., 2010) in which they had to deposit 
money for six months, after which time they took a nicotine test. If 
they passed the test ( i.e., they were  nicotine-  free), their money was 
returned; otherwise, they lost it ( clearly, there is a loss aversion aspect 
here). After 12 months, this commitment device raised the chances of 
quitting smoking by 30%. Much the same is found with exercise. The 
mere act of signing a contract that specifies the amount of exercise 
leads to adherence, despite no monetary consequences of succeeding 
or failing. As discussed in  Chapter 5, we like to remain consistent in 
our intentions and actions.

Getting drivers to agree to the statement that motorists should be 
especially careful around schools should help to lock them into this 
commitment  mindset –   then reminders, strategically placed along the 
road, would serve to reinforce their commitment.

 E – E  GO: WE ACT IN WAYS THAT MAKE US 
FEEL BETTER ABOUT OURSELVES

We have a desire to be consistent in our behavior, so if our behavior 
and beliefs are in conflict, our beliefs often change ( this is accounted for 
by cognitive dissonance theory; see C hapter 5). In addition, we tend to 
attribute good outcomes to ourselves and bad outcomes to other people 
or situations: we take praise with one hand and give blame out with the 
other. Attributions to our own behavior and that of others form a cen-
tral part of social psychology, and they are used widely, especially in the 
commercial world. For example, males donate more to charity if they 
are approached by an attractive female, suggesting the giving of money 
reflects a desire to present a positive s elf- i mage. If we place an expecta-
tion on someone, this is often sufficient to encourage them to perform 
 better –   they have internalized these expectations ( i.e., assimilated them 
with their  self- i mage) and then used them to guide their behavior. This 
can lead to a  self-  fulfilling  prophecy –   of course, this could be a vicious 
as well as a virtuous circle.
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We have also a strong tendency to compare ourselves to other peo-
ple: this is social comparison, which we engage in to be better able to 
evaluate ourselves. But it can lead to biased judgments; for example, 
most people think they are above the average in terms of driving abil-
ity, which can lead to o ver-  confidence and  risk-  proneness. Given that 
drivers do not want to think of themselves as potential child killers, 
they should feel a warm glow about being good citizens after commit-
ting to a statement that extra care is needed outside schools.

Now, in order for the effects of nudge interventions to persist over 
the longer term, it is important that people ‘ buy into’ them. As dis-
cussed in  Chapter 5, the process of conversion must be working because 
if only compliance is in operation, the behavior will stop once active 
measures are not in place to maintain them.

Other nUDGe frameWOrKs

There are other models of behavior change that have been adopted by 
organizations. For example, the EAST framework, published by the 
UK Behavioural Insights Team in 2014, postulates four main princi-
ples to design effective behavior change policies and is perhaps easier 
to adopt than Mindspace ( The Behavioural Insights Team, 2014). The 
EAST acronym stands for Easy, Attractive, Social, and T imely –   and 
it is hoped that this simple framework can be easily memorized by 
busy choice architects, such as policymakers. Similarly, the  COM- B  
model ( see text box), which has been used in public health settings in 
the United Kingdom, can be used to design behavior interventions.

the c Om-  B mODel Of BehavIOr chanGe

the  cOm-B model, which was developed by   susan michie and col-
leagues in the United Kingdom (e.g.,  michie et al., 2011; West & michie, 
2020), identifies three important factors for behavior change to occur:

–   c = capability: can the behavior be accomplished? Do people 
have the psychological and physical ability to engage in the 
behavior?

–   O = Opportunity: do the external factors exist to make the 
behavior possible?

–   m = motivation: are people sufficiently motivated to change 
their behavior?
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With any choice architecture, there must be an architect who 
decides on, for example, default options. How should they go about 
their business? One option would be to select the rule that most people 
would select if they were well informed. As we have seen before, peo-
ple are not fully informed and, therefore, do not always make optimal 
decisions. For instance, most people would select to make additional 
payments to their pension plans or to sign up for their company’s pen-
sion plan if they fully appreciated what it is like to live with too little 
money in old age. This is an important issue. In 2010, 53% of work-
ers in the United States were at risk of not having adequate funds to 
maintain their lifestyle in retirement. A clever use of default options 
would eliminate some of the pain that people feel when they put away 
money for future consumption. There might even be the opportunity 
to use present bias to help their future, for example, a mobile app that 
prompts impulsive saving.

testInG tImes fOr nUDGes

Given the huge promise of nudges to change  behavior –   often in rela-
tively cheap  ways –   it is important to point out that the evidence base 
of their effectiveness has been contested. Mertens and colleagues ( 2022) 
helpfully examined 200 studies with 450 effect sizes in over 2 mil-
lion people. They report that, overall, interventions promote behavior 
change albeit with small to medium effect sizes, but these are influenced 
by techniques used and domains targeted. For example, food choices 
seem particularly amenable to behavior change with effect sizes 2.5 
times larger than those found for other behavioral domains. Therefore, 
it cannot simply be assumed that a nudge intervention will work and 
to what extent. However, others have claimed that such m eta- a nalyses 
do not find nudges to be effective once publication bias is taken into 
statistical account ( Maier et al., 2022). A meta-analysis combines results 
from separate studies to provide a summary of the literature, taking into 
account such potential moderating factors as sample size.

Publication bias refers to a big problem in academic publishing as 
studies with significant results are more likely to be published than stud-
ies that do not find any effects. Thus, it is possible that many studies 
that analyzed nudge interventions and did not find any positive results 
of nudging are still languishing in researchers’ file drawers, while suc-
cessful interventions gain the attention of governments and the media. 
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To assess the overall effectiveness of nudges, it is important to consider 
both types of results and to replicate small studies with larger samples. 
The importance of using as many approaches as possible is highlighted 
by a ‘ megastudy’ by Milkman et al. ( 2021) focused on physical  health –  
 ‘ megastudy’, as used here, denotes a field experiment with a very large 
sample size that includes a number of interventions. They found that 
forecasts by impartial judges failed to predict which interventions would 
work best. This raises the question of how best to decide which inter-
ventions should be used, and which ones should be d iscarded –   there are 
many potentially effective nudges ‘ out there’ that are yet to be recog-
nized or appreciated for their potential. Whatever the case, a debate rages 
over the true effectiveness of nudge interventions. Good discussions of 
this debate are given in a number of informative articles ( Hallsworth, 
2022; Osman, 2022), where further references may be found.

nUDGInG: Ways anD Weasels

Nudging may seem a rather uncontroversial approach; even highly 
desirable and, in common parlance, a ‘ no brainer’. But not everyone 
agrees. Some see paradoxes and ironies at its very c ore –   indeed, those 
with a distinctly uncharitable disposition view nudging as something 
of a weasel concept ( cunning and deceptive). One major irony seems 
to be that, although nudge is quoted as an example of the validity 
of behavioral economics, ironically it seems to have to rely upon a 
neoclassical bedrock of consistent and integrated preferences ( see 
 Chapter 3). In addition, some critics argue that it downplays the true 
importance of psychology, especially with regard to ideas about the 
nature of the economic agent and their preferences.

Before discussing these conceptual problems in detail, dissent-
ing voices include those who draw attention to the limitations of its 
efficacy and ethics. For example, Raihani ( 2013) notes that nudge 
interventions may vary across contexts: what may work well in one 
situation or with a group of people may not work well in other situa-
tions or with a different group of people. Indeed, this raises the crucial 
issue of the explanations for the heterogeneity, as seen in reactions to 
nudge interventions, in all forms of economic choices, and more gen-
erally ( see Ferguson et al., 2011).

Also, we have too scant knowledge to know whether nudges work 
well in the long term, even if they can be shown to have s hort- t erm 
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significant effects. There are also the ethical aspects of nudges, includ-
ing their moral justification, as well as imposing a cost on those who 
may not benefit from them. Such is the disquiet with nudge theory, 
there have been accusations that it has been “ weaponized”, especially 
during the  Covid- 1 9 pandemic ( e.g., Dodsworth, 2021). This serves 
only to highlight a much earlier concern stated by the UK House 
of Lords Science and Technology Select Committee 2011 report 
Behaviour Change that there are “ ethical issues because they involve 
altering behavior through mechanisms of which people are not obvi-
ously aware”.

Now, we turn to some of the major conceptual problems underly-
ing the whole nudge approach.

Preference PUrIfIcatIOn

Robert Sugden of the University of East Anglia is one of the UK’s pio-
neers of behavioral economics. He highlights a number of fundamen-
tal conceptual problems with the whole nudge a pproach – w  hether 
we think nudge is a good thing for other ( more practical) reasons is 
quite a different matter. Sugden highlights the apparent ‘ preference 
purification’ required to make Nudge work on its own terms, as well 
as assumptions about the ‘ inner rational agent’ ( Infante et al., 2016).

As seen in  Chapter 3, the essential idea of neoclassical economics 
is that individuals have integrated latent preferences which cannot be 
directly  accessed –   but we can infer them through revealed preferences in 
their choice behavior. Now, we know that the economic agent’s psy-
chology sometimes causes errors in decision m aking –   previous chap-
ters documented that revealed preferences are influenced by context, 
reference, even moods, and they are anything but pure! The task for 
economics is, therefore, to recover an individual’s latent preferences by 
stripping away these psychological imperfections. Sugden’s argument 
is that nudge theory must do this by purifying contaminated revealed 
preferences; and it is then the satisfaction of these purified preferences 
that nudge theory aims to maximize. These issues may seem a little 
arcane, but they have important implications for the justification and 
ethics of government behavioral interventions. Let us start to look at 
these issues in a little more detail.

Sunstein and Thaler are clear on the topic of behavioral interven-
tions: “ Libertarian paternalism is not an oxymoron”, they claim in 
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2003, before going on to assert that paternalism is necessary because, 
as they put it, the antipaternalist position is ‘ incoherent’ and a ‘ n on- 
 starter’. In their opinion, people are simply too swayed by irrelevant 
factors ( e.g., by the position of food items in a cafeteria) and really can-
not be left to their own flawed psychological devices to make the right 
decision. Sunstein and Thaler say that the point of Nudge is to “ make 
choosers better off, as judged by themselves”. Continuing this spirited 
defense, Thaler states in 2015:

… a point that critics of our book [i.e., Nudge] seem incapable of get-
ting. [We] have no interest in telling people what to do. We want to help 
them achieve their own goals.

Pointing to the “ as judged by themselves” clause in Nudge:

the italics are in the original but perhaps we should also have used 
bold and a large font, given the number of times we have been accused 
of thinking that we know what is best for everyone…. We just want to 
reduce what people would themselves call errors.

The problem with this position is that when choices are c ontext- 
 dependent, how are we to understand them? And how is the planner 
( e.g., the cafeteria choice architect) to reconstruct them? The nearest 
Thaler and Sunstein get to answering these questions is in discussing 
decision making errors:

In many cases, individuals make pretty bad  decisions –   decisions that 
they would not have made if they had paid full attention and possessed 
complete information, unlimited cognitive abilities, and complete 
self-control.

( Thaler & Sunstein, 2008)

Now, it seems we are getting somewhere. It is clear that Sunstein and 
Thaler categorize such decisions as “ inferior decisions in terms of their 
[i.e., the individuals’] own welfare”. The implication is that Sunstein 
and Thaler’s welfare criterion is the satisfaction of the latent prefer-
ences that would equal individuals’ revealed preferences if it were not for 
these imperfections. This is preference purification: the reconstruction of 
what the individual would have chosen in the absence of such psycho-
logical imperfections. It follows that the implicit assumption is that 
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latent preferences are  context- in  dependent –   this seems to be the case 
because Sunstein and Thaler are claiming to solve a problem created 
by the  context-  dependence of revealed preferences.

Sunstein and Thaler’s rhetorical device is to characterize neoclassi-
cal economists as assuming that humans are ECONS who are immune 
to reasoning imperfections and can “ think like Albert Einstein, store 
as much memory as IBM’s Big Blue, and exercise the willpower of 
Mahatma Gandhi”. Sunstein and Thaler say, “ the folks we know are 
not like that” –   many of whom are exalted intellectuals with no dearth 
of reasoning power.

Sugden’s criticism is that, according to nudge theory, the economic 
agent is a faulty  ECON –  b ut an ECON all the same. This imper-
fect ECON needs a little help to reveal its true ( latent) preferences. 
So, inside the economic agent is a neoclassically rational ECON with 
coherent preferences that are struggling to escape the binds of psycho-
logical restraints to achieve true utility maximization.

Sugden contends that the problem with Sunstein and Thaler’s 
approach is that they do not take psychology seriously enough. Of 
course, they assume that judgments, decisions, and choice behaviors 
are ( at least, often) psychologically flawed, but they seem not to go 
further in saying that all preferences of the economic agent are psy-
chologically  flawed –   as defined by neoclassical economics. This is a 
fundamental point: nudge theory seems to rely upon the notion of 
an economic agent who is, at their core, rational ( ECON), and the 
main problem is that they struggle to reveal these consistently inte-
grated preferences in the whirlwind of everyday psychological life. 
Therefore, it may be claimed, Sunstein and Thaler seem to have a 
flawed argument in that they must rely upon the unjustified notion of 
the neoclassically rational economic agent.

sUPerreasOner: OBJectIve reasOnInG 
anD sUBJectIve Preferences

Well, what might be going on? Let us look at the issue more closely. 
Imagine an economic agent called SuperReasoner, who: has access 
to all relevant information; gives full attention to all relevant infor-
mation; has no cognitive limitations; and has perfect  self- c ontrol. 
( You will also encounter SuperReasoner in Infante et al., 2016.) Let 
us further assume that SuperReasoner’s revealed preferences are not 
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blown around on the psychological winds of reference points, context, 
mood, and the l ike – t  hey are much too smart for that to happen. As we 
can see, SuperReasoner has all the fine neoclassical features assumed 
by mainstream economics – a real ECON.

Now, contrast SuperReasoner with an everyday HUMAN, Jo/ 
anne who are in Sunstein and Thaler’s cafeteria and choose which-
ever of fresh fruit or cream cake is displayed nearest to the front 
of the counter: they have been successfully nudged. Now, imagine 
SuperReasoner enters the cafeteria. Would they be unbiased and not 
in need of nudging to make the ‘ right’ ( as defined by the cafete-
ria architect) choice to eat only healthy food? Well, what should we 
expect of SuperReasoner in this situation? Sugden claims that, given 
a truly free choice, there is no reason to assume that SuperReasoner 
would pick the fruit over the c ake –   why should they? Their pro-
cessing abilities may be objective, but their preferences are subjective. 
Importantly, in their preferences at that moment, they would be just 
as swayed as the psychologically flawed Jo/ anne. Although there are 
enormous cognitive, affective, and motivational differences between 
SuperReasoner and Jo/ anne, this does not allow us to say anything 
about their personal ( subjective) preferences. There just seems to be 
no determinate answer, accessible by applying unlimited cognitive 
ability to full information ( 2 + 2 = 4, but there is nothing in econom-
ics that says fruit = good, cake = bad). As said elsewhere in this book, 
although you and I may have a definite preference, there is nothing 
in neoclassical economics that prefers a short fat life over a long thin 
one. It is a matter of personal preference, and so long as it is consist-
ent, neoclassical economics is just fine with it.

You may well ask, so what? Why do we need to be concerned with 
SuperReasoner’s subjective choice behavior, and are we not getting a little 
too abstract and ‘ academic’ here? Well, the whole point of nudge theory 
is that such a SuperReasoner should not need a nudge to make the ‘ right’ 
choice ( fruit over cake) because it has all the information needed and 
the psychological powers not to make the ‘ wrong’ choice. Well, as seen 
from their perspective, SuperReasoner prefers cake over  fruit –   and why 
should they not? In other words, we cannot have any confidence that 
SuperReasoner’s personal ( subjective) behavior will conform to what 
the choice architect thinks is ‘ correct’ – that is, their true preferences. 
Therefore, it seems that basic psychology is involved in all such choice 
decisions, even SuperReasoner’s. To put things another way, nudge 
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theory may not, as claimed, make “ choosers better off, as judged by them-
selves”. They may be better off as judged by the choice architect, and the 
architect may well be right (in some abstract sense), but this is not the 
underlying rationale of nudge. Indeed, if SuperReasoner is successfully 
nudged, then they would be worse off, as judged by themselves!

Now, it could be decided that for purely practical reasons, nudge 
is a very fine thing and should be at the heart of government policy-
making. However, this decision would place much more emphasis on 
‘ paternal’ and much less on ‘ liberty’. If the conceptual moral rug has 
been pulled from under the nudge approach, we may want to demand 
greater justification for any nudge  intervention –   and certainly more 
than is conventionally provided. For a start, there would need to be a 
greater challenge of the notion that nudge makes choosers better off, as 
judged by others. We might agree that government could simply tell us to 
stop acting  stupidly –   we should eat healthier food, not drink/ smoke, 
save for our retirement, and so  on –   but this would not be liberal pater-
nalism and in accordance with nudge theory. It would be something 
else entirely and invoking nudge theory to justify it would be wrong: a 
weasel. It would be something much closer to ‘ nanny state’ paternalism.

There are other problems with the nudge approach. For one, does 
it not  impede –   indeed, it may serve to  erode –   people’s autonomy in 
decision making? And as we have already seen, concerns, too, have 
been expressed regarding the democratic legitimacy of nudging peo-
ple without their knowledge, or even consent. It may be thought that 
if people are properly informed, then this potential problem is miti-
gated. However, if we accept Daniel Kahneman’s view that the power 
of System 1 thinking ( heuristics, biases, etc.) is much stronger than 
System 2 ( reflective processes), this may well not be the case at a ll –  
 after all, although we must know we are being influenced/ manipulated 
by commercial advertisements, they still work ( see  Chapter 7).

It is important to recognize that, as with all initially benign initia-
tives, there is the e ver-  present risk that a friendly nudge may segue 
into a less friendly budge, and finally into a definitely unfriendly 
shove ( these distinctions are well discussed by Oliver, 2013, 2015) –  
 and all underwritten by the belief that it is in the best interests of citi-
zens, intellectually bolstered by: as judged by themselves. Nevertheless, 
as a society, we may well want to allow governments to act as a 
Dutch Uncle, offering words of advice, especially in circumstances 
where behavior is resulting in ‘ externalities’ ( i.e., a negative impact 
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on other people; e.g., the health costs associated with smoking and 
an unhealthy lifestyle). This might be a paternalistic price well worth 
paying for a healthier and wealthier society. Whatever decision we 
make, the philosophical basis of nudge seems unable to provide a 
justification.

Perhaps, a more fundamental question is whether nudging is appro-
priate at all in many situations as it places the responsibility of actions 
( and thus the outcome) on individuals rather than the choice architect. 
If low pension savings rates are seen as a huge societal problem, is it 
simply the individual’s fault if they opt out of additional pension con-
tributions and end up poor in old age? After all, they were given the 
choice to opt out so can this choice be truly wrong? As the s ub-  heading 
of a recent article in the Financial Times intones: “ Is behavioral public 
policy a distraction from finding systemic solutions?” ( Harford, 2022). 
In many cases where nudging now seems to be the preferred option 
of  policymakers –   perhaps to maintain the illusion of limited govern-
ment  intervention – i  t could be argued that systemic solutions to soci-
etal problems are more appropriate. Chater and Loewenstein ( 2022) 
elaborate on this view by explaining that behavioral scientists often 
adopt an “  i-  frame” where policy problems are framed as individual 
issues, rather than an “ s - f rame” which refers to systemic problems and 
solutions. Echoing the title of a recent book that addresses the need 
for systemic solutions to pervasive gender discrimination, rather than 
asking women to “ lean in” more (fix the system, not the women; 
Bates, 2022), we might prefer to advocate to “ Fix the system, not the 
( irrational/ biased/ etc.) individual”. Indeed, according to some nota-
ble commentators, focusing on personal responsibility can become an 
excuse for government inaction ( Reicher et al., 2022).

Taking a more sinister turn, the use of psychological ploys to influ-
ence people’s behavior may be used for malign p urposes –   arguably, 
in the commercial ( and political) sphere, it already sometimes is ( see 
 Chapter 7). History provides too many lessons for us to rest content. 
For example, Nazi Germany used social psychological processes to 
further its ends, including social comparison, social norms, c ognitive- 
 impaired emotional reactions, and the  like –  i t also depended on the 
complacency of large sections of the population at the time. Although 
there is no evidence to indicate that Western democracies are using 
behavioral science in such a malign way, equally it would take a heroic 
feat of optimism to believe that this could never happen. We may as 
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well start thinking seriously about these possible outcomes in order 
now to build defenses against them.

BenIGn PaternalIsm

We have reached a point now where we can see that the concept of 
libertarian paternalism is problematic: there is no reason to think that 
people’s true preferences necessarily serve their l ong- t erm  welfare –   
  short- t erm utility satisfaction, blown around on the winds of psycho-
logical whim, may well to be the order of the day. Where does this 
leave us?

One option is to pursue some form of, what we call, benign pater-
nalism, which we could define as nudging people in the direction 
of what we believe is good for them, irrespective of their true preferences. 
This truly psychological  approach  –   stripped of the need to purify 
preferences, as defined  above –   is aimed at nudging people toward a 
longer, healthier, and wealthier life ( anyone for a short, unhealthy, 
and poor life?). This benign paternalism retains the liberal component 
of Sunstein and Thaler’s approach as people can choose to reject the 
nudge, and other options are on the  table –   although they would be 
framed as less desirable. This benign paternalism approach has another 
merit: it avoids the weasel aspect that some people suspect underpins 
Sunstein and Thaler’s nudge approach. In addition, the very  name –  
 benign paternalism –   has a sufficient tone of patronization to serve as a 
constant reminder that government has to come to a consensus as to 
‘ what is right’ –   and it may not be ‘ right’ from the individual’s  short- 
 term ( subjective) perspective, even though it enhances their  longer- 
 term ( objective) utility. Governments may also want to combine this 
approach with standard economic practices to impose a fine on the 
behaviors that cause externalities, that is, costs to other people ( e.g., 
pollution). But beyond encouraging people to be healthy, happy, and 
wealthy, what should be the other targets?

sOcIal cOmParIsOn anD 
sUBJectIve Well-BeInG

As we now know, paternalism comes in distinct forms which differ 
primarily in their understanding of preferences and the goals of nudg-
ing: should people be nudged toward the behavior they would choose 
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if they were ECON, or should they be nudged toward the behavior 
that a benign choice architect considers best for them? In other words: 
what should be the criteria for nudging?

Instead of trying to identify underlying preferences, we may ask: 
what is actually important for people’s  well-  being? To answer this 
question, we need to consider the ultimate goal of benevolent govern-
ments, which is beautifully illustrated in a quote by Thomas Jefferson 
(1809):

the care of human life and happiness and not their destruction is the 
first and only legitimate object of good government.

( Reprinted in Looney, 2005)

The idea that the central role of governments is the  well-  being of their 
citizens is reflected in the US Declaration of Independence, drafted by 
Jefferson and adopted in 1776, which famously declares the right to 
“ Life, Liberty and the pursuit of Happiness”. How should this happi-
ness be measured? One option is to ask people how happy they are and 
then consider their own, subjective evaluation of their happiness instead 
of observing their revealed  preferences –   this is captured in measures 
of subjective  well-  being ( SWB). SWB might be a convenient  catch- 
 all measure of happiness ( or utility, as economists prefer to call it). All 
of this is in the spirit of one version of behavioral economics which 
argues that people are well off to the extent that they are happy or 
satisfied.

If we were to go down the SWB path as the criterion of happiness/ 
utility/ welfare, then we have to consider psychological processes that 
can influence these subjective evaluations. As we know, choices are 
often dependent on available options (  so-  called ‘ reference dependence’; 
discussed in  Chapter 4). One good example of this is social comparison 
( Festinger, 1954), which we have already encountered in C hapter 5. 
Here, the reference  point –   or frame of  reference –   is a peer group, 
which consists of relevant others ( maybe one’s colleagues, friends, or 
family members). A major finding in the subjective  well- b eing litera-
ture is that people often care more about their relative utility; that is, 
their comparative standing in society, rather than their absolute util-
ity, especially with respect to income and other material goods ( e.g., 
Easterlin, 2003). This directly contradicts the mainstream economist’s 
understanding of utility maximization, which depends solely on the 
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individual’s own consumption and not that of other people, regardless 
of their relationship ( what has my pleasure from eating an apple got to 
do with yours?). However, people do compare themselves in everyday 
 life –   and, as we saw in C hapter 5, even monkeys engage in w ork- 
 related social comparison and can get into a ‘ strop’ if they feel they are 
not getting their fair share of pay.

One example in humans that seems to bear out this social compari-
son effect is found in unemployment. Those who are unemployed, but 
live in regions of low unemployment, are considerably less satisfied 
than unemployed people who live in regions of high unemployment; 
that is, the employment status of others in their reference group mat-
ters for their own w ell- b eing ( they are also affected by the employ-
ment of their partners and others in their household, though this effect 
is stronger for men; Clark, 2003). What seems to matter here is not 
just the loss of income that unemployment brings, but the loss of social 
status which is damaged less if others are in the same socioeconomic 
boat.

One major reason for thinking that social comparison is important 
comes from the work of economist Richard Easterlin, who in 1974 
identified a paradox in the relationship between happiness and income: 
 cross-  sectional studies ( data collected at any one time) show richer 
countries to be happier than poorer countries; but, when assessed over 
time, happiness does not increase as a country gets richer. One major 
interpretation is that how happy we feel has much to do with our per-
ceived relative standing in society, which does not change as everyone 
in a country gets richer.

Social comparison  – comparing ourselves to others  – typically 
occurs in life domains where judgments of relative standing are easy 
to make. We notice when a colleague buys an expensive watch or a 
friend posts pictures of their new house on social media. We may then 
adopt their example as a new standard ( reference point) for ourselves 
to which we then start to aspire. As an example, a major finding in 
the social comparison literature is that relative income ( i.e., how one’s 
income compares to relevant others, e.g., peers) is more important 
for subjective  well-  being than the absolute  amount  –   we discussed 
this in  Chapter 5. From a neoclassical economic point of view, this is 
plain silly: assuming equal buying power, who should prefer an annual 
income of $50,000 to $100,000? ( It should not matter what other 
people are earning; in these two examples, $25,000 or $200,000, 
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respectively.) This effect plays out within local networks, too. As the 
writer H. L. Mencken once quipped: “ A wealthy man is one who 
earns $100 a year more than his wife’s sister’s husband” ( quoted in 
Norton, 2012).

AFFECTIVE FORECASTING

There are other studies that seem to attest to the importance of social 
comparison effects on subjective w ell- b eing. One set of studies relates 
to affective forecasting ( e.g., Wilson & Gilbert, 2005). To illustrate, con-
sider the following study, which asked respondents across a number 
of countries to rate their present  well- b eing, their  well- b eing from 
five years ago, and to guess how happy they expected to be five years 
from now. On average, people rated past w ell-  being lower than pre-
sent  well-  being and anticipated to be more satisfied in five years’ 
time. However, their w ell-  being actually remained fairly constant 
over time ( Easterlin, 2001). Why did these respondents assume fairly 
large swings in their  well-  being as time passes, which actually did not 
occur? One possibility is that they cannot forecast the effects of social 
comparison, as well as changes in aspirations and hedonic adaptation 
( the tendency to return to previous levels of SWB after life events). If 
we continue to compare ourselves with others, it is very hard to get 
ahead, relatively speaking.

We thus often fail to anticipate the consequences of our deci-
sions on future  well-    being – i  n particular, we tend to overestimate 
the effects of positive events and underestimate the effects of negative 
events. The prediction of one’s emotional reaction ( affect) to future 
events has been termed ‘ affective forecasting’ ( or hedonic forecasting). 
This is partly due to focalism ( also known as focusing illusion; i.e., our 
tendency to focus on one aspect of life when we assess the impact of 
events on our future w ell-  being). Couples who are expecting a child 
may focus on how much happiness holding a baby will bring them, 
but they tend to ignore that sleepless nights can be very detrimental to 
happiness, as well as relationships.

A  well-  known study asked people if they expected any changes in 
happiness if they moved to California ( Schkade & Kahneman, 1998). 
Most respondents agreed that such a move would certainly increase 
their  well- b eing because they focused on the pleasant weather. 
However, they did not consider other aspects, such as the high cost of 
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housing and traffic jams which are also  part-  a  nd-  parcel of life in some 
parts of  California –   another example of how salient information can 
cloud our decision making.

To further illustrate this point, let us consider an example that most 
people expect to be the key to everlasting happiness: winning the lot-
tery. Studies of lottery w inners –   which admittedly have fairly small 
sample s izes –   show that these lucky folk are, on average, actually not 
happier in the long run than nonwinners ( Brickman et al., 1978) ( more 
than a few even claim that the win has ruined their life). Hedonic 
adaptation implies that lottery winners get quickly accustomed to their 
 new-  found wealth. And, that is not all. If the win is quite sizeable, they 
may buy a larger house in a fancier neighborhood, which means that 
they quickly change their peer group. They might now be a ‘ big frog’ 
compared to their previous wealth but moving to a larger pond means 
they are suddenly surrounded by other, even bigger, frogs; therefore, 
their absolute, objective financial status may have improved but their 
relative, subjective status may have gotten worse ( see text box). As the 
old saying goes, “ be wary of what you wish for”.

As economist Robert Frank expressed very aptly in his 1985 book, 
Choosing the Right Pond: Human Behavior and the Quest for Status, there 

BIG frOG In a small POnD

the Dutch Postcode lottery (P cl) offers a unique opportunity to 
examine whether people are more likely to buy a car once a neighbor 
parks a shiny new BmW in front of their home. the Postcode lottery 
randomly selects a postal code and distributes prizes to every lottery 
ticket buyer in that postal code. One of these prizes is a new BmW, 
which is worth considerably more than the cash prizes of eUr12,500 
that the other ticket holders receive. researchers surveyed house-
holds in winning postal codes six months after the draw and found 
that people who did not participate in the lottery and whose neighbors 
had won the new BmW were more likely to buy a car during the six 
months after the lottery than  non- P cl participants who lived in postal 
codes that did not win the lottery ( Kuhn et al., 2011).

this example shows in a very elegant way that most of us do, 
indeed, try to ‘keep up with the Joneses’; contrary to what standard 
economic theory would predict, neighbors’ consumption does matter.
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is a difference between being a big frog in a small pond and a small 
frog in a big pond. Status, and the w ell-  being we derive from it, 
because of the effects of social comparison, depends on the pond we 
choose. Overall, increasing aspirations, caused by social comparison 
and hedonic adaptation, can therefore easily counteract any s hort- 
 term positive  well-  being impact a lottery win may bring.

mOney, after all, may nOt BUy haPPIness

Life is not all about money, and nor is subjective w ell-  being. More hap-
pily for the financially ( relatively) disadvantaged, many of the things 
that impact subjective  well-  being are less easy to quantify in monetary 
terms and, therefore, compare. For this reason, social comparison 
effects are less prevalent in life domains in which achievements are 
difficult to observe, including health and  partnerships –   where would 
you even start to compare the quality of your romantic relationship( s) 
with those of your friends? In these days of social media, we may 
know whether our friend has a new p artner – a  nd we may even know 
how attractive, successful, kind, and so on they  are –   but it is much 
more difficult to assess from this information whether they are happy 
( or even as happy as they say they are).

An important point here is that governments can nudge people 
in ways to enhance these financially intangible features of life where 
social comparison is less possible ( e.g., social relationship, health, lei-
sure). By this route, instead of envying we may well pity the fabu-
lously wealthy individual who does not have the time to enjoy the 
‘ simpler things in life’ –   or, at least, we can console ourselves in this 
belief and, thereby, make ourselves happier.

cOnclUsIOns

In this chapter, we have seen that a nudge, which is part of the toolkit 
of the behavioral policymaker, is often more effective than simply 
providing information, using incentives, or imposing regulation to 
change behavior, which in many instances ( e.g., better health) are 
simply not viable options. For example, social incentives and precom-
mitments can help to make people adhere to their goals and not to 
give in to temptations of immediate gratification. Along with other 
 nudge- t ype models of behavior change, MINDSPACE is a convenient 
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mnemonic to help policymakers design more effective policies based 
on behavioral insights, but we have also seen some of the conceptual 
problems with this approach. Despite these caveats, behavioral insights 
teams around the world now help governments design and evaluate 
behavioral policies. As the World Bank and the United Nations stress, 
as well as money in the bank, satisfaction, a sense of purpose, and 
flourishing are important components of the true wealth and health of 
the nation. If nothing else, nudge theory has encouraged us to think 
more rigorously about fundamental economic issues of choices and 
how best governments can promote the health and wealth of society, 
for the benefit of everyone.
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7

SELL! COMMERCIAL AND 
POLITICAL PERSUASION

Behavioral economic insights have been used in the private sector for 
many decades, though they have not been labeled as  such –   formerly, 
they went by such terms as ‘ motivation research’, characterized as the 
‘ hidden persuaders’. Advertisers have known about the power of fram-
ing to add psychological value to products, and other tricks from the 
behavioral economics tool kit have been used for a long time to great 
effect. Indeed, companies rarely just sell a product or service; rather 
they sell the idea and feeling of them: psychological value. The chap-
ter discusses the clever use of psychological insights such as anchoring, 
framing, loss aversion, and decoy p ricing –   all aided by sophisticated 
behavioral science testing protocols. We discuss developments in the 
scientific understanding of persuasion that have led to a significant shift 
in strategies to communicate messages to influence consumers, as well 
as people more widely ( e.g., government ‘ information campaigns’). 
Psychological insights are even being employed in political campaigns 
to sell ideas and policies. This concluding chapter ends with a discussion 
of the use of social media ( e.g., Facebook) in such campaigns, and con-
siders some of the ethical and moral issues entailed. Behavioral econom-
ics has strong upsides, but also concerning downsides.

https://doi.org/10.4324/9781003166900-7
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IntrODUctIOn

We saw in the previous chapter how behavioral economics is used by 
governments to nudge citizens to make better decisions to improve 
their health and wealth ( e.g., pension savings), supposedly as seen from 
their own point of view  – w  e also saw some of the conceptual prob-
lems with the whole nudge approach. Many of the same behavioral 
economic principles are employed in the commercial world to sell 
products and  services – a  nd increasingly, with attendant controversy, 
in the political world to sell ideas and influence over voters. Whether 
we are dealing with commercial data or political dogma, behavioral 
economics is perceived to be both relevant and effective.

In fact, long before the birth of the discipline of behavioral economics, 
there has been a large and lucrative industry devoted to exploiting psy-
chological insights for commercial gain. These are the ‘ hidden persuad-
ers’ described by Vance Packard in his 1957 book of the same name and, 
more recently, depicted in the highly acclaimed television series of 1960/ 70s 
advertising, Mad Men. However, unlike this earlier, often psychodynami-
cally inspired, motivation research –   the name by which much of depth psychol-
ogy was known in the advertising industry ( see Smith, 1971) –     modern- d ay 
consumer research is more concerned with the ‘ observable shallows’: factors 
of persuasion that, although in full sight, are often overlooked.

If nothing else, the widescale adoption of behavioral economic prin-
ciples and practices in the commercial world attests to the reality that 
this academic discipline has escaped the confines of the ivory tower. It 
is very much a science with variegated practical applications. In another 
important way, unlike much of the earlier motivation research, behav-
ioral economics offers relatively simple and highly actionable propos-
als for persuasion; and, of no small importance, interventions that can 
be empirically tested to determine their ( in) e ffectiveness –   as discussed 
below, this is something that has long been practiced in direct response 
marketing campaigns, for well over 100 years, where advertisers would 
 split-  test, for example, different formats of coupons, or the same cou-
pons placed in different newspapers/ magazines. If we stand back, we 
might even say that advertising is one enormous social experiment, to 
uncover what does and does not work in the world of commercial per-
suasion. It has another fascinating side, too. It allows us a unique view 
of the nature of the everyday economic mind – the bread-and-butter
of behavioral economics.

           



sell! cOmmercIal anD POlItIcal PersUasIOn 201

hIDDen PersUasIOn

The success of marketing, advertising, sales, and brand management 
depends critically on a proper understanding of the motivation of the 
 consumer – w  ithout this understanding, they fail. Over the evolution 
of ( un) successful campaigns, advertisers in particular have discovered 
that they rarely just sell a product or s ervice –   that is, their mere func-
tionality. They know that to stand a chance of success, they need to 
sell ideas, aspirations, and the feelings that surround t hem –   in other 
words, they sell something that is fundamentally psychological. No sur-
prise there for the person in the street, perhaps; but something of an 
 eye- o pener for the mainstream neoclassically inclined economist. (For 
an economic analysis of advertising, see Bagwell, 2005.)

To understand a little more about the commercial economic mind, it is 
of some interest to note that  mid-  century American advertising was charac-
terized by two major perspectives. One was based on identifying a Unique 
Selling Proposition ( USP), conveying factual information, and building a 
strong brand reinforced by high volume media e xposure –   this was epito-
mized by David Ogilvy of Ogilvy & Mather ( see Ogilvy, 1963, 1983). The 
other perspective took its inspiration from the, often, psychodynamically-
inspired “ depth boys” ( notably Sigmund Freud; there were notable “ girls” 
too, e.g., Anna Freud in the United Kingdom and Karen Horney in the 
United States) who sought to exploit the deeper and ( often) darker forces of 
the mind – they believed in powerful unconscious motives, defense mecha-
nisms, and general neurosis, driving behaviour in the general population. 
In the first episode of the highly popular TV show Man Men, this differ-
ence of perspective was dramatized by the main protagonist Don Draper 
throwing into the waste bin a report that suggested that the best way to 
advertise cigarettes is to tell consumers that cigarettes will kill them ( playing 
on the Freudian notion of Thanatos, ‘ death instinct’) –   as the makers of 
Lucky Strike opined: “ So we tell them that since you’re going to die smok-
ing anyway, you should die with us? That’s crazy!”. Of course, there have 
been intermediate positions, but in one form or another, all have stressed 
the psychological nature of advertising, and therefore the economic mind. 
Behavioral economics seems to offer what the advertising world has long 
hankered after: a scientifically grounded general approach acceptable by all.

Whatever variety or blend of approaches were adopted, long before the 
formalization of behavioral economics, the commercial world was in little 
doubt that the notion of the f act- s eeking, rational homo economicus was, to 
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put it mildly, less than  ideal –   and no doubt many businesses failed com-
mercially by adopting this model. The successful enterprises knew that the 
typical consumer is not someone who knows what they always want ( i.e., 
has stable preferences) and always knows how to maximize their utility 
by optimizing the available choices on offer to them. Indeed, it is evi-
dent that the commercial world gives such neoclassical economic notions 
scant regard, preferring instead to view consumer’s wants and preferences 
as actively influenced and shaped, even created ( e.g., the daily use of tooth-
paste over 100 years ago did not exist in the form we would recognize, 
or accept, today). Now, this perspective is perhaps inevitable when novel 
products and services are introduced to the market ( who would have ever 
thought we desired smart mobile phones to keep us connected to every 
corner of the globe? We did not know until we were told!).

The motive to make m oney – a  nd the  Darwinian- l ike selection pres-
sures of losing  money –   motivated and enabled the commercial world to 
become especially adept at devising psychological ploys to separate the 
consumer from their m oney –   as Rory Sutherland of Ogilvy jokingly 

evalUatIve cOnDItIOnInG

a powerful and ubiquitous phenomenon in all areas of life is evaluative 
conditioning: this refers to a change in attitude toward some stimulus 
( it could be a product, service, or even a political idea). It can readily be 
applied to advertising and marketing. evaluative conditioning reflects 
a change in the valence, positive vs negative, of a stimulus as a result 
of the pairing of that stimulus with another, positive or negative, stim-
ulus, respectively. It is a form of classical (or Pavlovian) conditioning  
in which an initially neutral stimulus ( e.g.,  light –   technically known as 
the ‘ conditioned stimulus’, cs) comes to take on the reinforcing prop-
erties of an innately rewarding (or punishing) stimulus ( e.g., for  fido 
the dog, a piece of meat or a rebuke from its owner; technically known 
as the ‘ unconditioned stimulus’, Ucs). after a sufficient number of 
 cs–  Ucs pairings, the cs acquires the power to elicit a response (the  
‘ conditioned response’; the cr) which is similar to the response to the 
innate Ucs ( i.e., the ‘ unconditioned response’; the Ucr).

By this procedure, in some form or another, evaluative condition-
ing can be employed to transfer emotional value to commercial prod-
ucts and services, where previously none existed. think of George 
clooney advertising coffee.
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put it: “ savings are only delayed expenditure”. The job of the marketing 
expert is to discourage savings, to speed up the spending process.

It is little short of a wonder to behold: the commercial world is full 
of various types of creative agencies tasked with nothing more than 
finding better ways to portray even the most humdrum products and 
services as absolute necessities, comprising the essential requirements 
of the good life ( think of the most recent iPhone). Of some wonder, 
too, it is not uncommon for senior executives to fly around the globe 
to get together to discuss how best to sell their brand of toilet roll, 
toothpaste, or toothpick. They know, of course, that they are not just 
selling a product; they are selling something much nobler, such as aspi-
ration, status, and power. From subtle messages to more explicit asso-
ciations of innately pleasant stimuli – so-called evaluative conditioning
( see text box) –   commercial bodies seek to influence the consumer in a 
myriad of ways, and all without much awareness, or even concern, on 
the part of the average consumer. These psychological ploys work best 
when the consumer does not feel they are being influenced, or at least 
 manipulated –   they may even enjoy the process ( e.g., amusing adver-
tisements or interacting with a personally optimized website).

the BUtterfly effect

In contrast to the typical ways neoclassical economics encourages us 
to think,  small –   and often seemingly  irrelevant –   things can have big 
effects, and they need not cost the earth. The behavioral science arm 
of the international advertising agency Ogilvy fully embraces behav-
ioral economics ( led by advertising guru Rory Sutherland, whom we 
already met above). They embrace what has become known as the 
‘ butterfly effect’ ( see text box). The goal is to find small ( preferably 
inexpensive) nudges that have a disproportionately large effect on 
behavior ( Sutherland, 2014). Sutherland’s ( 2019) aptly named book, 
Alchemy, presents the truly fascinating opportunities offered by behav-
ioral economics to the advertising executive. ( Rory’s talks are avail-
able on the internet, and his creative thoughts are contained in his 
book, The Wiki Man; Sutherland, 2011.) It is also worth reading the 
1963 entertaining book by the influential advertiser David Ogilvy, 
who established the company for which Rory works: Confessions of an 
Advertising Man; see also Ogilvy, 1983).
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cOmmercIal Preferences

As an ‘ ad man’ like the insightful, flamboyant, and irrepressible Rory 
Sutherland makes clear, if the consumer made perfect choices based on 
perfect information, under conditions of perfect trust, and possessed 
unlimited cognitive processing and will power, the advertising and 
marketing world would be populated by very poor people. We know 
it is not! And if, indeed, the typical consumer conforms to the neo-
classical notion of homo economicus, then no one had the decency to tell 
this highly lucrative industry which must have been going about its 
business for so many years under a terrible misapprehension.

But, as we know, typically, the consumer is susceptible to the prac-
tices and ploys of Mad Men ( and women) –   just look around your home 
to get a sense of this fact! Empirical data from the advertising industry 
tells us as much. In 2013, on behalf of the Institute of Practitioners in 
Advertising ( IPA), two influential figures in the advertising industry, 
Les Binet and Peter Field, conducted an analysis of the most successful 
UK ad campaigns of the past 30 years. They found that “ the most effec-
tive advertisements of all are those with little or no rational content” –  
 this conclusion flies in the face of one influential  information-  based 
theory of persuasive communication, as well as neoclassical economics 
more generally. These authors noted, too, that television remains the 
preferred emotional  medium –   even the smartest static advertisement is 
unlikely to make anyone grin, gasp, or weep. It does not really matter 
either if we are paying much attention: not only are they now targeted 
to the specific demographic watching a specific program on the many 
available specific TV channels, they are designed to seep through to our 

BUtterfly effect

the idea of a butterfly flapping its wings in Brazil and causing a storm 
in australia is based on chaos theory, which states that small (local)  
initial state changes can have large ( global) effects. It was originally 
associated with weather systems but then got extended to other areas 
of science, including the behavioral variety. the basic idea is that the 
outcomes in nonlinear (complex) systems are sensitive to initial condi -
tions, which, although small in magnitude, can exert big effects. thus, 
a small contextual  change –   say a small  nudge –   may significantly affect 
people’s decisions and  longer-  term downstream outcomes.
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nonconscious ( System 1) mind even when they are being played in the 
background. This channel of communication may actually make them 
more effective because it bypasses the editing facilities of the more cog-
nitive and critical ( System 2) mind. And whereas before, during an ‘ ad 
break’, we may have taken the opportunity to leave the room to make 
a cup of tea, now we are more likely to be engaged with social media, 
and television advertisements play on this fact – in the not-too-distant
future, the TV advert being shown will be synchronized with what we 
are at that moment experiencing on a social media platform ( it is for 
such reasons that companies want us to s ign-  in via a single entry point, 
because this allows them to retrieve a mass of information which they 
can then use to tailor persuasive messages to influence us). Therefore, 
advertisers need only grab some of our attention for their message to 
land and their influence to be felt, and more often than not this is in 
purely emotional t erms  –   something which even the most neoclas-
sically inspired of us find difficult to ignore. This works best when 
the advertiser knows which of our psychological buttons they need to 
press. In all of this, something else is of importance: mere exposure. This 
psychological phenomenon is probably responsible for sustaining the 
advertising industry even when its creative juices have run rather dry.

Starting in the 1960s, work by Robert Zajonc demonstrated that peo-
ple have a tendency to develop a definite preference for stimuli merely by 
virtue of being exposed to and, thereby, becoming familiar with  them –  
 this is the ‘ familiarity principle’ ( e.g., Zajonc, 1968). The mere exposure 
effect is robust and can be elicited by such stimuli as abstract geometric 
figures, paintings, faces, and sounds. In broader psychological terms, it 
may explain why we like being around familiar  people – t  his effect is 
called ‘ glow of warmth’, and it is likely to have an evolutionary origin: 
whereas a highly novel stimulus initially leads to a  fear- a voidance reac-
tion, this declines with repeated exposure when we come to learn that 
the stimulus is harmless and may well be useful. Advertising works to 
some extent through this very process. This is why exposure to adverts 
needs to be repeated. A single presentation of a high information a dvert –  
 even assuming it were fully p rocessed –   is unlikely ever to be effective.

Another major advertising ploy relies upon the fact that we seek 
information and reassurance from other  people –   called social proof. 
There is even evidence that our facial muscles mimic automatically 
the facial expressions of other people ( e.g., Prochazkova  & Kret, 
2017) and the configuration of our facial muscles then sends infor-
mation to the brain which infers what emotional state we ought to be 
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in ( if you want a quick ‘ pick me up’, just place a pencil between your 
lips to create a muscle smile!). Little of this knowledge, often b uilt- 
 up via industry folklore, has evaded the sharp advertising executive. 
We see their actions when, for example, we go to the cinema with 
the express intention not to eat the s uper-  sized popcorn or drink 
the  super-  large drink, but once we see people doing this on the big 
screen, we often have a rapid change of heart and, then,  mind  –  
 especially if we are in a group where others are eating and drinking 
( after all, who wants to be the odd one out?). Before long we are 
stuffed full of popcorn, hot dogs, and fizzy drinks, and we are left 
to wonder “ how did that happen”? It was not by accident; it was by 
(behavioral) design.

This accumulation of knowledge of typical consumer behavior is 
all very interesting and, of course, of considerable commercial value. 
But, it has another important function to serve: it is of academic rel-
evance. It reveals important facts about everyday economic life: how 
people make real decisions in real life. In this way, the commercial 
world may be seen as a big laboratory for the testing of behavioral 
economic ideas. This type of  real-  world research is quite different 
from the typical type conducted in academia. For one, the financial 
incentives to understand consumer motivation are huge in the com-
mercial world, and if they fail, they run the very real risk of going out 
of business. In marked contrast, an academic behavioral economist can 
be wrong for many years without too much pecuniary d isadvantage –  
 indeed, during this time, they may well be promoted and esteemed by 
colleagues. These are underappreciated facts and have been neglected 
in academic circles, perhaps for an obvious reason, but also perhaps 
because of the notion among ( too) many academics that commerce 
( worse still, ‘ trade’) is a grubby profession and far too below their  self- 
 perceived exalted academic status. Very homo psychologicus!

Whatever one chooses to believe, there is little doubt that the science 
of behavioral economics is much enhanced by knowledge gained from 
commercial practices and pl oys –   what really works in the ‘ laboratory of 
everyday economic life’. The academic, Robert Cialdini, is a model of 
this approach: he worked alongside salespeople ‘ in the real world’, get-
ting his hands dirty at the sharp end of commercial persuasion. This 
led to his b est-  selling 2007 book, Influence: The Psychology of Persuasion, 
which went on in various revisions to outstanding commercial success. 
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The science of persuasion has been much enhanced by Cialdini’s 
immersion in the “grubby” world of trade.

PersOnalIty anD Internet shOPPInG

Imagine a world in which internet shopping companies knew your 
gender, age, religious/ political leanings, and personality, without ask-
ing you directly and without your knowledge. Well, they do already! 
At least, they can have a good guess based on the time of day/ week 
you use the internet, and the considerable amount of personal infor-
mation harvested from your social media data ( e.g., Facebook ‘ likes’).

As an example of the way the industry is moving, consider one 
London based company, VisualDNA – now part of the media research 
group, Neilsen. They have tested 100,000s of people on a personality 
test and then matched these personality data to how the same people 
navigate websites. They sell this information to companies who use it 
to predict the personality characteristics of browsers who they want to 
turn into buyers. But why would companies want to know the per-
sonalities of their potential customers? Well, to some extent, personal-
ity predicts preferences. For example, a highly extraverted person may 
want/ need more of a social experience; an emotionally reactive per-
son may want/ need some proverbial ‘  hand-  holding’; whereas someone 
low on agreeableness ( i.e.,  tough-  minded) may want/ need to get in 
and out as quickly as possible. The upshot of this approach is that some 
companies are now using such behavioral technology to ‘ optimize’ the 
shopping experience for specific personality types. This is one reason 
why some websites seem in tune with our personality while others 
grate on us. Depending on one’s viewpoint, this is either a very clever 
use of behavioral science or rather  sneaky –   whichever, the intention is 
to turn browsers into buyers, and ‘ knowing your customer’ is a great 
help to get the finger to press the ‘ Buy’ button.

PsychOlOGIcal valUe

As emphasized throughout this book, economics has long been con-
cerned with the related notions of ‘ value’ and ‘ utility’, in relation to 
especially the optimization of the allocation of scarce resources to 
maximize them. How, though, should we define value and utility 
in behavioral economic terms? Well, we can start by distinguishing 
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between objective (‘ real’ tangible) value and subjective (‘a rtificial’ psy-
chological) value. The latter, created by the marketing, advertising, 
and brand management world, has always been perceived as distinctly 
second best – even seemingly suspect. We should, however, note in 
passing that this distinction is not as c lear-  cut as it may seem, as dis-
cussed below. We can easily think of the objective value of a car, and 
the subjective ‘ badge’ value of it: just think of the contrast between 
Jaguar and  Skoda – y  et sometimes what is under the bonnet is little 
different between low and  high- e nd brands ( e.g., Skoda is owned by 
Volkswagen and enjoys its technical  strengths –   for this reason, Skoda 
often appears at the top of car league tables). Yet, on the basis purely of 
‘ badge’ value, and the usual caveat of all else being equal, would you 
prefer to own a Skoda over a Jaguar? ( It is true, though, contrarians 
might derive some idiosyncratic utility by violating this general rule, 
and some may feel uneasy driving around in a ‘ flashy big car’.) Once 
we decided on our car, we start to experience psychological value in 
the ridiculous; for example, a newly valeted car just seems to drive 
better!

Belief is important, too, in psychological value. For example, 
branded analgesics work better than generics ( e.g., Hallam, 2015), 
not only in psychological but also in physical terms. ( The distinction 
between the two is less  clear-  cut than implied by the names.) And fish 
and chips taste better when sitting on a harbor wall, looking out to 
sea. None of this is a magician’s trick: psychological value is at the heart 
of what we perceive as ‘ value’, of all  kinds  –   there are many other 
instances of how perceived value is affected by what should be, in 
Richard Thaler’s words, supposedly irrelevant factors ( e.g., transaction 
value – see below).

Objective/ tangible value is important, of course: faster trains are 
superior to slower ones, and cars that do not break down are always 
preferred to ones that do. However, if the cost of faster trains runs into 
the tens of billions of  dollars/pounds and saves 20% travel time but the 
psychological cost is fewer tables on which to comfortably work, is 
this a sensible expenditure of scarce resources? For many billions less, 
technologically advanced trains could be built which are slower but 
which afford more opportunity for comfort and work: it is rather a 
matter of ( re) framing. ( And the saved money could be spent on other 
needs in society, e.g., ho spitals –   another example of opportunity cost.) 
This is especially true when many problems are not really problems 
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of technology, but essentially of perception. The intriguing conclusion 
from such a consideration is that big solutions do not always require big 
capital investment; far better, cleverer and often much cheaper solutions 
might do the trick equally w ell – r  ecall from  Chapter 3 that in neoclas-
sical terms, more is always better ( e.g., more speed, saved time, etc. –  
 often, though, to the neglect of any consideration of the alternatives and 
their psychological value, and also the entailed opportunity cost).

Recognition of the power of perception of value is one of the major 
insights of behavioral economics and the persuasive practices of the 
commercial world. But, as in the case of the reliability of cars, a mini-
mum standard of objective value must be obtained before psychologi-
cal value can be added to make things even better. Once this minimal 
level of acceptability has been achieved, the compelling idea is that 
most of the things we consume are infused with psychological  value –  
 although, when asked, we might find objective/ tangible reasons for 
the subjective/ psychological value experienced ( e.g., Jaguar cars are 
technologically superior and more reliable than Skoda cars [the first 
author has had a number of Jaguars and knows too well this is not 
true – but they seem to drive better than a Skoda!]).

Appreciating the existence of psychological value means that we 
can exploit untapped potential to enhance the utility of the individual 
as well as to increase the general welfare of society, and potentially at 
comparatively low cost. If we accept the definition of economics as 
the optimal allocation of scarce resources, this psychological approach 
starts to look very rational.

In everyday life, we can all put these behavioral principles to 
good use. For example, we could apply consumer research pub-
lished in the Journal of Wine Economics which shows that if we are 
told a certain wine is expensive, it will taste better ( Goldstein et al., 
2008) –   this is psychological value, pure and simple. ( Beyond a min-
imum threshold of acceptability, only a small percentage of true 
wine connoisseurs have much of a clue as to what is a good and less 
good wine.) In addition, lighting and music affect how we perceive 
the same wine, as indeed it can affect our experience of  chocolate –  
 soft notes ( e.g., Adele’s ‘ Hello’) make dark chocolate taste cream-
ier, whereas sharp violin notes make the same chocolate taste bitter 
( Reinoso Carvalho et al., 2017). And perhaps not surprisingly, the 
mood we happen to be in affects how we experience food. Knowing 
about behavioral science allows us to  choice-  architect our own lives 
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to enhance psychological value. Also, we could use this knowl-
edge to avoid f alling – o  r should that be, fooling! – into behavioral
economic pits. One example of these pitfalls is seen with the per-
ceived value that is writ large in a class of goods that owes its name 
to Thorstein Veblen, whom we have encountered in  Chapter  2: 
Veblen goods ( see text box).

The thing to bear in mind is that there is a subtle interplay between 
tangible ( objective) value and psychological ( subjective) value. 
Returning to our car example, of course, those who can afford one 
would not buy a t op-  o  f-  t  he- r ange Jaguar XJ if it did not have superb 
technological features ( this is a necessary condition), but the psycholog-
ical value comes from the brand (sufficient condition) which comprises 
total experienced value: not only does it have exceptional functionali-
ties, it drives like a dream.

However, we must not run away with the idea of the appar-
ently unlimited potential of psychological value. Framing is impor-
tant, but it will never be an adequate substitute for tangible value. 
Basic needs must be met before psychological ones have much of a 
chance to add value. For example, a cold room or unreliable car is 
an objective fact, and no amount of reframing would create much 
of psychological value. But when the product/ service is within the 

   

 

veBlen GOODs

In c hapter  2, we saw the criticism of neoclassical economics by 
thorstein veblen and his argument that ‘ conspicuous consumption’ –  
 think of sipping champagne on a luxury  yacht –   serves an important 
social purpose but violates standard economic principles. a Veblen 
good is one for which demand increases as price increases. this is in 
opposition to the usual price and demand graphs of most products 
and services. such luxury brands serve as status symbols and as a sign 
that resources can be spent on luxuries that have mostly psychologi-
cal and social  value –  think of a Gucci handbag for $2,000 over a high  
street shop one for $40. It is in the very nature of a veblen good that it 
is out of the price league of the hoi polloi. If nothing else does, veblen 
goods attest to the fundamental psychological nature of value – and, 
perhaps, too, to the shallowness of many people’s apparent economic 
preferences.
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zone of tolerance, there is considerable scope for the manufacture of 
subjective value.

On a wider societal level, the creation of psychological value can 
lead to social leveling. As Andy Warhol observed in his 1975 book, 
The Philosophy of Andy Warhol:

a coke is a coke and no amount of money can get you a better coke 
than the one the bum on the corner is drinking. all the cokes are the 
same and all the cokes are good. liz taylor knows it, the President 
knows it, the bum knows it, and you know it.

Part of the American Dream is to enable all citizens to eat the same 
McDonald’s burger, washed down with the same Coke, as the next 
person, be they a pauper or prince. As this example shows, psycho-
logical value can be created even when objective ( tangible) value is 
not exceptionally high, but it does need to be consistent and reliable 
( we know what to expect and are not disappointed). This is one major 
psychological value of trusted brands ( see below).

clOcKs anD clOUDs

The discussion so far in this chapter raises many issues of how to view 
the economic mind. We might add that the neoclassical economic 
approach is rather mechanistic. It does not easily accommodate the 
psychological value discussed above, nor the psychological opportunity 
costs ( e.g., being on a faster train but in a less psychologically optimiz-
ing environment). As with a freshly washed car that just seems to drive 
better, there is leakage between objective and subjective value, and 
often the latter can provide a solution to the former, and almost always 
at a much lower  cost –   something that should be of special interest to 
the  cost- b enefit economist. As Rory Sutherland is fond of reminding 
us, this distinction reflects the differences between clocks and c louds –  
 first put forward by  world-  famous philosopher, Karl Popper. Whereas 
clocks are mechanical, easily understood, and can be modeled in pre-
cise ( mathematical) terms, clouds are altogether more mercurial and 
 ill- d efined, not lending themselves to precise mechanical solutions 
( Popper, 1966). So much of human judgment, decision making and 
behavior seem more like clouds, not clocks, and require a psychological 
solution. Some examples will suffice to make this point clear.
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PsychOlOGIcal valUe In ecOnOmIcs

It should now be clear that mainstream neoclassically inspired eco-
nomics has little time for such intangible entities such as psychologi-
cal value, for how can they be measured, quantified, and modeled? 
It has even less time for those who attempt to ‘ conjure it out of thin 
air’ ( e.g., via advertising). Yet, the traditional ( classical) notion of 
economic value a long time ago moved away from quantifying it 
with a metric ( e.g., the number of man hours needed to make a 
good) to, what is essentially, a subjective notion which meant that 
the whole issue could be sidestepped by the assumption that value 
is what people assume it to be, and it is contained in the preferences 
they reveal. The neoclassical notion of value thus seems, essentially, 
to be psychological.

It is rather interesting to learn that the commercial notion of 
value as a central psychological construct is more in keeping with an 
older school of economics, associated with Ludwig von Mises (  1881– 
1973) – an Austrian-American economist – who believed that the field 
of praxeology, which is the study of human action ( what we would 
now call psychology), is the general field and that economics is only 
a  sub- d iscipline ( he defined economics as the practice of praxeology/ 
psychology under conditions of scarcity, a rather pleasing definition 
of behavioral economics). This approach certainly is endorsed by the 
commercial world where form over function is  important –   as already 
emphasized, function ( e.g., a technically sufficient car) is a necessary 
condition, but the psychological form is the sufficient one.

The major  take- ho me message of the above discussion is that the 
commercial use of behavioral economics has been adding psychologi-
cal value to products and services and, par excellence, shows that in 
human welfare, such value is important and should not be neglected in 
cost-benefit analyses – especially not now that subjective well-being is 
at the heart of the governmental social welfare agenda ( see C hapter 6). 
What is especially valuable about the commercial use of behavioral 
economics is that we have the psychological technology to make peo-
ple wealthier not by providing more choices ( which can be just down-
right confusing, entailing the potential of disutility resulting from 
decision cost) but by encouraging and enabling them to make better 
choices. This may even allow us to jump off the hedonic treadmill 
and avoid the pernicious effects of social comparison ( see  Chapter 6), 

         

         



sell! cOmmercIal anD POlItIcal PersUasIOn 213

while at the same time enjoying the fruits of technological and com-
mercial innovations: to become wealthier, healthier, and happier.

technIQUes Of PersUasIOn

Developments in the scientific understanding of persuasion have paral-
leled practices in the commercial world. In particular, there has been a 
notable shift in views regarding how best to communicate messages to 
influence the consumer, as well as citizens more widely ( e.g., govern-
ment information campaigns). To understand this field, it is necessary 
to know the difference between the ‘ information processing model’ 
and the ‘ cognitive response model’.

Before the 1980s, most theories of persuasion stressed systematic pro-
cessing, which assumed that changes in attitude depend on how the 
recipient of the message processes i t –   active and systematic processing 
of arguments being the important thing ( e.g., Chaiken, 1980). The 
idea is that when attitudes, beliefs, and the like are changed, behavior 
invariably follows. This was all very logical and sensible sounding, 
but alas not very effective. Few studies supported this rational model: 
message reception ( as measured by recall) tends not to correlate with 
attitude change and behavior.

Around about the late 1960s, an alternative, ‘ cognitive response 
model’, was developed ( Greenwald, 1968). This states that what is 
important about effective communication is not so much what is said 
but what is heard, and importantly the response it e licits –   the same 
objective ‘ information’ may be processed by people in different ways. 
More precisely, the cognitive response model assumes that for attitude 
change to occur it is not enough merely to receive and process the 
message; what matters are the thoughts (‘ cognitive responses’) of the 
recipient which are elicited by the message. It assumes that listeners 
are active and relate messages to their own knowledge, experience, 
and schemas ( i.e., cognitive structures that organize and assimilate new 
information). Existing cognitive responses are called into play, and it is 
these  self-  generated thoughts that mediate attitude change and actual 
behavior.

The world of advertising quickly caught on to this newer v iew –  
 they had suspected as much for a long time. As seen above, the vast 
majority of commercial advertisements do not contain much of an 
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‘ argument’ ( indeed, there is a real poverty of information), yet they 
have the power to persuade and influence. They do not work through 
the ‘ central route’: careful and thoughtful consideration of the argu-
ments. Instead, they derive their influence from the ‘ peripheral route’: 
emotional, with evaluative conditioning, mere exposure, and heuris-
tic processing ( e.g., “ you can trust an expert”). What is now widely 
appreciated is that attitude, belief, etc. follow a change in behavior 
( however, induced) –   we have already seen an example of this effect 
with cognitive dissonance in  Chapter 6.

This is why today, there is typically an emotional invocation in 
advertisements, sometimes contained in some form of an ongoing sto-
ryline. A good example is seen in the classic television advertisement in 
the UK for Nescafé Gold Blend which contained more romance than 
 coffee –   as the lady coyly replies when asked by a dinner party quest 
whether she has met her new ( and attractively charming) neighbor, 
“ I’ve popped in for coffee” ( the rest is left to the cognitive responses of 
the febrile, or salacious, imagination of the viewer!).

a/ B testInG: a methOD Of evalUatIOn

As with  direct- r esponse newspaper advertisements 100 years ago, 
campaigns can be scientifically evaluated. For example, the internet 
travel company Booking.com ( www.booking.com) is an especially 
interesting example because it has invested heavily in, what is known 
as, A/ B testing ( see text box). By virtue of the fact that they have a 
large number of visitors to their website each day, it is reported that 
they run many such A/ B trials every day of every week and that their 
system is automatically optimized when new features are shown to 
work ( i.e., more people have pressed the ‘ buy’ button on version A as 
compared with version B  – t  hese versions can be almost anything, for 
example, the position and size of a button on the page).

It is instructive to know that long before we had ‘ e vidence- b ased 
medicine’, based on randomized controlled trials ( RCTs), the advertis-
ing world traced responses to evaluate effectiveness, often down to the 
single penny expended on the campaign. This fact is well described 
in a fabulous little book, Scientific Advertising ( 1923) by the acclaimed 
advertising guru, Claude Hopkins. David Ogilvy ( 1983) wrote: 
“ Nobody should be allowed to have anything to do with advertising 
until he has read this book seven times. It changed the course of my 

http://Booking.com
http://www.booking.com
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life”. ( It was one of the three books that all new recruits to Ogilvy’s 
agency were required to digest; the other two being his partner’s book 
on plain English and his own Confessions of an Advertising Man.)

As their employees are willing to disclose at behavioral science 
events ( e.g., Nudgestock), Booking.com routinely uses a number of 
ploys to prevent the indecision shown by many website users: their 
goal is to convert browsers into buyers. How do they do this? One 
of us was recently looking to book a hotel in Warsaw. Not only were 
we reassured that they found the best price on the internet, after a few 
minutes they sent a p op-  up message stating that the price was guar-
anteed only for ten minutes and that 6 other people were looking at 
the same room ( whether these were Booking.com staff, we shall never 
know). All of this is intended to induce a state of apprehension and 
impulsiveness to avoid losing the apparent bargain ( calling into play 
loss aversion; see  Chapter 4). Helpfully, Booking.com allows the use 
of a debit/ credit card to ‘ secure’ the room, but no money is taken at 
this  point –   this exploits the ploy of imposing a psychological cost if 
the transaction is subsequently canceled, a ‘ loss of face’ for reversing a 
decision, and psychological tension for not remaining consistent with 
oneself. Even when we know the intention of these ploys, they still 
work! (A s a University credit card was needed to pay for this room, 
and thus there was a delay, the room that seemed so scarce an hour 
before was found still to be available much l ater –   surprise, surprise!)

a/B testInG  

a/ B  testing –   also known as ‘ split testing’ –   attempts to bring scien-
tific methodology to marketing. It seeks to determine which factors 
work in communication campaigns by testing the effectiveness of two 
or more different variations of a message. this could consist of any 
set of differences: use of different words in a sales letter; colors, pic-
tures, and shapes used on websites; the order of presenting material; 
what is shown on a website when loading (this can mimic loading a  
page); devices to ‘ close’ the sale (e.g.,  x number of people are look-
ing at the same product; limited period only); and so on  –   the list is 
endless. the goal is to determine what works best. all of us are part of 
large experiments of this type on a daily basis without even knowing it 
( see booking.com in text).

http://booking.com
http://Booking.com
http://Booking.com
http://Booking.com
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PsychOlOGIcal factOrs In 
cOnsUmer DecIsIOn maKInG

The way we go about forming judgments and making decisions seems 
to have deep roots in our evolutionary past, as we saw when discussing 
monkeynomics in  Chapter 5. A splendidly readable book by the evo-
lutionary psychologist, Geoffrey Miller, Spent: Sexual, Evolution and 
Consumer Behavior ( 2009), shows us in amusing detail how consumer-
ism serves biological imperatives, especially signaling sexual fitness to 
potential mates – ‘ from mating to marketing’, as the dust cover puts 
it. Of interest, too, Miller considers the role played by personality, 
which in  Chapter  6 we saw has implications for economics. Miller 
believes that the display of expensive ( Veblen) goods is an attempt 
to signal four main traits: conscientiousness, openness to experience, 
agreeableness, along with intelligence. Therefore, what might seem a 
foolish economic decision in the short run needs to be seen in the light 
of  longer-  term utility maximization, especially of a biological nature. 
These biologically rooted psychological factors are also reflected in the 
example of transaction cost, related to fairness, which we have already 
seen in the economic choices made by monkeys.

transactIOn cOst

Imagine yourself lying on a beach on a very hot day. You still have 
some ice water, but now you have a fancy for an iced bottle of your 
favorite beer. A friend is going off to make a phone call and offers 
to bring back the beer for you. In this experiment, two conditions 
are presented: participants are told the beer is available only ( a) from 
a fancy and expensive nearby hotel or ( b) from a grubby and cheap 
corner shop ( Thaler, 1983 – Thaler gives other examples). Your friend 
asks you how much you are willing to pay for  it  –   and your friend 
informs you that they will buy the beer only if it costs as much or less 
than the price you are willing to pay; otherwise, they will come back 
empty handed. What price do you go for?

The tendency is for people to give a higher price for the fancy 
hotel version than the  run- d own version ( medians: $2.65 and $1.50 
respectively) –   it is made clear to participants that the actual bottle of 
beer is identical in all respects. Now, from a neoclassical economics 
standpoint, this is a very strange decision indeed because it is the same 
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beer in both cases. It is important to realize that ( a) in both versions, 
the act of consumption is identical ( e.g., chilled to the same degree) –  
 drinking the beer on the beach; and ( b) participants understand that 
they are not being asked a different question: “ What price do you 
expect to have to pay”?

This rather unusual behavior is related to something called transac-
tion utility –   it cannot be consumption utility because the beers are identi-
cal at the point of drinking. It seems that we have a reference price 
for the two types of sales outlets and this affects our  decision –  e ven 
when we are not actually doing the transaction ourselves ( if we had, 
we might get more pleasure from going to the fancy hotel and are, 
therefore, willing to pay a little more; or be compensated for having 
to go to a grubby shop).

Now, what do we think of this problem? Although nonrational 
from the standpoint of neoclassical economics, it is a commonplace 
phenomenon in the real world. Indeed, much of marketing is about 
manipulating perceptions of transaction utility, reflecting the effect 
of a reference price. Transaction utility seems to reflect social context 
and perceived fairness –   according to Thaler who originated this con-
cept in 1983, a fair price is said to reflect the seller’s cost and a reason-
able profit ( obviously, a fancy hotel has much higher overheads than a 
corner shop). Once more, it is not all about money; the social context 
of the transaction is important, too.

THE EASE OF DECISION MAKING

There is a second form of transaction cost which relates to decision 
making. Making it easier for the consumer to come to a decision is 
one of the major functions of advertising and  marketing –   it disre-
gards System 2 cognitively deliberate ( reflective) thinking and seeks to 
exploit the vulnerabilities in System 1 automatic ( reflexive) respond-
ing. We see this in shops with the positioning of goods, lighting, 
signage, and even the design of the floor tiles ( to slow down custom-
ers), to nudge – bit-by-bit – the customer’s buying decision (see text 
box). What most people perhaps do not realize is the extent of analysis 
used by larger retailers to influence their customers when in a store. 
Not only do they collect valuable information via loyalty c ards –   and 
increasingly online shopping ( some major retailers have their own 
payment system app which also gathers further information) –   they 
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use scientific theories of biological ( e.g., foraging) behavior. In fact, 
large retailers have highly detailed information on many millions of 
their customers, and they use truly sophisticated mathematical mod-
eling that allows them to predict when customers are most likely to 
‘ defect’ from their usual brands and ‘ forage’ for new  ones –  i t is at 
this predicted point that retailers can target them with special offers 
to nudge the changing preference a little further down the path to 
purchase.

the cUstOmer JOUrney

But even before we get inside the shop, the customer journey has begun. 
It starts with the initial thought of the shop ( shaped by advertising, 
as well as previous experience); the entrance is made to look entic-
ing, and the layout is designed to ease the physical journey around 
the store, or sometimes hamper it if the retailer wants the customer 
to slow down and b rowse – e  veryday items ( e.g., bread) are often in 
the far corner, so a journey through the shop is required, and this 
allows more opportunity for  in- s tore merchandising to influence, 
often impulse, buying decisions. When it works well, the customer 

alterInG sPeeD Of lOcOmOtIOn In a sUPer-
marKet

 In- store traffic flow , as moving around a shop is called in the world 
of consumer research, is a little researched topic, despite the fact 
that this is what we are doing 80% of the time when shopping. Work 
by van den Bergh and colleagues ( van den Bergh et al., 2016) tested 
a number of floor patterns in a series of laboratory and field experi-
ments. the results showed that customers walk faster with fewer 
‘ progress markers’ on the floor, but only if they have a goal in mind 
( e.g., to reach the hot food counter). the idea is that the number, 
nature, and salience of progress markers along the path to a physical 
location signal goal  progress – cues   in the environment influence our 
 goal-  directed behavior. this is of value to the shop because some-
times they will want customers to walk faster ( e.g., entrance/ exists) 
while at other times slower to allow them to browse (e.g., while at high  
value/profit shelves). 
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journey seems the most natural thing in the world, and few people feel 
in any way manipulated. As a result, most people leave the store with 
heavier bags and a lighter wallet/ purse than expected when entering 
it: none of this is happenstance. And nor do such arrangements have to 
be terribly clever: the sign with  tasty-  looking fruit; the Grab and Go 
sign above the chiller display unit containing sandwiches, the  two-  
 fo r- on e offers. In psychological terms, the typical supermarket allows 
the expression of basic ( in a biological sense) instincts for hunting for 
food, drink, bargains, novelty, and so on. In its mundane way, shop-
ping is both safe and exciting.

After leaving the store, we might then stop off for a coffee on our 
way home, where the barista might ask for our name which they 
write – often incorrectly – on our coffee cup. They are cleverly exploit-
ing the phenomenon of ‘ sensation transfer’ in which warm feelings we 
have about something ( in this instance, our name) transfers to the 
contents of the cup. Something similar, ‘ Nudging by names’, is widely 
used by  supermarkets  –   giving brands a homely sounding name to 
instill, for example, a sense of quality or nostalgia ( e.g., Hughes, 2011). 
( Major retailers have been criticized for this practice, as the source 
and means of production of the product often bear little resemblance 
to the psychological value generated.) Not only are we willing to pay 
more for such named products, but they taste better to us,  too –   calling 
something ‘ organic’ elicits greater psychological value, but in blind 
taste tests most people cannot tell the difference. ( Placing a few feath-
ers in a box of eggs subtly implies healthy hens and  hand-  picking on 
the  farm –   the reality, alas, is likely to be very different.)

Despite the fact that our fridge is probably now bursting at the 
seams, we might decide to go out for a meal that evening with friends 
at a nearby restaurant. We think we can order what we like, but the 
choice architect has other ideas. Upon being seated, it is likely that 
the wine menu will be handed to one person, and more often than 
not this leads to the question: “ white or red”? not usually, “ does any-
one want wine”. It is natural and seemingly polite to reply “ white” 
or “ red”. It is also likely that the wine list contains pages of foreign 
wines, many of which are hard to pronounce; but we are saved by the 
menu helpfully nudging us to the ‘ house wine’ ( which might be an 
inferior decoy; see below) and we decide to go for the slightly better 
Chilean Merlot which seems a good compromise. The fact that wine 
glasses are already on the table when we arrive sets the social norm 
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that this is a restaurant where wine is taken with the meal. The inter-
esting thing is that no one at the table realizes that their choices have 
been constrained from the moment they set foot in the restaurant. Few 
of us would want to dwell on this  fact –   after all, it might well spoil the 
meal ( which probably consists of one of the limited number of ‘ Chef ’s 
Specials’ helpfully pointed out by the waiter).

And this is not all when it comes to the psychological value of our 
restaurant experience. Research shows that if you order first in a restau-
rant, the food tastes better, as it does if it is served on heavy plates, but its 
taste is diminished if it is served on a red plate. The Oxford University 
Professor of Psychology, Charles Spence, believes that half of the pleas-
ure we get from a meal comes from such psychological f actors –   these 
and many more examples are discussed in his 2014 book, coauthored 
with Betina Piqueras-Fiszman, The Perfect Meal: The Multisensory Science 
of Food and Dining. It includes such delightful insights that classical music 
played in the background induces a feeling of sophistication and diners 
spend as much as 10% more, and circular tables evoke greater feelings of 
pleasure. ( Spence’s 2017 book, Gastrophysics: The New Science of Eating, is 
also well worth a read.) Restaurants were never just about eating. 

We might then stop off at a public house on the way home for a 
 nightcap –   and upon asking the bartender for gin and tonic, they might 
reply ‘ large or small’, not ‘ small or large’ – w  e now have ‘ large’ in our 
semantic network which overshadows ‘ small’, and it just seems the right 
thing to reply, “ large, please”. We can rest content that night that every-
one had a good t ime –   thanks in no small part to the behavioral choice 
architect.

BUyer’s remOrse anD reGret theOry

An important feature of the consumer mind concerns the strong desire 
not to feel foolish – with any purchase this is a definite  possibility. 
Buyer’s remorse ( or buyer’s regret) is the negative emotional sense many 
consumers experience especially after a  purchase –   understandably, it 
is more likely with the purchase of an expensive item. This anticipa-
tory negative emotion underlies consumer motivation. It is one of the 
reasons we tend to prefer the status quo and to go with the flow of 
others.

Although it is questionable whether a w ell- k nown consumer brand 
is significantly better ( in objective value terms) than a lesser known 
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one, most of us are willing to pay a higher price because, if nothing else, 
it gives us peace of m ind –   and there is utility in this state. If nothing 
else, we will be less likely to engage in regret and s elf-  recrimination. 
The same is true of branded medicine. Many of us rush off to buy 
branded aspirin ( e.g., Anadin) and ibuprofen ( e.g., Nurofen) –   often, 
they are branded as ‘ express’, fast acting, and the like, and to confuse 
matters caffeine and other painkillers are sometimes added. Even if 
we had the knowledge, time, and effort to buy these things separately, 
and for a much lower cost, many of us would not. It is as if we have a 
desire to ‘ trust’ branded products. Indeed, to the extent we hold such 
a belief, drugs may work, in part, by the placebo process, which is real 
enough, as shown by a review by Gupta and Verma ( 2013) of medical 
benefits in clinical trials.

As the advertising guru Rory Sutherland makes clear, brand man-
agement is all about reassuring the consumer that they have made the 
right choice and that they will not later regret it. He also makes the 
good point that our evolutionary past instilled in us the desire not so 
much to maximize in a neoclassical sense, but to satisfice in such a way 
as to avoid catastrophe. As any biologist will readily inform us, there 
are more ways to die than to survive, so risk aversion is a sensible strat-
egy even though it means we may not maximize our immediate util-
ity ( at least as defined by expected utility theory; see  Chapter 3) –  o f 
course, we may well be maximizing our subjective utility by taking 
uncertainty and risk out of the equation, and also perhaps our  longer- 
 term utility. All of this means that we have a very strong tendency to 
trust  well-  known  brands –   after all, if my flat screen trusted branded 
television turns out to be no good, I can hardly be blamed for making 
a foolish decision, but how different it would be with a brand no one 
has ever heard  of –   stupid me!

reactance theOry

There is something else about the consumer mind that is interesting 
to know. Few of us like to be told what to do. This knowledge can be 
used in marketing.

An effective ploy to achieve behavior change, including purchas-
ing behavior, is to capitalize on the fact that, in all areas of life, per-
suasion is usually better than compulsion. This is what we know from 
the commercial world, where in any case compulsion is rarely an 
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option. Furthermore, individuals are influenced in reverse propor-
tion to the force being a pplied  – i  n a Newtonian  mechanical-  like 
fashion, there is an opposite force. There is even a term for this effect 
in social psychology: reactance theory ( see Brehm, 1966). Specifically, 
externally imposed sanctions, for example by the government ( e.g., 
taxation), can increase the attractiveness of the associated behavior 
( see text box) –   this is another reason why a nudge might be better 
than a mandate. For some people, there is something especially allur-
ing about forbidden fruit.

Reactance theory is the attempt to provide a psychological expla-
nation of such seemingly perverse effects. It states that an aversive state 
is generated by restriction of an individual’s freedom of choice over 
behavioral  outcomes –   it appeals especially to those of a personality 
disposition in the direction of sensation seeking and risk taking. As 
we have seen in previous chapters, such external pressure can lead to 
extrinsic motivation which can ‘ crowd out’ intrinsic motivation. This 
might be another good psychological reason for not relying upon typi-
cal neoclassical economic incentives such as fines and taxes to achieve 
some desired end.

a cIGarette BranD tO DIe fOr

for a period of time in the 1990s, there appeared on the market a 
brand of cigarettes called Death. Given that cigarette companies could 
no longer avoid the connection between smoking and premature, and 
likely painful, death, entrepreneur B. J. cunningham invested his life 
savings to build the enlightened tobacco company to create and mar-
ket this innovative brand. living up to its name, Death cigarettes dis-
closed its hazardous nature by having a skull and crossbones on the 
 packaging –   for those who yearned for the prospects of a little longer 
life, Death lights was available. this brand especially appealed to the 
‘ young underground punk rock’ consumer market.

In an ironic twist of fate, the firm’s trademark was successfully 
challenged by an alcohol company called Black Death. In a similar 
manner to many of those who consumed the product, the company 
met with an early demise. (t he case study of Death cigarettes was 
described in O’shaughnessy & O’shaughnessy, 2004.)
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mOney: PrIce anD PlOys

The saying, “ Not everything that counts can be counted, and not 
everything that can be counted counts”, is ( probably falsely) attributed 
to Albert  Einstein –   the fact that it is so attributed attests to the value 
people place on it ( another example of the influence of the messenger 
effect). An earlier religiously motivated saying went: “ Money is not 
what really counts, though it must be counted”. Yet, despite the fact 
that much of the value we place on things in life ( e.g., the love of a 
child) cannot sensibly be measured by the metric of money, few of us 
have the luxury of sailing through life without money being close to 
the forefront of our mind. Commercial enterprises exploit the psychol-
ogy of  money – t  his is brilliantly discussed in Adrian Furnham’s 2014 
book The New Psychology of Money. There is little doubt that financial 
products are especially prone to the biases inherent in judgment and 
decision making. For example, we get anchored to the minimum pay-
ment on our credit card, and for this reason, financial companies set 
deliberately low monthly minimum payments so we do not pay back 
the balance as fast as we might, thus increasing l ong- t erm repayments.

Other pricing ploys are routinely used, such as the ones we will 
now discuss.

anchOrInG effects

We have already witnessed the power of anchoring in C hapter 4; 
that is, the cognitive bias that leads us to be influenced by ‘ anchors’ 
( reference points). For example, merely writing down the last two 
digits of our social security number influences the subsequent 
decision regarding how much we are willing to pay for everyday 
items. Related commercial anchoring ploys include highlighting 
the scarcity value of a good or  service –   “ only a maximum of 12 
cans of soup per customer”. Building up psychological excitement 
and tension is usually good for business, itself a form of emotional 
anchoring.

Although such ploys can appear gross and tacky, suitably used they 
work their commercial  charm –  t o employ North American vernacu-
lar, we just seem ‘ suckers’ for them ( despite the fact that few of us can 
be unaware of their purpose). Even professionals are prone to them. 
For example, it is reported that property agents place a higher value on 
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a house if it comes with extensive documentation; and teachers anchor 
the marks of their students based on their previous grades. In Richard 
Thaler’s words, these should all be ‘ supposedly irrelevant  factors’: 
they are far from being any such thing. Neoclassically-inclined econ-
omists are most assuredly getting a bald patch from scratching their 
heads.

framInG

As in so many other areas of economic life, framing is important. When 
Delta Airlines declared that customers who do not purchase their tick-
ets online would be charged $2.00 extra, this led to an outcry from 
those who did not have internet access ( e.g., Mehta, 1999). Reframed as 
a saving of $2.00 when booked online was altogether more  acceptable –  
but nothing changed financially. When credit cards were first intro-
duced, retailers wanted to surcharge customers for using them, but this 
was resisted by the finance industry because they knew that customers 
would be deterred. Instead, garages offered a ‘ discount’ for cash. All of 
this is now in the distant past and today there is no differentiation in 
price and the credit card charge has been absorbed into the overall cost 
of doing  business –   this cost is now incurred by cash buyers, but as they 
are generally unaware of this fact, they do not see cause for complaint.

lOss aversIOn

As seen elsewhere in this book, whether a transaction is framed as a 
loss or gain has important  consequences –   we love a $5 discount and 
hate a $5 surcharge, even though we end up paying the same for the 
product or service. Therefore, exactly the same change in price framed 
in different ways has a big psychological effect on how we think, feel, 
and behave. The powerful influence of loss aversion in marketing 
is shown in buyers’ reactions to price changes to insurance policies: 
price increases have twice the effect on customer switching compared 
to price reductions of the same magnitude.

DecOy PrIcInG

The ‘ decoy pricing effect’ is an especially effective ploy ( see text box 
for an example). In the technical language of behavioral economics, it 
goes by the name of ‘ asymmetrically dominated choice’ or ‘ asymmetric 
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dominance effect’ ( e.g., Huber et al., 1982). The effect consists in the fact 
that our preference for one option relative to a second option is affected 
by the addition of a third ( less attractive, perhaps more expensive) decoy 
option. With the addition of the decoy, customers are more likely to 
choose the more expensive of the first two options. So, if you go to the 
gas station and you have three choices of fuel ( Standard, Premium, S uper- 
 Premium), more people will go for Premium than if they were presented 
with Standard and Premium alone. Well, what might be going on?

Well, when making a choice between two options, things are rather 
difficult: Standard or Premium? Well, I do not really know! But, now 
with three options, it is likely not going to be the Super Premium, so I 

Example of the Decoy Effect

somewhat appropriately, a good example of the decoy effect was 
seen with the marketing of The Economist publication. (this example 
was also described in ariely, 2008.) In the United states, they offered 
three options:

1 Web  subscription – $59
2 Print  subscription – $125
3 Web and Print  subscription –   $125

   
   

Option 1 ($59) appears reasonable. Option 1 ($125) seems a tad 
expensive just for the print version. But wait, Option 3 looks like a 
great deal: web and print versions, all for $125. Dan ariely ( 2008) 
tested out these options with mIt students. his results were:

1 Web  subscription –   $59 ( 16% of students)
2 Print  subscription – $125 (0 students)
3 Web and Print  subscription –   $125 ( 84% of students)
    

total revenue: $11,444
Well, maybe this does not have anything to do with the decoy option. 
to test this, next he removed the decoy option. this is what he found:

1 Web  subscription –   $59 ( 68% of students)
2 Web and Print  subscription –  $ 125 ( 32% of students)

total revenue: $8,012
Of course, the cost of producing the print version would need to 

be factored into the final net profit of the different options.
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will opt for Premium. This is an example of where more choices make 
the  decision-  making process e asier –   and more lucrative for the retailer. 
It also plays into the behavioral notion that people can pay less by not 
going with the Super Premium option, as well as getting the Premium 
and not the perceived inferior Standard: now, that seems most satisfy-
ing. Under these circumstances, it takes a strong will to defend the 
decision to go for the Standard option. (Of course, not everyone is 
vulnerable to these ploys, but enough are to make them profitable.)

Decoy pricing is routinely used by large companies, and no less a 
company than Apple. There is a reason why many Apple products are 
sold in a pricing series; for example, iPhones can be purchased at differ-
ent price points partly based on their storage capacities. The existence of 
the  highest- p rice option with larger storage capacity makes the  lower- 
 price options in the l ine-  up look like bargains although other brands 
might sell similar products at lower prices ( comparison to other brands 
are obscured through Apple’s unique, and highly distinctive branded 
design). The purpose of the decoy product is to make the other products 
in the company’s product portfolio look more attractive. ( This is impor-
tant to Apple in production terms because they need to know in advance 
how many millions of their products they need to manufacture and ship.)

We can start to think about which psychological processes are driv-
ing the decoy pricing effect. To begin with, the fact that it exerts a 
‘ force’ on the consumer means they can go with the flow and use 
fewer cognitive, emotional, effort, and time resources in making a 
 decision –   this reduces the ‘ transaction cost’. In other words, it reduces 
psychological labor. In addition, there may be two additional effects at 
play: ( 1) the attraction effect and ( 2) the compromise effect.

ATTRACTION EFFECT

Going back to the decoy pricing of The Economist ( see text box), the 
attraction effect is one of its main aspects: it is difficult to compare two 
options with very different attributes, but much easier to compare when 
they have very similar attributes. It is not easy to compare the  print- on ly 
and  web- on ly versions because they are so different, but it is much easier 
to compare them when they come in a bundle: with imperfect product 
information, consumers will tend to choose the bundle because it is the 
only product which provides complete information, and any resulting 
doubt and uncertainty are markedly reduced.
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COMPROMISE EFFECT

People often prefer to avoid  extremes –  s ometimes called ‘ extremeness 
aversion’ – a  nd they often prefer instead to compromise ( there is also 
evidence that people do something similar when they fill in a lottery 
slip by avoiding numbers on the edges). This tendency gives rise to the 
‘ middle’ product being preferred. When we are presented with three 
product choices, we tend to think that the cheapest one is clearly infe-
rior and the most expensive one is overpriced with nonessential fea-
tures; therefore, the middle option just seems altogether more sensible. 
( As discussed above, Veblen goods violate this principle.) In addition, 
we might not want to be thought of either as a ‘ cheapskate’ or some-
one who ‘ shows off’, so the choice of the middle option is the safer, 
more socially desirable,  option. It serves nicely to take the disutility 
out of the decision.

the cOnsUmer heDOnIc treaDmIll

Now we know how commercial firms employ anchoring, framing, 
loss aversion, and decoy pricing to make purchases more attractive, 
will we still fall for them? Probably, yes. This might be because of 
the phenomenon of ‘ hedonic adaptation’, also known as habituation 
( e.g., Frederick & Loewenstein, 1999). It refers to the fact that the 
pleasure, satisfaction, and utility we get from products and services 
tend to wane over time, sometimes quickly after the purchase, and we 
need another hedonic ‘ hit’ ( a new stimulus) to go back to the previous 
hedonic level. This demands that commercial products and services 
are novel and exciting and the ‘ new thing to have’. We see this writ 
large in  fashion –   last year’s  must-  have coat is this year’s faux pas.

We all experience hedonic adaptation: the new car is exciting for 
some time but then becomes a normal part of life, as we have adapted 
to seeing it sitting in the  driveway –   the first few scratches from the 
neighbor’s cat may also serve to lessen our utility. Overall, the emo-
tional impact of consumption tends to be s hort- l ived. As we are not 
aware of the effects of hedonic adaptation, we tend to  over-  invest 
in acquiring new possessions and, thus, are prone to the commercial 
practices and ploys that capitalize on this tendency.

Hedonic adaptation is thought to occur because it allows us to 
retain the ability to react to novel stimuli, a useful trait for prehistoric  
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(wo)man, but it is much less of use in modern society because it 
means that we need constantly to look for new sources of ( apparent) 
 happiness  –   once more we see the importance of biological fac-
tors in consumer psychology. The image of a hedonic treadmill, on 
which individuals need to keep walking just to stay in the same place, 
describes this effect quite  nicely –   the hamster on the running wheel 
is another instructive, if unflattering, image.

The hedonic treadmill supplies an account of why we tend to over-
estimate the impact of choices on our w ell- b eing: we are bad at fore-
casting how we will adapt ( get used) to new products and services. 
We see this effect clearly in the case of positive and negative changes 
in life: winning the lottery or becoming  disabled –   in the case of bad 
events, this is something of a psychological blessing as we adapt to the 
displeasure (‘ disutility’ in the economist’s jargon) of such negative life 
events, although, it needs to be said, never quite as fully as to positive 
life events.

Daniel Kahneman has written extensively on the important role 
played by attention in our economic life. We are never quite as satis-
fied as when we are thinking of buying a new car, planning a wedding, 
and looking forward to the birth of a baby. But, once these things mate-
rialize, there is typically a drop in satisfaction: putting aside the prob-
lems associated with them, our attention ( and, thus, pleasure seeking) 
is already off elsewhere. The whole point of advertising and marketing 
is to ensure that attention is directed to the acquisition of new products 
and services: in on e  –   rather d ismal  – s  ense this means the neglect 
and withdrawal of affection for previously purchased ones. And, as so 
often, in relationships, too.

Quite a lot is now known about the hedonic treadmill. When sur-
veys ask about  well-  being 5 years from now, respondents tend to take 
into account their current level of aspirations, which they use as an 
anchor to judge their future states ( e.g., Easterlin, 2001). This tends to 
lead to an overestimation of their future  well-  being because it fails to 
take into sufficient account that aspirations do not remain  constant –  
 social comparison ensures that they do not ( see  Chapter 6).

DecIsIOn UtIlIty

A major point of behavioral economics is to show that people often 
misjudge the effects of choices on their  well-  b  eing –   assuming they 
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can be said to have consistent preferences in the first place. As Daniel 
Kahneman would say, their decision utility – w  hich describes how much 
satisfaction they assume their choices will bring t hem –   does not nec-
essarily match their experienced utility –   which is the satisfaction they 
actually obtain from their choices ( Kahneman et al., 1997). You may 
well think that a new car will make you very happy before you buy it, 
then only to realize later that the initial euphoria did not last as long 
as expected.

Returning to the issue of how to define and measure utility, the 
important point to note is that the revealed preferences approach con-
siders only decision utility; but this is not seen as a problem by neoclas-
sical economists because they argue that experienced utility cannot 
be measured and, in any event, is too abstract to be meaningful. 
However, this position is not accepted by all economists, and even 
fewer ( if any) psychologists.

Now, can it really be the case that people have their own pref-
erences; or are their preferences given to them by consumer society 
which they then try to satisfy? In any event, the neoclassical notion of 
reference independent preferences and choice is seriously undermined 
by behavioral economics research, generally and in the consumer 
world. Of course, this was the very point of such influential works as 
J. K. Galbraith’s 1958 book The Affluent Society (see Chapter 2).

the POWer Of sOcIal meDIa

So much of hidden persuasion is now on the internet. This has both 
positive and negative aspects. A BBC television Panorama pro-
gram, first shown on 8th May, 2017, reported that 32 million peo-
ple in the United Kingdom use Facebook, and 2 billion worldwide 
( MacIntyre, 2017). It can influence elections and is currently unreg-
ulated. Facebook’s CEO Mark Zuckerberg declared: “ What I care 
about is giving people the power to share, giving every person a voice 
so we can make the world more open and connected” ( Zuckerberg, 
2016). Whether this noble proclamation is the primary purpose of 
 Facebook  –   and its $117.9 billion revenue in 2021 might suggest 
 otherwise –   users reveal more information about themselves than they 
are generally aware, which allows advertisers to produce targeted mes-
sages specifically tailored to groups of potential customers ( or, even, 
voters) –   much of this was revealed by Mark Zuckerberg’s testimony 

   



sell! cOmmercIal anD POlItIcal PersUasIOn230

before a Congressional Committee in 2018, as well as wider discussion 
of how Facebook data has been used by third parties ( e.g., by using 
‘ psychographic’ techniques that map specifically designed persuasive 
messages to the personality profiles of the consumer or the voter).

Although Facebook’s complex algorithms track our online lives, 
they are a closely guarded secret. Our online data are recorded and 
shared with advertisers. So, too, political advertisers can micro target 
communication to those who might be susceptible to respond favour-
ably. Donald Trump’s campaign team exploited this technology: they 
took the names and addresses of the electorate, sent them to Facebook, 
and back came detailed information on each p erson – t  hese names were 
then put into an ‘ audience’ ( i.e., targeted group) and each audience was 
then exposed to specific political messages, tailored specifically ( e.g., 
Beckett, 2017). Major political parties have dedicated Facebook staff on 
their campaign teams to maximize their political messages. To attract 
attention, campaigns do not shy away from using ‘ click bait’, consisting 
of sensational and sometimes downright false stories (“ fake news”) to 
lure in audience –   this has been a very hot topic since the late 2010s.

It is quite possible that the use of social media is decisive in politi-
cal campaigns. This is seen in the once-in-a-generation UK Brexit
Referendum in June 2016. Speaking at the Nudgestock conference in 
Folkestone ( 9 June 2017), Dominic Cummings, who was the Campaign 
Director of Vote Leave, revealed that his campaign team worked closely 
with Facebook to get information to target those of the electorate who 
were still  undecided – t  hose who were decided did not need much fur-
ther encouragement and those who were opposed were probably beyond 
reach in any case and, therefore, could be ignored. Specific behavioral 
science principles were used. For example, one major slogan was ‘ Take 
back Control’. The key word is ‘ back’ because it implies that something 
has been taken, even stolen. Cummings also revealed that he did not 
employ economists or market research pollsters because he thought they 
may have preconceived ideas; instead, he employed physicists who are 
trained to look at data in a very h ard- h eaded scientific way and are less 
likely to engage in s elf- d elusional thinking. He said he was impressed by 
the comment of the famous physicist, Richard Feynman,

the first principle is that you must not fool yourself and you are the 
easiest person to fool.

( cited in Feynman, 1985)
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We may never know the extent of the influence of these campaigning 
ploys, but given that the Leave vote won by only a narrow margin it 
is possible they were crucial. In any event, the use of behavioral sci-
ence tools in political campaigns is the focus of much controversy and 
debate in s ociety –   it is hard to see how it will not be for the foresee-
able future.

It would be of value to society to know whether such political 
campaigns are effective in switching voters’ intentions and actual 
behavior. There is a body of evidence that speaks directly to this 
question. In a systematic review of field experiments, Kalla and 
Broockman ( 2018) found hardly any evidence for an effect on voting 
intention, and there was only tentative evidence for the effectiveness 
of campaigns that contained three features: ( a) the candidate assumed 
an unusually unpopular position; ( b) heavy financial investment; 
and ( c) it was possible to identify persuadable voters. Most forms of 
political campaigns do not conform to these features. However, this 
is not to say that such political campaigns do not work. As Kalla and 
Broockman point out, it is possible that such campaigns shift the 
focus of the political debate and this may influence what is deemed 
important in the mass media, which could affect voters – the effects 
may well be subtle, even ‘butterfly’ (see above).

Companies such as Facebook have a detailed understanding of our 
psychology and, also, of our network of f riends –   in fact, as we have 
witnessed in our academic profession, they are intent on recruiting the 
best behavioral scientists, often from permanent university positions. 
The information they harvest allows powerful predictions of our sus-
ceptibility to certain messages which can only increase in sophistication 
in the years to come. This behavioral technology will enable compa-
nies to predict with  ever- i ncreasing degrees of accuracy consumer pref-
erence and choice. Quite worryingly, the same algorithms allow the 
easy identification of gullible targets for misinformation and conspiracy 
theories, sometimes with tragic consequences. For example, misinfor-
mation about  Covid- 1 9 vaccines on platforms, such as Facebook and 
Twitter, likely contributed to vaccine hesitancy during the pandemic 
( e.g., Milmo, 2021). Indeed, the term “ infodemic”, first coined back 
in 2003 to describe “ the rapid spread of i nformation – b  oth accurate 
and  inaccurate –   in the age of the internet and social media” (  Merriam- 
 Webster, 2022), gained new prominence during the  Covid- 1 9 pan-
demic. We cannot be sure of the resulting life-and-death consequences.
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Commercially valuable information on our behavior, attention span, 
and even emotions can come from some unlikely sources. For example, 
a malfunctioning advertising display in a pizza shop in Oslo, Norway, 
revealed that it was, in fact, recording customer profiles: age, gender, 
attention time, and facial expression ( e.g., Pettit, 2016). In another unu-
sual case, a  Wi-    Fi-  enabled sex aid was transmitting information back 
to the company. Following a court ruling, the Canadian firm Standard 
Innovation, agreed to pay CAN$4 million ( about $3.1 million or £2.5 
million with 2022 exchange rates) to members of the public who bought 
and used its  We-  Vibe products ( e.g., Hern, 2017) ( this firm had been col-
lecting data and recording when customers used the sex toy, including 
information on the intensity of the vibration settings). Is nothing private 
anymore? This may well be to the long-term benefit of greater sexual 
satisfaction, but users were not made aware they would be sharing such 
intimate data. This example highlights the ethics, especially as regards 
informed consent of the practical applications of behavioural economics/
science.

cOnclUsIOns

The Mad Men ( and women) of the creative industries of advertis-
ing, brand management and marketing, and now increasingly highly 
targeted social media commercial activity, have never been much 
enamored of the notion that the consumer has stable and consistent 
preferences and responds only to ‘ information’ in even an adequately 
rational way. Instead, they find greater commercial reward in assum-
ing that needs, wants, wishes, and desires can be manufactured and 
that psychological value could be added to products and services, 
sometimes significantly exceeding objectively defined value. Studies 
of commercial practices and ploys provide important insights into 
real judgment, decision making, and behavior in everyday economic 
 contexts –   in a way, the commercial world is one big laboratory in 
which hypotheses about the human economic mind are tested daily.

We have attempted to show in this book the  wide-  ranging and 
important applications and implications of behavioral economics. It 
is a revolution still in progress and it is far too early to foresee its true 
 long-  term impact. We would be wise to be attentive to the downsides 
as well as the upsides.
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A/ B testing ( split testing). A form of controlled experiment, often 
used in marketing, in which the effectiveness of two ( or more) 
versions of a message is tested ( e.g., letters, websites, ads). The 
response ( e.g., in sales) to the two A/ B versions is then examined 
to determine which version works best.

Affect. The expression of feelings or emotions; one’s emotional state.
Affect heuristic. A mental shortcut that allows people to react to 

novel stimuli quickly by relying on their emotional response 
(their ‘gut feeling’).

Affective forecasting ( hedonic forecasting). The prediction of 
one’s emotional reaction ( affect) to future events.

Allais paradox. A choice problem described by Maurice Allais in 
1953, which was one of the first to demonstrate experimentally 
that actual observed choices are not always consistent with one 
of the major criteria of rationality ( i.e., expected utility theory).

Ambiguity aversion ( uncertainty aversion). The propensity to 
prefer risk ( where the probabilities of outcomes occurring are 
known) over uncertainty ( where these are not known).

Anchoring. A cognitive bias that describes people’s tendency to rely 
too heavily on ‘ anchors’ (e.g., selected pieces of information) when 
making decisions. This is often the first piece of information that 
is received and, thus, it has more influence than it might deserve.
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Anchoring and adjustment heuristic. The tendency to base esti-
mates ( or decisions) on a familiar value or readily available num-
ber, and then shift up or down from that ‘ anchor’ to arrive at a 
final estimate/decision.

Animal spirits. Term coined by John Maynard Keynes in 1936 to 
describe that economic decisions are much influenced by psy-
chological factors ( instincts and emotions), which, among other 
things, drive ‘ consumer confidence’.

Attraction effect. The observation that adding an irrelevant, possibly 
inferior, alternative to a choice set increases the attractiveness of the 
original choices ( see also Decoy effect/ asymmetric dominance).

Authority bias. We are overly influenced by who communicates the 
message; this is seen in trusting actors in a white coat selling a 
medical product, and demonstrated starkly in Stanley Milgram’s 
series of classic studies on obedience to authority.

Autokinetic effect ( autokinesis). The illusory, apparent move-
ment of a stationary light in a dark environment. The light 
seems to move because of a lack of visual reference points in the 
environment.

Availability heuristic. A mental shortcut that relies on examples 
that immediately come to mind when forming judgments. When 
an unlikely or infrequent event comes to mind easily, we tend to 
overestimate the probability of its occurrence.

Axioms. Statements that are regarded as accepted assumptions, estab-
lished  truths –   they are used as the foundations of a logical struc-
ture and are employed widely in formal economic reasoning and 
modeling.

Base rate fallacy ( base rate neglect, base rate bias). The ten-
dency to estimate the probability of an event based on specific, 
possibly irrelevant, rather than general ( base rate) information.

Bayesian updating ( Bayesian reasoning/ inference). Based 
on Bayes’ theorem; probabilities of an outcome occurring are 
updated as more information is obtained.

Benign paternalism. An alternative idea to the Libertarian paternalism 
of nudge theory. Benign paternalism holds that people’s prefer-
ences are not psychologically free; instead, it argues that people’s 
choice behavior should be nudged to achieve the best  long- t erm 
interests for them, even if they would prefer different decisions 
to serve their  short-  term interests. Benign paternalism does not 
rely upon the assumption of preference purification to maximize the 
utility of the economic agent as seen from their point of view ( see 
also Preference purification).
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Bias ( cognitive bias). A systematic error in thinking or deviation 
from rationality which affects judgments and decision making.

Big-  5 personality traits (five-  factor model). A widely examined 
theory of personality which describes five basic dimensions of 
personality: openness to experience, conscientiousness, extraver-
sion, agreeableness, and neuroticism.

Bounded rationality. Term first coined by Herbert Simon. It 
describes the idea that people have to make decisions under con-
straints, such as limitations of knowledge, time, and thinking 
capacity, which affect the ability to process information in an 
optimal ( fully rational) manner.

Buyer’s remorse ( or buyer’s regret). The sense of regret that may 
occur after a ( usually expensive or unnecessary) purchase.

Choice architecture. Term first coined in 2008 by Thaler and 
Sunstein, which describes the careful design of how options are 
presented to people in order to influence their choices.

Classical economics. A school of economic thought that was dominant 
in the 18th and 19th centuries, developed by Adam Smith, Jeremy 
Bentham, Thomas Malthus, and David Ricardo, among others.

Cognitive dissonance. The psychological stress associated with a 
state in which attitudes, beliefs, and behaviors are in conflict. As 
a consequence, people readily change thoughts, attitudes, and 
beliefs to maintain consistency with their behavior.

Cognitive response model. A model which assumes that it is not 
the reception of arguments that mediates attitude change, but 
rather that attitude change is mediated by the thoughts ( cognitive 
responses) which recipients generate as they receive and reflect 
upon communications.

Commitment. Being dedicated to a cause or other people. People 
seek to be consistent with public promises, and to reciprocate 
favors.

Commitment device. A strategy chosen in the present to restrict 
future behavior in order to adhere to  long-  term goals, which may 
otherwise not be reached because of lack of will power or pre-
sent bias. Commitment devices come in many different forms, for 
example, study groups or p re-  purchasing tickets for an event on a 
certain day to avoid procrastination.

Common prior assumption. An important assumption in Bayesian 
reasoning, which presumes that if people have access to the same 
information they will come to the same subjective probabilities. 
This implies that differences in judgments, beliefs, and opinions 
only reflect differences in information.
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Comparative cost advantage. First defined by David Ricardo, it 
describes the idea that each country should produce goods for 
which it has lower ‘ opportunity costs’ than other countries ( this 
is different from absolute cost advantage, which exists when a 
country can produce goods at the lowest absolute cost). With the 
international trade of these goods and services, there is benefit to 
the whole world stemming from the most efficient allocation of 
scarce resources.

Compatibility effect.
phenomenon that attributes of a stimulus carry more weight when 
they are compatible with the output. For example, when the value 
of a gamble is expressed in terms of money, people find it easier to 
use this aspect of the gamble to set the value of the gamble.

 First defined by Slovic et al., it describes the 

Completeness ( axiom of order). The assumption regarding prefer-
ences in neoclassical economics that states that a consistent set of 
preferences can be arranged in an ordering system.

Compliance. One of the broad categories of social influence. It 
describes behavior change following requests from others ( implicit 
or explicit) but does not imply attitude change.

Compromise effect. The observation that consumers often prefer 
the middle option in a choice set as a result of wanting to avoid 
extremes.

Confirmation bias. The tendency to recall old information and 
interpret new information as evidence for supporting existing 
opinions and beliefs.

Conjunction fallacy ( the Linda problem). When people are asked 
to compare the probabilities of a conjunction ( two specific condi-
tions) and one of its conjuncts, they sometimes judge the occur-
rence of both conditions at the same time to be more probable than 
just one of them, but logically this cannot be the case.

Consequentialism. The doctrine that actions, policies, rules, and so 
on should be judged on the basis of their consequences; that is, 
the utility they yield.

Consistency. People try to act in a consistent way; this means that 
they can be induced to behave in a certain way, e.g., allowing a 
small ‘ speed kills’ sign on their front lawn and, in consequence, 
in order to remain consistent, they are more likely to agree to a 
much larger sign because they see now see themselves as a  civic- 
minded citizen.

Conspicuous consumption. Term coined by Thorstein Veblen, 
which describes the public display of spending money on ( luxury) 
goods and services to enhance social status and power.
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Conversion. The internalization of others’ beliefs, thinking, and 
behavior ( social norms become internalized). In contrast to com-
pliance, conversion implies a change in attitudes, not just behavior.

Decision utility. The utility ( satisfaction) people assume a specific 
choice will bring them.

Decoy pricing effect ( asymmetrically dominated choice, asym-
metric dominance effect). Describes the effect that consumers 
tend to change their preferences between two options when a third 
option is added. This third option is typically clearly more desir-
able ( dominant) than one of the original options, but less desirable 
than the other one ( asymmetric). Typically, this third option ( the 
decoy) is priced close to the original  high-  price option, but it is less 
desirable. It is, however, clearly a better option ( dominant) than 
the original  low- p rice option. Consumers will then often purchase 
the original expensive option because the decoy option changed 
their perception of the relative merits of the original options.

Defaults. A p re-  set option the decision maker will receive if no deci-
sion is made. An important tool for the choice architect.

Demand ( law of demand). A law described in microeconomics which 
states that price and quantity demanded are inversely related: as the 
price of a good ( or service) increases, demand will decrease and vice 
versa ( all other things being equal). (For a violation, see Veblen good.)

Dilution effect. The effect that obtaining additional information can 
reduce stereotyping, possibly by affecting reliance on the repre-
sentativeness heuristic.

Discounting ( delay discounting, time discounting). The way in 
which people discount ( devalue) rewards which are not immedi-
ately available. The value of the future reward decreases along-
side the delay. The specific manner in which people discount is 
described by the discount function.

Dominant strategy. In game theory, the dominant strategy for a 
player is the strategy that produces the best payoff for that player 
regardless of the strategies employed by other players.

Dual-  processing theory. A theory in cognitive psychology which 
explains how information is processed in individuals in two dif-
ferent ways: 1. a fast, superficial, unconscious mode ( System 1), 
and 2. a slow, effortful, controlled, systematic reasoning model, 
which can give rise to conscious experience ( System 2).

Efficient market hypothesis. An investment theory which assumes 
that the price of stock market shares reflects all relevant, avail-
able information. It should, therefore, not be possible to ‘ beat the 
market’ in the long run.
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Ego. A theoretical construct describing people’s response to their 
internal workings. Behavior change can be facilitated by recog-
nizing that people often act in ways to make them feel better 
about themselves.

Ellsberg paradox. A paradox in decision theory that demonstrates 
people’s tendency to prefer a bet with a known probability ( a sign 
of ambiguity aversion).

Endowment effect ( divestiture aversion). The finding that we 
value things we own more than the things we do not own.

Equity premium puzzle. Describes the anomalous observation that 
the observed returns on stocks over the past century are much 
higher than returns on government bonds, implying that the 
stock market is required to pay an equity risk premium to attract 
risk-averse investors.

Evaluation heuristics. Mental shortcuts involving choices.
Evaluative conditioning. The change in perceived value of a neu-

tral ( conditioned) stimulus when it is paired with a positive or 
negative ( unconditioned) stimulus.

Expected utility theory. A theory of decision making under risk 
or uncertainty, which states that rational decision makers will 
choose the option with the highest expected utility.

Expected value ( expectation). The expected value of X is the 
weighted average of all the values that X can take. To calculate 
the expected value of X, each possible outcome of X is multiplied 
by the probability of the outcome occurring, and all these values 
are then summed. In a gamble, it is the anticipated value of the 
bet.

Experienced utility. The utility ( satisfaction) that choices actually 
bring.

Exponential discounting. A specific form of the discount function 
( see Discounting), in which discount rates are constant over time 
( contrast with hyperbolic discounting).

Externalities. The consequence of an economic activity ( i.e., con-
suming or producing a good) which affects a third party nega-
tively or positively without this being reflected in market prices 
( e.g., a factory pollutes a river but does not have to pay for clean-
ing it up).

Extremeness aversion ( extreme aversion bias). The tendency to 
avoid extremes.

Focalism ( focusing illusion). The tendency to focus on one aspect 
of life when individuals assess the impact of events on their future 
well-being.
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Framing. The process of defining the context in which choices are 
presented.

Framing effect. A cognitive bias which describes that the form in 
which content and information are presented is highly relevant 
for decision making ( for example, presenting a choice as a dis-
count or surcharge in a shop).

Free market. An economic system in which prices are determined 
by competition between private firms without government 
interference.

Gambler’s fallacy ( Monte Carlo fallacy). The mistaken belief that 
past events affect the probability of future outcomes ( e.g., when toss-
ing a coin, a series of heads will be followed by tails). This reflects 
the tendency to expect outcomes to even out over the short run.

Game theory ( economic games). The formal study of conflict and 
cooperation using mathematical models in which players make 
decisions while taking into account the decisions of other players.

Hedonic adaptation ( habituation, hedonic treadmill). The ten-
dency to revert quickly to previous levels of  well-  being after experi-
encing positive or negative life events. Adaptation can be complete 
( i.e., return to the same level of w ell-  being) or incomplete.

Heuristics. Mental shortcuts that are automatic and intuitive and do 
not require conscious thought. They were initially described by 
Tversky and Kahneman in 1974.

Homo economicus ( ECON). A term used to describe an economic 
actor who is assumed to be consistently rational,  self- i nterested 
and utility-maximizing.

Homo psychologicus. A term used to describe an economic actor 
whose decisions are subject to systemic errors ( biases and heu-
ristics). The term is defined in opposition to homo economicus.

Hot-  cold empathy gap. A cognitive bias which reflects the fact that 
people underestimate the influences of visceral drives on their 
attitudes, preferences, and behaviors. For example, they under-
estimate the effect of being hungry ( hot state) when they have to 
make decisions when they are not hungry ( cold state).

Hyperbolic discounting. A specific form of the discount function 
( see Discounting), in which discount rates are not constant over 
time. Discount rates are steep for earlier delay periods and smaller 
for longer delay periods.

Illusory correlations. The tendency to perceive a relationship 
between two variables when, in fact, none exists. They occur 
when two separate variables are paired together in such a way that 
overestimates their frequency.
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Impartial spectator. Described by Adam Smith and defined in 
terms of the idealized person we wish to please in our dealings 
with other people ( it is a form of conscience).

Inequality aversion ( inequity aversion). People generally have a 
preference for fairness; a resistance to inequitable outcomes.

Insensitivity to sample size. A cognitive bias that occurs when 
people do not take the size of the sample into consideration 
when making judgments about the probability of an outcome 
 occurring  –  s maller samples are less informative than larger 
samples.

Intertemporal choice. The study of choices that people make at 
various points in time, whereby current choices may affect avail-
able future options. Choices indicate how we value consumption 
today compared to future consumption.

Intrinsic motivation. Behavior is driven by internal motivation; 
doing something for its own sake.

Invisible hand. Described by Adam Smith in his 1776 book, The Wealth 
of Nations. An unobservable market force that helps reach and main-
tain equilibrium between demand and supply in a free market.

Judgment heuristics. Mental shortcuts involving making judgments.
Latent preferences. Hidden preferences which are not directly 

observed and may be inferred by revealed preferences in choice 
behavior.

Law of diminishing marginal utility. A concept in econom-
ics which states that the additional utility ( benefit) gained from 
consuming an extra unit of a good decreases with each addi-
tional unit that is consumed ( all other things being equal). In 
other words, the consumption of the first unit of a good yields 
more utility than the consumption of the second unit of a good, 
and so on.

Law of diminishing returns. A concept in economics which states 
that the additional output gained from adding an extra unit of a 
variable production factor decreases with each additional unit that 
is added ( if all other production factors are held constant).

Libertarian paternalism. The idea that choices and behavior can, 
and should, be influenced while maintaining people’s freedom to 
choose. Such  liberty-  preserving nudges need to allow people to 
opt out. ( See Benign paternalism.)

Loss aversion. “ Losses loom larger than gains” ( Kahneman  & 
Tversky, 1979); the tendency to prefer avoiding losses relative to 
achieving gains of the same magnitude.
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Macroeconomics. The branch of economics that studies the aggre-
gate economy and general economic factors, such as inflation, 
economic growth, or the unemployment rate.

Mainstream economics. See Neoclassical economics.
Marginalism. The study of marginal theories in economics, which 

emphasize how much extra ( marginal) output is gained by incre-
mental additions of one unit of input ( concepts cover opportunity 
costs and marginal utility, among others).

Marginal utility. The extra utility gained from consuming one addi-
tional unit.

Market equilibrium. State of the economy in which demand is 
equal to supply. The  market- c learing price is the price at which 
the quantity that consumers demand and the quantity that firms 
are willing to supply are the same.

Matching law. A law which states that people will match their 
behavior/ response to the relative rate of reinforcement.

Mental accounting. A term describing the tendency to allocate 
money to separate mental accounts based on individual criteria.

Mere exposure effect ( familiarity principle). The tendency to 
develop a preference for things or people that are familiar.

Microeconomics. The branch of economics that studies single fac-
tors and the behavior of individuals ( consumers) and firms.

Money illusion. The tendency to think of income/ wealth in terms of 
the face value ( the nominal value; e.g., $1) rather than in terms of its 
purchasing power ( the real value which takes inflation into account).

Myopic loss aversion theory. Described by Benartzi and Thaler to 
explain the equity premium puzzle; it refers to a  short- t erm view 
on investments which is characterized by a high sensitivity to losses.

Nash equilibrium. Named after Nobel Prize recipient John Nash, 
it is a concept in game theory which defines the best solution in 
 non-  cooperative games involving two or more players. It is the 
outcome of the game in which changing strategy would not lead 
to a better  pay-  off for one player while taking into account the 
best strategies of other players.

Neoclassical economics ( mainstream, traditional). Current 
dominant approach in economics, which assumes that rational 
economic agents seek to maximize utility ( consumers) or profits 
( firms), as well as a number of other axioms.

Normative economics. A perspective in economics that focuses on 
how people should behave and what the outcome of public poli-
cies ought to be; contrary to positive economics, it is  value- b ased 
and subjective.



GlOssary246

Nudge theory ( nudge). An aspect of choice architecture that influ-
ences behavior in a  non-  coercive way; a nudge is said to be 
 liberty-  preserving and does not involve regulation or bans; it 
must be easy to opt out of the behavior, if it is not desired.

Opportunity cost. The value of the best foregone alternative when 
one option is chosen.

Optimization. The most effective use of available resources, choos-
ing the best available option given budget constraints.

Peak-  end rule. Experiences are not remembered in the same way; 
we tend to remember the most intense ( peak) moments as well as 
the concluding moments ( e.g., we prefer a longer, cumulatively 
more painful, dental treatment to a shorter one that contains a 
higher peak moment of pain).

Positive economics ( descriptive economics). A perspective in eco-
nomics that focuses on how people actually behave and economic 
facts; contrary to normative economics, it is  fact-  based and objective.

Praxeology. An old name for the science of human action ( what we 
now call psychology).

Preference purification. The reconstruction of what the individual 
would have chosen in the absence of reasoning imperfections; 
the idea is that contaminated revealed preferences need to be 
‘ purified’ to get at true ( latent) preferences.

Preference reversal. A situation in which preferences change 
between alternatives options; this could be due to a change in 
context, framing, the method of eliciting the preference or the 
point in time at which the outcome of the choice will be realized, 
among other reasons.

Present bias. The tendency to prefer immediate rewards over delayed 
rewards.

Price elasticity of demand. A measure which indicates how respon-
sive ( elastic) demand is to changes in price ( i.e., to what extent 
demand increases/ decreases after a price decrease/ increase).

Priming. A nonconscious memory effect in which exposure to a 
stimulus affects how people react to another stimulus. The brain 
networks are activated by an initial ‘ prime’ which then affects 
subsequent (‘primed’) behavior.

Prisoner’s Dilemma. A scenario in which two players have to decide 
separately whether to cooperate or defect ( i.e., ‘ rat out’ their part-
ner in crime). The common feature of Prisoner’s Dilemma games 
is that the ideal outcome is achieved when both players cooperate; 
however, each player’s dominant strategy is to cheat and, thus, 
the Nash equilibrium is that both defect (see Nash equilibrium).
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Procedure invariance. Preferences should be stable irrespective of 
how they are elicited.

Procedural learning. The nonconscious acquisition of a new skill 
through repeating actions.

Prominence effect. Prominent options are more likely to be chosen.
Prospect theory. Developed by Kahneman and Tversky in 1979; a 

theory that describes decision making under risk.
Psychological value. In marketing, the c ustomer- p erceived value of 

a product that often exceeds the functional or monetary value by 
making the consumer feel better ( i.e., subjective utility).

Randomized controlled trial ( RCT). A type of experiment in 
which participants are randomly allocated to either a control or 
treatment group in order to test the effect of the treatment.

Rationality. In neoclassical economics, rational consumers maximize 
their utility and rational firms maximize their profit. Rational 
behavior follows axioms ( assumptions), including completeness, 
among others.

Rational choice theory. A framework for modeling economic 
behavior; it is assumed that rational agents will choose the best 
options to maximize their utility, given their constraints.

Reactance theory. A theory which describes that people often do 
the opposite of what rules and regulations mandate if they feel 
that their freedom to choose is being curtailed; more generally, 
they do not like being told what to do.

Reciprocal altruism. Doing something for other people with the 
expectation that this altruistic act will be reciprocated in the 
future (“ you scratch my back, and I will scratch yours”).

Reference dependence. Outcomes are evaluated relative to a refer-
ence point; an important aspect of prospect theory.

Reflection effect. Opposite risk preferences for gambles, depending 
on whether the potential outcome is a gain or loss ( e.g., people 
tend to show  risk- s eeking behavior to avoid losses but  risk- a verse 
behavior to secure gains).

Relative utility. An individual’s  well-  being relative to that of rel-
evant others; as opposed to absolute utility, which does not imply 
a comparison with other people.

Repeated games ( iterative strategy games). In game theory, a game 
in which the same base game is repeated over several rounds.

Representativeness heuristic. A mental shortcut which people use 
when estimating the probability that an event or object belongs to 
a certain class, by looking at how representative that event/ object 
seems to be of that  class –   this can lead to base rate neglect.
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Revealed preferences. An economic theory which posits that the 
best way to measure preferences is to observe actual choice behav-
ior; the theory assumes that actual choices ( e.g., purchases) reveal 
latent preferences.

Rhyme as reason. Similar sounds, sights, etc. are encoded more 
readily; when using words, a rhyme is better remembered and 
may be seen as more persuasive ( this is why commercial forms 
of communication often use them, e.g., “ naughty but nice” –   in 
the court case of O. J. Simpson, “ If the glove doesn’t fit, you 
must acquit” is thought by some to have been decisive in the not 
guilty verdict).

Risk. The probability of an outcome occurring is known.
Risk aversion. The tendency to avoid risks among gambles with the 

same expected value:  risk- a verse individuals will always prefer 
the gamble with the lowest level of risk. Sure bets might even be 
preferred over risky options with higher expected values.

Salience. An aspect of a stimulus that is prominent or draws atten-
tion in some way; people’s attention is drawn to what is novel and 
seems relevant and, therefore, processed more.

Satisficing. A portmanteau of ‘ suffice’ and ‘ satisfying’ introduced by 
Herbert Simon in 1956; it describes the tendency of individuals 
to make decisions that are not optimal as defined in mathematical 
terms, but that are good enough to provide a sufficient degree of 
happiness ( i.e., utility).

Say’s law ( the law of markets). Described by  Jean- B aptiste Say in 1803, 
which states that supply ( or production) creates its own demand.

Scarcity value. Psychological value is higher for goods that are, or 
seem to be, in short supply.

Sensation transfer. The process in which warm feelings we have 
about something ( e.g., our name) transfers to another object ( e.g., 
the Starbucks cup).

Social comparison. Proposed by Leon Festinger in 1954, people’s 
tendency to compare themselves to their peers in order to evalu-
ate themselves.

Social influence. Refers to changes in attitudes, beliefs, opinions, 
values, and behavior as a result of exposure to other people’s atti-
tudes, beliefs, opinions, values, and behavior.

Social norms. The accepted ( though unwritten and usually not articu-
lated) rules of behavior in a society ( that may change over time); we 
are heavily influenced by what we think other people expect of us.

Social preferences ( interdependent preferences, other-  regarding 
preferences). Individuals who exhibit social preferences take the 
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utility/ payoff of other people into account in their own d ecision- 
 making process ( e.g., altruism, fairness, envy, reciprocity).

Social proof ( informational social influence). An individual’s 
tendency to seek information and reassurance from other people 
( a type of conformity); we look to others for guidance on social 
behavior.

Spiteful behavior. In game theory, spiteful players are willing to 
forego a benefit in order to punish another player.

Status quo bias. A preference for the familiar, current state of affairs.
Sunk costs. A cost that has already been incurred and cannot be 

recovered; contrary to prospective costs which have not yet been 
incurred and will depend on the choice made.

Supply ( law of supply). A law described in microeconomics which 
states that as the price of a good ( or service) increases, the quantity 
that firms are willing to supply of that good will increase and vice 
versa ( all other things being equal).

Supposedly irrelevant factors ( SIFs). Term coined by Richard 
Thaler which refers to factors that are supposedly irrelevant in the 
thinking of a rational  person –   however, in reality, these factors 
do influence decisions.

System 1 (implicit/procedural). One of the two kinds of infor-
mation processing described in  dual-  processing theory. At the 
moment of execution, all cognition and behaviors are controlled 
by System 1, which is reflexive, fast, automatic, biased, intuitive, 
emotional, habitual, nonconscious, and prepotent. System 1 is 
said to be responsible for the biases and errors that define behav-
ioral economics.

System 2 (explicit/declarative). One of the two kinds of infor-
mation processing described in d ual- p rocessing theory. System 
2 is reflective, slow, controlled, and effortful and can be con-
scious. It is thought that System 2 operates only when there is a 
definite choice to be made and System 1 cannot arrive at a solu-
tion. System 2 is usually thought to have the capacity to be more 
rational than System 1.

Systematic processing. The assumption that attitude change is 
mediated by the message recipient’s detailed processing of the 
(informational) arguments.

Transaction cost. The costs incurred in the process of buying or 
 selling a good or service.

Uncertainty. The probability of the outcome occurring is not known.
Utilitarianism. A doctrine established by Jeremy Bentham that 

advances the idea that the greatest happiness of the greatest 
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number should be the foundation of morals and legislation; it is 
based on the assumption that our decision making and behaviors 
are motivated by the pursuit of pleasure ( utility) and the avoidance 
of pain and displeasure ( disutility).

Utility. The enjoyment, benefit, or value that a consumer obtains 
from a good, service, etc.

Utility function. A utility function orders and measures preferences 
over a set of goods and services.

Veblen good. A good for which demand increases as price increases, 
which is a violation of the law of demand ( see Demand); Veblen 
goods are usually positional goods or status symbols.

von Neumann- M orgenstern utility theorem. A theorem in deci-
sion theory which forms the basis for expected utility theory; it 
shows that rational decision makers who have to choose between 
several risky options ( i.e., with known probabilities) will maxi-
mize the expected value of these choices.
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