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PREFACE

In the last few years, there has been a big interest in ad hoc wireless networks as
they have tremendous military and commercial potential. An ad hoc wireless net-
work is a wireless network, comprised of mobile computing devices that use wireless
transmission for communication, having no fixed infrastructure (a central adminis-
tration such as a base station in a cellular wireless network or an access point in
a wireless local area network). The mobile devices also serve as routers due to the
limited range of wireless transmission of these devices, that is, several devices may
need to route or relay a packet before it reaches its final destination. Ad hoc wire-
less networks can be deployed quickly anywhere and anytime as they eliminate the
complexity of infrastructure setup. These networks find applications in several ar-
eas. Some of these include: military communications (establishing communication
among a group of soldiers for tactical operations when setting up a fixed wire-
less communication infrastructure in enemy territories or in inhospitable terrains
may not be possible), emergency systems (for example, establishing communication
among rescue personnel in disaster-affected areas) that need quick deployment of a
network, collaborative and distributed computing, wireless mesh networks, wireless
sensor networks, and hybrid (integrated cellular and ad hoc) wireless networks.

The purpose of this book is to provide students, researchers, network engineers,
and network managers with an expert guide to the fundamental concepts, design
issues, and solutions to the issues — architectures and protocols — and the state-
of-the-art research developments in ad hoc wireless networking. A unique feature of
the book is that it deals with the entire spectrum of issues that influence the design
and performance of ad hoc wireless networks, and solutions to the issues, with
easy-to-understand illustrative examples highlighting the intuition behind each of
the solutions.

This book, organized into fourteen chapters, each covering a unique topic in
detail, first presents (in Chapters 1-4) the fundamental topics involved with wireless
networking such as wireless communications technology, wireless LANs and PANs,
wireless WANs and MANS, and wireless Internet. It then covers all important design
issues (in Chapters 5-11) — medium access control, routing, multicasting, transport
layer, security, quality of service provisioning, energy management — in ad hoc
wireless networking in considerable depth. Finally, some recent related important
topics covered in this book (in Chapters 12-14) include wireless sensor networks,

XX1



xxii Preface

hybrid wireless architectures, pricing in multihop wireless networks, ultra wideband
technology, Wi-Fi systems, optical wireless networks, and Multimode 802.11.

The book is intended as a textbook for senior undergraduate and graduate-level
courses on ad hoc wireless networks. It can also be used as a supplementary text-
book for undergraduate courses on wireless networks, wireless/mobile communica-
tions, mobile computing, and computer networks. The exercise problems provided
at the end of each chapter add strength to the book. A solutions manual for in-
structors is available from Prentice Hall. The book is a useful resource for the
students and researchers to learn all about ad hoc wireless networking and further
their research work. In addition, the book will be valuable to professionals in the
field of computer/wireless networking.

We owe our deepest gratitude to Karthigeyan, Jayashree, and Archana for read-
ing line by line all the chapters and suggesting ways to correct technical and presen-
tation problems. We wish to express our thanks to the following HPCN lab students
who have contributed mightily to this book writing project: Archana, Bhaya Gau-
rav Ravindra, Bheemarjun, Jagadeesan, Jayashree, Karthigeyan, Rajendra Singh
Sisodia, Srinivas, Subir Kumar Das, Vidhyashankar, and Vyas Sekar. Raj Kumar
drew all the illustrations and we thank him for his excellent work. We appreciate
the efforts of Steven M. Hirschman, Irving E. Hodnett, and Shivkumar Kalyanara-
man in reviewing our draft manuscript and suggesting improvements. We would
like to gratefully acknowledge the help rendered by the Indian Institute of Tech-
nology (IIT), Madras, especially for creating an excellent working environment, the
Department of Science and Technology, New Delhi, and the Curriculum Develop-
ment Cell of the Centre for Continuing Education, IIT Madras for providing the
financial aid for writing this book. Infosys Technologies Ltd., Bangalore, provided
financial support to the second author for wireless networking research over the last
four years, and he is indebted to Infosys for the same. We are thankful to Bernard
Goodwin and his colleagues at Prentice Hall for their excellent work in producing
this book. Last though not least, we acknowledge the love and affection from our
families. This project would never have been successfully completed but for their
understanding and patience.

We have taken reasonable care in eliminating typographical or other errors that
might have crept into the book. We encourage you to send your comments and sug-
gestions to us via email. We appreciate your feedback and hope you enjoy reading
the book.

C. Siva Ram Murthy, murthy@iitm.ernet.in
B. S. Manoj, bsmanoj@cs.iitm.ernet.in



Chapter 1

INTRODUCTION

A computer network is an interconnected collection of independent computers which
aids communication in numerous ways. Apart from providing a good commu-
nication medium, sharing of available resources (programs and data on a com-
puter are available to anyone on the network, regardless of the physical location
of the computer and user), improved reliability of service (because of the presence
of multiple computers), and cost-effectiveness (as small computers have a better
price/performance ratio than larger ones) are some of the advantages of computer
networking. In the early days, till even the early 1970s, computing and commu-
nication were considered to be two separate independent fields. The late 1970s
and the early 1980s saw the merger of the fields of computing and communica-
tion. A modern-day computer network consists of two major components, namely,
distributed applications and networking infrastructure. The distributed applica-
tions provide services to users/applications located on other computers. Common
examples of distributed applications are Internet, electronic mail, air/train ticket
reservation systems, and credit card authentication systems. The networking in-
frastructure provides support for data transfer among the interconnected computers
where the applications reside. There are no restrictions on the physical media used
for providing connectivity among the computers. Several physical media such as
copper cable, optic fiber, and wireless radio waves are used in the present-day com-
munication infrastructure. The main focus of this book is wireless networking in
general, and ad hoc wireless networks in particular. The first half of this chapter
consists of a broad discussion of the various concepts and principles involved in wire-
less communication. The second half of the chapter provides a brief introduction
to computer networks, network reference models, and wireless networks.

1.1 FUNDAMENTALS OF WIRELESS COMMUNICATION
TECHNOLOGY

As mentioned earlier, this book focuses on wireless networks, where electromagnetic
radio waves are used for communication (exchange of information). In the following
sections, the various characteristics of radio propagation are first discussed. Some of
the important signal modulation mechanisms, multiple access techniques, and erroi



2 Introduction  Chapter 1

control mechanisms are then described. A familiarity with all these fundamental
aspects of wireless transmission is essential for understanding the issues involved in
the design of wireless networks.

1.2 THE ELECTROMAGNETIC SPECTRUM

Wireless communication is based on the principle of broadcast and reception of
electromagnetic waves. These waves can be characterized by their frequency (f) or
their wavelength (\). Frequency is the number of cycles (oscillations) per second of
the wave and is measured in Hertz (Hz), in honor of Heinrich Hertz, the German
physicist who discovered radio, and wavelength is the distance between two con-
secutive maxima or minima in the wave. The speed of propagation of these waves
(¢) varies from medium to medium, except in a vacuum where all electromagnetic
waves travel at the same speed, the speed of light. The relation between the above
parameters can be given as

c=Axf (1.2.1)

where c is the speed of light (3 x 10% m/s), f is the frequency of the wave in Hz,
and A is its wavelength in meters. Table 1.1 shows the various frequency bands in
the electromagnetic spectrum as defined by the International Telecommunications
Union (ITU). ITU, located in Geneva and a sub-organization of the United Nations,
coordinates wired and wireless telecommunication activities worldwide. There are
no official names for the bands in which the very high-frequency X-rays and Gamma
rays fall. A pictographic view of the electromagnetic spectrum is given in Figure 1.1.

The low-frequency bands comprised of the radio, microwave, infrared, and vis-
ible light portions of the spectrum can be used for information transmission by
modulating the amplitude, frequency, or the phase of the waves (the different mod-
ulation techniques will be described later in this chapter). The high-frequency waves
such as X-rays and Gamma rays, though theoretically better for information prop-
agation, are not used due to practical concerns such as the difficulty to generate
and modulate these waves, and the harm they could cause to living things. Also,

Frequency (Hz)

0 2 4 6 8 10 12 14 16 18 20 22 24
10 10 10 10 10 10 10 10 10 10 10 10 10

Radio Microwave Infrared X-ray Gamma ray

8 6 4 2 0 -2 -4 -6 -8 -10 -12 -14 -16
10 10 10 10 10 10 10 10 XIO 10 10 10 10
Wavelength (m)

Visible light Ultraviolet

Figure 1.1. The electromagnetic spectrum.
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Table 1.1. Frequency bands and their common uses
Band Name Frequency Wavelength Applications
Extremely Low 30 to 300 Hz 10,000 to 1,000 Km Powerline
Frequency (ELF) frequencies
Voice 300 to 3,000 Hz 1,000 to 100 Km Telephone
Frequency (VF) communications
Very Low 3 to 30 KHz 100 to 10 Km Marine
Frequency (VLF) communications
Low 30 to 300 KHz 10 to 1 Km Marine
Frequency (LF) communications
Medium 300 to 3,000 KHz 1,000 to 100 m* AM
Frequency (MF) broadcasting
High 3 to 30 MHz 100 to 10 m Long-distance
Frequency (HF) aircraft /ship
communications
Very High 30 to 300 MHz 10 to 1 m FM
Frequency (VHF) broadcasting
Ultra High 300 to 3,000 MHz 100 to 10 cm Cellular
Frequency (UHF) telephone
Super High 3 to 30 GHz 10 to 1 cm Satellite
Frequency (SHF) communications,
microwave links
Extremely High 30 to 300 GHz 10 to 1 mm Wireless
Frequency (EHF) local loop
Infrared 300 GHz to 400 THz 1 mm to 770 nm Consumer
electronics
Visible Light 400 THz to 900 THz | 770 nm to 330 nm Optical
communications

* Throughout this book, the unit m refers to meter(s).

such high-frequency waves do not propagate well through buildings. As we will see
later, the amount of information that can be carried by an electromagnetic wave
is determined by the width of the wavelength band (the corresponding frequency
band) and the encoding technique (number of bits encoded/Hz) used.

Radio waves are easy to generate and are widely used for both indoor and out-
door communication due to properties such as their ability to pass through build-
ings and ability to travel long distances. Since radio transmission is omnidirectional
(when radio waves are generated, they spread out from the transmitting antenna
in all directions) in nature, the need to physically align the transmitter and re-
ceiver also does not arise. The frequency of the radio wave determines many of the
characteristics of the transmission. At low frequencies the waves can pass through
obstacles easily, but their power falls with an inverse-squared relation with respect
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to the distance. The higher frequency waves are more prone to absorption by rain
drops, and they get reflected by obstacles. Due to the long transmission range of
the radio waves, interference between transmissions is a problem that needs to be
addressed.

In the VLF, LF, and MF bands the propagation of waves, also called as ground
waves, follows the curvature of the Earth. The maximum transmission ranges of
these waves are of the order of a few hundred kilometers. They are used for low
bandwidth transmissions such as amplitude modulated (AM) radio broadcasting
(amplitude modulation will be described in detail later in this chapter). The HF
and VHF band transmissions are absorbed by the atmosphere near the Earth’s
surface. However, a portion of the radiation, called the sky wave, radiates outward
and upward to the ionosphere in the upper atmosphere. The ionosphere contains
ionized particles formed due to the sun’s radiation. These ionized particles reflect
the sky waves back to the Earth. A powerful sky wave may get reflected several
times between the Earth and the ionosphere. Sky waves are used by amateur ham
radio operators and for military communication.

Microwave transmissions (in the SHF band) tend to travel in straight lines and
hence can be narrowly focused. Microwaves were widely used for long-distance
telephony, before they got replaced by fiber optics. They are also widely used for
mobile phones and television transmission. Since the energy is concentrated into
a small beam, these transmissions have a higher signal-to-noise ratio (SNR). SNR
is the ratio of the signal power to the noise power on a transmission medium, and
is used to categorize the quality of a transmission. However, because of the higher
frequency of operation they do not pass through buildings. Hence, proper line-of-
sight alignment between the transmitting and the receiving antennas is required.
Straight-line microwave transmission over long distances requires repeaters at reg-
ular distances as microwaves get attenuated by objects found in their path. The
number of repeaters required is a function of the microwave transmission tower
height.

Infrared waves and waves in the EHF band (also known as millimeter waves) are
used for short-range communication. They are widely used in television, VCR, and
stereo remote controls. They are relatively directional and inexpensive to build.
They cannot travel through obstacles, which is a light-like (and not radio-like)
property that is observed in very high-frequency transmissions.

The visible light part of the spectrum is just after the infrared portion. Unguided
optical signaling using visible light provides very high bandwidth at a very low cost.
Recent applications of light-wave transmissions involve the use of lasers to connect
LANS on two buildings through roof-top antennas. But the main disadvantage here
is that it is very difficult to focus a very narrow uni-directional laser beam, which
limits the maximum distance between the transmitter and receiver. Also, such
waves cannot penetrate through rain or thick fog.
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1.2.1 Spectrum Allocation

Since the electromagnetic spectrum is a common resource which is open for access
by anyone, several national and international agreements have been drawn regard-
ing the usage of the different frequency bands within the spectrum. The individ-
ual national governments allocate spectrum for applications such as AM/FM radio
broadcasting, television broadcasting, mobile telephony, military communication,
and government usage. Worldwide, an agency of the International Telecommuni-
cations Union Radiocommunication (ITU-R) Bureau called World Administrative
Radio Conference (WARC) tries to coordinate the spectrum allocation by the vari-
ous national governments, so that communication devices that can work in multiple
countries can be manufactured. However, the recommendations of ITU-R are not
binding on any government. Regarding the national spectrum allocation, even when
the government sets aside a portion of the spectrum for a particular application/use
(e.g., cellular telephony), another issue crops up — the issue of which carrier (com-
pany) is to use which set of frequencies. Many methods have been tried out for
this frequency allocation among multiple competing carriers, some of which are
described below.

The first and the oldest method, known as comparative bidding and often referred
to as the beauty contest method, worked as follows. Each carrier would submit a
proposal to the government explaining how it intends to use the frequency bands.
The government, represented by officials, would go through the different proposals
and come to a conclusion on which carrier would serve the public interest best,
and accordingly allocate frequencies to that carrier. However, this method was
often found to lead to bribery, corruption, and nepotism. Hence, this method was
abandoned.

Governments then moved on to the lottery system, where a lottery would be
held among the interested companies. But this method too had a serious problem:
Companies which had no real interest in using the spectrum could participate in the
lottery and win a segment of the spectrum. They would later resell the spectrum
to genuine carriers and make huge profits. So this system also had to go.

The third method, which is still used today, is the auctioning method. The fre-
quency bands would be auctioned off to the highest bidder. This method overcame
all the problems associated with the previous two methods. Though governments
were able to generate huge revenues by auctioning off frequencies, some companies
that bought those frequencies at exorbitantly high rates through bidding are on the
verge of going bankrupt.

The simplest method of allocating frequencies is not to allocate them at all.
Internationally, the ITU has designated some frequency bands, called the ISM (in-
dustrial, scientific, medical) bands, for unlimited usage. These bands commonly
used by wireless LANs and PANs are around the 2.4 GHz band. Parts of the 900
MHz and the 5 GHz bands are also available for unlicensed usage in countries such
as the United States and Canada.
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1.3 RADIO PROPAGATION MECHANISMS

Radio waves generally experience the following three propagation mechanisms:

e Reflection: When the propagating radio wave hits an object which is very
large compared to its wavelength (such as the surface of the Earth, or tall
buildings), the wave gets reflected by that object. Reflection causes a phase
shift of 180 degrees between the incident and the reflected rays.

e Diffraction: This propagation effect is undergone by a wave when it hits an
impenetrable object. The wave bends at the edges of the object, thereby
propagating in different directions. This phenomenon is termed as diffrac-
tion. The dimensions of the object causing diffraction are comparable to the
wavelength of the wave being diffracted. The bending causes the wave to
reach places behind the object which generally cannot be reached by the line-
of-sight transmission. The amount of diffraction is frequency-dependent, with
the lower frequency waves diffracting more.

e Scattering: When the wave travels through a medium, which contains many
objects with dimensions small when compared to its wavelength, scattering
occurs. The wave gets scattered into several weaker outgoing signals. In
practice, objects such as street signs, lamp posts, and foliage cause scattering.

Figure 1.2 depicts the various propagation mechanisms that a radio wave encounters.
When the transmitted wave is received at the receiver, the received power of the
signal is generally lower than the power at which it was transmitted. The loss in
signal strength, known as attenuation, is due to several factors which are discussed
in the next section.

1.4 CHARACTERISTICS OF THE WIRELESS CHANNEL

The wireless channel (transmission medium) is susceptible to a variety of trans-
mission impediments such as path loss, interference, and blockage. These factors
restrict the range, data rate, and the reliability of the wireless transmission. The ex-
tent to which these factors affect the transmission depends upon the environmental
conditions and the mobility of the transmitter and receiver. Typically, the transmit-
ted signal has a direct-path component between the transmitter and the receiver.
Other components of the transmitted signal known as multipath components are
reflected, diffracted, and scattered (explained in the previous section) by the envi-
ronment, and arrive at the receiver shifted in amplitude, frequency, and phase with
respect to the direct-path component. In what follows, the various characteristics
of the wireless channel such as path loss, fading, interference, and Doppler shift
are discussed. Also, two key constraints, Nyquist’s and Shannon’s theorems, that
govern the ability to transmit information at different data rates, are presented.
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Figure 1.2. Propagation mechanisms.

1.4.1 Path Loss

Path loss can be expressed as the ratio of the power of the transmitted signal to
the power of the same signal received by the receiver, on a given path. It is a
function of the propagation distance. Estimation of path loss is very important for
designing and deploying wireless communication networks. Path loss is dependent
on a number of factors such as the radio frequency used and the nature of the
terrain. Since several of these factors (in particular, the terrain) cannot be the
same everywhere, a single model may not be enough, and hence cannot be used to
describe the characteristics of every transmission. Therefore, in designing a network,
several models are required to describe the variety of transmission environments.

The free space propagation model is the simplest path loss model in which there
is a direct-path signal between the transmitter and the receiver, with no atmospheric
attenuation or multipath components. In this model the relationship between the
transmitted power P, and the received power P, is given by

)\ 2
P, = P,G,G, (R) (1.4.1)

where G; and G, are the transmitter and receiver antenna gains,! respectively, in
the direction from the transmitter to the receiver, d is the distance between the
transmitter and receiver, and A = ¢/f (from Equation 1.2.1) is the wavelength of

I Antenna gain is defined as the ratio of the power required at the input of a loss-free reference
antenna to the power supplied to the input of the given antenna to produce, in a given direction,
signals of the same strength at the same distance.
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the signal. Realistic path loss models that take into account the propagation effects
in specific environments can be obtained by solving Maxwell’s equations (for details
on Maxwell’s equations, the reader can refer to [1]). Since obtaining solutions for
such models involves complex algorithms and computation intensive operations,
simpler models have been proposed to depict the loss.

Another popular path loss model is the two-ray model or the two-path model.
The free space model described above assumes that there is only one single path
from the transmitter to the receiver. But in reality, the signal reaches the receiver
through multiple paths (because of reflection, refraction, and scattering). The two-
path model tries to capture this phenomenon. The model assumes that the signal
reaches the receiver through two paths, one a line-of-sight path, and the other
the path through which the reflected (or refracted, or scattered) wave is received.
According to the two-path model, the received power is given by

2
P, = P,.G:G, (%) (1.4.2)
where P; is the transmitted power, G; and G, represent the antenna gains at the
transmitter and the receiver, respectively, d is the distance between the transmitter
and receiver, and h; and h, are the heights of the transmitter and the receiver,
respectively.

In the general case, for isotropic antennas (antennas in which the power of the
transmitted signal is the same in all directions), the received power of the signal is
given by

P, = P,G:G A\ (1.4.3)

r — Lt9tTr A a7 R
where + is the propagation coefficient that varies between 2 (free-space propagation)
and 5 (strong attenuation). For more details on path loss models, the reader can
refer to [2].

1.4.2 Fading

Fading refers to the fluctuations in signal strength when received at the receiver.
Fading can be classified into two types: fast fading/small-scale fading, and slow
fading /large-scale fading.

Fast fading refers to the rapid fluctuations in the amplitude, phase, or multipath
delays of the received signal, due to the interference between multiple versions
(copies) of the same transmitted signal arriving at the receiver at slightly different
times. The time between the reception of the first version of the signal and the last
echoed signal is called delay spread. The multipath propagation of the transmitted
signal, which causes fast fading, is because of the three propagation mechanisms
described previously, namely, reflection, diffraction, and scattering. The multiple
signal paths may sometimes add constructively or sometimes destructively at the
receiver, causing a variation in the power level of the received signal. The received
signal envelope of a fast-fading signal is said to follow a Rayleigh distribution (refer
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to [3]) if there is no line-of-sight path between the transmitter and the receiver
(applicable in outdoor environments), and a Ricean distribution (refer to [3]) if one
such path is available (characterizes indoor settings).

Slow fading occurs when objects that partially absorb the transmissions lie be-
tween the transmitter and receiver. Slow fading is so called because the duration
of the fade may last for multiple seconds or minutes. Slow fading may occur when
the receiver is inside a building and the radio wave must pass through the walls
of a building, or when the receiver is temporarily shielded from the transmitter
by a building. The obstructing objects cause a random variation in the received
signal power. Slow fading may cause the received signal power to vary, though the
distance between the transmitter and receiver remains the same. Slow fading is
also referred to as shadow fading since the objects that cause the fade, which may
be large buildings or other structures, block the direct transmission path from the
transmitter to the receiver.

Some of the common measures used for countering the effects of fading are di-
versity and adaptive modulation. Diversity mechanisms are based on the fact that
independent paths between the same transmitter and receiver nodes experience
independent fading effects, and therefore, by providing multiple logical channels
between the transmitter and receiver, and sending parts of the signal over each
channel, the error effects due to fading can be compensated. The independent
paths can be distinct in space, time, frequency, or polarization. Time diversity
mechanisms aim at spreading the data over time so that the effects of burst er-
rors are minimized. Frequency diversity mechanisms spread the transmission over a
wider frequency spectrum, or use multiple carriers for transmitting the information.
The direct sequence spread spectrum and the frequency hopping spread spectrum
techniques (which will be described later in this chapter) are some of the impor-
tant frequency diversity mechanisms. Space diversity involves the use of different
physical transmission paths. An antenna array could be used, where each antenna
element receives an independent fading signal, each of the received signals following
a different transmission path. The received signals are combined in some fashion
such that the most likely transmitted signal could be reconstructed. In the adaptive
modulation mechanisms, the channel characteristics are estimated at the receiver
and the estimates are sent by the receiver to the transmitter through a feedback
channel. The transmitter adapts its transmissions based on the received channel
estimates in order to counter the errors that could occur due to the characteristics
of the channel. Adaptive techniques are usually very complex to implement.

1.4.3 Interference

Wireless transmissions have to counter interference from a wide variety of sources.
Two main forms of interference are adjacent channel interference and co-channel in-
terference. In the adjacent channel interference case, signals in nearby frequencies
have components outside their allocated ranges, and these components may interfere
with on-going transmissions in the adjacent frequencies. It can be avoided by care-
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fully introducing guard bands? between the allocated frequency ranges. Co-channel
interference, sometimes also referred to as narrow-band interference, is due to other
nearby systems (say, AM/FM broadcast) using the same transmission frequency.
As we will see later in Chapter 3, narrow-band interference due to frequency reuse in
cellular systems can be minimized with the use of multiuser detection mechanisms,3
directional antennas, and dynamic channel allocation methods.

Inter-symbol interference is another type of interference, where distortion in the
received signal is caused by the temporal spreading and the consequent overlap-
ping of individual pulses in the signal. When this temporal spreading of individual
pulses (delay spread) goes above a certain limit (symbol detection time), the re-
ceiver becomes unable to reliably distinguish between changes of state in the signal,
that is, the bit pattern interpreted by the receiver is not the same as that sent
by the sender. Adaptive equalization is a commonly used technique for combating
inter-symbol interference. Adaptive equalization involves mechanisms for gathering
the dispersed symbol energy into its original time interval. Complex digital pro-
cessing algorithms are used in the equalization process. The main principle behind
adaptive equalization is the estimation of the channel pulse response to periodically
transmitted well-known bit patterns, known as training sequences. This would en-
able a receiver to determine the time dispersion of the channel and compensate
accordingly.

1.4.4 Doppler Shift

The Doppler shift is defined as the change/shift in the frequency of the received
signal when the transmitter and the receiver are mobile with respect to each other.
If they are moving toward each other, then the frequency of the received signal will
be higher than that of the transmitted signal, and if they are moving away from
each other, the frequency of the signal at the receiver will be lower than that at the
transmitter. The Doppler shift fy is given by

fa= (1.4.4)

> <

where v is the relative velocity between the transmitter and receiver, and A is the
wavelength of the signal.

1.4.5 Transmission Rate Constraints

Two important constraints that determine the maximum rate of data transmission
on a channel are Nyquist’s theorem and Shannon’s theorem. The two theorems are
presented below.

2A guard band is a small frequency band used to separate two adjacent frequency bands in
order to avoid interference between them.

3Multiuser detection is an effective approach used to combat the multiuser interference problems
inherent in CDMA systems.
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Nyquist’s Theorem

The signaling speed of a transmitted signal denotes the number of times per second
the signal changes its value/voltage. The number of changes per second is measured
in terms of baud. The baud rate is not the same as the bit rate/data rate of the
signal since each signal value may be used to convey multiple bits. For example,
if the voltage values used for transmission are 0, 1, 2, and 3, then each value can
be used to convey two bits (00, 01, 10, and 11). Hence the bit rate here would be
twice the baud rate. The Nyquist theorem gives the maximum data rate possible
on a channel. If B is the bandwidth of the channel (in Hz) and L is the number
of discrete signal levels/voltage values used, then the maximum channel capacity C
according to the Nyquist theorem is given by

C =2xBxloga L bits/sec (1.4.5)

The above condition is valid only for a noiseless channel.

Shannon’s Theorem

Noise level in the channel is represented by the SNR. It is the ratio of signal power
(S) to noise power (N), specified in decibels, that is, SNR = 10 log10(S/N). One of
the most important contributions of Shannon was his theorem on the maximum data
rate possible on a noisy channel. According to Shannon’s theorem, the maximum
data rate C' is given by

C = Bxlogz(1 + (S/N)) bits/sec (1.4.6)
where B is the bandwidth of the channel (in Hz).

1.5 MODULATION TECHNIQUES

Having seen the various radio propagation mechanisms and wireless transmission
impairments, the next step is to see how raw bits constituting the information
are actually transmitted on the wireless medium. Data (whether in analog or in
digital format) has to be converted into electromagnetic waves for transmission
over a wireless channel. The techniques that are used to perform this conversion
are called modulation techniques. The modulation process alters certain properties
of a radio wave, called a carrier wave, whose frequency is the same as the frequency
of the wireless channel being used for the transmission. The modulation scheme
to be used must be chosen carefully so that the limited radio spectrum is used
efficiently. Modulation schemes can be classified under two major categories: analog
modulation schemes and digital modulation schemes. This classification is based on
the nature of the data, analog or digital, to be transmitted. Some of the commonly
used modulation techniques are discussed below.

1.5.1 Analog Modulation

As the name implies, analog modulation techniques are used for transmitting analog
data. The analog data signal is superimposed on a carrier signal. This superimpo-
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sition is aimed at altering a certain property (amplitude or frequency) of the carrier
signal. Some of the commonly used analog modulation techniques are amplitude
modulation, frequency modulation, and phase modulation. These techniques are
described below.

Amplitude Modulation

Amplitude modulation (AM) is one of the simplest modulation schemes. It was
the first method to be used for transmitting voice. The transmitter superimposes
the information signal z(t), also called the modulating signal, on the carrier signal
c(t). The result of AM of the carrier signal of Figure 1.3 (b), by the informa-
tion/modulating signal of Figure 1.3 (a), is shown in Figure 1.3 (¢). It can be seen
that the frequency of the modulated wave remains constant, while its amplitude
varies with that of the information signal. As the power of a signal depends on its
amplitude, the power of the transmitted wave depends on the power of the modulat-
ing signal. When a cosine carrier wave is used, the AM wave can be mathematically
represented as below:

s(t) = (1 +nqx(t)) cos(2m fet) (1.5.1)

where n,, known as the modulation index, is the ratio of the amplitude of the
information signal to that of the carrier signal, f. is the frequency of the carrier
signal, x(t) is the information signal, and ¢(t) = cos(2w f.t) is the carrier signal.

In modern communication systems, AM is not the preferred modulation mech-
anism. AM creates additional unwanted signals in frequencies on either side of the
carrier during the superimposition process. These signals, called sidebands, lead
to poor spectrum utilization, and they consume additional power. Hence, AM is
considered to be an inefficient modulation mechanism. A variant of AM, where the
sidebands are stripped away on one side, called single side band (SSB), is often used
in place of plain AM. Broadcast radio is one of the applications which still uses AM.

Angle Modulation

Frequency modulation and phase modulation come under this category. The angle
modulated signal can be mathematically represented as

s(t) = Ac [cos(2m fet) + P(t)] (1.5.2)

where A, is the amplitude and f, is the frequency of the carrier signal. Frequency
modulation and phase modulation are special cases of angle modulation. Changing
the frequency of a wave also changes its phase, and vice versa. The angle modulated
signal has a constant amplitude, and as a consequence the transmitter operates at
full power constantly, which also maximizes its range.

Frequency Modulation

In frequency modulation (FM), the amplitude of the modulated signal is kept con-
stant, while the instantaneous frequency is altered to reflect the information signal
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Figure 1.3. Analog modulation schemes.

that is being transmitted. Frequency modulation follows Equation 1.5.2, with the
condition that the derivative of the phase, that is, ®'(t), is proportional to the infor-
mation signal z(¢). Since frequency can also be defined as the rate of change of phase
of the signal, here @' (¢) represents the deviation of the instantaneous frequency of
the modulated signal from that of the carrier signal. In FM, this @ (t) is directly
proportional to the information signal/modulating signal. It can be represented as
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/

® (t) =nypx(t) (1.5.3)

where ny is a constant, known as the frequency modulation index.

The instantaneous frequency of the carrier wave is changed according to the
amplitude of the information signal, resulting in the stretching or the compressing
of the carrier wave depending on the value of the modulating voltage. FM is more
resistant to noise. Random interference is more likely to affect the amplitude of a
signal rather than its frequency. Thus the SNR for an FM wave is higher than that
for an AM wave. Some common applications where FM is used are radio broadcasts
and first-generation cellular phones. Figure 1.3 (d) shows the FM modulated signal.

Phase Modulation

In phase modulation (PM), the phase of the modulated signal ®(¢) is directly pro-
portional to the information signal x(¢). It is represented as

O(t) = nyx(t) (1.5.4)

where n, is a constant, known as the phase modulation index. It can be seen
from Equation 1.5.2 that [27f.t + ®(t)] is the phase of the modulated signal. The
instantaneous phase deviation of the modulated signal from the carrier signal is
®(t). In PM, this ®(¢) is proportional to the information signal /modulating signal.

1.5.2 Digital Modulation

Digital modulation schemes are used for transmitting digital signals that consist of
a sequence of 0 and 1 bits. As in analog modulation, digital modulation also changes
a certain property of the carrier signal. The main difference between analog and
digital modulation is that while the changes occur in a continuous manner in analog
modulation, they occur at discrete time intervals in digital modulation. The number
of such changes per second is known as the baud rate of the signal. Some of the
basic digital modulation techniques such as amplitude shift keying, frequency shift
keying, and phase shift keying are described below.

Amplitude Shift Keying

In amplitude shift keying (ASK), when a bit stream is transmitted, a binary 1 is
represented by the presence of the carrier signal ¢(t) for a specified interval of time,
and a binary 0 is represented by the absence of the carrier signal for the same
interval of time. Mathematically, ASK can be represented as

(1) = A, cos(2m f.t), for binary 1
=900, for binary 0

where A, is the amplitude of the carrier signal and f. is its frequency. The re-
sult of ASK when applied to the bit pattern shown in Figure 1.4 (a) is shown in
Figure 1.4 (b).



Section 1.5.  Modulation Techniques 15

0 0 0 0

() Bit String

I,
R

LA A AR AR
AULRRATR LA

(c) BESK Modulation

A L
VW WY VW VY

() BPEK Modulation

AR A
WV VYW VW W

(&) DPEK Modulation

Amplitude ——»

Time ———m

Figure 1.4. Digital modulation schemes.

Frequency Shift Keying
Frequency shift keying (FSK) is done as follows. If f. is the frequency of the
carrier signal and if k is a small frequency offset, then transmission of a binary 1

is represented by the presence of a carrier signal of frequency f. + k for a specified
interval of time. Transmission of bit 0 is represented by the presence of a carrier
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signal of frequency f. — k for the same interval of time. Since two frequency levels
are used in this technique, it is also known as two-level FSK or binary FSK (BFSK).
FSK can be mathematically represented as follows:

() = A; cos(2n(f. + k)t), for binary 1
W= A cos(2n(f. — k)t), for binary 0

where A, and f. are the amplitude and frequency, respectively, of the cosine car-
rier signal. FSK when applied to the bit pattern of Figure 1.4 (a) is shown in
Figure 1.4 (c).

In the FSK mechanism described above, that is, BEFSK, since only two frequency
levels are used, each frequency level encodes just a single bit, 1 or 0. By using
multiple frequency levels (by using multiple frequency offsets), a single frequency
level can be used to encode multiple bits. An example is the four-level FSK. A
four-level FSK can be used to transmit two bits per frequency shift. It can be
mathematically represented as

Ac cos(2m(f. + 3k)t), for binary 10
Ac cos(2m(f. + k)t), for binary 11
s(t) = A. cos(2w(f. — k)t), for binary 01
A, cos(2m(f. — 3k)t), for binary 00

where A, is the amplitude and f. is the frequency of the carrier signal.

The spacing between the frequencies used for representing bits 0 and 1 (also
known as tone distance) is an important parameter in the design of FSK systems.
The frequency spacing is directly proportional to the bandwidth occupied by the
FSK signal. In order for a receiver to detect the 1 and O bits without any error,
the tone distance must be chosen carefully. FSK modulation with a minimum tone
distance of 1/2T, where T is the duration of each transmitted bit, is referred to as
minimum shift keying (MSK). In order to reduce side bands, the baseband signal to
be transmitted is filtered before the frequency shift keying process. Gaussian filters
are the most commonly used filters for this purpose, and the associated modulation
mechanism is referred to as Gaussian MSK (GMSK). The filtering smoothens the
rapid transmissions and reduces the bandwidth occupied by the signal. GMSK is
widely used in second-generation cellular systems such as GSM, described in detail
in Chapter 3.

Gaussian FSK (GFSK) is an FSK technique in which the data to be transmitted
is first filtered in the baseband by means of a Gaussian filter, and is then modulated
by simple frequency modulation. A two-level or four-level GFSK is used in the
IEEE 802.11 standard (described in detail in the next chapter). An n-level GFSK
technique is similar to an n-level FSK technique, the only difference being that the
baseband signal is filtered using a Gaussian filter before being frequency modulated
in the n-level GFSK.

Phase Shift Keying

In phase shift keying (PSK), change in phase of the carrier signal is used to represent
the 0 and 1 bits. The transmission of bit 0 is represented by the presence of the



Section 1.5. Modulation Techniques 17

carrier for a specific interval of time, while the transmission of bit 1 is represented
by the presence of a carrier signal with a phase difference of 7 radians for the same
interval of time. PSK using a cosine carrier wave with amplitude A. and frequency
fe can be mathematically represented as

A cos(2mfet + ), for binary 1
s(t) = { A, cos(2m fct), for binary 0
This technique is also known as binary PSK (BPSK) or two-level PSK since a single
phase difference is used for representing 0 and 1 bits. Figure 1.4 (d) shows the BPSK
modulation of the bit pattern of Figure 1.4 (a).

Just as multiple frequency levels are used in FSK, multiple phase deviations can
be used in PSK. This enables encoding of multiple bits by each phase representation.
Quadrature PSK (QPSK), for example, uses four different phases each separated
by 7/2 radians. This would enable transmission of two bits per phase shift. The
mathematical representation of QPSK is given below.

A, cos (2 fot + %) ,  for binary 10

) Accos(2mfet+ %) , for binary 11
s(t) = A, cos (2mf.t + 2),  for binary 01
A, cos §27cht + é; , for binary 00

w/4 shifted QPSK (w/4-QPSK) is a QPSK mechanism where the maximum
phase deviation is limited to 4= 135 degrees. The main advantage of 7/4 shifted QPSK
is that it can be received non-coherently, that is, the receiver need not lock to
the phase of the transmitted signal, which simplifies the receiver design. It pro-
vides the bandwidth efficiency of QPSK along with lesser fluctuations in amplitude.
/4 shifted QPSK is used in the North American digital cellular TDMA standard,
IS-136, and also in the Japanese digital cellular (JDC) standard.

Differential PSK (DPSK) is a variation of the basic PSK mechanism. Here,
binary 1 is represented by the presence of a carrier signal whose phase has been
changed relative to the phase of the carrier used for representing the previous bit.
A binary 0 is represented by the presence of a carrier wave whose phase is the
same as that of the carrier used for transmitting the previous bit. Figure 1.4 (e)
depicts the DPSK pattern when applied on the bit pattern of Figure 1.4 (a). DPSK
comes with an added advantage. Since phase differences occur continuously for long
runs of 1s, this can be used for self-clocking. If there are only two possible phase
differences, used for representing bit 0 and bit 1, then the modulation technique
is called differential binary PSK (DBPSK). If four phase differences are used, for
representing the bit sequences 00, 01, 10, and 11, then the scheme is called differ-
ential quadrature PSK (DQPSK). If a greater number of phase differences, say, 8
or 16, is used, then the corresponding systems are called 8-DPSK and 16-DPSK,
respectively. 7//-DQPSK is another modulation technique, which is a variant of
the DQPSK technique. In 7/4-DQPSK, an additional phase shift of 7/4 radians is
inserted in each symbol. In standard DQPSK, a long run of Os at the data input
would result in a signal with no phase shifts at all, which makes synchronization
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Table 1.2. Phase changes used in 7/4 shifted PSK

Pair of Bits | Phase Change
00 /4
01 5m/4
10 —r/4
11 —57/4

at the receiver very difficult. If 7/4-DQPSK is used in such a situation, the phase
shift of 7/4 ensures that there is a phase transition for every symbol, which would
enable the receiver to perform timing recovery and synchronization.

Another variant of PSK is the w/4 shifted PSK (w/4-PSK). This is a four-level
PSK technique, hence each phase shift represents two bits. A pair of bits are
represented by varying the phase of the carrier signal relative to the phase of the
carrier signal used for representing the preceding pair of bits. Table 1.2 shows
the phase changes used for various pairs of bits. This method also provides for self-
clocking since there is always a phase shift between the transmissions of consecutive
bits. Figure 1.5 illustrates the 7/4 shifted PSK mechanism for a bit string 110001.

The next modulation mechanism to be discussed here is quadrature amplitude
modulation (QAM). Both the amplitude and the phase are varied in QAM in order
to represent bits. In QPSK, each shift in phase would be used to code a pair of bits.
But if two amplitude values were used in combination with regular QPSK, it would
be possible to obtain eight different combinations. And hence it would now be pos-
sible for each of those combinations to encode three bits. This effectively increases
the data rate of the system. The different combinations possible are also known
as constellation patterns. Figure 1.6 depicts the constellation pattern for a system
using four phase changes with two amplitude values. By using a large number of

11 01

—5m /4 phase shift 7t /4 phase shift 57t/4 phase shift

Figure 1.5. Operation of 7/4 shifted PSK.
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Figure 1.6. Constellation pattern in 8-QAM.

phase changes/amplitude combinations, it would be possible to encode multiple bits
using each of those combinations. Hence, spectrum utilization is greatly improved
in QAM. Several higher level QAM schemes which are more bandwidth-efficient are
in use today. 16-QAM and 64-QAM are two such schemes where 16 and 64 different
phase changes/amplitude combinations, respectively, are used. The main drawback
of QAM systems is that, as the number of phase changes/amplitude combinations
are increased, the system becomes more complex and is more susceptible to errors
caused due to noise and distortion.

1.6 MULTIPLE ACCESS TECHNIQUES

The previous section discussed techniques used for the transmission of raw bits on
the channel. Since the transmission medium in wireless networks is broadcast in
nature, a node (wireless communication device) cannot transmit on the channel
whenever it wants to. Multiple access techniques are used to control access to the
shared channel. They determine the manner in which the channel is to be shared by
the nodes. Some of the basic multiple access techniques used in wireless networks
are presented in this section.

Multiple access techniques are based on the orthogonalization? of signals, each
signal represented as a function of time, frequency, and code. Hence, multiplexing
can be performed with respect to one of these three parameters; the respective tech-
niques are termed frequency division multiple access, time division multiple access,

4Two vectors are said to be orthogonal if the normalized inner product of the two vectors,
which is given by the cosine of the angle between the two vectors, is zero. The normalized inner
product of two vectors is a measure of similarity between the two vectors. If it is zero, then it
implies that the two vectors are totally dissimilar.
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and code division multiple access. Apart from these techniques, the medium can be
multiplexed with respect to space also, and this technique is called space division

multiple access. A brief discussion of each of the above techniques is presented
below.

1.6.1 Frequency Division Multiple Access

The frequency division multiple access (FDMA) mechanism operates as below.
The available bandwidth is divided into multiple frequency channels/bands. A
transmitter—receiver pair uses a single dedicated frequency channel for communica-
tion. Figure 1.7 depicts the principle behind the operation of FDMA. The frequency
spectrum is in effect divided into several frequency sub-bands. Transmissions on
the main band of a channel also result in the creation of additional signals on the
side bands of the channel. Hence the frequency bands cannot be close to each other.
Frequency bands are separated from each other by guard frequency bands in order
to eliminate inter-channel interference. These guard bands result in the under-
utilization of the frequency spectrum. This is the main disadvantage of FDMA.
FDMA has been widely adopted in analog systems for portable telephones and
automobile telephones.
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Figure 1.7. Illustration of FDMA.
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In a cellular network, a central controller known as the base station (BS) dynami-
cally allocates a different carrier frequency to each node, known as the mobile station
(MS). Each node is in fact allocated a pair of frequencies for communication, one
for the traffic from the MS to the BS (uplink frequency), and the other for carrying
traffic from the BS to the MS (downlink frequency). This system, used for two-way
communication between a pair of stations (MS and BS here), is called frequency
division duplezing (FDD). Since high-frequency transmissions suffer greater atten-
uation when compared to low-frequency transmissions, high transmission power
is required for high-frequency channels for compensating the transmission losses.
Power available at an MS is limited. Hence, in order to conserve energy at the MS,
the uplink frequency is always lower than the downlink frequency.

Orthogonal Frequency Division Multiplexing

Orthogonal frequency division multiplexing (OFDM) is a multi-carrier transmis-
sion mechanism. It resembles FDMA in that both OFDM and FDMA split the
available bandwidth into a number of frequency channels. OFDM is based on the
spreading of the data to be transmitted over multiple carriers, each of them being
modulated at a low rate. The data signal is split into multiple smaller sub-signals
that are then transmitted to the receiver simultaneously at different carrier fre-
quencies (sub-carriers). Splitting the carrier into multiple smaller sub-carriers and
then broadcasting the sub-carriers simultaneously reduce the signal distortion at
the receiver caused due to multipath propagation of the transmitted signal. By
appropriately choosing the frequency spacing between the sub-carriers, the sub-
carriers are made orthogonal to each other. Though spectral overlapping among
sub-carriers occurs, the orthogonality of the sub-carriers ensures error-free reception
at the receiver, thereby providing better spectral efficiency. OFDM is sometimes
also referred to as discrete multi-tone (DMT) modulation. OFDM is currently used
in several applications such as wireless local area networks (WLANSs) and digital
broadcasting.

1.6.2 Time Division Multiple Access

Time division multiple access (TDMA) shares the available bandwidth in the time
domain. Each frequency band is divided into several time slots (channels). A set of
such periodically repeating time slots is known as the TDMA frame. Each node is
assigned one or more time slots in each frame, and the node transmits only in those
slots. Figure 1.8 depicts the concept behind TDMA. For two-way communication,
the uplink and downlink time slots, used for transmitting and receiving data, respec-
tively, can be on the same frequency band (TDMA frame) or on different frequency
bands. The former is known as time division duplex - TDMA (TDD-TDMA), and
the latter as frequency division duplex - TDMA (FDD-TDMA). Though TDMA
is essentially a half-duplex mechanism, where only one of the two communicating
nodes can transmit at a time, the small duration of time slots creates the illusion of a
two-way simultaneous communication. Perfect synchronization is required between
the sender and the receiver. To prevent synchronization errors and inter-symbol in-
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Figure 1.8. Illustration of TDMA.

terference due to signal propagation time differences, guard intervals are introduced
between time slots. Since the sizes of slots are already small, the introduction of
guard intervals results in a significant overhead for the system.

FDMA requires the device to have the capability of simultaneously receiving and
transmitting signals, which leads to increased cost. But when TDMA is used, the
device can switch between slots and hence use the same transmitter for receiving
also. Hence, the equipment cost in TDMA is less. TDMA is widely used in second-
generation cellular systems such as GSM, described in detail in Chapter 3.

1.6.3 Code Division Multiple Access

Unlike other systems such as TDMA and FDMA, code division multiple access
(CDMA) does not assign a specific frequency to each user. Instead, every channel
uses the entire spectrum. Individual conversations are encoded with a pseudo-
random digital sequence. As the narrow-band transmission frequency is spread
over the entire wideband spectrum, the technique is also called as spread spectrum.
The transmissions are differentiated through a unique code that is independent
of the data being transmitted, assigned to each user. The orthogonality of the
codes enables simultaneous data transmissions from multiple users using the entire
frequency spectrum, thus overcoming the frequency reuse limitations seen in FDMA
and TDMA.

CDMA was first used during World War II by the English Allies to foil attempts
by the German army to jam the transmissions of the Allies. The Allies decided
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to transmit signals over several frequencies in a specific pattern, instead of just
one frequency, thereby making it very difficult for the Germans to get hold of the
complete signal.

Two types of spread spectrum systems are widely in use today, namely, frequency
hopping spread spectrum and direct sequence spread spectrum, which are described
below.

Frequency Hopping Spread Spectrum

Frequency hopping spread spectrum (FHSS) is a simple technique in which the
transmission switches across multiple narrow-band frequencies in a pseudo-random
manner, that is, the sequence of transmission frequencies is known both at the
transmitter and the receiver, but appears random to other nodes in the network.
The process of switching from one channel to the other is termed frequency hop-
ping. The radio frequency signal is de-hopped at the receiver by means of a fre-
quency synthesizer controlled by a pseudo-random sequence generator. Figure 1.9
illustrates the concept behind FHSS. The figure shows two simultaneous transmis-
sions. The first transmission (darker shade in figure) uses the hopping sequence
fa fr fo f1 f5 f3 fo fo fs and the second transmission uses the hopping sequence
fi fs fe fo fa fo fr f1 fs. Frequency hopped systems are limited by the total
number of frequencies available for hopping. FHSS can be classified into two types:
fast FHSS and slow FHSS. In fast FHSS, the dwell time on each frequency is very
small, that is, the rate of change of frequencies is much higher than the information
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bit rate, resulting in each bit being transmitted across multiple frequency hops.
In slow FHSS, the dwell time on each frequency is high, hence multiple bits are
transmitted on each frequency hop. FHSS is now used mainly for short-range radio
signals, particularly those in the unlicensed bands.

Direct Sequence Spread Spectrum

The principle behind direct sequence spread spectrum (DSSS) can be explained
easily by the following analogy. Suppose conversations in several languages are
occurring in a room. People who understand only a particular language listen to
and follow the conversation taking place in that language alone. They ignore and
discard conversations in other languages as noise. The same principle applies to
DSSS. In DSSS, each node is assigned a specific n-bit code, called a chipping code.
n is known as the chipping rate of the system. These codes assigned to the nodes
are orthogonal to each other, that is, the normalized inner product® of the vector
representations of any two codes is zero. Each node transmits using its code. At
the receiver, the transmission is received and information is extracted using the
transmitter’s code. For transmitting a binary 1, the sender transmits its code; for a
binary 0, the one’s complement of the code is transmitted. Hence, transmission of
a signal using CDMA occupies n times the bandwidth that would be required for a
narrow-band transmission of the same signal. Since the transmission is spread over
a large bandwidth, resistance to multipath interference is provided for in CDMA.
Figure 1.10 illustrates the DSSS transmission. DSSS is used in all CDMA cellular
telephony systems.

Complementary code keying (CCK) is a modulation technique used in conjunc-
tion with DSSS. In CCK, a set of 64 8-bit code words is used for encoding data for
the 5.5 Mbps and 11 Mbps data rates in the 2.4 GHz band of the IEEE 802.11 wire-
less networking standard (described in detail in the next chapter). The code words
used in CCK have unique mathematical properties that allow them to be correctly
distinguished from one another by a receiver even in the presence of significant noise
and multipath interference. In CCK, sophisticated mathematical formulas are ap-
plied to the DSSS codes, which permit the codes to represent a greater amount
of information in each clock cycle. The transmitter can now send multiple bits of
information through each DSSS code, which makes it possible to achieve the 11
Mbps data rate.

1.6.4 Space Division Multiple Access

The fourth dimension in which multiplexing can be performed is space. Instead
of using omnidirectional transmissions (as in FDMA, TDMA, and CDMA) that
cover the entire circular region around the transmitter, space division multiple
access (SDMA) uses directional transmitters/antennas to cover angular regions.
Thus different areas/regions can be served using the same frequency channel. This

5The normalized inner product of two vectors is a measure of similarity between the two vectors.
It is given by the cosine of the angle between the two vectors. If the normalized inner product is
zero, then it implies that the two vectors are totally dissimilar.
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Figure 1.10. Illustration of DSSS.

method is best suited to satellite systems, which often need a narrowly focused
beam to prevent the signal from spreading too widely and in the process becoming
too weak. A satellite can thus reuse the same frequency to cover many different
regions of the Earth’s surface. Figure 1.11 shows how SDMA could be used for
satellite communication.

1.7 VOICE CODING

The primary objective of most wireless networks in existence today is to support
voice communication. If just a data signal consisting of binary digits is to be
transmitted, the bits to be transmitted can be directly used to modulate the carrier
signal to be used for the transmission. This process is not so direct in the case of
analog voice signals. The voice coding process converts the analog signal into its
equivalent digital representation. The analog speech information to be transmitted
is first converted into a sequence of digital pulses. It should then be transmitted
without any noticeable distortion. The devices that perform this analog to digital
conversion (at the sender) and the reverse digital to analog signal conversion (at
the receiver) are known as codecs (coder/decoder). The main goal of a codec is to
convert the voice signal into a digital bit stream that has the lowest possible bit rate,
while maintaining an acceptable level of quality of the signal, that is, it should be
possible to reproduce the original analog speech signal at the receiver without any
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Figure 1.11. Illustration of SDMA.

perceivable distortion or disturbances. Pulse position modulation (PPM) is one of
the techniques used for converting an analog signal into its digital representation. In
PPM, the amplitude and width of the pulse are kept constant. The position of each
pulse, with respect to the position of a recurrent reference pulse, is varied according
to the instantaneous sampled amplitude of the information signal. PPM requires
constant transmitter power since all pulses have the same constant amplitude and
duration. PPM is used in the infrared physical layer specification of the IEEE 802.11
standard. The main disadvantage of PPM is that perfect synchronization is required
between the transmitter and receiver. Pulse code modulation is another technique
which is commonly used for conversion of an analog signal into its corresponding
digital form.

1.7.1 Pulse Code Modulation

Pulse code modulation (PCM) essentially consists of three stages, namely, sampling
of the analog signal, quantization, and binary encoding. Each of these stages is
described below.
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Sampling

The codec converts the analog speech signal to its digital representation by sampling
the signal at regular intervals of time. The higher the sampling rate, that is, the
shorter the time interval between successive samples, the better the description of
the voice signal. The frequency of the samples to be taken, such that quality of
the voice signal is preserved, is given by the sampling theorem. According to the
sampling theorem, if the original voice signal has a limited bandwidth, that is, it
does not contain any component with a frequency exceeding a given value B, then
all information in the original signal will be present in the signal described by the
samples, if the sampling frequency is greater than twice the highest frequency in
the original signal, that is, it is greater than 2 x B. This theorem is also known
as Nyquist’s theorem. The series of pulses produced after sampling the analog
signal, known as pulse amplitude modulation (PAM) pulses, have their amplitudes
proportional to that of the original signal. Figure 1.12 (b) shows the PAM pulses
generated for the analog waveform of Figure 1.12 (a).

Quantization

During the quantization phase, the amplitudes of the PAM pulses are measured and
each pulse is assigned a numerical value. In order to avoid having to deal with an
infinite number of values for the PAM pulses, a fixed number of amplitude levels are
used. The amplitude of the analog signal at each sampling instant is rounded off
to the nearest level. Figure 1.12 (c) depicts the output of quantization applied to
the PAM pulses in Figure 1.12 (b). Since some of the information is lost due to the
approximation of amplitude levels, quantization distorts the original analog signal.
This distortion is also known as quantization error. But at the same time, since
only a fixed number of amplitude levels are used, only a fixed number of numerical
values need to be transmitted. This reduces the complexity of the equipment and
also the probability of transmission errors.

Binary Encoding

In this final phase, the quantized PAM pulses are encoded into the binary format,
which forms the final output of the analog-to-digital conversion process. The num-
ber of bits used to represent each amplitude level is based on the total number of
amplitude levels that need to be represented. The quantized PAM pulses in Figure
1.12 (c) use seven quantization levels. Therefore, at least three bits would be re-
quired for representing each level. The encoded output of the quantized pulses in
Figure 1.12 (¢) would be 110 110 100 010 011 110 110 101 100 100 101. This bit
pattern is then modulated and transmitted by the sender.

1.7.2 \Vocoders

The PCM mechanism described above requires high bit rates. For example, if a
sampling rate of 8,000 samples/second is used and each sample is encoded into
eight bits, then the corresponding data rate would be 64 Kbps. Hence, PCM is
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Figure 1.12. Pulse code modulation.

not very suitable for wireless networks where the limited bandwidth needs to be
utilized efficiently. Vocoders are devices that operate making use of knowledge of
the actual structure and operation of human speech production organs. They do not
modulate the actual voice signal; instead they work by modeling the mechanics by
which sound is produced (e.g., lip movement, and the effect of the throat and nose on
speech). This information is encoded and transmitted by the sender, and is received
by the receiver, which then reconstructs the original signal. Vocoders achieve voice
transfer at low bit rates. Hence they are more suitable compared to PCM for voice
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communication in wireless networks. But a drawback of using vocoders is that since
the actual voice signals are not transmitted, the signals received and reconstructed
at the receiver do not appear to be natural. The artificiality in the reconstructed
signal makes it difficult to identify the actual speaker on the other side.

In order to overcome the above problem, certain hybrid codecs are used, which
transmit both vocoding information and also the PCM signal information. Certain
other codecs are also available, which vary the bit rate of the outgoing signal ac-
cording to the characteristics of the speech signals fed to them. For more details on
vocoders, the reader can refer to [4].

1.8 ERROR CONTROL

On any transmission channel, and especially on the wireless channel, it is never
guaranteed that the transmitted data will be delivered as it is without any errors
at the destination. There is always a non-zero probability that the bit stream gets
altered while in transmission. The bit error rates (BERs — fraction of bits that are
received in error) for the wired channel and the wireless channel can be as high as
1079 and 10~%, respectively. The unreliable nature of the wireless channel makes
error control even more important in the wireless networks context.

Several coding techniques are available, which try to provide resistance against
errors by adding redundant bits to the transmitted bits. These redundant bits
help the receiver to either detect errors and request for a retransmission (error
detection), or to identify and correct the faulty bits (error correction). We have
different coding schemes for error detection and for error correction. The process
of adding the redundant bits to the bit stream is known as channel coding. Some
of the commonly used coding techniques are discussed below.

1.8.1 Parity Check

Parity check, which can detect single-bit errors, is the simplest of the error detection
techniques. The parity check mechanism works as below. Initially, the transmitter
and receiver come together in an agreement on whether the number of 1 bits in
the messages they exchange would be odd or be even. If the number of 1s is odd,
then the scheme is called odd parity; if it is even, the scheme is called even parity.
Each message has an additional bit, called a parity bit, which is the last bit of the
message. The parity bit is set to 1 or 0 based on the prior agreement on whether
the message should contain an even or odd number of 1s. Consider the following
example. If the message to be transmitted is 10111 and the odd parity scheme is
used, the sender appends a parity bit (last bit) of 1 to make the number of 1s odd.
Thus the message transmitted would be 101111. If no error occurs in transmission,
the receiver would receive the message as it is, it would verify and find that the
number of 1 bits is odd in number, and hence conclude that there was no error in
transmission. On the other hand, if a single-bit error had occurred (a single bit
would have been flipped from 0 to 1 or 1 to 0), the number of ones in the received
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message would not be odd. The receiver hence concludes that the message became
corrupted in transmission and requests the sender for a retransmission.

The parity check mechanism cannot detect a multiple of two-bit errors in the
same message. In the above example, if the received message had been 101001,
the receiver would have wrongly concluded that the message had been received
correctly, though actually two bits are in error. This scheme is guaranteed to detect
only single-bit errors. Another disadvantage of this scheme is that the receiver can
only detect the error and not correct it since it does not know the exact bit in error.

For correcting errors, the Hamming distance of the binary streams/binary words
used in the communication becomes important. The Hamming distance of a set
of binary streams is the minimum number of bits that need to be inverted for
converting one stream from the set into another valid stream of the set. For example,
if the set of binary streams used in the communication consists of only two patterns
000000 and 000111, the Hamming distance becomes three. Hence, up to two-bit
errors can be detected successfully, and all one-bit errors in the received messages
can be corrected. For example, if the message received is 100111, since the Hamming
distance is three, the receiver would conclude that if a one-bit error had occurred,
then the actual transmitted message should have been 000111. In general, to detect
d errors, a Hamming distance of at least d+1 is required, and for correcting d errors
a Hamming distance of at least 2d 4 1 is required. This would make the valid bit
streams to be far enough from each other so that even when up to d bits go in error,
the original transmitted bit stream is closer to one of the valid bit streams than any
other.

1.8.2 Hamming Code

The Hamming code works as follows. Each valid binary stream of length n is said
to consist of d data bits and r redundant/check bits (n = d + r). The bits of the
bit stream are numbered consecutively from bit 1, the most significant bit (MSB),
at the left end. Bits that are powers of 2 (1, 2, 4, 8, 16, etc.) are the check bits.
The remaining positions (3, 5, 6, 7, 9, etc.) are taken up by the data bits. Each
check bit is set to 1 or 0 such that the parity of the bits it represents, including
itself, is even or odd (depending on whether even parity or odd parity is used).
In order to determine to what check bits a data bit contributes to, the position of
the data bit is written in powers of 2. The data bit is checked by the check bits
occurring in the expansion. For example, 11 can be written as 142+ 8. Hence it is
checked by the check bits in positions 1, 2, and 8. When a bit stream arrives at the
receiver, it initializes a counter to zero. It then examines each check bit in position
i(1=1,2,4,8,...) and checks whether it satisfies the parity condition (even or odd).
If not, it adds the position of that check bit to the counter. After all check bits
have been examined, if the counter value is zero, then it implies that the bit stream
was received without any error. Otherwise, the counter contains the position of the
incorrect bit. For example, if check bits 1 and 2 are in error, it implies that the
third bit has been inverted. This is because it is only bit 3 that is checked by bits
1 and 2 alone. Hamming codes can correct only single-bit errors.
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1.8.3 Cyclic Redundancy Check

Cyclic redundancy check (CRC) is one of the widely used error detection tech-
niques. The CRC technique is used for protecting blocks of data called frames.
The transmitter appends an additional n-bit sequence called frame check sequence
(FCS) to each frame it transmits. The FCS holds redundant information regarding
the frame, which helps the receiver detect errors in the frame. The CRC algorithm
works as follows. It treats all bit streams as binary polynomials. The transmitter
generates the FCS for a frame so that the resulting frame (FCS appended to the
original frame) is exactly divisible by a certain pre-defined polynomial called the
divisor or CRC polynomial. At the receiver, the received frame is divided by the
same CRC polynomial. The frame is considered to be free of errors if the remainder
of this division is zero; if not, it implies that the received frame is in error. CRC
has the advantages of very good error detection capabilities, less overhead, and ease
of implementation.

1.8.4 Convolutional Coding

Techniques such as the Hamming code and CRC work on fixed blocks of data.
They would not be suitable for a continuous data stream. Convolutional coding
is well-suited for long bit streams in noisy channels. Convolutional codes are re-
ferred to, based on their code rates and constraint length. The code rate r of a
convolutional code gives the ratio of the number of bits k that were fed as input
to the convolutional coder to the number of bits n at the output of the coder, that
is, r = k/n. The constraint length K of a convolutional code denotes the length
of the convolutional coder, that is, the number of stages used in the coder. The
larger the constraint length, the lesser the probability of a bit suffering an error.
Operation of the encoding process can be best explained using an example. Con-
sider the convolutional coder shown in Figure 1.13. It consists of four stages, that
is, K =4, and a code rate r = 1/3. Initially, the first bit (MSB) is fed to the first
stage of the coder, and three bits are obtained as the result of coding this bit. This
process continues till the last bit of the input bit stream leaves the last stage of the
coder. For a bit pattern of 1101, the output from the coder in Figure 1.13 would be
111 100 001 110 000 010 011 000. The operation of the coder depends on various
factors such as the number of stages used, the number of XOR adders used, and
the way connections are made from the stage outputs to the adders.

Two types of mechanisms are available for decoding the convolutional codes. The
first mechanism called sequential decoding performs well with convolutional codes
having a large K value, but it has a variable decoding time. The second type of
decoding, called Viterbi decoding, has a fixed decoding time, but the computational
complexity for this decoding is high. For more details on convolutional coding, the
reader can refer to [5].

1.8.5 Turbo Codes

Turbo codes are very powerful error-correcting codes. Turbo codes were first pro-
posed by C. Berrou et al. in 1993 [6]. Turbo codes are considered to be one of the
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Figure 1.13. A convolutional coder.

very important breakthroughs in channel coding theory. The turbo codes exhibit
performance closer to the theoretical Shannon limit than any other code. They have
very good error-control properties, and at the same time the decoding process is
computationally feasible. These two features make the turbo codes very powerful.
Figure 1.14 shows a basic turbo code encoder. It uses two recursive® systematic’
convolutional (RSC) codes with parallel concatenation. In Figure 1.14, the first
RSC/convolutional encoder uses the bit stream as it arrives. The second convo-
lutional encoder receives the bit stream through the interleaver. The interleaver
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Figure 1.14. Turbo code encoder.

6A code is said to be recursive if one of the feed forward paths in the encoder is fed back into
its input.

7A systematic code is one in which the original data bits are not modified; the redundant bits
are just appended to the data bits.
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randomizes the input sequence of the second encoder, such that the inputs of the
two encoders are uncorrelated. The two encoders introduce redundant bits for the
same block of input data bits. However, because of the interleaver which alters the
bit pattern input to the second encoder, the redundant bits generated by the two
encoders are different. The received data would have two different coded sequences
(generated by the two convolutional encoders). An iterative decoder is used at the
receiver. A turbo decoder that uses a single iteration is shown in Figure 1.15. The
first decoder decodes the input sequence to give a soft output. This soft output is a
measure of the reliability of each decoded information bit (whether or not any errors
had occurred). This reliability information is called extrinsic information, that is,
it does not depend on the current inputs to the decoder. The extrinsic information
from the first decoder, after interleaving, is passed to the second decoder. The
second decoder uses this information to decode the interleaved input bit sequence.
From the soft outputs of the second decoder the new extrinsic information, which
again is a measure of the reliability of the decoded bits, is fed back to the first
decoder, and the process continues. The final output is taken from the output of
the second decoder. The performance of the turbo coding scheme improves as the
number of decoder iterations is increased.

1.9 COMPUTER NETWORKS

Having discussed the fundamentals of wireless communication technology, it would
now be appropriate to know how wireless networks operate. But before going into
the specifics of wireless networks, it would do well to understand the principles
behind the operation of a general computer network. A computer network inter-
connects autonomous computers/nodes. Computer networks are almost indispens-
able in today’s world. They have become very essential for day-to-day life and
are used by a wide gamut of applications. Some of the very common applications
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are electronic mail systems, ticket reservation systems, credit card systems, and
video conferencing.

Computer networks can be broadly classified under two main categories, namely,
client /server networks and peer-to-peer networks. A client/server network involves
processes, client processes and server processes, which usually reside on different ma-
chines. The client processes request and receive services from the server processes.
The client/server model is widely used for sharing resources such as files, printers,
and other applications. For example, a Web server could be a server process re-
ceiving requests for Web pages from Web browsers (client processes) running on
different machines, and sending them back the required Web pages. Other popular
applications such as electronic mail clients and file transfer session clients (FTP
clients) also follow the client/server model. A peer-to-peer network, on the other
hand, does not require any dedicated server. Every computer on the network can
share its resources (e.g., files or printers) with any other computer on the network,
provided sufficient access privileges are granted for those computers. In effect, ev-
ery computer connected to the network is both a client and a server. The music
file-sharing system, Napster, was once the most popular peer-to-peer application on
the Internet.

Based on the transmission technology used, networks can be classified under
two broad categories, namely, broadcast networks and point-to-point networks. A
broadcast network uses a single shared communication channel. A message trans-
mitted by a node can be heard by all other nodes in the network. Each message
carries the address of its intended destination. The destination node, on finding
its address on the message, accepts the message. The other nodes just ignore the
message. A broadcast network is usually used to connect machines within a small
geographic area. In a point-to-point network, the communication channel is not
shared. Two nodes are connected through a dedicated link. Data transmitted by
the source node can be received only by the intended next hop receiver node. Hence,
the transmitted data might have to traverse through multiple hops in order to reach
the final destination. Such point-to-point links are used to connect machines that
are physically separated by large geographic distances. Based on the geographic
span of the network, networks can be classified as LANs, MANs, or WANs.

Local area networks (LANSs) are the most common networks one can find today.
As the name suggests, a LAN is used to connect computers that are located within
a small geographical area, such as within office buildings or homes. In a LAN, all
the computers are attached to a common broadcast medium. Ethernet is the most
common physical medium used for connecting computers in a LAN. A metropolitan
area network (MAN) covers a much larger area compared to that covered by a
LAN. A MAN may be used to connect computers that are located at different
offices or those that are located in the same city or town. Some of the common
technologies used in MANs are asynchronous transfer mode (ATM) (which will
be described later in this chapter) and fiber distributed data interface (FDDI).®
Networks that are used to connect computers located in a large geographical area,

8FDDI is a token-based LAN standard that uses a ring topology network in which nodes are
interconnected by optical fiber links.
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which may span different cities or even countries, are called wide area networks
(WANs). WANSs may be connected through phone lines, satellite links, or optical
fibers. The transmission medium in a WAN may include several point-to-point
links. A network that connects two or more of the above three types of networks,
that is, LANs, WANs, or MANs; is called an internetwork.

Any network requires network hardware and software in order to operate. Net-
work hardware may include devices such as network cards, switches, routers, and
gateways. Network software was not given much importance in the early networks.
But today, the network software plays an extremely important role in any type of
network.

1.10 COMPUTER NETWORK SOFTWARE

In order to reduce its complexity, the computer network software is organized as a
set of layers. Every layer has a specific function to perform. It offers its services
to its next higher layer. In order for layers to access the services provided by their
lower layers, each layer (except the bottom-most layer) is provided with a service
access point (SAP). The SAP is an interface through which the higher layer can
access the services offered by its immediately next lower layer. The lower ranking
layer is referred to as the service provider, and the higher ranking layer as the service
user. The information passed through the SAP is known as an interface data unit
(IDU). The IDU typically consists of a service data unit (SDU), which is the actual
data, and associated control information. For its convenience, a layer may split the
received SDU into several units before sending it to the next lower layer. Each such
unit is termed as a protocol data unit (PDU). The higher layer is in no way aware
of the manner in which the services are actually implemented in the lower layer.
Hence, effecting changes in a layer does not affect any of the other layers. Each layer
at the sender machine is said to logically communicate with its peer layer on the
destination machine. The rules used for this communication between peer layers,
that is, layer n on the sender and the same layer n at the receiver, are collectively
termed the layer n protocol. But the actual information flow between two connected
machines occurs as shown in Figure 1.16. Figure 1.16 depicts a four-layer model.
The collection of protocols used by the system, one protocol per network layer, is
referred to as the protocol stack.

At the sender side, the top-most layer, on receiving data from the application,
adds its own header to the data packet (a packet refers to the basic unit of data
that is transmitted on the medium) and sends it to the next lower layer. Each
intermediate layer, on receiving this data, appends its own layer-specific header and
sends it to the next lower level layer. This process continues till the data reaches
the lower-most layer. This lowest layer transmits the received data packet on the
physical medium. When the packet transmitted by a node reaches its destination,
each layer at the destination node strips off its corresponding peer layer header from
the packet, and sends the packet to the next higher layer. This process continues
till the data reaches the top-most layer, which then delivers it to the appropriate
process. The layers, along with their respective protocols, constitute the computer
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Figure 1.16. Different layers in computer network software.

network architecture. The computer network architecture does not pertain to any
specific hardware or software. Using the network architecture, an implementer
would be able to design his/her hardware and software for the network.

1.11 COMPUTER NETWORK ARCHITECTURE

As defined previously, the network layers, along with their respective protocols,
constitute the computer network architecture. Several such computer network ar-
chitectures/models are in existence today. Prominent models such as the OSI ref-
erence model, the TCP/IP reference model, and the ATM reference model will be
discussed now.

1.11.1 The OSI Reference Model

This model was proposed by the International Organization for Standardization
(called ISO in short), a worldwide federation of national standards bodies repre-
senting more than 140 countries. The objective of this standard was to standardize
the protocols used in the various network layers. This model was named as the
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open systems interconnection (OSI) reference model, since the main objective of the
model was to specify mechanisms for communication between systems (machines) in
a telecommunication network that are open for communication with other systems.
The OSI reference model is depicted in Figure 1.17. It consists of seven layers,
namely, the physical layer, data link layer, network layer, transport layer, session
layer, presentation layer, and the application layer. Each layer is associated with a
unique set of functions and responsibilities. The following is a brief description of
the seven layers.

The physical layer, which is the lowest layer, is responsible for the transmis-
sion of the bit stream over the physical medium. It deals with the mechanical
and electrical specifications of the network hardware and the physical transmission
medium to be used for the transmissions. The mechanical specifications refer to
the physical dimensions of the devices such as cables, connectors, and pins used for
interconnection. The electrical specifications include details such as voltage levels
to be used for representing digital information (binary Os and 1s) and the duration
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Figure 1.17. OSI reference model.



38 Introduction  Chapter 1

of each bit. The physical layer acts as a direct interface to the actual physical
transmission medium.

The main objective of the next higher layer, the data link layer, is to ensure
error-free transmission of data across a physical link. It receives data from the
higher layer, splits the data into several frames/packets, and transmits the frames.
It may have mechanisms for detecting and retransmitting damaged or lost frames.
The data link layer is also responsible for implementing link-level congestion control
mechanisms that ensure that a fast sender does not flood a slow receiver. In broad-
cast networks, the data link layer performs another important function, which is that
of medium access control. It determines when, that is, at what point of time, the
current node can access the channel for its transmissions so that collisions arising
due to simultaneous transmissions by multiple nodes are minimized. A detailed
description of the data link layer is provided in the next section.

The network layer is responsible for routing data packets from the source node to
the destination node. The network layer is also responsible for node addressing. A
packet may have to traverse across several networks in order to reach its destination.
Each of these networks might follow different addressing schemes. The network layer
has to make sure that this heterogeneity does not affect end-to-end packet delivery.
Congestion control in the local network is also the responsibility of the network
layer.

Next comes the transport layer. The transport layer provides the higher layers
a network independent interface to the lower layers. The functions of the transport
layer include segmentation and reassembly of messages, end-to-end error recovery,
monitoring of quality of service (QoS), and end-to-end flow control.

The fifth layer in the OSI reference model is the session layer. A session can
be defined as a connection between two presentation layer (the next higher layer)
processes. It can be thought to be a connection between two users on two different
machines. The services provided by the session layer to the presentation layer are
with respect to these sessions. They include establishment and release of session
connections, interaction management (which determines whether the session is two-
way simultaneous, or two-way alternate, or a one-way interaction session), and
synchronization between the two ends of the session.

The presentation layer, the sixth layer from the bottom, is concerned with the
syntax and semantics of the information exchanged between the two end systems.
The presentation layer ensures that the messages exchanged between two processes
that reside on the different computers that use different data representations, have a
common meaning. In order for such computers to communicate, the data structures
that need to be transmitted can be defined in a common abstract manner. The
presentation layer takes care of the management of such abstract data. Other
functions of the presentation layer include data encryption and data compression.

The top-most layer in the OSI protocol stack is the application layer. The
application layer acts as an interface to the application processes that require com-
munication support. It provides mechanisms for supporting tasks such as data
transmission between users, distributed database access, running processes on re-
mote machines, controlling distributed systems, and electronic mail communication.
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Some examples of protocols used in this layer are virtual terminal (TELNET), which
provides remote login facility for users, file transfer protocol (FTP), used for trans-
ferring files between machines, simple mail transfer protocol (SMTP), that is used
for electronic mail applications, and hypertext transfer protocol (HTTP), which is
used for transferring Web pages over the Internet.

Shortcomings of the OSI Reference Model

Though the OSI model was elaborately designed, it never took off in reality. By the
time the OSI model appeared, other protocols, in particular the TCP/IP protocol,
were already in use widely. All products in the market were designed according to
those protocols. The manufacturers were hesitant to again invest in products based
on this new OSI model. Hence, the OSI model was never implemented.

Regarding the technical aspects, it was felt that the OSI model had too many
layers. The session and presentation layers were not required for most applications.
The model itself was thought to be very complex and difficult to implement effi-
ciently. Several layers in the model were performing redundant operations. Tasks
such as flow control and error control were being performed by many layers in the
model. As such, the model was not very efficient. The few initial implementations
of the model were bulky and slow. Since other better models such as the TCP/IP
were already available, people preferred such models.

1.11.2 The TCP/IP Reference Model

The TCP/IP reference model is the network model that is used in today’s Internet.
The model is widely referred to as TCP/IP protocol stack since it was originally
designed as a protocol stack for the Advanced Research Project Agency Network
(ARPANET)? in the late sixties, rather than as a reference model. It is named so
after two of its main protocols, transmission control protocol (TCP) and Internet
protocol (IP). In contrast to the OSI reference model, the TCP/IP reference model
has only four layers. This model was far better than the OSI model because,
unlike the OSI model, the protocols that are part of this model were already in use
before the model was actually designed. Hence, they fitted perfectly into the model.
Figure 1.18 shows the layers present in the TCP/IP reference model. The figure
also shows some of the protocols used in each layer. The four layers of the TCP/IP
model are the host-to-network layer, internet/network layer,'? transport layer, and
the application layer. The session and presentation layers that found place in the
OSI reference model were not included in the TCP/IP model since they were found
to be not very significant.

The lowest layer, the host-to-network layer, is used to interface the TCP/IP
protocol stack with the physical transmission medium. The operation of this layer

9The ARPANET, sponsored by the U.S. Department of Defense, was the first major effort at
developing a network to interconnect computers over a wide geographical area.

0The term internet (i in lowercase) refers to the interconnection of individual networks using
devices such as routers and gateways. The term Internet (I in uppercase) refers to a specific
worldwide network.



40 Introduction  Chapter 1

TCP/IP Protocols
Application TELNET | FTP | HTTP
Transport TCP UDP
Internet 1P
Host—to—Network LAN | Packet | Point—to—
Radio Point

Figure 1.18. TCP/IP reference model.

is not very well-specified in the TCP/IP model. The host machine should connect
to the network using some protocol in order to transmit the packets sent to it by
the next higher layer, the internet layer.

The internet layer is similar in functionality to the network layer in the OSI
reference model. The main functions of the internet layer are routing and congestion
control. The internet layer should provide mechanisms for the host to inject packets
into any network and have those packets travel independently to the destination.
The internet layer defines a protocol called Internet protocol (IP). The packets sent
by the internet layer to the lower layer follow this IP format. The routing of packets
is done on an individual packet-by-packet basis. Hence the packets may arrive out
of order at the destination. It is the responsibility of the next higher layer, the
transport layer, to reorder the received packets.

The transport layer in the TCP/IP model performs similar operations as the
transport layer in the OSI reference model. The fact is that the design of the
transport layer in the OSI model was actually influenced by the operation and
performance of TCP. Two end-to-end communication protocols, the transmission
control protocol (TCP) and the user datagram protocol (UDP), have been defined
in this layer. TCP is a reliable connection-oriented protocol. Here, establishment
of an end-to-end connection that may traverse multiple hops is required before the
actual data transfer can begin. All packets belonging to a session follow the same
path, and are received at the destination in the same order as they were transmitted
by the source node. The incoming byte stream at the source node is split into several
messages and sent to the internet layer. The received messages are reassembled by
the transport layer at the destination. In order that a fast sender does not swamp a
slow receiver, TCP also performs flow control. UDP is an unreliable connectionless
protocol. It does not have the flow control and sequencing mechanisms present in
TCP. UDP is used by applications such as voice/video transmissions where fast
delivery of information is more important than the accuracy of the information
delivered.
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The application layer is the topmost layer in the TCP/IP model. It consists of
higher-level protocols, which include the FTP, TELNET, SMTP, and HTTP.

Shortcomings of the TCP/IP Reference Model

One of the main disadvantages of the TCP/IP model is that it is too specific to
the TCP/IP protocol stack. It can be said that the model is not generic enough to
describe other protocol stacks. It is difficult to design new networks with new tech-
nologies using the TCP/IP reference model. Another shortcoming of the TCP /IP
model is the host-to-network layer. This layer is actually an interface connecting the
machine to the network. An interface does not really require an exclusive layer for
itself. Also, the data link layer which performs important functions such as fram-
ing, error control, link-level flow control, and medium access control (in broadcast
networks) is absent in the TCP/IP model. Irrespective of all these shortcomings,
the TCP/IP reference model still remains the most successful model and even forms
the backbone of today’s Internet.

1.11.3 The ATM Reference Model

The asynchronous transfer mode (ATM) model described below was developed by
the ITU for broadband-integrated services digital network (B-ISDN). The ATM
model is quite different from the OSI and TCP/IP reference models described pre-
viously. Here, all information is transmitted in the form of short fixed-sized packets
called cells. The size of each cell is 53 bytes, a 5-byte header followed by a 48-
byte payload. ATM uses a switching technology called cell switching. Before going
into details of cell switching, the two other commonly used switching technologies,
namely, packet switching and circuit switching, are described briefly below.
Circuit switching requires the setting up of an end-to-end path between the
source and destination nodes before the actual data transmission begins. A request
packet sent by the source node travels till the destination node. The destination
responds with an acknowledgment. When the source node receives this acknowl-
edgment, implying that the path has been set up, it starts transmitting packets.
The request-response process also reserves the required resources (bandwidth) on
the path. Once a path is set up, all packets belonging to the flow follow the same
path. The packets are received at the destination in the same order they were
transmitted at the source. Since resources are reserved a priori, the problem of
link congestion rarely occurs in circuit switched networks. But if a reserved path is
sparingly used or not used at all, then the reserved resources remain not utilized,
resulting in under-utilization of the available network capacity. Circuit switching is
widely used in telephone networks where once a connection is established between
the two end users, the circuit (connection) continuously remains open from the start
till completion of the call. Circuit switching may not be suitable for data or other
non-conversational transmissions. Non-voice transmissions tend to occur in bursts,
and if circuit switching is used for such transmissions, the transmission line often
remains idle, resulting in under-utilization of the available network capacity.
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Another switching technique, which is not very popular and is not used com-
monly, is message switching. Here the sender transmits data in blocks. There is
no limit on the size of the blocks. An intermediate node receives the entire block
of data from its uplink node (uplink node refers to the next hop neighbor node
on the path from the current node to the source node of the data session), stores
the block in its disk, checks for errors, and then transmits it to the next downlink
node (downlink node refers to the next hop neighbor node of the current node on
the path from the current node to the destination node). Since there is no limit
on the size of blocks transmitted, a single large block of data may hog the channel
for a long period of time. Hence, message switching is not suitable for interactive
applications and time-sensitive applications such as voice and video transmissions.
The third and most widely used switching technique, packet switching, solves the
above problems.

In packet switching, a strict bound is set on the maximum size of the blocks
transmitted. Hence the packets can now be held in the main memory of inter-
mediate routers rather than in their disks. Since a single connection cannot hog a
transmission channel indefinitely, it is suitable for non-conversational transmissions.
A node can transmit each packet independently. Unlike message switching, it need
not wait for a whole block of data (consisting of many packets) to be received before
the transmission of the received block can be started. Hence, the end-to-end delay
involved is less, and the throughput of the system is also high. Since resources are
not reserved beforehand, the links may become congested when the network load
increases, resulting in packet loss. In packet switching, each packet is routed (and
not switched) independently at each intermediate node. Packets belonging to the
same flow may hence take different paths to reach the destination. Due to this, it is
highly probable that the packets are received out of order at the destination node.

Continuing with ATM and cell switching, cell switching is similar to packet
switching in that it splits a data stream into multiple equal-sized cells which are then
transmitted on a channel that is shared by other nodes also. The main difference
between cell and packet switching techniques is that while cells have a fixed size,
packets can have different sizes. One of the main reasons for having fixed-length
cells is to facilitate the building of fast hardware switches. The design of fast and
highly scalable hardware switches would be made simple if all packets were of fixed
length. The processing of packets would be made simple if the size of the packets
were known beforehand. Also, parallelism could be incorporated into the switching
system if all packets were of the same length; multiple switching elements could
be working in parallel performing the same operation on different packets. This
improves the scalability of the switching system. Hence, the ATM design had fixed
length cells.

Though an ATM network uses cell switching, it is in some ways similar to a
circuit switched network. Every connection goes through a set-up phase, during
which a wvirtual circuit'! is established. The virtual circuit has several advantages

A virtual circuit is a path between two points in the network that appears to be a dedicated
physical path, but in reality is a managed pool of network resources from which specific flows/paths
are allocated resources based on the need, such that the traffic requirements of the flows are met.
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over a physical circuit. Reservations can make use of statistical multiplexing (multi-
plexing in which channels are established on a statistical basis, that is, connections
are established on demand according to the probability of need, using the statis-
tical information about the system, that is, information regarding the data arrival
pattern at nodes). Also, once a virtual circuit is established for a connection, the
switching time for packets belonging to that connection gets minimized. This in-
creases the network throughput significantly. An ATM switch is never allowed to
reorder the cells/packets. It may drop the packets, though, when the network be-
comes overloaded. Virtual circuits are unidirectional. The ATM model is depicted
in Figure 1.19. Unlike the previous two models, the ATM model has been defined
as a three-dimensional model consisting of layers and planes. The three main layers
are the physical layer, the ATM layer, and the ATM adaptation layer. The three
planes used in this model are the user plane, the control plane, and the management
plane.

The user plane is responsible for operations such as cell transport, error control,
and flow control. The control plane deals with connection management. Typical
operations on this plane include call setup and call tear-down. The third plane, the

Plane Management
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Control Plane User Plane .
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Convergence Sublayer /
ATM Adaptation Layerf- — — — — — — — — — — — — — — — — — — — — — — — — 4
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ATM Layer d

Transmission Convergence Sublayer i
Physical Layer- - - - = = = = = = = = = = = = = — = — — — — — —
Physical Medium Dependent Sublayer

Figure 1.19. ATM reference model.
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management plane, maintains the network and carries out operational functions.
This plane is subdivided into layer management and plane management to manage
the different layers and planes. The concept of user and control planes enables
streamlining of the implementation in each plane, which improves the performance
of the system.

As in the OSI reference model, the physical layer deals with the actual physical
medium used, which includes the voltage representation to be used for bits, the
duration of each bit, and other physical medium dependent issues. This layer is di-
vided into two sublayers. The lower sublayer, called the physical medium dependent
(PMD) sublayer, directly interfaces with the physical medium and takes care of the
actual transmission of bits and the bit timing. The upper sublayer of the physical
layer is called the transmission convergence (TC) sublayer. At the sender side, the
TC sends the incoming cells as a string of bits to the PMD, which transmits the
bit stream. At the receiver, the TC sublayer receives the bit stream from the PMD
sublayer. The TC sublayer, which is aware of details such as where cells begin and
end (cell boundaries), then converts the incoming bit stream into cells and delivers
them to the next higher layer, the ATM layer.

The ATM layer is the core and the most important layer of the ATM reference
model. It is responsible for routing cells across the network. Functions of the
ATM layer include definition of the cell layout, establishment and release of virtual
circuits, and congestion control. The ATM layer is equivalent to the combined
network and data link layers in the OSI reference model.

The next higher layer is the ATM adaptation layer (AAL). This layer is where
user information is created and received as 48-byte payloads. It consists of two sub-
layers, a segmentation and reassembly (SAR) sublayer and a convergence sublayer
(CS). The CS sublayer which is the upper sublayer packages the higher layer’s PDUs
with any additional information required for adapting them to the ATM service.
On receiving a higher-layer PDU, the CS sublayer adds a header and trailer to the
received PDU, resulting in a CS-PDU, which is passed on to the lower SAR sub-
layer. As the name implies, on the sender side the SAR sublayer segments/breaks
the PDUs received from the higher layers into cells, and at the receiver side it
reassembles/puts them back together again. When a CS-PDU is received by the
SAR sublayer at the sender, it breaks it into small units, adds its own header and
trailer to each unit, and the resultant 48-byte unit is known as SAR-PDU. This
SAR-PDU is sent to the ATM layer, which adds a 5-byte header, resulting in a 53-
byte ATM-PDU or what is known as a cell. The reverse process takes place at the
receiver. The SAR sublayer collects multiple SAR-PDUs, strips off the headers and
trailers, assembles a CS-PDU, and sends it to the CS sublayer. The CS sublayer in
turn removes its own header and trailer and gives the resulting higher-layer PDU
to the higher layer. Several types of AALs have been recommended by the ITU
Telecommunication Standardization Sector (ITU-T) for supporting different types
of data. AAL1 and AAL2 provide real-time service guarantees to connections.
AAL1 provides support for constant-bit-rate (CBR) connections, mostly used for
voice and video transmissions. AAL2 supports variable-bit-rate (VBR) connections.
AAL3/4 is used for supporting conventional packet switching services. AAL5, which
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is sometimes also known as simple and efficient adaptation layer (SEAL), is used
by applications that can use ATM services directly.

The above described layers are the ones actually defined by the model. Ad-
ditional upper layers may include optional protocol layers used for further encap-
sulating ATM services for use with other protocols such as TCP/IP. Figure 1.20
shows a comparison of the ATM reference model with the other two reference mod-
els described previously in this chapter, namely the OSI reference model and the
TCP/IP reference model.

One of the main advantages of ATM is that it can provide differentiated services
through the use of four service classes. The CBR class provides services similar to
that of a dedicated communication line. It offers the best guarantees of packet
delivery. The second service class is the VBR service class. This class is further
divided into two subclasses, real-time (VBR-RT) and non-real-time (VBR-NRT).
VBR-RT is commonly used for time-sensitive transmissions such as voice and real-
time video. VBR-RT provides better congestion control and delay guarantees than
VBR-NRT. The next service class, available-bit-rate (ABR) class, is sort of a hybrid
between the CBR and the VBR classes. The ABR class delivers cells at a minimum
guaranteed rate. If more bandwidth is available, the minimum rate can be exceeded.
This class ideally suits bursty traffic. The fourth service class, called the unspecified-
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Figure 1.20. Comparison among ATM, OSI, and TCP/IP reference models.
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bit-rate (UBR) class, supports best-effort delivery of cells. It provides no delay or
bandwidth guarantees.

Shortcomings of the ATM Reference Model

The ATM reference model is not widely in use today. It has several shortcomings.
Each 53-byte cell has a 5-byte header, which is nearly ten percent of the cell/frame.
This constitutes a significant control overhead on the system. Complex mechanisms
are required for ensuring fairness among connections and provisioning quality of
service. The delay jitter due to the varying delays faced by the packets, requires
complex packet scheduling algorithms at the ATM switches. The high cost and
complexity of devices based on the ATM technology, and the lack of scalability are
the other reasons that contributed to the failure of ATM.

1.12 IEEE 802 NETWORKING STANDARD

The Institute of Electrical and Electronics Engineers (IEEE) has defined several
standards for LANs. Such standards collectively come under the IEEE 802 stan-
dard. The following are some of the original IEEE standards: 802.1 - internetwork-
ing; 802.2 - logical link control; 802.3 - Ethernet or CSMA/CD; 802.4 - token bus
LANSs; 802.5 - token ring LANs; 802.6 - MANs; 802.7 - broadband LANs; 802.8 -
fiber optic LANs and MANs; 802.9 - integrated (voice/data) services LANs and
MANS; 802.10 - security in LANs and MANs; 802.11 - wireless LANs; 802.12 - de-
mand priority access LANs; 802.15 - wireless PANs; and 802.16 - broadband wireless
MANSs. The IEEE 802 standard deals with the data link layer and the physical layer
of the OSI reference model. It defines rules for cabling, signaling, and media access
control, which assure interoperability between network products manufactured by
different vendors. The physical layer and the data link layer which assume promi-
nence in the 802 standard context are described below, followed by discussions on
the 802.3 Ethernet standard, which is the most widely used LAN standard, and the
802.11 standard for wireless networks.

1.12.1 Physical Layer

In simple terms, the role of the physical layer is to transmit and receive data in the
form of bits. The functions of the physical layer in a LAN that uses 802 standards
are the same as those of the physical layer in the OSI reference model. The physical
layer operates with raw bits. It is responsible for bit encoding, determining the
voltage to be used for the 0/1 bit transmissions, and the time duration of each
bit. The time required for the transmission of a character is dependent on the
encoding scheme used and the signaling speed, which is the number of times per
second the signal changes its value/voltage. The physical layer deals with the actual
physical transmission medium used for communication. Hence, the implementation
of the physical layer varies depending on the physical medium used. Some of the
commonly used physical transmission media are twisted pair, coaxial cable, optical
fiber, and radio waves (wireless). The MAC sublayer of the data link layer uses
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the services of the physical layer to provide its own services to the LLC sublayer
of the data link layer. The MAC and LLC sublayers are explained in the following
section.

1.12.2 Data Link Layer

One of the most important layers in any network model is the data link layer (DLL).
As mentioned earlier, the data link layer performs several important functions such
as error control, flow control, addressing, framing, and medium access control. The
data link layer consists of two sublayers, the logical link control sublayer (which
takes care of error control and flow control) and the medium access control sublayer
(which is respounsible for addressing, framing, and medium access control). Figure
1.21 depicts the two sublayers. The following sections describe in detail the two
sublayers.

Logical Link Control Sublayer

The logical link control sublayer (LLC) is defined by the IEEE 802.2 standard. It
was originally designed by IBM as a sublayer in the IBM token ring architecture.'?
LLC provides physical medium independent data link layer services to the network
layer. Below the LLC is the media access control sublayer. As mentioned previously,
error control and flow control are some of the important services offered by the LLC.
As defined in the IEEE 802.2 standard, the LLC adds the destination service access

Network Layer

Logical Link Control

Data Link Layer

Medium Access Control

Physical Layer

Figure 1.21. Data link layer.

12The IBM token ring architecture led to the popular IEEE 802.5 token ring standard. All
nodes in a token ring network are connected in a ring. A special bit pattern, called a token,
travels around the ring. In order to transmit a message, the sender node must be in receipt of
the token. The token is attached to each message sent by a node. Once the sender completes its
transmission, it releases the token to the next node that needs to transmit. The process continues
and is used as the basis for resolving contention between multiple nodes waiting for transmission.
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point (DSAP) and the source service access point (SSAP) labels to each packet it
receives from the network layer. The SAPs identify the applications/users involved
in the data transfer.

LLC provides three types of services, namely, unacknowledged connectionless
service, connection-oriented service, and acknowledged connectionless service. The
unacknowledged connectionless data transfer service is commonly known as LLC
type 1, or LLC1 service. A connectionless service does not require the establish-
ment of an end-to-end connection; each packet is routed independently to the des-
tination. Once service access points (SAPs) are enabled at the hosts, data transfer
can begin. The network layer at the source node sends its packets through the
SAP provided by the LLC. When the packets are received at the destination node,
the LLC of the destination delivers them to the network layer through its SAP.
Connection-oriented data transfer service is referred to as LLC type 2, or LLC2
service. LLC2 guarantees delivery of data using sequence numbers on packets and
acknowledgments. A connection-oriented service requires the establishment of an
end-to-end path (that may traverse multiple hops) before the actual data transfer
can begin. All packets belonging to a session are routed along the same path, and
are received at the destination in the same order as they were transmitted by the
source node. LLC2 is useful when the end nodes (source and destination) do not use
a transport layer protocol for reliable packet delivery. LLC3 provides acknowledged
connectionless service, which is nothing but connectionless transfer of individual
packets, along with acknowledgments.

The LLC plays the role of a software bus. It enables different protocols of the
higher layers of the protocol stack to access different types of physical networks. For
example, a host may have multiple network interface cards, such as an Ethernet or
a token ring card. It is the responsibility of the LLC to forward packets belonging
to different higher-layer protocols to the appropriate network interfaces. Hence, the
upper layers can function independently without worrying about the type of the
physical network in use.

Medium Access Control Sublayer

The medium access control sublayer (MAC) forms the lower half of the data link
layer. It directly interfaces with the physical layer. It provides services such as
addressing, framing, and medium access control. Unlike the LLC, these services
vary with the physical medium in use. Of these, medium access control is considered
to be the most important service. It is relevant to networks (such as LANs) where
a single broadcast transmission channel needs to be shared by multiple competing
machines. Some of the important medium access control mechanisms are discussed
below.

ALOHA

The ALOHA protocol [7] is one of the oldest multiple access mechanisms. ALOHA
had its origins in the Hawaiian Islands. It was borne out of the need for intercon-
necting terminals at the campuses of the University of Hawaii, which were located



Section 1.12. |EEE 802 Networking Standard 49

on different islands. It was devised in the 1970s at the University of Hawaii. The
original ALOHA system is referred to as pure ALOHA. Roberts extended this sys-
tem and developed what is called the slotted ALOHA system [8], which doubled
the throughput of the pure ALOHA system.

The pure ALOHA system is very simple. A radio transmitter is attached to each
terminal. A user (terminal) transmits whenever data is ready for transmission.
If more than one user transmits simultaneously, the transmitted packets end up
getting collided and are lost. The sender would be able to detect collisions because of
the feedback property of broadcast transmissions. If a sender detects that the frame
transmitted by it got destroyed due to collisions, it waits for a random period of time
and retransmits the frame. If the waiting time chosen is not random, the competing
nodes would wait for the same period of time and so the frames transmitted by
them will get collided time and again. In pure ALOHA the vulnerable period for a
transmission by a node, which is the period during which no other nodes transmit
so that a transmitted frame does not suffer a collision, is equal two twice the frame
length/frame period. The throughput achieved in this scheme was found to be
around 18 percent.

Slotted ALOHA reduces the probability of collisions by having the nodes trans-
mit in a synchronized fashion. It requires the channel to be divided in time into
discrete intervals/slots. The length of each slot is equal to the frame length used.
The slot boundaries are the same for all users, that is, time is synchronized. Here a
node does not transmit as soon a packet becomes ready for transmission. Instead,
it waits till the beginning of the next slot interval and then transmits. If the trans-
mitted frame suffers a collision, the node waits for a random period of time, and
then retransmits the frame at the beginning of the next interval. It can be seen that
the vulnerable period in the slotted ALOHA scheme is equal to the slot interval,
which is equal to the frame length. This is half of that of the pure ALOHA scheme.
Hence, the throughput achieved in slotted ALOHA is around 37 percent, which is
almost double that of pure ALOHA.

Carrier Sense Multiple Access

The maximum achievable throughput in the ALOHA protocols is low because of
wastage of bandwidth due to packet collisions. Packet collisions could be reduced
by having the nodes sense for the carrier signal on the channel before they actually
start transmitting. Carrier sense multiple access (CSMA) protocols are those in
which nodes, before transmitting, first listen for a carrier (i.e., transmission) on the
channel, and make decisions on whether or not to transmit based on the absence or
presence of the carrier. Several CSMA protocols have been proposed. Some of the
important CSMA protocols are discussed below.

The first protocol discussed here is the I-persistent CSMA. Upon receiving a
packet for transmission, a node first senses the channel to determine whether it is
free. If free, the packet is transmitted immediately. Otherwise, it keeps sensing
the channel till it becomes free. Once the channel becomes free, it immediately
transmits the ready frame. This scheme is called 1-persistent CSMA, since the
probability with which a ready node starts transmitting once it finds the channel
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to be idle, is 1. Propagation delay plays an important role here. Consider the
case when the propagation delay is high. The sender has started transmitting the
packet, but a ready node near the destination might sense the channel and find it to
be idle since the already transmitted packet has not yet arrived at the destination.
So this new ready node will start its own transmission which would finally result
in a collision. The 1-persistent CSMA scheme performs well when the propagation
delay is low.

In the non-persistent CSMA scheme, a ready node first senses the channel. If it
finds the channel to be busy, it goes into a wait state. The wait period is randomly
chosen. After waiting for the random time duration, it again senses the channel,
and the algorithm is repeated. Consider the case when a transmission had already
started, and two other nodes in the network receive packets for transmission from
their higher layers. In the 1-persistent CSMA scheme, both of the ready nodes
will wait till the channel becomes idle (current transmission ends) and immediately
transmit. Hence, the packets suffer collisions. In the same situation, if the non-
persistent scheme is followed, the two ready nodes will wait for different randomly
chosen time periods before sensing the channel again. Hence, the probability of
collisions is minimized.

The third scheme, p-persistent CSMA, combines the best features of the above
two schemes. Here, the channel is assumed to be slotted as in the slotted ALOHA
scheme. A ready node first senses the channel. If it finds the channel to be busy,
it keeps sensing the channel until it can find an idle slot. Once it finds an idle slot,
it transmits in the same slot with probability p, or defers the transmission to the
next slot with probability ¢ = 1 — p. If the next slot is again idle, then the node
transmits in that slot or defers its transmission to the next slot with probabilities
p and g, respectively. If a transmitted packet gets destroyed due to collisions, then
the node waits for an idle slot and repeats the same algorithm.

The performance of all the CSMA protocols described above is greatly depen-
dent on the end-to-end propagation delay of the medium, which constitutes the
vulnerable period when collisions are most likely to occur.

Carrier Sense Multiple Access with Collision Detection

In CSMA with collision detection (CSMA/CD), the nodes, apart from sensing the
channel, are also capable of detecting collisions in the channel. In the previous
schemes, suppose two neighbor nodes start transmitting simultaneously; though
the packets start getting collided and garbled at the very beginning, the two nodes
still transmit the entire packets. In CSMA/CD, the moment a node detects a col-
lision on the channel, it aborts its current transmission. Hence time, and therefore
bandwidth, is saved. After aborting its current transmission, the node transmits a
brief jamming signal. On hearing this jamming signal, all other nodes learn about
the collision; any other simultaneously transmitting node stops its transmission
once it hears the jamming signal. After transmitting the jamming signal, the node
waits for a random period of time, and then restarts the process. A collision can be
detected by a node by comparing the power or pulse width of the received signal
with that of the transmitted signal, that is, if a node finds out that what it reads
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back from the channel is different from what it put onto the channel, it concludes
that its current packet got collided. Assume that a node starts its transmission at
time to and let the propagation duration (delay) be t4. Suppose the destination
node starts transmitting at time ¢4 — § (where § is very small). It will immediately
detect a collision and stop transmitting. But, the sender node would come to know
of this collision only at time 2t; — §. In the worst case, for a sender node to de-
termine whether its packet suffered any collision or not, it would take 2t; units of
time. Therefore, the channel here is slotted as in slotted ALOHA, with the slot
length equal to 2t;. The IEEE 802.3 Ethernet standard follows CSMA /CD.

1.12.3 IEEE 802.3 Standard

IEEE 802.3 is a standard for CSMA/CD networks. It is commonly referred to
as the Ethernet standard. Ethernet was so named based on the word ether so as
to describe an essential feature of the system, which was the transfer of bits by
the physical medium to all nodes in the LAN, in a manner similar to that of the
old luminiferous ether which was once thought to propagate electromagnetic waves
through space. Ethernet has proven itself for many years now as a reasonably fast
and relatively inexpensive LAN technology, and hence is one of the most popular
LAN technologies in use today. IEEE 802.3 defines the physical layer and the MAC
sublayer for CSMA /CD LANs. The traditional Ethernet specification supports data
transmission speeds of 10 Mbps. Additional specifications such as fast Ethernet
(IEEE 802.3u) and gigabit Ethernet (IEEE 802.3z) have been published to extend
the performance of traditional Ethernet up to 100 Mbps and 1,000 Mbps speeds,
respectively. The physical layer and MAC sublayer of the IEEE 802.3 standard are
described below.

Physical Layer

Four types of cabling have been specified in the 802.3 standard. They use the fol-
lowing physical transmission media: thick coaxial cable, thin coaxial cable, twisted
pair, and optic fiber.

The first type of cabling called 10Base2 or thin Ethernet uses thin coaxial cable.
Until recently, this was the most popular 802.3 cable because it was cheap and since
standard BNC (Bayonet Neil-Concelman, or sometimes British Naval Connector)
connectors, rather than vampire taps, were used to form T-junctions, the quality of
the connection between the computer and the coaxial cable was good. As evident
from its name, it operates at 10 Mbps, uses baseband signaling, and can support
LAN segments (a LAN segment is a single section of network media that connects
computers/nodes) of lengths up to 200 m. Each segment can have up to 30 nodes.

The second type of cabling, which uses thick coaxial cable, is called 10Based
cabling. It is commonly referred to as thick Ethernet. Connections are made using
vampire taps, that is, the connection is made by forcing a pin halfway into the
coaxial cable’s core. This results in a poor connection between the computer and
the coaxial cable. This system is called 10Based as it operates at 10 Mbps, uses
baseband signaling (i.e., the signal is transmitted at its original frequency without
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using any modulation), and supports LAN segments of lengths up to 500 meters.
It can support up to 100 nodes per segment. In the above two cabling techniques,
detecting cable breaks, bad taps, or loose connections could be very tedious. These
problems with coaxial cabling systems made people switch to the 10Base-T cabling
system.

In the 10Base-T system each node has a separate cable connecting it to a central
hub. Unshielded twisted pair (UTP) is the most commonly used cable for this
system. 10Base-T supports a maximum segment length of 100 m with a maximum
of 1,024 nodes per segment.

The fourth cabling technique, called 10Base-F, uses fiber optic cable. 10Base-
F is costlier compared to the other three schemes. But it offers excellent noise
immunity. Hence, it is the preferred cabling system when the distance between two
connecting points is large. It can support segments of lengths up to 2,000 m, with
a maximum of 1,024 nodes per segment.

IEEE came up with the 802.3u standard for supporting a faster LAN with
speeds of 100 Mbps. It was backward compatible with the 802.3 standard. The
802.3u standard is commonly referred to as fast Ethernet. 802.3u uses three types
of physical transmission media, namely category 3 UTP (100Base-T/), category 5
UTP (100Base-TX), and optic fiber (100Base-F). The IEEE 802.3z gigabit Ethernet
standard extends fast Ethernet to provide speeds of 1,000 Mbps. It uses shielded
twisted pair (STP) (1000Base-CX), UTP (1000Base-T), and optic fiber (1000Base-
SX and 1000Base-LX). Table 1.3 summarizes the above discussion. The reader can
refer to [9] for more details on fast Ethernet and gigabit Ethernet cabling.

Table 1.3. Physical layer cabling

Name Cable Maximum Maximum
Segment Length | Nodes/Segment
10Base2 Thin coaxial cable 200 m 30
10Baseb Thick coaxial cable 500 m 100
10Base-T UTP 100 m 1,024
10Base-F Optic fiber 2,000 m 1,024
100Base-T4 Category 3 UTP 100 m *
100Base-TX Category 5 UTP 100 m *
100Base-F Optic fiber 2,000 m *
1000Base-CX STP 25 m *
1000Base-T Category 5 UTP 100 m *
1000Base-SX Optic fiber 550 m *
1000Base-LLX Optic fiber 5,000 m *

* The maximum number of nodes/segment is not important here. What is more significant is the
number of 10 Mbps or 100 Mbps LANs that can be connected through multiple hubs using the
cable. The maximum distance between two hubs connected by the cable is more important, which

is given by the maximum segment length field in the table.
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MAC Sublayer

As mentioned previously, the MAC sublayer uses CSMA /CD technology. When a
node wants to transmit a frame, it listens to the channel (cable) to check whether
there are any on-going transmissions. If the channel is busy, the node waits for a
random duration of time and attempts again. If the channel is idle, the node starts
transmitting. It is possible that two nodes end up transmitting simultaneously. In
order to minimize the duration of collisions in such circumstances, a transmitting
node listens to what it is sending. If what it hears is different from what it is
sending, then it implies that a collision has occurred. On detecting a collision, a
transmitting node stops its data transmission and transmits a brief jamming signal.
The jamming signal ensures that all other nodes get to know that there has been
a collision. Any other simultaneously transmitting node, on hearing this jamming
signal, stops its transmission. After transmitting the jamming signal, the node
waits for a random period of time, and then attempts to transmit again. A receiver
node operates as below. It listens to all frames on the cable. If the address of the
frame is the same as that of its own address, or is the same as that of the group
address of nodes of which the current node is a member, it copies the frame from
the cable. Otherwise it just ignores the frame.

The 802.3 frame format is shown in Figure 1.22. The frame starts with a 7-byte
preamble. It is used for synchronization purposes. Each byte in the preamble con-
tains the bit pattern 10101010. 802.3 uses an encoding technique called Manchester
encoding. Manchester encoding of the 10101010 produces a 10 MHz square wave
for a duration of 5.6 usec. This enables the receiver node’s clock to synchronize
with that of the sender. For more details on Manchester encoding and other en-
coding techniques, the reader can refer to [10]. The preamble field is followed by
the destination address and source address fields. Each manufacturer of Ethernet
network cards assigns a unique 48-bit Ethernet address to every Ethernet card man-
ufactured. If all the bits are 1 in the destination address, the message is received
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Figure 1.22. IEEE 802.3 frame format.
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by all computers connected to the cable, that is, broadcast. If the first bit is 1,
then the rest of the bits indicate a multicast group address; the frame would be
delivered only to those nodes that are part of that particular multicast group. If
the first bit is 0, the rest of the bits make up a normal node address, which is unique
to that node on that LAN. The length field denotes the number of bytes present
in the data field. It can vary from a minimum of 0 to a maximum of 1,500 bytes.
Though a data field of length 0 bytes is perfectly legal, it would cause a problem.
On detecting a collision, a transmitting node stops its transmission. Thus, collisions
lead to the appearance of corrupted frames and stray bits on the cable all the time.
In order to make it easier to distinguish valid frames from corrupted frames (frames
that suffered collisions), 802.3 requires the length of valid frames to be at least 64
bytes from the destination address to the checksum. Another important reason for
having a minimum frame length is to enable a node to detect whether the frame it
transmitted was actually received without error at the destination or suffered colli-
sions. Assume that the frame length is very small. The node would have completed
transmitting the frame before initial bits of the frame reach the destination. If the
destination node starts its own transmission just before the previously transmitted
frame reaches it, it results in a collision. But since the source node has already com-
pleted its transmission, it does not get to know about the collision. Therefore, to
avoid such situations, the transmission duration of a frame must be equal to at least
twice the round-trip time of the cable. Hence, a minimum frame length is required.
For a 10 Mbps LAN with a maximum length of 2,500 m and four repeaters (802.3
specification), the minimum frame duration must be 51.2 usec. This corresponds
to 64 bytes. If the frame length is less than 64 bytes, the Pad field is used to fill up
the frame to 64 bytes. The Checksum field is used to detect if any data bits have
been corrupted during transmission.

As described earlier, when a collision is detected, the transmitting node aborts
its transmission and retries after a random duration of time. This randomization is
achieved using an algorithm called the binary exponential back-off (BEB) algorithm.
The BEB algorithm adjusts what is called the contention window size by indirectly
estimating the traffic load in the communication channel at individual nodes. This
estimation of traffic load is done by counting the number of consecutive collisions
involving the same packet transmitted by the node. The contention window size
of a node is doubled every time the packet transmitted by the node experiences a
collision, and is reset to its minimum value after every successful transmission. On
detecting a collision, the node must wait for a random period of time before re-
attempting to transmit. This waiting period is chosen based on the current value of
the contention widow of the node. After k consecutive collisions, a random number
between 0 and 2% — 1 (where 2F is the current size of the contention window) is
chosen, and the node remains idle, not attempting to transmit, for that number of
slots (time is assumed to be slotted, with the slot length equal to the worst-case
end-to-end propagation delay). For example, if two nodes collide, after the first
collision, each node waits for 0 or 1 slot time before attempting to transmit again.
If they collide again (second collision), each node picks 0, 1, 2, or 3 slots and waits
for that number of slots. Thus the randomization interval grows exponentially after
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each collision. The randomization interval (0 to 2% —1) is frozen once the maximum
number of slots (1,023) is reached. If a node suffers repeated collisions, it retries
for a certain maximum number of times (16), and then reports failure to the node.
It is up to the higher layers to take recovery action.

1.12.4 |EEE 802.11 Standard

The IEEE 802.11 standard is one of the most popular standards for wireless LANs.
Wireless LANs are used for providing network services in places where it may be
very difficult or too expensive to lay cabling for a wireline network. The IEEE
802.11 standard comes under the IEEE 802.x LAN standards, and specifies the
physical layer and the MAC layer, adapted to the specific requirements of wireless
LANSs. The objective of this standard is to provide wireless connectivity to wireless
devices/nodes that require rapid deployment, which may be portable, or which may
be mounted on moving vehicles within a local area. The IEEE 802.11 standard also
aids the regulatory bodies in standardizing access to one or more radio frequency
bands for the purpose of local area communication. The interfaces offered by 802.11
to the higher layers are the same as those offered in other 802.x standards. The
MAC layer should be able to work with multiple physical layers catering to multiple
transmission techniques such as infrared and spread spectrum.

Physical Layer

The basic 802.11 standard supports three different physical layers. Two of them,
frequency hopping spread spectrum (FHSS) and direct sequence spread spectrum
(DSSS) (which were described previously in Section 1.6.3) are based on radio trans-
missions, and the third is based on infrared. The physical layer provides mecha-
nisms for sensing the wireless channel and determining whether or not it is idle.
This mechanism is also called clear channel assessment (CCA).

MAC Sublayer

The 802.11 standard follows carrier sense multiple access with collision avoidance
(CSMA/CA), which is a random access scheme with carrier sensing and collision
avoidance through random back-off. Because of the nature of the radio environment,
it is very difficult for a transmitting node to detect packet collisions in the network.
Hence, CSMA/CD is not preferred in wireless LANS.

802.11 Task Groups

Several task groups have been working on different networking aspects of wireless
LANs. The various 802.11 task groups are listed below.

e 802.11: This was the first 802.11 task group. The objective of this group was to
develop MAC layer and physical layer specifications for wireless connectivity
for fixed, portable, and mobile nodes within a local area. The 802.11 standard
was first published in 1997.
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802.11a: This group created a standard for wireless LAN operations in the
5 GHz frequency band, where data rates of up to 54 Mbps are possible. The
802.11a standard was ratified in 1999.

802.11b: This task group created a standard for wireless LAN operations in
the 2.4 GHz Industrial, Scientific, and Medical (ISM) band, which is freely
available for use throughout the world. This standard is popularly referred
to as Wi-Fi, standing for Wireless-Fidelity. It can offer data rates of up to 11
Mbps. This standard was ratified in 1999.

802.11c: This group was constituted for devising standards for bridging oper-
ations. Manufacturers use this standard while developing bridges and access
points. The standard was published in 1998.

802.11d: This group’s main objective is publishing definitions and require-
ments for enabling the operation of the 802.11 standard in countries that are
not currently served by the standard. This standard was published in 2001.

802.11e: The main objective of this group is to define an extension of the
802.11 standard for quality of service (QoS) provisioning and service differen-
tiation in wireless LANs. Work is in progress in this regard.

802.11f: This group was created for developing specifications for implementing
access points and distribution systems following the 802.11 standard, so that
interoperability problems between devices manufactured by different vendors
do not arise. This standard was published in 2003.

802.11g: This group was involved in extending the 802.11b standard to sup-
port high-speed transmissions of up to 54 Mbps in the 5 GHz frequency band,
while maintaining backward compatibility with current 802.11b devices. The
802.11g standard was published in 2003.

802.11h: This is supplementary to the 802.11 standard. It was developed
in order for the MAC layer to comply with European regulations for 5 GHz
wireless LANs, which require products to have mechanisms for transmission
power control and dynamic frequency selection. The standard was published
in 2003.

802.11i: This group is working on mechanisms for enhancing security in the
802.11 standard.

802.11j: This task group is working on mechanisms for enhancing the current
802.11 MAC physical layer protocols to additionally operate in the newly
available Japanese 4.9 GHz and 5 GHz bands.

802.11n: The objective of this group is to define standardized modifications
to the 802.11 MAC and physical layers such that modes of operation that are
capable of much higher throughputs at the MAC layer, with a maximum of
at least 100 Mbps, can be enabled. Work on this is in progress.

A detailed description of the 802.11 standard is provided in the next chapter.
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1.13 WIRELESS NETWORKS AND BOOK OVERVIEW

Wireless networks are computer networks that use radio frequency channels as their
physical medium for communication. Each node in the network broadcasts informa-
tion which can be received by all nodes within its direct transmission range. Since
nodes transmit and receive over the air, they need not be physically connected to
any network. Hence, such networks offer data connectivity along with user mobility.

The world’s first wireless radio communication system was invented by Guglielmo
Marconi in 1897. In 1901, he successfully demonstrated his wireless telegraph sys-
tem to the world by transmitting radio signals across the Atlantic Ocean from
England to America, covering more than 1,700 miles. Through his system, two end
users could communicate by sending each other alphanumeric characters that were
encoded in an analog signal. This signaled the beginning of the radio communica-
tions era.

Today, very advanced communication systems are available. Radio and televi-
sion broadcasting are some of the very common applications that cannot do without
wireless technologies. Voice communication has been the biggest beneficiary of the
developments that took place, and are still taking place, in wireless communication
technologies. Beginning in the 1960s, several communication satellites have been
launched, and today a huge proportion of long-distance voice communication takes
place through the numerous satellites orbiting around the Earth.

Wireless communications is one of the fastest growing industries in the world.
The wireless communications industry has several segments such as cellular tele-
phony, wireless LANs, and satellite-based communication networks. However, the
major portion of the growth in wireless industry has been due to cellular networks.
The early 1980s saw the commercial deployments of the world’s first mobile cellular
networks. Cellular networks provide two-way simultaneous voice communication.
A fixed base station serves all mobile phones in its coverage area, also called a cell.
The entire service area is divided into a number of non-overlapping cells (in actual
deployments the cells overlap partially), communication within each cell being co-
ordinated by a separate base station. The first-generation (1G) cellular networks
used analog signal technology. They used frequency modulation for signal transmis-
sion. The mobile phones were bulky and not very compact. The coverage provided
by the 1G networks was also not good. The 1G system deployed in the United
States and Canada was known as the advanced mobile phone system (AMPS).
Second-generation (2G) cellular systems used digital transmission mechanisms such
as TDMA and CDMA. The global system for mobile communication (GSM) used
in Europe, the IS-136 (Telecommunications Industry Association Interim Standard)
system used in the United States, and the personal digital communication (PDC)
system used in Japan are some of the popular 2G cellular systems. The 1G and
2G systems were designed primarily for voice communication. The present gen-
eration of wireless communication networks is often called 2.5G. 2.5G is usually
associated with the general packet radio services (GPRS) system. GPRS has been
commercially deployed in many countries. The third-generation (3G) systems are
expected to provide services such as enhanced multimedia, bandwidth up to 2 Mbps,
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and roaming capability throughout the world. Commercial large scale deployments
of 3G systems have not yet started. It is estimated that communication service
providers would shift to 3G by 2005. However, the commercial viability of such a
system which requires fresh investments is still in question. Wideband code divi-
sion multiple access (W-CDMA) and universal mobile telecommunications system
(UMTS) are some of the important 3G standards. Standardization efforts are on
for the fourth-generation (4G) wireless networks. The 4G systems are expected
to provide further improvements in the services provided by 3G, such as enhanced
multimedia, universal access, and portability across all types of devices. 4G ser-
vices are expected to be commercially introduced by 2010. The deployment of 4G
services would transform the world truly into a global village.

Though the 2G and 2.5G systems were well-suited for voice communication,
what fueled the development of newer technologies such as 3G and 4G, was the
realization that wireless data services would also become very important in the
next few years. Wireless data services are projected to be another huge market
for the telecommunications companies. Wireless Internet forms the core of these
data services. Wireless access to the Internet using mobile phones would require
several modifications to the already existing Internet protocols, since such devices
have limited display and input capabilities. Work is in progress for developing such
protocols.

Wireless local area networks (WLANSs) are another type of wireless networks
that are increasingly popular today. WLANS are used for providing network services
in places where it is very difficult or is too expensive to lay cabling for a wireline
network. In a WLAN;, a stationary node called an access point (AP) coordinates the
communication taking place between nodes in the LAN. The two main standards
for WLANS are the IEEE 802.11 standard and the European Telecommunications
Standards Institute (ETSI) HIPERLAN standard.

Wireless personal area networks (WPANSs) are short-distance wireless networks
that have been specifically designed for interconnecting portable and mobile com-
puting devices such as laptops, mobile phones, pagers, personal digital assistants
(PDAs), and a number of other consumer electronic devices. Bluetooth is a popu-
lar WPAN specification and it defines how data is managed and physically carried
over the WPAN. The typical range of a Bluetooth network is around 10 m. The
Bluetooth Special Interest Group (SIG), comprised of several leading companies
such as Ericsson, Intel, IBM, Nokia, and Toshiba, is driving the development of the
Bluetooth technology and bringing it to the market. The IEEE 802.15 standard
defines specifications for the media access control and physical layers for wireless
devices in WPANS.

Another emerging type of wireless network is the ad hoc wireless network. An
ad hoc wireless network is an autonomous system of mobile nodes connected through
wireless links. It does not have any fixed infrastructure (such as base stations in
cellular networks). The mobile stations/nodes in the network coordinate among
themselves for communication. Hence, each node in the network, apart from being
a source or destination, is also expected to route packets for other nodes in the
network. Such networks find varied applications in real-life environments such as
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communication in battlefields, communication among rescue personnel in disaster-
affected areas, law enforcement agencies, and wireless sensor networks.

The networks mentioned so far are either infrastructure-based where fixed base
stations/access points are used, or infrastructure-less where no fixed infrastructure
support is available. Several new hybrid networking architectures are emerging that
are a combination of the above two types of networks, taking advantage of the best
features of both. Some examples of such hybrid wireless network architectures are
multi-hop cellular network (MCN), integrated cellular and ad hoc relaying system
(iCAR), and multi-power architecture for cellular networks (MuPAC).

The rest of the book is organized into thirteen chapters. Chapters 2-4 address
several issues concerning the design of wireless LANs and PANs, wireless WANs
and MANSs, and wireless Internet, respectively. Chapters 5-11 deal with all impor-
tant design issues — medium access control, routing, multicasting, transport layer,
security, quality of service provisioning, energy management — in ad hoc wireless
networking in considerable depth. Chapters 12-14 cover some recent related im-
portant topics. Chapter 12 is devoted to wireless sensor networks. Chapter 13
describes several hybrid wireless architectures, and routing protocols and load bal-
ancing schemes for hybrid wireless networks. Finally, Chapter 14 provides recent
advances in wireless networking such as ultra wideband technology, Wi-Fi systems,
optical wireless networks, and multimode 802.11.

1.14 SUMMARY

The first half of this chapter provided a brief introduction to the fundamental
aspects of wireless transmission, which include the characteristics of the wireless
channel, the various modulation mechanisms, multiple access techniques, and coding
and error control mechanisms. The second half of the chapter discussed the basic
concepts and principles involved in computer networking. Some of the important
computer network models such as the ISO OSI reference model, TCP/IP reference
model, and the ATM reference model were described. This was followed by a
detailed discussion of the IEEE 802.3 wired LAN standard and a brief introduction
to the IEEE 802.11 wireless LAN standard. A brief discussion on the advent of
wireless networks was also presented.

1.15 PROBLEMS

1. High-frequency X-rays and Gamma rays are not normally used for wireless
communication. Explain why.

2. What is multipath propagation? Explain how it affects signal quality.

3. What is inter-symbol interference? Give a mechanism that is used for over-
coming problems arising due to inter-symbol interference.

4. What is the maximum data rate that can be supported on a 10 MHz noise-less
channel if the channel uses eight-level digital signals?
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10.

11.

Input

12.
13.

14.

15.

. Calculate the maximum achievable data rate over a 9 KHz channel whose

signal to noise ratio is 20 dB.

. What is the main difference between analog modulation and digital modula-

tion schemes?

Which modulation mechanism is better, amplitude modulation or frequency
modulation? Give reasons to support your answer.

. Explain the advantages and disadvantages of the quadrature amplitude mod-

ulation schemes.

. Show the phase changes corresponding to the bit pattern 100001 when 7 /4

shifted PSK is used. Use Table 1.2.

With respect to pulse code modulation, what is quantization error? Explain
how it is caused.

Consider the convolutional encoder shown in Figure 1.23. What would be the
output of the encoder for an input of 10017

Stage 1 »  Stage?2 - Stage 3 »| Stage4d —

-

XOR XOR

\
Output bit 1 Output bit 2 Output bit 3

Figure 1.23. Convolutional coder.

Why does ATM use fixed sized cells?

What is meant by the vulnerable period of a transmission? What is the value
of this vulnerable period for the ALOHA protocols?

Why is a minimum frame length required in CSMA/CD LANs that follow the
IEEE 802.3 standard?

Why is CSMA/CD not generally used in wireless LANs?
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Chapter 2

WIRELESS LANS AND PANS

2.1 INTRODUCTION

The field of computer networks has grown significantly in the last three decades.
An interesting usage of computer networks is in offices and educational institutions,
where tens (sometimes hundreds) of personal computers (PCs) are interconnected,
to share resources (e.g., printers) and exchange information, using a high-bandwidth
communication medium (such as the Ethernet). These privately-owned networks
are known as local area networks (LANs) which come under the category of small-
scale networks (networks within a single building or campus with a size of a few
kilometers). To do away with the wiring associated with the interconnection of PCs
in LANS, researchers have explored the possible usage of radio waves and infrared
light for interconnection [1]. This has resulted in the emergence of wireless LANs
(WLANS), where wireless transmission is used at the physical layer of the network.
Wireless personal area networks (WPANSs) are the next step down from WLANSs,
covering smaller areas with low power transmission, for networking of portable and
mobile computing devices such as PCs, personal digital assistants (PDAs), which
are essentially very small computers designed to consume as little power as possible
so as to increase the lifetime of their batteries, cell phones, printers, speakers,
microphones, and other consumer electronics. This chapter highlights the issues
involved in the design of WLANSs and PANs. It consists of the following sections:

1. Fundamentals of WLANSs: The technical issues in WLANs must be understood
in order to appreciate the difference between wired networks and wireless
networks. The use of WLANs and their design goals are then studied. The
types of WLANSs, their components, and their basic functionalities are also
brought out in this section.

2. IEEE 802.11 Standard: This section introduces a prominent standard in
WLANS, the IEEE 802.11 standard. The medium access control (MAC) layer
and the physical layer mechanisms are explained here. This section also cov-
ers some of the optional functionalities, such as security and quality of service

(QoS).

3. HIPERLAN Standard: This section describes another WLAN standard, HIPER-

LAN standard, which is a European standard based on radio access. 63
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4. Bluetooth: This section deals with the Bluetooth standard, which enables
personal devices to communicate with each other in the absence of infrastruc-
ture.

5. HomeRF: This section discusses the issues in home networking (HomeRF
standard) and finally illustrates the technical differences between Bluetooth,
HomeRF, and other technologies such as infrared [portable devices that use
the infrared interface of the Infrared Data Association (IrDA) for transmis-
sion], which are the current technological alternatives in the PAN area.

2.2 FUNDAMENTALS OF WLANS

This section deals with the fundamental principles, concepts, and requirements of
WLANSs. This section also brings out WLAN types, their components, and some of
their functionalities. In what follows, the terms “node,” “station,” and “terminal”
are used interchangeably. While both portable terminals and mobile terminals can
move from one place to another, portable terminals are accessed only when they are
stationary. Mobile terminals (MTs), on the other hand, are more powerful, and can
be accessed when they are in motion. WLANSs aim to support truly mobile work
stations.

2.2.1 Technical lIssues

Here the technical issues that are encountered in the design and engineering of
WLANSs are discussed. In particular, the differences between wireless and wired
networks, the use of WLANSs, and the design goals for WLANSs are studied.

Differences Between Wireless and Wired Transmission

e Address is not equivalent to physical location: In a wireless network,
address refers to a particular station and this station need not be stationary.
Therefore, address may not always refer to a particular geographical location.

e Dynamic topology and restricted connectivity: The mobile nodes may
often go out of reach of each other. This means that network connectivity is
partial at times.

e Medium boundaries are not well-defined: The exact reach of wireless
signals cannot be determined accurately. It depends on various factors such
as signal strength and noise levels. This means that the precise boundaries of
the medium cannot be determined easily.

e Error-prone medium: Transmissions by a node in the wireless channel are
affected by simultaneous transmissions by neighboring nodes that are located
within the direct transmission range of the transmitting node. This means
that the error rates are significantly higher in the wireless medium. Typical
bit error rates (fractions of bits that are received in error) are of the order of
10~% in a wireless channel as against 10~? in fiber optic cables.
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The above four factors imply that we need to build a reliable network on top
of an inherently unreliable channel. This is realized in practice by having reliable
protocols at the MAC layer, which hide the unreliability that is present in the
physical layer.

Use of WLANSs

Wireless computer networks are capable of offering versatile functionalities. WLANs
are very flexible and can be configured in a variety of topologies based on the
application. Some possible uses of WLANSs are mentioned below.

e Users would be able to surf the Internet, check e-mail, and receive Instant
Messages on the move.

e In areas affected by earthquakes or other such disasters, no suitable infra-
structure may be available on the site. WLANs are handy in such locations
to set up networks on the fly.

e There are many historic buildings where there has been a need to set up com-
puter networks. In such places, wiring may not be permitted or the building
design may not be conducive to efficient wiring. WLANs are very good solu-
tions in such places.

Design Goals

The following are some of the goals which have to be achieved while designing
WLANS:

e Operational simplicity: Design of wireless LANs must incorporate features
to enable a mobile user to quickly set up and access network services in a
simple and efficient manner.

o Power-efficient operation: The power-constrained nature of mobile com-
puting devices such as laptops and PDAs necessitates the important require-
ment of WLANSs operating with minimal power consumption. Therefore, the
design of WLAN must incorporate power-saving features and use appropriate
technologies and protocols to achieve this.

e License-free operation: One of the major factors that affects the cost
of wireless access is the license fee for the spectrum in which a particular
wireless access technology operates. Low cost of access is an important aspect
for popularizing a WLAN technology. Hence the design of WLAN should
consider the parts of the frequency spectrum (e.g., ISM band) for its operation
which do not require an explicit licensing.

e Tolerance to interference: The proliferation of different wireless net-
working technologies both for civilian and military applications and the use
of the microwave frequency spectrum for non-communication purposes (e.g.,
microwave ovens) have led to a significant increase in the interference level
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across the radio spectrum. The WLAN design should account for this and
take appropriate measures by way of selecting technologies and protocols to
operate in the presence of interference.

e Global usability: The design of the WLAN, the choice of technology, and
the selection of the operating frequency spectrum should take into account the
prevailing spectrum restrictions in countries across the world. This ensures
the acceptability of the technology across the world.

e Security: The inherent broadcast nature of wireless medium adds to the
requirement of security features to be included in the design of WLAN tech-
nology.

e Safety requirements: The design of WLAN technology should follow the
safety requirements that can be classified into the following: (i) interference
to medical and other instrumentation devices and (ii) increased power level of
transmitters that can lead to health hazards. A well-designed WLAN should
follow the power emission restrictions that are applicable in the given fre-
quency spectrum.

e Quality of service requirements: Quality of service (QoS) refers to the
provisioning of designated levels of performance for multimedia traffic. The
design of WLAN should take into consideration the possibility of supporting
a wide variety of traffic, including multimedia traffic.

e Compatibility with other technologies and applications: The in-
teroperability among the different LANs (wired or wireless) is important for
efficient communication between hosts operating with different LAN technolo-
gies. In addition to this, interoperability with existing WAN protocols such
as TCP/IP of the Internet is essential to provide a seamless communication
across the WANS.

2.2.2 Network Architecture

This section lists the types of WLANSs, the components of a typical WLAN, and
the services offered by a WLAN.

Infrastructure Based Versus Ad Hoc LANs

WLANS can be broadly classified into two types, infrastructure networks and ad hoc
LANSs, based on the underlying architecture.

Infrastructure networks contain special nodes called access points (APs), which
are connected via existing networks. APs are special in the sense that they can
interact with wireless nodes as well as with the existing wired network. The other
wireless nodes, also known as mobile stations (STAs), communicate via APs. The
APs also act as bridges with other networks.

Ad hoc LANs do not need any fixed infrastructure. These networks can be set
up on the fly at any place. Nodes communicate directly with each other or forward
messages through other nodes that are directly accessible.
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Components in a Typical IEEE 802.11 Network

IEEE 802.11 is the most popular WLAN standard that defines the specification
for the physical and MAC layers. The success of this standard can be understood
from the fact that the revenue from the products based on this standard touched
$730 million in the second quarter of the year 2003. The principles and mechanisms
followed in this standard are explained later. In what follows, the basic components
in a typical IEEE 802.11 WLAN [2] are listed.

The set of stations that can remain in contact (i.e., are associated) with a given
AP is called a basic service set (BSS). The coverage area of an AP within which
member stations (STAs or MTs) may remain in communication is called the basic
service area (BSA). The stations that are a part of a BSS need to be located within
the BSA of the corresponding AP. A BSS is the basic building block of the network.
BSSs are connected by means of a distribution system (DS) to form an extended
network.

DS refers to an existing network infrastructure. The implementation of the DS
is not specified by the IEEE 802.11 standard. The services of the DS, however, are
specified rigidly. This gives a lot of flexibility in the design of the DS. The APs are
connected by means of the DS.

Portals are logical points through which non-IEEE 802.11 packets (wired LAN
packets) enter the system. They are necessary for integrating wireless networks with
the existing wired networks. Just as an AP interacts with the DS as well as the
wireless nodes, the portal interacts with the wired network as well as with the DS.
The BSSs, DS, and the portals together with the stations they connect constitute
the extended service set (ESS). An ad hoc LAN has only one BSS. Therefore, ad hoc
LANSs are also known as independent basic service sets (IBSSs). It may be noted
that the ESS and IBSS appear identical to the logical link control (LLC). Figure
2.1 gives a schematic picture of what a typical ESS looks like.

Services Offered by a Typical IEEE 802.11 Network

The services offered by a typical IEEE 802.11 network can be broadly divided into
two categories: AP services and STA services. The following are the AP services,
which are provided by the DS:

e Association: The identity of an STA and its address should be known to
the AP before the STA can transmit or receive frames on the WLAN. This is
done during association, and the information is used by the AP to facilitate
routing of frames.

e Reassociation: The established association is transferred from one AP to
another using reassociation. This allows STAs to move from one BSS to
another.

e Disassociation: When an existing association is terminated, a notification is
issued by the STA or the AP. This is called disassociation, and is done when
nodes leave the BSS or when nodes shut down.
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Wired Network

Distribution System

Basic Service Set Basic Service Set

Figure 2.1. Extended Service Set.

e Distribution: Distribution takes care of routing frames. If the destination
is in the same BSS, the frame is transmitted directly to the destination, oth-
erwise the frame is sent via the DS.

e Integration: To send frames through non-IEEE 802.11 networks, which may
have different addressing schemes or frame formats, the integration service is
invoked.

The following are the STA services, which are provided by every station, includ-
ing APs:
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e Authentication: Authentication is done in order to establish the identity
of stations to each other. The authentication schemes range from relatively
insecure handshaking to public-key encryption schemes.

e Deauthentication: Deauthentication is invoked to terminate existing au-
thentication.

e Privacy: The contents of messages may be encrypted (say, by using the WEP
algorithm, which is explained later) to prevent eavesdroppers from reading the
messages.

e Data delivery: IEEE 802.11 naturally provides a way to transmit and re-
ceive data. However, like Ethernet, the transmission is not guaranteed to be
completely reliable.

2.3 IEEE 802.11 STANDARD

After the fundamental issues in WLANSs are clearly understood, the reader is in
a position to appreciate the de facto standards for WLANs. ITEEE 802.11 is a
prominent standard for WLANs, which is adopted by many vendors of WLAN
products. A later version of this standard is the IEEE 802.11b [3], commercially
known as Wi-Fi (wireless fidelity). The IEEE 802.11 standard, which deals with
the physical and MAC layers in WLANSs, was brought out in 1997. This standard
is explained in this section.

It may be observed that IEEE 802.11 was the first WLAN standard that faced
the challenge of organizing a systematic approach for defining a standard for wire-
less wideband local access (small-scale networks capable of transmitting data at
high rates). As mentioned earlier, in contrast to other LAN standards, wireless
standards need to have provisions to support mobility of nodes. The IEEE 802.11
working group had to examine connection management, link reliability manage-
ment, and power management — none of which was a concern for other standards
in IEEE 802. In addition, provision for security had to be introduced. For all these
reasons and because of several competing proposals, it took nearly ten years for the
development of IEEE 802.11, which was much longer compared to the time taken
for the development of other 802 standards for the wired media. Once the over-
all picture and the ideas became clear, it took only a reasonable duration of time
to develop the IEEE 802.11a and IEEE 802.11b enhancements. Under the IEEE
802.11 standard, MTs can operate in two modes: (i) infrastructure mode, in which
MT's can communicate with one or more APs which are connected to a WLAN, and
(ii) ad hoc mode, in which MTs can communicate directly with each other without
using an AP.

2.3.1 Physical Layer

IEEE 802.11 supports three options for the medium to be used at the physical level
— one is based on infrared [4] and the other two are based on radio transmission.
The physical layer is subdivided conceptually into two parts — physical medium
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dependent sublayer (PMD) and physical layer convergence protocol (PLCP). PMD
handles encoding, decoding, and modulation of signals and thus deals with the
idiosyncrasies of the particular medium. The PLCP abstracts the functionality
that the physical layer has to offer to the MAC layer. PLCP offers a service access
point (SAP) that is independent of the transmission technology, and a clear channel
assessment (CCA) carrier sense signal to the MAC layer. The SAP abstracts the
channel which can offer up to 1 or 2 Mbps data transmission bandwidth. The CCA
is used by the MAC layer to implement the CSMA/CA mechanism. The three
choices for the physical layer in the original 802.11 standard are as follows: (i)
frequency hopping spread spectrum (FHSS) operating in the license-free 2.4 GHz
industrial, scientific, and medical (ISM) band, at data rates of 1 Mbps [using 2-level
Gaussian frequency shift keying (GFSK) modulation scheme] and 2 Mbps (using
4-level GFSK); (ii) direct sequence spread spectrum (DSSS) operating in the 2.4
GHz ISM band, at data rates of 1 Mbps [using differential binary phase shift keying
(DBPSK) modulation scheme] and 2 Mbps [using differential quadrature phase shift
keying (DQPSK)]; (iii) infrared operating at wavelengths in 850-950 nm range, at
data rates of 1 Mbps and 2 Mbps using pulse position modulation (PPM) scheme.

Carrier Sensing Mechanisms

In IEEE 802.3, sensing the channel is very simple. The receiver reads the peak
voltage on the cable and compares it against a threshold. In contrast, the mecha-
nism employed in IEEE 802.11 is relatively more complex. It is performed either
physically or virtually. As mentioned earlier, the physical layer sensing is through
the clear channel assessment (CCA) signal provided by the PLCP in the physical
layer of the IEEE 802.11. The CCA is generated based on sensing of the air inter-
face either by sensing the detected bits in the air or by checking the received signal
strength (RSS) of the carrier against a threshold. Decisions based on the detected
bits are made somewhat more slowly, but they are more reliable. Decisions based
on the RSS can potentially create a false alarm caused by measuring the level of
interference.

2.3.2 Basic MAC Layer Mechanisms

This section describes the MAC layer as specified by the IEEE 802.11 standard.
The primary function of this layer is to arbitrate and statistically multiplex the
transmission requests of various wireless stations that are operating in an area.
This assumes importance because wireless transmissions are inherently broadcast in
nature and contentions to access the shared channel need to be resolved prudently
in order to avoid collisions, or at least to reduce the number of collisions. The
MAC layer also supports many auxiliary functionalities such as offering support for
roaming, authentication, and taking care of power conservation.

The basic services supported are the mandatory asynchronous data service and
an optional real-time service. The asynchronous data service is supported for uni-
cast packets as well as for multicast packets. The real-time service is supported only
in infrastructure-based networks where APs control access to the shared medium.
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Distributed Foundation Wireless Medium Access Control (DFWMAC)

The primary access method of IEEE 802.11 is by means of a distributed coordination
function (DCF). This mandatory basic function is based on a version of carrier sense
with multiple access and collision avoidance (CSMA/CA). To avoid the hidden
terminal problem (which is explained later), an optional RTS-CTS mechanism is
implemented. There is a second method called the point coordination function
(PCF) that is implemented to provide real-time services. When the PCF is in
operation, the AP controls medium access and avoids simultaneous transmissions
by the nodes.

Inter-Frame Spacing (IFS)

Inter-frame spacing refers to the time interval between the transmission of two
successive frames by any station. There are four types of IFS: SIFS, PIFS, DIFS,
and EIFS, in order from shortest to longest. They denote priority levels of access to
the medium. Shorter IFS denotes a higher priority to access the medium, because
the wait time to access the medium is lower. The exact values of the IFS are
obtained from the attributes specified in the physical layer management information
base (PHYMIB) and are independent of the station bit rate.

e Short inter-frame spacing (SIFS) is the shortest of all the IFSs and de-
notes highest priority to access the medium. It is defined for short control
messages such as acknowledgments for data packets and polling responses.
The transmission of any packet should begin only after the channel is sensed
to be idle for a minimum time period of at least SIFS.

e PCF inter-frame spacing (PIFS) is the waiting time whose value lies
between SIFS and DIFS. This is used for real-time services.

e DCF inter-frame spacing (DIFS) is used by stations that are operating
under the DCF mode to transmit packets. This is for asynchronous data
transfer within the contention period.

¢ Extended inter-frame spacing (EIFS) is the longest of all the IFSs and
denotes the least priority to access the medium. EIFS is used for resynchro-
nization whenever physical layer detects incorrect MAC frame reception.

2.3.3 CSMA/CA Mechanism

Carrier sense with multiple access and collision avoidance (CSMA /CA) is the MAC
layer mechanism used by IEEE 802.11 WLANs. Carrier sense with multiple access
and collision detection (CSMA /CD) is a well-studied technique in ITEEE 802.x wired
LANs. This technique cannot be used in the context of WLANSs effectively because
the error rate in WLANS is much higher and allowing collisions will lead to a drastic
reduction in throughput. Moreover, detecting collisions in the wireless medium
is not always possible. The technique adopted here is therefore one of collision
avoidance.
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The Medium Access Mechanism

The basic channel access mechanism of IEEE 802.11 is shown in Figure 2.2 (a). If
the medium is sensed to be idle for a duration of DIFS, the node accesses the medium
for transmission. Thus the channel access delay at very light loads is equal to the
DIFS. If the medium is busy, the node backs off, in which the station defers channel
access by a random amount of time chosen within a contention window (CW).
The value of CW can vary between CW,,;, and CW,,4,. The time intervals are
all integral multiples of slot times, which are chosen judiciously using propagation
delay, delay in the transmitter, and other physical layer dependent parameters. As
soon as the back-off counter reaches zero and expires, the station can access the
medium. During the back-off process, if a node detects a busy channel, it freezes
the back-off counter and the process is resumed once the channel becomes idle for a
period of DIFS. Each station executes the back-off procedure at least once between
every successive transmission.

Busy medium,

Source  pygy Back—off Back—off
medium Back—off  frozen resumed
| DIFS keees] DIFS [|]1111] kssssssssssssss] DIFS [1]]] ][ DATA
<
Destination %\Q'
ACK
Other nod
ernodes DIFS ‘ Back—off
LLLLLI
NAV
(a)
Source
Back—off &
S
11111 [RTS > [oATA
(=
Destination ‘ 7
S %\Q%
CTS \ ACK
Other nodes ‘ DIFS‘ Back—off
L
NAV (RTS)

—

NAV (CTS) g
NAV (DATA)

access to the medium is deferred

A

(b)

Figure 2.2. IEEE 802.11 DCF and RTS-CTS mechanism.
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In the scheme discussed so far, each station has the same chances for transmitting
data next time, independent of the overall waiting time for transmission. Such a
system is clearly unfair. Ideally, one would like to give stations that wait longer a
higher priority service in order to ensure that they are not starved. The back-off
timer incorporated into the above mechanism tries to make it fair. Longer waiting
stations, instead of choosing another random interval from the contention window,
wait only for a residual amount of time that is specified by the back-off timer.

Contention Window Size

The size of the Contention Window (CW) is another important parameter. If the
CW is small in size, then the random values will be close together and there is
a high probability of packet collision. On the other hand, if the size of CW is
very large, there will be some unnecessary delay because of large back-off values.
Ideally, one would like the system to adapt to the current number of stations that
are contending for channel access. To effect this, the truncated binary exponential
back-off technique is used here, which is similar to the technique used in IEEE
802.3. The initial contention window is set to a random value between (0, CWmin)
and each time a collision occurs, the CW doubles its size up to a maximum of
CWmax. So at high load, the CW size is high and therefore the resolution power of
the system is high. At low loads, small CW ensures low access delay. The specified
values of CWmin and CWmax for different physical layer specifications are given
in Table 2.1.

Table 2.1. IEEE 802.11 parameters

Parameter| 802.11 802.11 802.11 802.11b 802.11a
(FHSS) | (DSSS) (IR)

tsiot 50 usec 20 psec 8 usec 20 psec 9 usec

SIFS 28 psec 10 psec 10 psec 10 psec 16 psec

PIFS SIFS +tsi0t

DIFS SIFSH(2 X tsiot)

Operating 2.4 GHz | 2.4 GHz | 850-950 nm | 2.4 GHz 5 GHz

Frequency

Maximum 2 Mbps | 2 Mbps 2 Mbps 11 Mbps | 54 Mbps

Data Rate

CWmin 15 31 63 31 15

CWmax 1,023 1,023 1,023 1,023 1,023

Acknowledgments

Acknowledgments (ACKs) must be sent for data packets in order to ensure their
correct delivery. For unicast packets, the receiver accesses the medium after waiting
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for a SIFS and sends an ACK. Other stations have to wait for DIFS plus their back-
off time. This reduces the probability of a collision. Thus higher priority is given for
sending an ACK for the previously received data packet than for starting a new data
packet transmission. ACK ensures the correct reception of the MAC layer frame
by using cyclic redundancy checksum (CRC) technique. If no ACK is received by
the sender, then a retransmission takes place. The number of retransmissions is
limited, and failure is reported to the higher layer after the retransmission count
exceeds this limit.

RTS-CTS Mechanism

The hidden terminal problem is a major problem that is observed in wireless net-
works. This is a classic example of problems arising due to incomplete topology
information in wireless networks that was mentioned initially. It also highlights
the non-transitive nature of wireless transmission. In some situations, one node
can receive from two other nodes, which cannot hear each other. In such cases,
the receiver may be bombarded by both the senders, resulting in collisions and re-
duced throughput. But the senders, unaware of this, may get the impression that
the receiver can clearly listen to them without interference from anyone else. This
is called the hidden terminal problem. To alleviate this problem, the RTS-CTS
mechanism has been devised as shown in Figure 2.2 (b).

How RTS-CTS Works

The sender sends a request to send (RTS) packet to the receiver. The packet
includes the receiver of the next data packet to be transmitted and the expected
duration of the whole data transmission. This packet is received by all stations
that can hear the sender. Every station that receives this packet will set its network
allocation vector (NAV) accordingly. The NAV of a station specifies the earliest time
when the station is permitted to attempt transmission. After waiting for SIF'S, the
intended receiver of the data packet answers with a clear to send (CTS) packet if
it is ready to accept the data packet. The CTS packet contains the duration field,
and all stations receiving the CTS packet also set their NAVs. These stations are
within the transmission range of the receiver. The set of stations receiving the CTS
packet may be different from the set of stations that received the RTS packet, which
indicates the presence of some hidden terminals.

Once the RTS packet has been sent and CTS packet has been received success-
fully, all nodes within receiving distance from the sender and from the receiver are
informed that the medium is reserved for one sender exclusively. The sender then
starts data packet transmission after waiting for SIFS. The receiver, after receiving
the packet, waits for another SIFS and sends the ACK. As soon as the transmis-
sion is over, the NAV in each node marks the medium as free (unless the node has
meanwhile heard some other RTS/CTS) and the process can repeat again. The
RTS packet is like any other packet and collisions can occur only at the beginning
when RTS or CTS is being sent. Once the RTS and CTS packets are transmitted
successfully, nodes that listen to the RTS or the CTS refrain from causing collision
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to the ensuing data transmission, because of their NAVs which will be set. The us-
age of RTS-CTS dialog before data packet transmission is a form of virtual carrier
sensing.

Overhead Involved in RTS-CTS

It can be observed that the above mechanism is akin to reserving the medium prior
to a particular data transfer sequence in order to avoid collisions during this transfer.
But transmission of RT'S-CTS can result in non-negligible overhead. Therefore, the
RTS-CTS mechanism is used judiciously. An RTS threshold is used to determine
whether to start the RTS-CTS mechanism or not. Typically, if the frame size is
more than the RTS threshold, the RTS-CTS mechanism is activated and a four-way
handshake (i.e., RT'S-CTS-DATA-ACK) follows. If the frame size is below the RTS
threshold, the nodes resort to a two-way handshake (DATA-ACK).

MAC as a State Machine

Figure 2.3 diagrammatically shows what has been discussed so far. It models the
MAC layer as a finite state-machine, and shows the permissible transitions. It
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Figure 2.3. MAC state transition diagram.
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must be noted that the state-machine is simplistic and is given only to ease the
understanding of the fundamental mechanisms at the MAC layer. The functioning
of the finite state-machine is explained in what follows.

If a node has a packet to send and is in the IDLE state, it goes into the
WAIT_FORNAV state. After the on-going transmissions (if any) in the neigh-
borhood are over, the node goes to the WAIT_FOR_DIFS state. After waiting
for DIFS amount of time, if the medium continues to be idle, the station enters
the BACKING_OFF state. Otherwise, the station sets its back-off counter (if the
counter value is zero) and goes back to the IDLE state. During back-off, if the node
senses a busy channel, the node saves the back-off counter and goes back to the
IDLE state. Otherwise, it goes into one of three states. If the packet type is broad-
cast, the node enters the TRANSMITTING_BCAST state where it transmits the
broadcast packet. If the packet type is unicast and the packet size is less than the
RTS threshold, the node enters the TRANSMITTING_UNICAST state and starts
transmitting data. If the packet size is greater than the RTS threshold, the node
enters the TRANSMITTING_RTS state and starts transmitting the RTS packet.
After the RTS transmission is over, the node enters the WAITING_FOR_CTS state.
If the CTS packet is not received within a specified time, the node times out and
goes back to the IDLE state, and increases the CW value exponentially up to a
maximum of CWy,q.. If the CTS packet is received, the node enters the TRANS-
MITTING_UNICAST state and starts transmitting data. After the unicast packet
is transmitted, the node enters the WAITING_FOR_ACK state. When the node
receives the ACK, it goes back to the IDLE state and reduces the CW value to

If a node receives an RTS packet when in IDLE state and if the NAV of the node
indicates that no other on-going transmissions exist, the node enters the TRANS-
MITTING_CTS state and starts transmitting the CTS packet. After the CTS
packet is transmitted, the node enters the WAITING_FOR_DATA state and waits
for the data packet from the sender. On receiving the data packet, the node enters
the TRANSMITTING_ACK state and starts transmitting the ACK for the data
packet. When the ACK has been transmitted, the node goes back to the IDLE
state. If the data packet is not received, the receiver returns to the IDLE state.

Fragmentation

Bit error rates in the wireless medium are much higher than in other media. The
bit error rate in fiber optics is only about 1077, whereas in wireless, it is as large
as 107% One way of decreasing the frame error rate is by using shorter frames.
IEEE 802.11 specifies a fragmentation mode where user data packets are split into
several smaller parts transparent to the user. This will lead to shorter frames, and
frame error will result in retransmission of a shorter frame. The RTS and CTS
messages carry duration values for the current fragment and estimated time for the
next fragment. The medium gets reserved for the successive frames until the last
fragment is sent.

The length of each fragment is the same for all the fragments except the last
fragment. The fragments contain information to allow the complete MAC protocol
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data unit (MPDU, informally referred to as packet) to be reassembled from the
fragments that constitute it. The frame type, sender address, destination address,
sequence control field, and indicator for more fragments to come are all present
in the fragment header. The destination constructs the complete packet by re-
assembling the fragments in the order of the sequence number field. The receiving
station ensures that all duplicate fragments are discarded and only one copy of each
fragment is integrated. Acknowledgments for the duplicates may, however, be sent.

2.3.4 Other MAC Layer Functionalities

There are several other functionalities that the MAC layer provides in IEEE 802.11
WLANSs. The functionalities described in this section are the point coordination
function (PCF) which is used for QoS guarantees, timing synchronization, power
management, and support for roaming.

Point Coordination Function

The objective of the point coordination function (PCF) is to provide guarantees
on the maximum access delay, minimum transmission bandwidth, and other QoS
parameters. Unlike the DCF, where the medium contention is resolved in a dis-
tributed manner, the PCF works by effecting a centralized contention resolution
scheme, and is applicable only in networks where an AP polls the nodes in its BSS.
A point coordinator (PC) at the AP splits the access time into super frame periods.
The super frame period consists of alternating contention free periods (CFPs) and
contention periods (CPs). The PC will determine which station has the right to
transmit at any point of time. The PCF is essentially a polled service with the PC
playing the role of the polling master. The operation of the PCF may require addi-
tional coordination to perform efficient operation in cases where multiple PCs are
operating simultaneously such that their transmission ranges overlap. The IFS used
by the PCF is smaller than the IFS of the frames transmitted by the DCF. This
means that point-coordinated traffic will have higher priority access to the medium
if DCF and PCF are concurrently in action. The PC controls frame transmissions
so that contentions are eliminated over a limited period of time, that is, the CFP.

Synchronization

Synchronization of clocks of all the wireless stations is an important function to
be performed by the MAC layer. Each node has an internal clock, and clocks are
all synchronized by a timing synchronization function (TSF). Synchronized clocks
are required for power management, PCF coordination, and frequency hopping
spread spectrum (FHSS) hopping sequence synchronization. Without synchroniza-
tion, clocks of the various wireless nodes in the network may not have a consistent
view of the global time.

Within a BSS, quasi periodic beacon frames are transmitted by the AP, that is,
one beacon frame is sent every target beacon transmission time (TBTT) and the
transmission of a beacon is deferred if the medium is busy. A beacon contains a
time-stamp that is used by the node to adjust its clock. The beacon also contains
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some management information for power optimization and roaming. Not all beacons
need to be heard for achieving synchronization.

Power Management

Usage of power cords restricts the mobility that wireless nodes can potentially offer.
The usage of battery-operated devices calls for power management because battery
power is expensive. Stations that are always ready to receive data consume more
power (the receiver current may be as high as 100 mA). The transceiver must be
switched off whenever carrier sensing is not needed. But this has to be done in a
manner that is transparent to the existing protocols. It is for this reason that power
management is an important functionality in the MAC layer. Therefore, two states
of the station are defined: sleep and awake. The sleep state refers to the state where
the transceiver can not receive or send wireless signals. Longer periods in the sleep
state mean that the average throughput will be low. On the other hand, shorter
periods in the sleep state consume a lot of battery power and are likely to reduce
battery life.

If a sender wants to communicate with a sleeping station, it has to buffer the
data it wishes to send. It will have to wait until the sleeping station wakes up,
and then send the data. Sleeping stations wake up periodically, when senders can
announce the destinations of their buffered data frames. If any node is a destination,
then that node has to stay awake until the corresponding transmission takes place.

Roaming

Each AP may have a range of up to a few hundred meters where its transmission will
be heard well. The user may, however, walk around so that he goes from the BSS
of one AP to the BSS of another AP. Roaming refers to providing uninterrupted
service when the user walks around with a wireless station. When the station
realizes that the quality of the current link is poor, it starts scanning for another
AP. This scanning can be done in two ways: active scanning and passive scanning.
Active scanning refers to sending a probe on each channel and waiting for a response.
Passive scanning refers to listening into the medium to find other networks. The
information necessary for joining the new BSS can be obtained from the beacon
and probe frames.

2.3.5 Other Issues

Improvements in the IEEE 802.11 standard have been proposed to support higher
data rates for voice and video traffic. Also, QoS provisioning and security issues
have been addressed in extended versions of the standard. These will be discussed
in the remainder of this section.

Newer Standards

The original standards for IEEE 802.11 came out in 1997 and promised a data
rate of 1-2 Mbps in the license-free 2.4 GHz ISM band [5]. Since then, several
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improvements in technology have called for newer and better standards that offer
higher data rates. This has manifested in the form of IEEE 802.11a and IEEE
802.11b standards, both of which came out in 1999. IEEE 802.11b, an extension
of IEEE 802.11 DSSS scheme, defines operation in the 2.4 GHz ISM band at data
rates of 5.5 Mbps and 11 Mbps, and is trademarked commercially by the Wireless
Ethernet Compatibility Alliance (WECA) as Wi-Fi. It achieves high data rates
due to the use of complimentary code keying (CCK). IEEE 802.11a operates in
the 5 GHz band (unlicensed national information infrastructure band), and uses
orthogonal frequency division multiplexing (OFDM) at the physical layer. IEEE
802.11a supports data rates up to 54 Mbps and is the fast Ethernet analogue to
IEEE 802.11b.

Other IEEE 802.11 (c, d, and h) task groups are working on special regulatory
and networking issues. IEEE 802.11e deals with the requirements of time-sensitive
applications such as voice and video. IEEE 802.11f deals with inter-AP communi-
cation to handle roaming. IEEE 802.11g aims at providing the high speed of IEEE
802.11a in the ISM band. IEEE 802.11i deals with advanced encryption standards
to support better privacy.

QoS for Voice and Video Packets

In order to offer QoS, delay-sensitive packets (such as voice and video packets) are
to be given a higher priority to get ahead of less time-critical (e.g., file transfer)
traffic. Several mechanisms have been proposed to offer weighted priority. Hybrid
coordination function (HCF) can be used where the AP polls the stations in a
weighted way in order to offer QoS. Extended DCF is another mechanism which
has been proposed where the higher priority stations will choose the random back-off
interval from a smaller CW. Performance of WLANs where voice and data services
are integrated is studied in [6] and [7].

Wired Equivalent Privacy

Security is a very important issue in the design of WLANSs. In order to provide a
modest level of physical security, the wired equivalent privacy (WEP) mechanism
was devised. The name WEP implies that this mechanism is aimed at providing
the level of privacy that is equivalent to that of a wired LAN. Data integrity, access
control, and confidentiality are the three aims of WEP. It assumes the existence of
an external key management service that distributes the key sequence used by the
sender. This mechanism relies on the fact that the secret key cannot be determined
by brute force. However, WEP has been proven to be vulnerable if more sophis-
ticated mechanisms are used to crack the key. It uses the pseudo-random number
key generated by RSA RC4 algorithm which has been efficiently implemented in
hardware as well as in software. This mechanism makes use of the fact that if we
take the plain text, XOR (bit-by-bit exclusive OR) it with a pseudo-random key
sequence, and then XOR the result with the same key sequence, we get back the
plain text.
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2.4 HIPERLAN STANDARD

The European counterparts to the IEEE 802.11 standards are the high-performance
radio LAN (HIPERLAN) standards defined by the European Telecommunications
Standards Institute (ETSI). It is to be noted that while the IEEE 802.11 standards
can use either radio access or infrared access, the HIPERLAN standards are based
on radio access only. The standards have been defined as part of the ETSI broad-
band radio access networks (BRAN) project. In general, broadband systems are
those in which user data rates are greater than 2 Mbps (and can go up to 100s of
Mbps). Four standards have been defined for wireless networks by the ETSI.

e HIPERLAN/1 is a wireless radio LAN (RLAN) without a wired infrastruc-
ture, based on one-to-one and one-to-many broadcasts. It can be used as an
extension to a wired infrastructure, thus making it suited to both ad hoc and
infrastructure-based networks. It employs the 5.15 GHz and the 17.1 GHz
frequency bands and provides a maximum data rate of 23.5 Mbps.

e The HIPERLAN/2 standard intends to provide short-range (up to 200 m)
wireless access to Internet protocol (IP), asynchronous transfer mode (ATM?),
and other infrastructure-based networks and, more importantly, to integrate
WLANS into cellular systems. It employs the 5 GHz frequency band and offers
a wide range of data rates from 6 Mbps to 54 Mbps. HIPERLAN/2 has been
designed to meet the requirements of future wireless multimedia services.

e HIPERACCESS (originally called HIPERLAN/3) covers “the last mile” to
the customer; it enables establishment of outdoor high-speed radio access
networks, providing fixed radio connections to customer premises. HIPER-
ACCESS provides a data rate of 25 Mbps. It can be used to connect HIPER-
LAN/2 deployments that are located far apart (up to 5 Km away). It offers
point-to-multipoint communication.

e The HIPERLINK (originally called HIPERLAN/4) standard provides high-
speed radio links for point-to-point static interconnections. This is used to
connect different HIPERLAN access points or HIPERACCESS networks with
high-speed links over short distances of up to 150 m. For example, the HIPER-
LINK can be employed to provide links between different rooms or floors
within a large building. HIPERLINK operates on the 17 GHz frequency
range.

Figure 2.4 shows a typical deployment of the ETSI standards. The standards
excluding HIPERLAN/1 are grouped under the BRAN project. The scope of the
BRAN has been to standardize the radio access network and the functions that
serve as the interface to the infrastructural networks.

LATM networks are connection-oriented and require a connection to set up prior to transfer
of information from a source to a destination. All information to be transmitted — voice, data,
image, and video — is first fragmented into small, fixed-size packets known as cells. These cells
are then switched and routed using packet switching principles.
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Figure 2.4. The ETSI-BRAN systems.

2.4.1 HIPERLAN/1

HIPERLAN/1 is a RLAN standard that was introduced by the ETSI in 1995. The
standard allows nodes to be deployed either in a pre-arranged or in an ad hoc
fashion. Apart from supporting node mobility, HIPERLAN/1 provides forwarding
mechanisms (multi-hop routing). Thus, coverage is not limited to just the neigh-
boring nodes. Using a clever framing scheme as explained later in this section,
HIPERLAN/1 provides a data rate of around 23.5 Mbps without utilizing much
power, thus having the capability to support multimedia data and asynchronous
data effectively. This data rate is significantly higher than that provided by IEEE
802.11. The HIPERLAN/1 protocol stack is restricted to the two lower-most lay-
ers in the OSI reference model: the data link layer (DLL) and the physical layer.
The DLL is further divided into the medium access control (MAC) sublayer and
the channel access control (CAC) sublayer. The sections that follow describe the
standard.
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The Physical Layer

The tasks of the physical layer are modulation and demodulation of a radio carrier
with a bit stream, forward error-correction mechanisms, signal strength measure-
ment, and synchronization between the sender and the receiver. The standard uses
the CCA scheme (similar to IEEE 802.11) to sense whether the channel is idle or
busy.

The MAC Sublayer

The HIPERLAN/1 MAC (HM) sublayer is responsible for processing the packets
from the higher layers and scheduling the packets according to the QoS requests
from the higher layers specified by the HM QoS parameters. The MAC sublayer
is also responsible for forwarding mechanisms, power conservation schemes, and
communication confidentiality through encryption—decryption mechanisms.

Because of the absence of an infrastructure, the forwarding mechanism is needed
to allow the physical extension of HIPERLAN/1 to go beyond the radio range of a
single station. Topology-related data are exchanged between the nodes periodically
with the help of special packets, for the purpose of forwarding.

In order to guarantee a time-bound service, the HM protocol data unit (HM-
PDU) selected for channel access has to reflect the user priority and the residual
lifetime of the packet (the time remaining for the packet to expire). The MAC layer
computes the channel access priority for each of the PDUs following a mapping from
the MAC priority to the channel access mechanism (CAM) priority. One among
those PDUs which has the highest CAM priority and the least residual time will be
selected for access to the channel.

The CAC Sublayer

The CAC sublayer offers a connectionless data service to the MAC sublayer. The
MAC layer uses this service to specify a priority (called the CAM priority) which is
the QoS parameter for the CAC layer. This is crucial in the resolution of contention
in the CAM.

EY-NPMA

After a packet with an associated CAM priority has been chosen in the CAC
sublayer for transmission, the next phase is to compete with packets of other nodes
for channel access. The channel access mechanism is a dynamic, listen-and-then-
talk protocol that is very similar to the CSMA/CA used in 802.11 and is called the
elimination yield non-preemptive multiple access (EY-NPMA) mechanism. Figure
2.5 shows the operation of the EY-NPMA mechanism in which the nodes 1, 2, 3,
and 4 have packets to be sent to the AP. The CAM priority for nodes 2 and 4 is
higher with priority 2 followed by node 3 with priority 3, and node 1 with the least
priority of 4. The prioritization phase will have k& slots where k (can vary from 1 to
5 with k& — 1 having higher priority than k) refers to the number of priority levels.



Section 2.4. HIPERLAN Standard 83

Cycle

A
Y

Prioritization Contention o
Phase Phase Transmission Phase

]

|
|
|
|
|
I +
|
| | |
| | | ‘|
| |
2 N
| [ -
| [ -
| |
SR B R
| [ -
| [ | ! :
4 : @ : : | \ Data l\ )l Ack 1
T T 1 T ]
| Lo | e - !
[ | I
AP:1,2,3,4,5: I :| Data ||Ack|: _
| T 1 T \ = | | -
[ | | | >, Time
Elimination \»
Phase Yield Phase

Elimination survival
identification interval

Figure 2.5. The operation of EY-NPMA.

The entire process of channel access occurs in the form of channel access cycles.
A synchronization interval occurs after the end of every such cycle. This access
cycle is comprised of three phases: prioritization, contention, and transmission.

(1) Prioritization: This phase culls out nodes with packets of the highest CAM
priority and lets them participate in the next phase. The prioritization phase con-
sists of two events, namely, priority detection and priority assertion. During the
priority detection period, a node listens to the channel for a number of time slots
proportional to the CAM priority assigned to the packet that the node wants to
send. In Figure 2.5, the nodes 2 and 4 wait for one slot and assert their priority in
the second slot as they hold packets with higher priority, and nodes 3 and 1 wait for
slots equal to their priority level. By listening to the channel, nodes 3 and 1 detect
the existence of other nodes with higher priority and hence leave the prioritization
phase. If a low-priority node has succeeded in waiting up to this slot, it enters the
priority assertion period during which it sends a burst, signaling its selection to the
next stage. In this process, the node(s) with the highest CAM priority will finish
the prioritization phase first and hence will be selected for the next phase.

(2) Contention: This phase is to eliminate as many nodes as possible, in order to
minimize the collision rate during transmission. This phase extends to a maximum
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of 13 slots, each of the same width as that of the slots in the prioritization phase. In
this phase, the nodes that transmitted a burst in the previous phase, resolve access
to the channel by contention. This phase consists of two sub-phases, namely, the
elimination phase and the yield phase. Nodes in this phase (nodes 2 and 4 in Figure
2.5) get to transmit a burst for a geometrically distributed number of time slots
[the probability of a node’s transmission extending to a slot length of & slots (where
k < 12 slots) is 0.5¥] which is then followed by a sensing period of 1 slot. During
this period, if a node detects another node’s burst, it stops the contention process
(node 2 in Figure 2.5). This period during which each contending node will have
to listen to the channel for a slot duration is called the elimination survival identi-
fication interval. If the channel is sensed idle during this interval, the node reaches
the yield phase. This period is also called elimination survival verification. This
ensures that the node(s) which sent the elimination burst for the maximum number
of slots will be chosen for the next phase. The next phase is the yield phase which
complements the elimination phase; it involves each node listening to the channel

for a number of time slots (up to a maximum of 15 slots, each with duration %th of
the slot duration in the prioritization phase). This is in fact similar to the back-off
state in which the probability of backing off for k slots is 0.1 x 0.9%. If the channel is
sensed to be idle during these slots, the node is said to be eligible for transmission.
The node that waits for the shorter number of slots initiates transmission and other

nodes defer their access to the next cycle to begin the process afresh.

(3) Transmission: This is the final stage in the channel access where the trans-
mission of the selected packet takes place. During this phase, the successful delivery
of a data packet is acknowledged with an ACK packet.

The performance of EY-NPMA protocol suffers from major factors such as
packet length, number of nodes, and the presence of hidden terminals. The effi-
ciency of this access scheme varies from 8% to 83% with variation of packet sizes
from 50 bytes to 2 Kbytes.

The above-described channel access takes place during what is known as the
channel synchronization condition. The other two conditions during which channel
access can take place are (a) the channel free condition, when the node senses the
channel free for some amount of time and then gains access, and (b) the hidden
terminal condition, when a node is eliminated from contention, but still does not
sense any data transmission, indicating the presence of a hidden node.

Power Conservation Issues

The HIPERLAN/1 standard has suggested power conservation schemes at both the
MAC and the physical layers.

At the MAC level, the standard suggests awake/sleep modes similar to the
DFWMAC in IEEE 802.11. Two roles defined for the nodes are the p-savers (nodes
that want to implement the function) and the p-supporters (neighbors to the p-
saver that are deputized to aid the latter’s power conservation). The p-saver can
receive packets only at predetermined time intervals and is active only during those
intervals, in the process saving power.
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At the physical level, a framing scheme has been adopted to conserve power. The
physical burst is divided into high bit rate (HBR) and low bit rate (LBR) bursts.
The difference between the two bursts lies in the keying mechanisms employed for
them — the HBR burst is based on Gaussian minimum shift keying (GMSK) that
yields a higher bit rate, but consumes more power than frequency shift keying (FSK)
used for the LBR bursts. The LBR burst contains the destination address of the
frame and precedes the HBR burst. Any node receiving a packet, first reads the
LBR burst. The node will read the HBR, burst only if it is the destination for that
frame. Otherwise, the burst is simply ignored, thereby saving the power needed to
read the HBR burst.

Failure of HIPERLAN/1

In spite of the high data rate that it promised, HIPERLAN/1 standard has always
been considered unsuccessful. This is because IEEE Ethernet had been prevalent
and hence, for its wireless counterpart too, everybody turned toward IEEE, which
came out with its IEEE 802.11 standard. As a result, hardly any manufacturer
adopted the HIPERLAN/1 standard for product development. However, the stan-
dard is still studied for the stability it provides and for the fact that many of the
principles followed have been adopted in the other standards. For further details
on the standard, readers are referred to [8] and [9].

2.4.2 HIPERLAN/2

As seen earlier, the IEEE 802.11 standard offers data rates of 1 Mbps while the newer
standard IEEE 802.11a offers rates up to 54 Mbps. However, there was a necessity
to support QoS, handoff (the process of transferring an MT from one channel /AP to
another), and data integrity in order to satisfy the requirements of wireless LANs.
This demand was the motivation behind the emergence of HIPERLAN/2. The
standard has become very popular owing to the significant support it has received
from cellular manufacturers such as Nokia and Ericsson. The HIPERLAN/2 tries to
integrate WLANSs into the next-generation cellular systems. It aims at converging
IP and ATM type services at a high data rate of 54 Mbps for indoor and outdoor
applications. The HIPERLAN/2, an ATM compatible WLAN, is a connection-
oriented system, which uses fixed size packets and enables QoS applications easy to
implement.

The HIPERLAN/2 network has a typical topology as shown in Figure 2.6. The
figure shows MT's being centrally controlled by the APs which are in turn connected
to the core network (infrastructure-based network). It is to be noted that, unlike
the IEEE standards, the core network for HIPERLAN/2 is not just restricted to
Ethernet. Also, the AP used in HIPERLAN/2 consists of one or many transceivers
called access point transceivers (APTs) which are controlled by a single access point
controller (APC).

There are two modes of communication in a HIPERLAN/2 network, which are
described by the following two environments:
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Figure 2.6. A typical deployment of HIPERLAN/2.

e Business environment: The ad hoc architecture of HIPERLAN/1 has been
extended to support a centralized mode of communication using APs. This
topology corresponds to business environments. Accordingly, each AP serves
a number of MTs.

e Home environment: The home environment enables a direct mode of com-
munication between the MTs. This corresponds to an ad hoc architecture
that can be operated in a plug-and-play manner. The direct mode of commu-
nication is, however, managed by a central control entity elected from among
the nodes called the central controller (CC).

There are several features of HIPERLAN/2 that have attracted many a cellular
manufacturer. These features are part of the discussion on the protocol stack of
HIPERLAN/2 below. The HIPERLAN/2 protocol stack consists of the physical
layer, convergence layer (CL), and the data link control (DLC) layer.

The Physical Layer

The physical layer is responsible for the conversion of the PDU train from the DLC
layer to physical bursts that are suitable for radio transmission. HIPERLAN/2,
like IEEE 802.11a, uses OFDM for transmission. The HIPERLAN/2 allows bit
rates from 6 Mbps to 54 Mbps using a scheme called link adaptation. This scheme
allows the selection of a suitable modulation method for the required bit rate. This
scheme is unique to HIPERLAN/2 and is not available in the IEEE standards and
HIPERLAN/1. More details on the physical layer can be found in [14].
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The CL

The topmost layer in the HIPERLAN/2 protocol stack is the CL. The functions
of the layer are to adapt the requirements of the different higher layers of the core
network with the services provided by the lower layers of HIPERLAN/2, and to
convert the higher layer packets into ones of fixed size that can be used by the lower
layers. A CL is defined for every type of core network supported. In short, this
layer is responsible for the network-independent feature of HIPERLAN/2.

The CL is classified into two types, namely, the packet-based CL and the cell-
based CL. The packet-based CL processes variable-length packets (such as IEEE
802.3, IP, and IEEE 1394). The cell-based CL processes fixed-sized ATM cells.
The CL has two sublayers, namely, the common part (CP) and the service-specific
convergence sublayer (SSCS). The CP is independent of the core network. It allows
parallel segmentation and reassembly of packets. The CP comprises of two sublay-
ers, namely, the common part convergence sublayer (CPCS) and the segmentation
and reassembly (SAR) sublayer. The CPCS processes the packets from the higher
layer and adds padding and additional information, so as to be segmented in the
SAR. For further information on the CP, readers are referred to [10].

The SSCS consists of functions that are specific to the core network. For exam-
ple, the Ethernet SSCS has been standardized in [11] for Ethernet core networks.
The SSCS adapts the different data formats to the HIPERLAN/2 DLC format. It
is also responsible for mapping the QoS requests of the higher layers to the QoS
parameters of HIPERLAN/2 such as data rate, delay, and jitter.

The DLC Layer

The DLC layer constitutes the logical link between the AP and the MTs. This
ensures a connection-oriented communication in a HIPERLAN/2 network, in con-
trast to the connectionless service offered by the IEEE standards. The DLC layer is
organized into three functional units, namely, the radio link control (RLC) sublayer
on the control plane, the error control (EC) sublayer on the user plane, and the
MAC sublayer. The following discussion describes the features of the DLC layer.
For further details, readers are referred to [12] and [13].

The RLC Sublayer

The RLC sublayer takes care of most of the control procedures on the DLC
layer. The tasks of the RLC can be summarized as follows.

e Association control function (ACF): The ACF handles the registra-
tion and the authentication functions of an MT with an AP within a radio
cell. Only after the ACF procedure has been carried out can the MT ever
communicate with the AP.

e DLC user connection control (DCC): The DCC function is used to
control DLC user connections. It can set up new connections, modify existing
connections, and terminate connections.
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e Radio resource control (RRC): The RRC is responsible for the surveil-
lance and efficient utilization of the available frequency resources. It performs
the following tasks:

Dynamic frequency selection: This function is not available in IEEE
802.11, IEEE 802.11a, IEEE 802.11b, and HIPERLAN/1, and is thus
unique to HIPERLAN/2. It allows the AP to select a channel (fre-
quency) for communication with the MTs depending on the interferences
in each channel, thereby aiding in the efficient utilization of the available
frequencies.

Handoff: HIPERLAN/2 supports three types of handoff, namely, sector
handoff (moving to another sector of the same antenna of an APT),
radio handoff (handoff between two APTs under the same APC), and
network handoff (handoff between two APs in the same network).

Power saving: Power-saving schemes much similar to those in HIPER-
LAN/1 and IEEE 802.11 have been implemented.

Error Control (EC)

Selective repeat (where only the specific damaged or lost frame is retransmitted)
protocol is used for controlling the errors across the medium. To support QoS for
stringent and delay-critical applications, a discard mechanism can be provided by
specifying a maximum delay.

The MAC Sublayer

The MAC protocol is used for access to the medium, resulting in the transmission
of data through that channel. However, unlike the IEEE standards and the HIPER-
LAN/1 in which channel access is made by sensing it, the MAC protocol follows
a dynamic time division multiple access/time division duplexing (TDMA /TDD)
scheme with centralized control. The protocol supports both AP-MT unicast and
multicast transfer, and at the same time MT-MT peer-to-peer communication. The
centralized AP scheduling provides QoS support and collision-free transmission.
The MAC protocol provides a connection-oriented communication between the AP
and the MT (or between MTs).

Security Issues

Elaborate security mechanisms exist in the HIPERLAN/2 system. The encryption
procedure is optional and can be selected by the MT during association. T'wo strong
encryption algorithms are offered, namely, the data encryption standard (DES) and
the triple-DES algorithms.

2.5 BLUETOOTH

WLAN technology enables device connectivity to infrastructure-based services
through a wireless carrier provider. However, the need for personal devices to
communicate wirelessly with one another, without an established infrastructure,
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has led to the emergence of personal area networks (PANs). The first attempt to
define a standard for PANs dates back to Ericsson’s Bluetooth project? in 1994 to
enable communication between mobile phones using low-power and low-cost radio
interfaces. In May 1998, several companies such as Intel, IBM, Nokia, and Toshiba
joined Ericsson to form the Bluetooth Special Interest Group (SIG) whose aim was
to develop a de facto standard for PANs. Recently, IEEE has approved a Bluetooth-
based standard (IEEE 802.15.1) for wireless personal area networks (WPANs). The
standard covers only the MAC and the physical layers while the Bluetooth speci-
fication details the whole protocol stack. Bluetooth employs radio frequency (RF)
technology for communication. It makes use of frequency modulation to generate
radio waves in the ISM band.

Low power consumption of Bluetooth technology and an offered range of up to
ten meters has paved the way for several usage models. One can have an interactive
conference by establishing an ad hoc network of laptops. Cordless computer, instant
postcard [sending digital photographs instantly (a camera is cordlessly connected to
a mobile phone)], and three-in-one phone [the same phone functions as an intercom
(at the office, no telephone charge), cordless phone (at home, a fixed-line charge),
and mobile phone (on the move, a cellular charge)] are other indicative usage models.

2.5.1 Bluetooth Specifications

The Bluetooth specification consists of two parts: core and profiles. The core pro-
vides a common data link and physical layer to application protocols, and maximizes
reusability of existing higher layer protocols. The profiles specifications classify
Bluetooth applications into thirteen types. The protocol stack of Bluetooth per-
forms the functions of locating devices, connecting other devices, and exchanging
data. It is logically partitioned into three layers, namely, the transport protocol
group, the middleware protocol group, and the application group.

The transport protocol group consists of the radio layer, baseband layer, link
manager layer, logical link control and adaptation layer, and the host controller
interface. The middleware protocol group comprises of RFCOMM, SDP, and IrDA
(IrOBEX and IrMC). The application group consists of applications (profiles) using
Bluetooth wireless links, such as the modem dialer and the Web-browsing client.
The following sections discuss the concepts involved in the design of transport proto-
cols in Bluetooth communications, and also provide an overview of the middleware
and application layer protocols. Figure 2.7 shows the protocol stack of Bluetooth.
The detailed specifications and explanation of the stack are available in [15], [16].
Readers may also refer to [17], [18] for more information.

2.5.2 Transport Protocol Group

This group is composed of the protocols designed to allow Bluetooth devices to
locate each other and to create, configure, and manage the wireless links. Design

2The project was named after Danish King Harald Blatand (A.D. 940-981) (who was known
as Bluetooth due to his fondness for blueberries), who unified the Scandinavians by introducing
Christianity.
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Figure 2.7. Bluetooth protocol stack.

of various protocols and techniques used in Bluetooth communications has been
done with the target of low power consumption and ease of operation. This shall
become evident in the design choice of FHSS and the master—slave architecture.
The following sections study the various protocols in this group, their purpose,
their modes of operation, and other specifications.

Radio (Physical) Layer

The radio part of the specification deals with the characteristics of the transceivers
and design specifications such as frequency accuracy, channel interference, and mod-
ulation characteristics. The Bluetooth system operates in the globally available ISM
frequency band and the frequency modulation is GFSK. It supports 64 Kbps voice
channels and asynchronous data channels with a peak rate of 1 Mbps. The data
channels are either asymmetric (in one direction) or symmetric (in both directions).
The Bluetooth transceiver is a FHSS system operating over a set of m channels each
of width 1 MHz. In most of the countries, the value of m is 79. Frequency hopping
is used and hops are made at a rapid rate across the possible 79 hops in the band,
starting at 2.4 GHz and stopping at 2.480 GHz. The choice of frequency hopping
has been made to provide protection against interference.

The Bluetooth air interface is based on a nominal antenna power of 0 dBm (1
mW) with extensions for operating at up to 20 dBm (100 mW) worldwide. The
nominal link range is from 10 centimeters to 10 meters, but can be extended to
more than 100 meters by increasing the transmit power (using the 20 dBm option).
It should be noted here that a WLAN cannot use an antenna power of less than 0
dBm (1 mW) and hence an 802.11 solution might not be apt for power-constrained
devices as mentioned in [19].

Baseband Layer

The key functions of this layer are frequency hop selection, connection creation, and
medium access control. Bluetooth communication takes place by ad hoc creation



Section 2.5. Bluetooth 91

of a network called a piconet. The address and the clock associated with each
Bluetooth device are the two fundamental elements governing the formation of a
piconet.

Every device is assigned a single 48-bit address which is similar to the addresses
of IEEE 802.xx LAN devices. The address field is partitioned into three parts
and the lower address part (LAP) is used in several baseband operations such as
piconet identification, error checking, and security checks. The remaining two parts
are proprietary addresses of the manufacturing organizations. LAP is assigned
internally by each organization. Every device also has a 28-bit clock (called the
native clock) that ticks 3,200 times per second or once every 312.5 us. It should be
noted that this is twice the normal hopping rate of 1,600 hops per second.

Piconet

The initiator for the formation of the network assumes the role of the master (of
the piconet). All the other members are termed as slaves of the piconet. A piconet
can have up to seven active slaves at any instant. For the purpose of identification,
each active slave of the piconet is assigned a locally unique active member address
AM_ADDR. Other devices could also be part of the piconet by being in the parked
mode (explained later). A Bluetooth device not associated with any piconet is said
to be in standby mode. Figure 2.8 shows a piconet with several devices.

Standby device

\\ Slave 2
] ”O

Slave5
Z . Master

- /\/ (Oslave 3

Slave 4 Parked Slave,

Figure 2.8. A typical piconet.

Operational States

Figure 2.9 shows the state diagram of Bluetooth communications. Initially, all the
devices would be in the standby mode. Then some device (called the master) could
begin the inquiry and get to know the nearby devices and, if needed, join them
into its piconet. After the inquiry, the device could formally be joined by paging,
which is a packet-exchange process between the master and a prospective slave to
inform the slave of the master’s clock. If the device was already inquired, the master



92 Wireless LANs and PANs  Chapter 2

Unconnected

Connecting states

Transmit Connected Active states

Low power states

Figure 2.9. Operational states.

could get into the page state bypassing the inquiry state. Once the device finishes
getting paged, it enters the connected state. This state has three power-conserving
sub-states — hold, sniff, and park (described later in this section). A device in the
connected state can participate in the data transmission.

Frequency Hopping Sequences

It is evident (in any wireless communication) that the sender and the receiver
should use the same frequency for communication to take place. A frequency selec-
tion module (FSM) is present in each device to select the next frequency to be used
under various circumstances. In the connected state, the clock and the address of
the device (master) completely determine the hopping sequence. Different combina-
tion of inputs (clock, address) are used depending on the operational state. During
the inquiry operation, the address input to FSM is a common inquiry address. This
common address is needed because at the time of inquiry no device has information
about the hopping sequence being followed. The address of the paged device is fed
as input to the FSM for the paging state.

Communication Channel

The channel is divided into time slots, each 625 us in length. The time slots
are numbered according to the Bluetooth clock of the piconet master. A time
division duplex (TDD) scheme is used where master and slave alternately transmit.
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The master starts its transmission in even-numbered time slots only, and the slave
starts its transmission in odd-numbered time slots only. This is clearly illustrated in
Figure 2.10 (a). The packet start shall be aligned with the slot start. A Bluetooth
device would determine slot parity by looking at the least significant bit (LSB) in
the bit representation of its clock. If LSB is set to 1, it is the possible transmission
slot for the slave. A slave in normal circumstances is allowed to transmit only if in
the preceding slot it has received a packet from the master. A slave should know
the master’s clock and address to determine the next frequency (from the FSM).
This information is exchanged during paging.
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Figure 2.10. Transmission of packets over a channel.

Packet-Based Communication

Bluetooth uses packet-based communication where the data to be transmitted
is fragmented into packets. Only a single packet can be transmitted in each slot.
A typical packet used in these communications has three components: access code,
header, and payload. The main component of the access code is the address of
the piconet master. All packets exchanged on the channel are identified by the
master’s identity. The packet will be accepted by the recipient only if the access
code matches the access code corresponding to the piconet master. This also helps
in resolving conflicts in the case where two piconets are operating currently on the
same frequency. A slave receiving two packets in the same slot can identify its
packet by examining the access code.

The packet header contains many fields such as a three-bit active slave address,
a one-bit ACK/NACK for ARQ scheme [Automatic Repeat reQuest — anytime an
error is detected, a negative acknowledgment (NACK) is returned and the specified
frames are retransmitted], a four-bit packet type to distinguish payload types, and
an eight-bit header error check code to detect errors in the header. Depending on the
payload size, one, three, or five slots may be used for the packet transmission. The
hop frequency which is used for the first slot is used for the remainder of the packet.
While transmitting packets in multiple slots, it is important that the frequencies
used in the following time slots are those that are assigned to those slots, and that
they do not follow the frequency sequence that should have normally applied. This is
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illustrated in Figure 2.10 (b). When a device uses five slots for packet transmission,
the next packet transmission is allowed in F(k+6) and not in F(k+2). Also note
that the receiving time slot becomes F(k+5) as opposed to F(k+1). On this slotted
channel, both synchronous and asynchronous links are supported.

Between a master and a slave there is a single asynchronous connectionless link
(ACL) supported. This is the default link that would exist once a link is established
between a master and a slave. Whenever a master would like to communicate, it
would, and then the slave would respond. Optionally, a piconet may also support
synchronous connection oriented (SCO) links. SCO link is symmetric between mas-
ter and slave with reserved bandwidth and regular periodic exchange of data in the
form of reserved slots. These links are essential and useful for high-priority and
time-bound information such as audio and video.

Inquiry State

As shown in Figure 2.9, a device which is initially in the standby state enters
the inquiry state. As its name suggests, the sole purpose of this state is to collect
information about other Bluetooth devices in its vicinity. This information includes
the Bluetooth address and the clock value, as these form the crux of the commu-
nication between the devices. This state is classified into three sub-states: inquiry,
inquiry scan, and inquiry response.

A potential master sends an inquiry packet in the inquiry state on the inquiry
hop sequence of frequencies. This sequence is determined by feeding a common ad-
dress as one of the inputs to the FSM. A device (slave) that wants to be discovered
will periodically enter the inquiry scan state and listen for these inquiry packets.
When an inquiry message is received in the inquiry scan state, a response packet
called the frequency hopping sequence (FHS) containing the responding device ad-
dress must be sent. Devices respond after a random jitter to reduce the chances of
collisions.

Page State

A device enters this state to invite other devices to join its piconet. A device
could invite only the devices known to itself. So normally the inquiry operation
would precede this state. This state also is classified into three sub-states: page,
page scan, and page response.

In the page mode, the master estimates the slave’s clock based on the informa-
tion received during the inquiry state, to determine where in the hop sequence the
slave might be listening in the page scan mode. In order to account for inaccura-
cies in estimation, the master also transmits the page message through frequencies
immediately preceding and succeeding the estimated one. On receiving the page
message, the slave enters the slave page response sub-state. It sends back a page
response consisting of its ID packet which contains its device access code (DAC).
Finally, the master (after receiving the response from a slave) enters the page re-
sponse state and informs the slave about its clock and address so that the slave
can go ahead and participate in the piconet. The slave now calculates an offset to
synchronize with the master clock, and uses that to determine the hopping sequence
for communication in the piconet.
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Scatternets and Issues

Piconets may overlap both spatially and temporally, that is, many piconets
could operate in the same area at the same time. Each piconet is characterized
by a unique master and hence the piconets hop independently, each with its own
channel hopping sequence as determined by the respective master. In addition, the
packets carried on the channels are preceded by different channel access codes as
determined by the addresses of the master devices. As more piconets are added,
the probability of collisions increases, and a degradation in performance results, as
is common in FHSS systems.

In this scenario, a device can participate in two or more overlaying piconets by
the process of time sharing. To participate on the proper channel, it should use the
associated master device address and proper clock offset. A Bluetooth unit can act
as a slave in several piconets, but as a master in only a single piconet. A group of
piconets in which connections exist between different piconets is called a scatternet
(Figure 2.11).

When a device changes its role and takes part in different piconets, it is bound
to lead to a situation in which some slots remain unused (for synchronization).
This implies that complete utilization of the available bandwidth is not achieved.
An interesting proposition at this juncture would be to unite the timings of the
whole of the scatternet as explained in [19]. But this may lead to an increase in the
probability of packets colliding.

Another important issue is the timing that a device would be missing by par-
ticipating in more than one piconet. A master that is missing from a piconet (by
momentarily becoming a slave in another piconet) may miss polling slaves and must
ensure that it does not miss beacons from its slaves. Similarly, a slave (by becoming
a master or slave in another piconet) that is missing from a piconet could appear to
its master to have gone out of range or to be connected through a poor-quality link.

Piconet 1 Piconet 2

Figure 2.11. A typical scatternet.
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Link Manager Protocol

Link manager protocol (LMP) is responsible for setting and maintaining the prop-
erties of the Bluetooth link. Currently, the major functionality of this layer is power
management and security management. It also provides minimal QoS support by
allowing control over parameters such as delay and delay jitter. Normally, a paging
device is the default master of the piconet, but, depending on the usage scenario,
the roles of the master and a slave could be switched and this is coordinated by
exchange of LMP packets.

Power Management

The Bluetooth units can be in several modes of operation during the connection
state, namely, active mode, sniff mode, hold mode, and park mode. These modes
are now described.

e Active mode: In this mode, the Bluetooth unit actively participates in the
piconet. Various optimizations are provided to save power. For instance, if
the master informs the slave when it will be addressed, the slave may sleep
until then. The active slaves are polled by the master for transmissions.

e Sniff mode: This is a low-power mode in which the listening activity of
the slave is reduced. The LMP in the master issues a command to the slave
to enter the sniff mode, giving it a sniff interval, and the slave listens for
transmissions only at these fixed intervals.

e Hold mode: In this mode, the slave temporarily does not support ACL pack-
ets on the channel (possible SCO links will still be supported). In this mode,
capacity is made available for performing other functions such as scanning,
paging, inquiring, or attending another piconet.

e Park mode: This is a very low-power mode. The slave gives up its active
member address and is given an eight-bit parked member address. The slave,
however, stays synchronized to the channel. Any messages to be sent to a
parked member are sent over the broadcast channel characterized by an active
member address of all zeros. Apart from saving power, the park mode helps
the master to have more than seven slaves (limited by the three-bit active
member address space) in the piconet.

Bluetooth Security

In Bluetooth communications, devices may be authenticated and links may be
encrypted. The authentication of devices is carried out by means of a challenge-
response mechanism which is based on a commonly shared secret link key generated
through a user-provided personal identification number (PIN). The authentication
starts with the transmission of an LMP challenge packet and ends with the verifi-
cation of result returned by the claimant. Optionally, the link between them could
also be encrypted.
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Logical Link Control and Adaptation Protocol (L2CAP)

This is the protocol with which most applications would interact unless a host
controller is used. L2CAP supports protocol multiplexing to give the abstraction
to each of the several applications running in the higher layers as if it alone is being
run. Since the data packets defined by the baseband protocol are limited in size,
L2CAP also segments large packets from higher layers such as RFCOMM or SDP
into multiple smaller packets prior to their transmission over the channel. Similarly,
multiple received baseband packets may be reassembled into a single larger L2CAP
packet. This protocol provides QoS on certain parameters such as peak bandwidth,
latency, and delay variation when the link is established between two Bluetooth
units.

Host Controller Interface

This is the optional interface layer, provided between the higher (above LMP) and
lower layers of the Bluetooth protocol stack, for accessing the Bluetooth hardware
capabilities. Whenever the higher layers are implemented on the motherboard of
a host device, this layer is needed. Such an approach could prove beneficial as the
spare capacity of the host device (say, a personal computer) could be utilized. The
specification defines details such as the different packet types as seen by this layer.
Command packets that are used by the host to control the device, event packets
that are used by the device to inform the host of the changes, and data packets
come under this category.

2.5.3 Middleware Protocol Group

The basic functionality of the middleware protocol group is to present to the appli-
cation layers a standard interface that may be used for communicating across the
transport layer, that is, the applications need not know the transport layer’s com-
plexities, they can just use the application programming interfaces (APIs) or higher
level functions provided by the middleware protocols. This group consists of the
RFCOMM layer, service discovery protocol (SDP), IrDA interoperability protocols,
telephony control specification (TCS), and audio.

The RFCOMM layer presents a virtual serial port to applications using the
serial interface. Any application which is using the serial port can work seamlessly
on Bluetooth devices. RFCOMM uses an L2CAP connection to establish a link
between two devices. In the case of Bluetooth devices, there is no device which
will be static and hence services offered by the other devices have to be discovered.
This is achieved by using the service discovery protocol (SDP) of the Bluetooth
protocol stack. Service discovery makes the device self-configured without manual
intervention.

The IrDA interoperability protocol is not for communication between Bluetooth
devices and Infrared devices. It is only for the existing IrDA applications to work
on Bluetooth devices without any changes. The main protocols in the IrDA set are
IrOBEX (IrDA object exchange) for exchanging objects between two devices and
IrMC (infrared mobile communications) for synchronization.
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Audio is the distinguishing part of Bluetooth. Audio is given the highest priority
and is directly carried over the baseband at 64 Kbps so that a very good quality of
voice is provided. Another important point to note here is that audio is actually
not a layer of the protocol stack, but only a specific packet format that can be
transmitted directly over the SCO links of the baseband layer.

Telephony control is implemented using the telephony control specification —
binary (TCS-BIN) protocol. TCS defines three major functional areas: call control,
group management, and connectionless TCS. Call control is used to set up calls
which can be subsequently used to carry voice and data traffic. TCS operates in
both point-to-point and point-to-multipoint configurations. One of the main con-
cepts of TCS is that of the wireless user group (WUG). Group management enables
multiple telephone extensions, call forwarding, and group calls. For example, con-
sider multiple handsets and a single base set. When a call comes in to the base set,
all the multiple handsets can receive this call. In a similar fashion, calls can also be
forwarded.

The functionalities of TCS include configuration distribution and fast intermem-
ber access. Configuration distribution is the mechanism used to find the information
about the other members in a group. Fast intermember access is a method for two
slaves to create a new piconet. A WUG member uses the information from the
configuration distribution and determines another member which it wants to con-
tact. Then it sends the device’s information to the master, which forwards it to
this device. The contacted device then responds with its device address and clock
information and places itself in a page scan state. Then the master contacts the
device initiating the communication. This device now pages the contacted device
and forms a new piconet. This explains how a new piconet is formed between two
slaves with the help of the master.

In all the above cases, a connection-oriented channel is established. To exchange
simple information such as adjusting volume or signaling information, establishing
such a channel is overkill and hence connectionless TCS has been provided for
having a connectionless channel.

2.5.4 Bluetooth Profiles

These profiles have been developed to promote interoperability among the many
implementations of the Bluetooth protocol stack. Each Bluetooth profile specifica-
tion has been defined to provide a clear and transparent standard that can be used
to implement a specific user end function. Two Bluetooth devices can achieve a
common functionality only if both devices support identical profiles. For example,
a cellular phone and a headset both have to support the Bluetooth headset profile
for the headset to work with the phone. The Bluetooth profiles spring up from the
usage models. In all, 13 profiles have been listed and these can be broadly classified
into the following four categories:

1. Generic profiles: The Generic access profile, which is not really an appli-
cation, provides a way to establish and maintain secure links between the
master and the slaves. The service discovery profile enables users to access
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SDP to find out which applications (Bluetooth services) are supported by a
specific device.

2. Telephony profiles: The cordless telephony profile is designed for three-
in-one phones. The Intercom profile supports two-way voice communication
between two Bluetooth devices within range of each other. The Headset profile
specifies how Bluetooth can provide a wireless connection to a headset (with
earphones/microphones) for use with a computer or a mobile phone.

3. Networking profiles: The LAN Access profile enables Bluetooth devices to
either connect to a LAN through APs or form a small wireless LAN among
themselves. The dial-up networking profile is designed to provide dial-up con-
nections via Bluetooth-enabled mobile phones. The FAX profile, very similar
to the dial-up networking profile, enables computers to send and receive faxes
via a Bluetooth-enabled mobile phone.

4. Serial and object exchange profiles: The serial port profile emulates a
serial line (RS232 and USB serial ports) for (legacy) applications that require
a serial line. The other profiles, generic object exchange, object push, file
transfer, and synchronization, are for exchanging objects between two wireless
devices.

Bluetooth is the first wireless technology which has actually tried to attempt to
make all the household consumer electronics devices follow one particular commu-
nication paradigm. It has been partially successful, but it does have its limitations.
Bluetooth communication currently does not provide support for routing. It should
be noted that some research efforts are under way to accommodate this in the
Bluetooth specification. Once the routing provision is given, inter-piconet commu-
nication could be enhanced. The issues of handoffs also have not yet been dealt
with till now. Although master—slave architecture has aided low cost, the master
becomes the bottleneck for the whole piconet in terms of performance, fault tol-
erance, and bandwidth utilization. Most importantly, Bluetooth communication
takes place in the same frequency band as that of WLAN and hence robust co-
existence solutions need to be developed to avoid interference. The technology is
still under development. Currently, there are nearly 1,800 adopter companies which
are contributing toward the development of the technology.

2.6  HOMERF

Wireless home networking represents the use of the radio frequency (RF) spectrum
to transmit voice and data in confined areas such as homes and small offices. One of
the visionary concepts that home networking intends to achieve is the establishment
of communication between home appliances such as computers, TVs, telephones,
refrigerators, and air conditioners. Wireless home networks have an edge over their
wired counterparts because features such as flexibility (enabling of file and drive
sharing) and interoperability that exist in the wired networks are coupled with
those in the wireless domain, namely, simplicity of installation and mobility.
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The HIPERLAN/2, as mentioned earlier, has provisions for direct communica-
tion between the mobile terminals (the home environment). The home environment
enables election of a central controller (CC) which coordinates the communication
process. This environment is helpful in setting up home networks. Apart from
this, an industry consortium known as the Home RF Working Group has developed
a technology that is termed HomeRF. This technology intends to integrate de-
vices used in homes into a single network and utilize RF links for communication.
HomeRF is a strong competitor to Bluetooth as it operates in the ISM band.

Technical Features

The HomeRF provides data rates of 1.6 Mbps, a little higher than the Bluetooth
rate, supporting both infrastructure-based and ad hoc communications. It provides
a guaranteed QoS delivery to voice-only devices and best-effort delivery for data-
only devices. The devices need to be plug-and-play enabled; this needs automatic
device discovery and identification in the network. A typical HomeRF network
consists of resource providers (through which communication to various resources
such as the cable modem and phone lines is effected), and the devices connected
to them (such as the cordless phone, printers, and file servers). The HomeRF
technology follows a protocol called the shared wireless access protocol (SWAP).
The protocol is used to set up a network that provides access to a public network
telephone, the Internet (data), entertainment networks (cable television, digital
audio, and video), transfer and sharing of data resources (such as disks and printers),
and home control and automation.

The SWAP has been derived from the IEEE 802.11 and the European digitally
enhanced cordless telephony (DECT) standards. It employs a hybrid TDMA /CSMA
scheme for channel access. While TDMA handles isochronous transmission (sim-
ilar to synchronous transmission, isochronous transmission is also used for multi-
media communication where both the schemes have stringent timing constraints,
but isochronous transmission is not as rigid as synchronous transmission in which
data streams are delivered only at specific intervals), CSMA supports asynchronous
transmission (in a manner similar to that of the IEEE 802.11 standard), thereby
making the actual framing structure more complex. The SWAP, however, differs
from the IEEE 802.11 specification by not having the RTS-CTS handshake since it
is more economical to do away with the expensive handshake; moreover, the hidden
terminal problem does not pose a serious threat in the case of small-scale networks
such as the home networks.

The SWAP can support up to 127 devices, each identified uniquely by a 48-bit
network identifier. The supported devices can fall into one (or more) of the following
four basic types:

e Connection point that provides a gateway to the public switched telephone
network (PSTN), hence supporting voice and data services.

e Asynchronous data node that uses the CSMA /CA mechanism to communicate
with other nodes.
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e Voice node that uses TDMA for communication.

e Voice and data node that can use both CSMA/CA and TDMA for channel
access.

Home networking also needs strong security measures to safeguard against po-
tential eavesdroppers. That is the reason why SWAP uses strong algorithms such
as Blowfish encryption. HomeRF also includes support for optional packet com-
pression which provides a trade-off between bandwidth and power consumption.

Because of its complex (hybrid) MAC and higher capability physical layer, the
cost of HomeRF devices is higher than that of Bluetooth devices. HomeRF Ver-
sion 2.0, released recently, offers higher data rates (up to 10 Mbps by using wider
channels in the ISM band through FHSS).

Infrared

The infrared technology (IrDA) uses the infrared region of the light for communi-
cation [20]. Some of the characteristics of these communications are as follows:

e The infrared rays can be blocked by obstacles, such as walls and buildings.

e The effective range of infrared communications is about one meter. But when
high power is used, it is possible to achieve better ranges.

The power consumed by infrared devices is extremely low.

Data rates of 4 Mbps are easily achievable using infrared communications.

The cost of infrared devices is very low compared to that of Bluetooth devices.

Although the restriction of line of sight (LoS) is there on the infrared devices,
they are extremely popular because they are cheap and consume less power. The
infrared technology has been prevalent for a longer time than Bluetooth wireless
communications. So it has more widespread usage than Bluetooth. Table 2.2 com-
pares the technical features of Bluetooth, HomeRF, and IrDA technologies.

Table 2.2. Illustrative comparison among Bluetooth, HomeRF, and IrDA
technologies
Feature Bluetooth HomeRF IrDA
Peak Data Rate 1 Mbps 1.6 Mbps 4 Mbps
Data Network Support via PPP* TCP/IP TCP/IP
Voice Network Support via SCO via IP & PSTN via [P
Range < 10 meters > 50 meters < 10 meters
Power Consumption 0.25- 100 mW | 100 - 500 mW | 10 mW (nominal)

*The point-to-point protocol is an Internet standard protocol for transporting IP datagrams over

point-to-point links.
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2.7 SUMMARY

This chapter has discussed networks of a small scale which use tetherless communi-
cation (ability to move without restriction due to wires). In most of these networks,
communication has been using radio waves of appropriate wavelength. In certain
scenarios, infrared light has been used for transmitting data. Efficient protocols are
used at the physical and MAC layers in order to make the transition from wired to
wireless networks appear seamless to the higher layers on the protocol stack. This
chapter has dealt with two prominent standards for WLANs, IEEE 802.11 and
ETSI HIPERLAN, and two technological alternatives, Bluetooth and HomeRF, in
the PAN area. Table 2.3 compares the technical features of different WLAN and
PAN standards discussed in this chapter.

The deployment considerations and choice of appropriate technology for a WLAN
are network coverage, bandwidth requirement, expected traffic load, target users,
security requirements, QoS requirements, scenario of deployment, and, finally, the
cost of deployment.

2.8 PROBLEMS

1. Think of four scenarios where wireless networks can replace wired networks in
order to improve the efficiency of people at their workplace. Briefly describe
how in each case a wireless network will fit the role better than a wired
network.

2. Compare and contrast infrastructure networks with ad hoc networks. Give
example situations where one type of network is preferred to the other.

3. Does the IEEE 802.11 standard specify the implementation of the distribution
system (DS)? If not, explain how DS is characterized.

4. Match the following pairs:

1. association A. improves speed during roaming
2. authentication B. is necessary for roaming

3. reassociation C. is needed for STA-AP mapping
4. preauthentication D. makes the transmission secure

5. Why is a back-off timer used in the CSMA/CA mechanism?
6. How can DCF and PCF coexist in the BSS?

7. How are fragments of one packet sent via a WLAN that uses 802.11 without
getting interleaved with fragments of other packets?

8. What are the functions of beacon frames?

9. What design trade-offs have to be considered when designing stations capable
of conserving power?



= *Observed throughput on early implementations and is likely to change with fine tuning of the parameters.
o
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Table 2.3. A brief comparison among the different WLAN and PAN standards discussed in this chapter

Feature 802.11 802.11b | 802.11a | 802.11g | HIPERLAN/2 Bluetooth HomeRF
(v.2.0)
Frequency 2.4 GHz 2.4 GHz 5 GHz 2.4 GHz | 5 GHz 2.4 GHz 2.4 GHz
Physical Layer DSSS/ DSSS OFDM OFDM OFDM FHSS 1,600 | FHSS 50-100
FHSS/IR hops/sec hops/sec
(FHSS-2.5
hops/sec)
Maximum 2 Mbps 11 Mbps | 54 Mbps | 54 Mbps | 54 Mbps 1 Mbps 10 Mbps
Transmission Rate
Maximum Throughput | 1.2 Mbps 5.5 Mbps | 32 Mbps | 24 Mbps* | 32 Mbps <700 Kbps —
Frequency None Dynamic Dynamic Dynamic
Management Selection Selection Selection
Medium Access CSMA/CA TDMA /TDD Polling CSMA/CA
Authentication None NAI/IEEE E1 Challenge | Shared key
Add/X.509 response encryption
scheme with same as
128-bit key DECT
Encryption 40-bit RC4 DES, 3DES 128-bit secret | 128-bit key
link key
QoS Support PCF ATM Polling TDMA
802.1d/RSVP
Wired Backbone Ethernet Ethernet/ATM/ Ethernet/ Ethernet/
UMTS/PPP PPP PPP/ WLL
Connectivity Connectionless Connection Both Both
Oriented
Link Quality Control None Link Adaptation None None
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10. Match the following pairs:

Tk W N =

. PPM A. IEEE 802.11a
. OFDM B. IEEE 802.11b
. CCK C. Infrared

. RTS-CTS D. MAC layer mechanism, mandatory
. CSMA/CA E. MAC layer mechanism, optional

11. Give two points for and against the use of infrared and radio as a physical
layer medium in a WLAN.

12. Choose the correct alternative from the choices enclosed in the parentheses.

13.

14.

15.

16.

(a)

The power conservation problem in WLANS is that stations receive data
(in bursts / constantly) but remain in an idle receive state (sporadi-
cally / constantly) which dominates the LAN adapter power consump-
tion.

There are two types of authentication schemes in IEEE 802.11 — the de-
fault is (shared key authentication / open system authentication) whereas
(shared key / open system) provides a greater amount of security.

The (DCF / PCF) mechanism is available only for infrastructure net-
works. In this mechanism, the AP organizes a periodical (CFP / CP)
for the time-bounded information.

The (FHSS / DSSS) is easier for implementation because the sampling
rate is of the order of the symbol rate of 1 Mbps. The (FHSS / DSSS) im-
plementation provides a better coverage and a more stable signal because
of its wider bandwidth.

The (IEEE 802.11 / HIPERLAN-2) camp is a connectionless WLAN
camp that evolved from data-oriented computer communications. Its
counterpart is the (HIPERLAN-2 / IEEE 802.11) camp that is more fo-
cused on connection-based WLANSs addressing the needs of voice-oriented
cellular telephony.

Why do we have four address fields in IEEE 802.11 MAC as against only two
in IEEE 802.3 MAC frame?

Name the three MAC services provided by the IEEE 802.11 that are not
provided in the traditional LANs, such as 802.3.

Determine the transfer time of a 22 KB file with a mobile data network (a)
with a transmission rate of 10 Kbps and (b) repeat the same for 802.11 WLAN
operating at 2 Mbps. (¢) What is the length of the file that WLAN can carry
in the time that mobile data service carried a 20 KB file? (d) What do you
infer from the answers to the above questions?

What is normalized propagation delay? Determine the normalized propa-
gation delay for the following: (a) IEEE 802.3 Ethernet (b) IEEE 802.11.
Assume 802.11 LAN provides a coverage of 200 meters.



Section 2.8. Problems 105

17.

18.

19.
20.
21.

22.

23.

24.

25.

26.

27.
28.

Discuss the deployment scenarios for various HIPERLAN standards in the
ETSI BRAN system.

What is the probability that two HIPERLANs will have the same ID? Com-
ment about the value that you have obtained.

What are the features of HIPERLAN/1 MAC sublayer that support QoS?
Compare the EY-NPMA and the CSMA/CA mechanisms.

Observe Table 2.4 and determine which node will get the chance of sending
its packet.

Table 2.4. EY-NPMA scheme

Node | Priority | Elimination Burst Slots | Yield Slots
1 2 7 4
2 3 12 3
3 2 3 2
4 1 7 4
5 1 7 3
6 1 6 4
7 3 5 1
8 4 3 2
9 1 5 5

How is synchronization achieved in the LBR-HBR data burst in HIPER-
LAN/1?

Compare the handoff procedures of the HIPERLAN/2 and the IEEE 802.11
standards.

What do you think are the advantages of using a FHSS for the operation of
Bluetooth devices?

Assume that in one slot in Bluetooth 256 bits of payload could be transmitted.
How many slots are needed if the payload size is (a) 512 bits, (b) 728 bits,
and (c) 1,024 bits. Assume that the non-payload portions do not change.

If a master leaves the piconet, what could possibly happen?
Why is a device constrained to act as a master in at most one piconet?

With reference to the discussion on scatternets, illustrate the trade-off of
synchronization and bandwidth using a timing diagram. (Hint: Consider the
case when a Bluetooth device acts as a master in one piconet and as a slave
in another.)
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29.

30.

31.

In the serial communications, the baud rate of transmission is specified. Legacy
applications on Bluetooth devices specify the baud rate. In the case of the
old serial communications, the data rate is the specified baud rate, but in the
case of Bluetooth serial communications, it is not so. Why?

Based on your understanding of the Bluetooth protocol stack, suggest a pos-
sible implementation of FTP over Bluetooth without using TCP /IP.

Why is the RTS-CTS handshake avoided in the HomeRF technology?



BIBLIOGRAPHY

[1] F. Gfeller, INFRANET: Infrared Microbroadcasting Network for In-House Data
Communication,” Proceedings of 7th Furopean Conference on Optical Communica-
tion 1981, pp. P27-1-P27-4, September 1981.

[2] B. P Crow, I. Widjaja, L. G. Kim, and P. T. Sakai, “IEEE 802.11 Wireless Local
Area Networks,” IEEE Communications Magazine, vol. 35, no. 9, pp. 116-126,
September 1997.

[3] R. V. Nee, G. Awater, M. Morikura, H. Takanashi, M. Webster, and K. W. Hal-
ford, “New High Rate Wireless LAN Standards,” IEEE Communications Magazine,
vol. 37, no. 12, pp. 82-88, December 1999.

[4] R. T. Valadas, A. R. Tavares, A. M. D. Duarte, A. C. Moreira, and C. T. Lomba,
“The Infrared Physical Layer of the IEEE 802.11 Standard for Wireless Local Area
Networks,” IEEE Communications Magazine, vol. 36, no. 12, pp. 106-114, Decem-
ber 1998.

[5] B. Tuch, “An ISM Band Spread Spectrum Local Area Network WaveLAN,” Pro-
ceedings of IEEE Workshop on WLANs 1991, pp. 103-111, May 1991.

[6] A.Zahedi and K. Pahlavan, “Capacity of a WLAN with Voice and Data Services,”
IEEE Transactions on Communications, vol. 48, no. 7, pp. 1160-1170, July 2000.

[7] J. Feigin, K. Pahlavan, and M. Ylianttila, “Hardware Fitted Modeling and Sim-
ulation of VoIP over a Wireless LAN,” Proceedings of IEEE VTS Fall 2000, vol. 3,
pp- 1431-1438, September 2000.

[8] Radio Equipment and Systems (RES); HIgh PErformance Radio Local Area Net-
works (HIPERLAN) Type 1, Requirements and Architecture for Wireless ATM
Access and Interconnection, 1998 (http://www.etsi.org).

[9] G. Anastasi, L. Lenzini, and E. Mingozzi, “Stability and Performance Analysis
of HIPERLAN,” Proceedings of IEEE INFOCOM 1998, vol. 1, pp. 134-141, March

1998.
107


http://www.etsi.org

108 Bibliography

[10] Broadband Radio Access Networks (BRAN); HIgh PErformance Radio Local
Area Networks (HIPERLAN) Type 2; Packet Based Convergence Layer; Part 1:
Common Part, 2000 (http://www.etsi.org).

[11] Broadband Radio Access Networks (BRAN); HIgh PErformance Radio Local
Area Networks (HIPERLAN) Type 2; Packet Based Convergence Layer; Part 2:
Ethernet Service Specific Sublayer (SSCS), 2001 (http://www.etsi.org).

[12] Broadband Radio Access Networks (BRAN); HIgh PErformance Radio Local
Area Networks (HIPERLAN) Type 2; Data Link Control (DLC) Layer; Part 1:
Basic Data Transport Functions, 2001 (http://www.etsi.org).

[13] Broadband Radio Access Networks (BRAN); HIgh PErformance Radio Local
Area Networks (HIPERLAN) Type 2, Data Link Control (DLC) Layer, Part 2:
RLC Sublayer, 2002 (http://www.etsi.org).

[14] Broadband Radio Access Networks (BRAN); HIgh PErformance Radio
Local Area Networks (HIPERLAN) Type 2; Physical (PHY) Layer, 2001
(http://www.etsi.org).

[15] http://www.bluetooth.com/

[16] B. A. Miller and C. Bisdikian, Bluetooth Revealed: The Insider’s Guide to an
Open Specification for Global Wireless Communications, Prentice Hall PTR, New
Jersey, November 2001.

[17] C. Bisdikian, “An Overview of Bluetooth Wireless Technology,” IEEE Commu-
nications Magazine, vol. 39, no. 12, pp. 86-94, December 2001.

[18] http://www.palowireless.com

[19] J. Bray and C. F. Sturman, Bluetooth: Connect Without Cables, Prentice Hall
PTR, New Jersey, December 2001.

[20] http://www.irda.org/


http://www.etsi.org
http://www.etsi.org
http://www.etsi.org
http://www.etsi.org
http://www.etsi.org
http://www.bluetooth.com/
http://www.palowireless.com
http://www.irda.org/

Chapter 3

WIRELESS WANS
AND MANS

3.1 INTRODUCTION

This chapter first introduces the fundamental concepts of cellular (wide area) wire-
less networks. The cellular architecture is described and the evolution of different
standards for cellular networks is traced. Then the wireless in local loop, known
as WLL, which brings wireless access into the residence and office, is described.
An overview of the major WLL standards adopted all over the world is presented
and broadband access implementations of WLL are also briefly described. Wire-
less ATM, for supporting seamless interconnection with backbone ATM networks
and QoS for mobile users, is then discussed. Finally, two standards for wireless
broadband access (wireless metropolitan area networks), IEEE 802.16 and HIPER-
ACCESS, are presented.

3.2 THE CELLULAR CONCEPT

The cellular concept is a novel way to ensure efficient utilization of the available
radio spectrum. The area to be covered by a cellular network is divided into cells,
which are usually considered to be hexagonal. This is because, of the shapes which
can completely cover a two-dimensional region without overlaps, such as the trian-
gle, square, and hexagon, the hexagon most closely resembles the nearly circular
coverage area of a transmitter. An idealized model of the cellular radio system
consists of an array of hexagonal cells with a base station (BS) located at the center
of each cell. The available spectrum in a cell is used for uplink channels for mobile
terminals (MTs) to communicate with the BS, and for downlink channels, for the
BS to communicate with MTs.

The fundamental and elegant concept of cells relies on frequency reuse, that is,
the usage of the same frequency by different users separated by a distance, without
interfering with each other. Frequency reuse depends on the fact that the signal
strength of an electromagnetic wave gets attenuated with distance. A cluster is
a group of cells which uses the entire radio spectrum. The cluster size N is the
number of cells in each cluster. No two cells within a cluster use channels of 1‘5(})15
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same frequency. Clustering ensures that cells which use the same frequency are
separated by a minimum distance, called the reuse distance D. Figure 3.1 depicts
the concept of clustering. Cells that use different sets of frequencies are labeled
differently, and the outlined set of seven cells forms a cluster. If the radius of a cell
is R, then the distance between two adjacent cells is v/3R. For a hexagonal cellular
structure, the permissible values of the cluster size N are of the form

N=e+5%+ij

where ¢ and j are any non-negative integers. The lowest cluster size of three is
obtained by setting ¢ = j = 1. Figure 3.1 shows a cluster size of seven, given by
i =1and j = 2. Let d be the distance between two adjacent cells. Applying the
cosine law to the triangle ABC with sides a, b, and c,

a®+ 2 —b?

cos(ABC) =
2ca
Hence 2 P2 )
+4d* — D
cos(2m/3) = oxdxod

which gives D = v/21R. In general, it can be shown that the reuse factor, D/R =
V3N [1].

Two types of interference come into play when the cellular concept is used in the
design of a network. The first one is the co-channel interference which results from
the use of same frequencies in cells of different clusters. The reuse distance should

jos}
%2}

5

Figure 3.1. The cellular concept.
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be such that co-channel interference does not adversely affect the signal strength.
On the other hand, adjacent channel interference results due to usage of adjacent
frequencies within a cluster. The channel assignment to different cells within the
cluster must minimize adjacent channel interference by not assigning neighboring
frequencies to the same cell.

The advantage of the cellular concept is that it can increase the number of
users who can be supported in a given area, as illustrated in the following example.
Consider a spectrum of bandwidth 25 MHz. Assume that every user requires 30
KHz bandwidth. Then a single city-wide cell can support only 25,000/30 = 833
users. However if the city is split into hexagonal cells with seven cells per cluster,
only 1/7th of the spectrum is available in any cell. Hence each cell can support
119 users. If there are 20 cells in the city, then the system can support 2,380 users
simultaneously.

In general, if S is the total available spectrum, W is the bandwidth needed per
user, N is the cluster size, and k is the number of cells required to cover a given
area, the number of users supported simultaneously (capacity) is

k(S/N)

w

In the previous example, with S = 25 MHz, W = 30 KHz, N =7, and k = 20, n
was calculated to be 2,380.

3.2.1 Capacity Enhancement

Each cellular service provider is allotted a certain band of frequencies. Consider-
ing the interference constraints, this restricts the number of channels that can be
allotted to each cell. So, methods have been devised to enhance the capacity of cel-
lular networks. It has been observed that the main reasons for reduction of cellular
network capacity are off-center placement of antennas in the cell, limited frequency
reuse imposed by a strict clustering scheme, and inhomogeneous propagation condi-
tions. The nearest BS is not always the best for a mobile station, due to shadowing,
reflections, and other propagation-based features. The simplistic model of cellular
networks has to be modified to account for these variations. A few methods used
to improve the capacity of cellular networks are discussed.

Cell-Splitting

Non-uniform traffic demand patterns create hotspot regions in cellular networks,
which are small pockets with very high demand for channel access. In order to
satisfy QoS constraints, the blocking probability in a hotspot region must not be
allowed to shoot up. This gave rise to the concept of cell-splitting. A different layer
of cells which are smaller in size, and support users with lower mobility rates, is
overlaid on the existing (macro-cells) cellular network. These are called micro-cells.
While macro-cells typically span across tens of kilometers, micro-cells are usually
less than 1 Km in radius. Very small cells called pico-cells, of a few meters’ radius,
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Micro—cell

Pico—cell

Figure 3.2. Cell-splitting.

are also in use to cover indoor areas. This is shown in Figure 3.2. Depending on
the demands in traffic at a given point of time, channels can be allocated explic-
itly for the micro-cellular layer, or a sharing algorithm can be envisaged with the
macro-cellular layer, by which channels can be allotted to the micro-cells as the de-
mand arises. Users with lower rates of mobility are handled by the layer of smaller
cell size. If a highly mobile user is handled by the micro-cellular layer, there is an
overhead of too many handoffs. In fact, the handoffs may not be fast enough to let
the call continue uninterrupted [2].

The introduction of a micro- or pico-cellular layer increases the available number
of channels in hotspot regions and enables better frequency planning, so that the
whole network does not have to be designed to handle the worst-case demand. This
flexibility in frequency management leads to capacity enhancement.

Sectorization

This concept uses space division multiple access (SDMA) to let more channels be
reused within a shorter distance. Antennas are modified from omnidirectional to
sectorized, so that their signals are beamed only in a particular sector, instead of
being transmitted symmetrically all around. This greatly reduces the downlink
interference. A cell is normally partitioned into three 120-degree sectors or six
60-degree sectors. Further, the antennas can be down-tilted to reduce co-channel
interference even more. Figure 3.3 shows the difference between omnidirectional
and 60-degree sectored antennas. Reduction in interference allows shorter reuse
distance, and hence increases capacity.

Cellular networks rely on trunking, the statistical multiplexing of a large num-
ber of users on limited number of channels to support many users on the wireless
spectrum. Trunking efficiency increases when a larger channel pool is available,
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(a) Omnidirectional (b) Sectorized

Figure 3.3. Omnidirectional and sectorized antennas.

instead of many smaller subsets of channels. When sectoring is used, the available
channels of the cell must be subdivided and allocated to the different sectors. This
breaks up the available channel pool into smaller sub-groups, and reduces trunking
efficiency, that is, blocking probability may increase. The number of handoffs is
also increased due to inter-sector handoffs being introduced.

Power Control

¢

Cellular networks face the “near-far” problem. An MT which is very close to the
BS receives very strong signals from the BS, and its signals are also extremely
strong at the BS. This can possibly drown out a weak signal of some far-away MT
which is on an adjacent frequency. To avoid this problem, the BS must issue power
control orders to the MTs to receive a fairly constant, equal power from all MTs,
irrespective of their distance from the BS. MTs which are farther away from the BS
transmit at higher power than nearby MTs, so that the received power at the BS is
equal. This saves power for the MTs near the BS, and avoids excessive interference.
Reduction in interference increases the capacity of the cellular network.

3.2.2 Channel Allocation Algorithms

Efficient allocation of channels to the different cells can greatly improve overall
throughput of the network, in terms of the number of calls supported successfully.
The channel allocation algorithms that can be used vary greatly in complexity and
effectiveness. Fixed channel allocation algorithms allot a set of channels to each
cell, and the number of channels per cell is determined a priori. Cells may be al-
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lowed to borrow some channels from their neighboring cells to tide over temporary
increase in demand for channels. This should not violate the minimum reuse dis-
tance constraints. So, one borrowing may prevent some other cells from borrowing
certain channels, which bring identical frequencies into use too close to each other.
This is termed “channel locking.” The main drawback of fixed channel allocation
algorithms is that they assume a constant, or at least a predictable, distribution of
load over the different cells. But, in reality, demands are very unpredictable, which
may lead to a scarcity of channels in some cells and an excess in others.

The dynamic channel allocation algorithms do not have any local channels allot-
ted to cells. The decision of which channel to lend is made dynamically. This makes
dynamic algorithms extremely flexible and capable of dealing with large variations
in demand, but they involve a lot of computation. Dynamic algorithms require a
centralized arbitrator to allocate channels, which is a bottleneck. Hence, distributed
channel allocation algorithms are preferred, especially for micro-cells. All BSs look
at the local information about their possible interferers, and decide on a suitable
allocation of channels to maximize bandwidth utilization.

The hybrid channel allocation schemes give two sets of channels to each cell; A
is the set of local channels and B is the set of borrowable channels. Cells allow
borrowing only from set B, and reallocate calls to their local channel set as soon
as possible. The hybrid allocation algorithms introduce some flexibility into the
channel allocation scheme. A subset of the channels can be borrowed to account for
temporary variations in demand, while there is a minimum guarantee of channels
for all cells at all times. These algorithms are intermediate in terms of complexity
and efficiency of bandwidth utilization.

3.2.3 Handoffs

An important concept that is essential for the functioning of cellular networks is
handoffs, also called handovers. When a user moves from the coverage area of one
BS to the adjacent one, a handoff has to be executed to continue the call. There
are two main parts to the handoff procedure: the first is to find an uplink-downlink
channel pair from the new cell to carry on the call, and the second is to drop the
link from the first BS.

Issues Involved in Handoffs

Certain issues that need to be addressed in a handoff algorithm are listed below.

e Optimal BS selection: The BS nearest to an MT may not necessarily be
the best in terms of signal strength. Especially on the cell boundaries, it is
very difficult to clearly decide to which BS the MT must be assigned.

e Ping-pong effect: If the handoff strategy had very strictly demarcated
boundaries, there could be a series of handoffs between the two BSs whose
cells touch each other. The call gets bounced back and forth between them
like a ping-pong ball. This could totally be avoided, since signal strength is
not significantly improved by such handoffs.
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e Data loss: The interruption due to handoff may cause a loss in data. While
the delay between relinquishing the channel in the old cell, and resuming the
call in the new cell, may be acceptable for a voice call, it may cause a loss of
few bits of data.

e Detection of handoff requirement: Handoffs may be mobile-initiated, in
which case the MT monitors the signal strength received from the BS and
requests a handoff when the signal strength drops below a threshold. In the
case of network-initiated handoff, the BS forces a handoff if the signals from
an MT weaken. The BS inquires from all its neighboring BSs about the signal
strength they receive from the particular MT, and deduces to which BS the
call should be handed over. The mobile-assisted scheme is a combination of
the network and mobile-initiated schemes. It considers the evaluation of signal
strength from the mobile, but the final handoff decision is made by the BS.

Handoff Quality

Handoff quality is measured by a number of parameters, and the performance of a
handoff algorithm is judged in terms of how it improves these parameters. Some of
the measures of handoff quality are as follows:

e Handoff delay: The signaling during a handoff causes a delay in the transfer
of an on-going call from the current cell to the new cell. If the delay is too
large, the signal may fall below the minimum carrier to interference ratio
(C/1) required for continuation of the call, and the call may get dropped. The
handoff protocol should aim to minimize this delay.

e Duration of interruption: In a conventional handoff algorithm, called
hard handoff, the channel pair from the current BS is canceled, and then the
channel pair from the next BS is used to continue the call. This can cause
an interruption in the call. Though this is imperceptible to humans and the
speech loss can be interpolated by the human ear, it adversely affects data
transmission. So, handoff interruption must be minimized.

e Handoff success: The probability of a successful handoff, that is, contin-
uation of the call when a mobile user crosses a cell boundary, is called the
handoff success rate. This is influenced by the number of available channel
pairs in the adjacent cells, and the capacity to switch before the signal falls
below the acceptable C/I. The handoff strategies should maximize the handoff
success rate.

e Probability of unnecessary handoff: Unnecessary handoffs, as in the
ping-pong effect, increase the signaling overhead on the network and lead
to unwanted delays and interruptions in calls. So, the probability of such
unnecessary handoffs should be minimized.
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Improved Handoff Strategies

Several improvements have been explored over the conventional hard handoff method,
in order to tackle the issues related to handoffs.

e Prioritization: In order to reduce handoff failure, handoffs are given prior-
ity over new call requests. A certain number of channels may be reserved in
each cell explicitly for handoffs. There is a trade-off here between probability
of dropping a call due to handoff failure, and bandwidth utilization.

e Relative signal strength: There is a hysteresis margin required by which
the signal strength received from the new BS has to be greater than the signal
strength of the current BS signal, to ensure that the handoff leads to signif-
icant improvement in the quality of reception. This reduces the probability
of unnecessary handoffs. There is a minimum time for which an MT must
be in a cell before it can request a handoff, called the dwell time. The dwell
timer keeps track of how long the MT has been in the cell. Dwell time has to
be decided depending on the speed of the mobile users in the region. A very
large dwell time may not allow a handoff when it really becomes necessary for
a rapidly moving mobile. The concept of dwell time reduces the ping-pong
effect as frequent handoffs will not occur on the border of two cells.

e Soft handoffs: Instead of a strict “handing over the baton” type of handoff,
where one BS transfers the call to another, a period of time when more than
one BS handles a call can be allowed, in the region of overlap between two
or more adjacent cells. Fuzzy logic may be used to model the fading of one
BS signal and the increasing intensity of the other. In the overlap region, the
MT “belongs” to both cells, and listens to both BSs. This requires the M'T
to have the capability to tune in to two frequencies simultaneously.

e Predictive handoffs: The mobility patterns of users can be predicted by
analysis of their regular movements, using the location tracking data. This
can help in the prediction of the requirements of channels and handoffs in
different cells.

e Adaptive handoffs: Users may have to be shifted across different lay-
ers, from micro- to macro-cellular or pico-cellular to micro-cellular, if their
mobility differs during the call.

3.3 CELLULAR ARCHITECTURE

Every cell has a BS to which all the MTs in the cell transmit. The BS acts as
an interface between the mobile subscriber and the cellular radio system. The
BSs are themselves connected to a mobile switching center (MSC), as shown in
Figure 3.4. The MSC acts as an interface between the cellular radio system and
the public switched telephone network (PSTN). It performs overall supervision and
control of the mobile communications, which include location update, call delivery,
and user identification. The authentication center (AuC) validates the MTs by



Section 3.3. Cellular Architecture 117

MT Mobile Terminal
BS Base Station

HLR  Home Location Register
VLR  Visitor Location Register
EIR  Equipment Identity Register
AuC  Authentication Center

MSC Mobile Switching Center
STP  Signal Transfer Point

PSTN Public Switched Telephone Network

STP SS7 Network
MSC

Figure 3.4. Cellular architecture.

verifying their identity with the equipment identity register (EIR). The MSCs are
linked through a signaling system 7 (SS7) network, which controls the setting up,
managing, and releasing of telephone calls. The SS7 protocol introduces certain
nodes called signaling transfer points (STPs) which help in call routing. For a
detailed description of mobile network architecture, refer to [3].

A subscriber in a mobile network should be efficiently traced to deliver calls
to him/her, and he/she should be able to access the network through the mobile
end-system, irrespective of his/her location. This involves management of different
databases in the cellular network architecture, and is called location management.
The method used currently for location management requires the MT, also called
the mobile station (MS), to report its position to the network periodically. The
network stores the location information of each MT in location databases and this
information is retrieved during call delivery.

In the current location management scheme, each user is permanently associated
with the home location register (HLR) in his/her subscribed cellular network. This
HLR contains the wuser profile consisting of the services subscribed by the user
(such as SMS and paging), billing information, and location information. The
visitor location register (VLR) maintains the information regarding roaming users
in the cell. VLRs download the information from the users’ respective HLRs. The
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number and placement of the VLRs vary among networks. Registration of an MT
in a new cell entails updates of its HLR, and the VLRs of its old and new cells.
For ease of management, many cells may be grouped into one registration area
(RA) and updates performed only on movement out of the RA. Delivery of a call
requires tracing the current location of the handset by requesting the information
from the HLR.

Recent improvements in location management include the use of distributed
databases and replication of user profiles to enable faster access to user information.
Partition-based architectures have been used to group MSCs into partitions, and
update databases only if the MT moves out of the partition. This greatly reduces
the number of updates, but the size of the database to be maintained at each
partition increases.

3.4 THE FIRST-GENERATION CELLULAR SYSTEMS

After the basic concepts common to most cellular networks, the specific genera-
tions of cellular networks and the standards of each generation are discussed in
the following sections. The first implementations of the cellular concept constitute
the first-generation (1G) systems. These systems, such as the advanced mobile
phone system (AMPS) in the United States and Nordic mobile telephony (NMT)
deployed in several European countries, are analog-based (i.e., they employ analog
modulation and send information as a continuously varying waveform).

3.4.1 Advanced Mobile Phone System

AMPS divides the 800 MHz part of the frequency spectrum into several channels,
each 30 KHz wide. The cellular structure uses a cluster size of seven, and each cell
is roughly 10-20 Km across. The AMPS system uses 832 full-duplex channels, with
FDM to separate the uplink and downlink channels. The channels are classified into
four main categories: downlink control channels for system management, downlink
paging channels for paging an MT (locating an MT in the network and alerting it
when it receives a call), bidirectional access channels for call setup and channel as-
signment, and bidirectional data channels to carry user voice/data. AMPS provides
a maximum data transmission rate of 10 Kbps.

When the MT is powered on, it scans for the most powerful control channel
and broadcasts its 32-bit serial number and 10-digit telephone number on it. The
BS which hears this broadcast registers the MT with the mobile switching office
(MSO), and informs the HLR of the MT of its present location. The MT updates
its position once every 15 minutes. To make a call, the MT sends the number to
be called through an access channel. The BS sends this request to the MSO, which
assigns a duplex channel for the call. MTs are alerted to incoming calls through the
paging channel. The call is routed through the home to its current location. Once
the MT is located, it takes up the call on the allotted voice channel.

In order to conserve the battery power of the handset, the MT goes into a “sleep
state” when it is idle. The designed sleep time is 46.3 ms in the AMPS system.
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The MT periodically wakes up to scan the paging channel and check if there is any
call addressed to it.

The service of a mobile network has similar measures of performance like that
of a wired network. The concept of trunking, used in all communication networks,
exploits the statistical behavior of users to enable a fixed number of channels to
be shared by a much larger number of users. The grade of service (GoS) of a
trunked network is a measure of accessibility of the network during its peak traffic
time. GoS is specified as the probability of a call being blocked, or experiencing a
queuing delay greater than a threshold value. The AMPS system was designed for
GoS of 2% blocking.

3.5 THE SECOND-GENERATION CELLULAR SYSTEMS

As mentioned earlier, 1G systems are analog which leads to the following problems:
(i) No use of encryption (1G systems do not encrypt traffic to provide privacy and
security, as analog signals do not permit efficient encryption schemes, and thus
voice calls are subject to eavesdropping). (ii) Inferior call quality (This is due to
analog traffic which is degraded by interference. In contrast to digital traffic stream,
no coding or error correction is applied to combat interference). (iii) Spectrum
inefficiency [This is because at any given time a channel is allocated to only one
user, regardless of whether the user is active (speaking) or not. With digital traffic it
is possible to share a channel by many users (which implies multiple conversations
on a single channel) using TDMA or CDMA, and further, digital signals allow
compression, which reduces the amount of capacity needed to send data by looking
for repeated patterns].

The second-generation (2G) systems, the successors of 1G systems, are digital
[i.e., they convert speech into digital code (a series of pulses) which results in a
clearer signal] and thus they overcome the deficiencies of 1G systems mentioned
above. It may be noted that the user traffic (computer data which is inherently
digital or digitized voice) must be converted into radio waves (analog signals) before
it can be sent (between MT and BS). A 2G system is called personal communica-
tions services (PCS) in the marketing literature. There are several 2G standards
followed in various parts of the world. Some of them are global system for mobile
communications (GSM) in Europe, digital-AMPS (DAMPS) in United States, and
personal digital cellular (PDC) in Japan.

3.5.1 Global System for Mobile Communications

GSM! is an extremely popular 2G system, which is fully digital, used across over
100 countries [4].
There are four variants of GSM:

e Operating around 900 MHz [This first variant reuses the spectrum intended
for Europe’s analog total access communication system (TACS)]

LGSM originally stood for Groupe Speciale Mobile, the name of the working group that designed
it.
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e Operating around 1,800 MHz [licensed in Europe specifically for GSM. This
variant is sometimes called digital communications network (DCN)]

e Operating around 1,900 MHz (used in United States for several different dig-
ital networks)

e Operating around 450 MHz (latest variant for replacing aging analog networks
based on NMT system)

Apart from voice service, GSM also offers a variety of data services.

The modulation scheme used in GSM is Gaussian minimum shift keying (GMSK).
GSM uses frequency duplex communication, and each call is allotted a duplex chan-
nel. The duplex channels are separated by 45 MHz. Every channel is of 200 KHz
bandwidth. Thus, GSM uses FDM to separate the channels. The downlink (BS-
MT) channels are allotted 935-960 MHz, and the uplink (MT-BS) channels are on
890-915 MHz as shown in Figure 3.5. The uplink “frame” of eight slots is shifted
by a delay of three slots from the downlink frame, so that the MT does not have
to send and receive at the same time. A procedure called adaptive frame alignment
is used to account for propagation delay. An MT which is far away from the BS
starts its frame transmission slightly ahead of the actual slot commencement time,
so that the reception at the BS is synchronized to the frame structure. The exact
advancement is instructed by the BS to the MT, with MTs that are farther away
from the BS requiring a greater advancement.

Each physical channel is divided into eight periodic time slots (each of which is
0.577 ms duration), which are time-shared between as many as eight users (logical
channels) using TDMA. A complete cycle of eight time slots is called a (TDMA)
frame. A slot comprises the following four parts: (i) header and footer (These are
empty space at the beginning and end of the slot to separate a slot from its neighbors
and to negate the effects of propagation delay for distances up to 35 Km from the
BS), (ii) training sequence (This is to help a receiver lock on to the slot), (iii) stealing
bits (These identify whether the slot carries data or control information), and (iv)
traffic (This part carries user traffic (voice/data) as well as control information and
error correction). Users cannot use all frames; for every 24 GSM frames that carry
voice/data, one is “stolen” for signaling and another reserved for other types of
traffic (such as short text messages or caller line identification). Thus eight slots
make up a TDM frame and 26 TDM frames make up a multiframe. Multiframes
are in turn grouped into superframes and hyperframes. Some of the slots here are
used to hold several control channels for managing the GSM system.

The control channels in GSM are classified into three broad categories. The
broadcast control channel (BCCH) is a downlink channel that contains the BS’s
identity and channel status. All MTs monitor the BCCH to detect if they have
moved into a new cell. The dedicated control channel (DCCH) is used for call-setup,
location updates, and all call-management related information exchange. Every call
has its own allotted DCCH. The information obtained on the DCCH is used by the
BS to keep a record of all the MTs currently in its footprint (coverage area). The
third category, common control channel (CCCH), counsists of the downlink paging
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Figure 3.5. GSM frequency bands and TDMA frame.

channel, which is used to page any MT to alert it for an incoming call, the random

access channel, which supports slotted ALOHA-based (random request without
reservation of time slot) request from MT to BS for call-initiation, and the access

grant channel, on which the BS informs the MT of an allotted duplex channel for a
call.

As each MT is assigned only one slot within each frame, the maximum speed
for data services is around 34 Kbps (1/8 of the 270.8 Kbps capacity of a 200 KHz
GSM carrier). Forward error correction (FEC) and encryption reduce the data rate
(by at least one-third; the precise amount depends on how the handset and network
encode voice and data) to around 9.6 Kbps.
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An important feature of GSM, from the user’s point of view, is the subscriber
identity module (SIM), a smart card which is pluggable into a GSM phone (mo-
bile handset). The SIM stores information such as the subscriber’s identification
number, the networks and countries where the subscriber is entitled to service, and
other user-specific information. By inserting the SIM card into another handset,
the user is able to use the new handset to make/receive calls while using the same
telephone number. Thus SIM provides personal mobility.

Due to conventional call-handling strategies, GSM requires the call to always be
routed through the home network of the mobile. This causes a circuitous route for
calls to be delivered to roaming subscribers. The HLR of the destination mobile
is first contacted, and then pointers are followed to reach the MT’s current cell,
even if it is the same cell as that of the originating MT. This could be avoided by
routing directly to the foreign network, once the location of the receiving mobile is
established. On the other hand, such rerouting of traffic through a foreign network
may be done intentionally if the call termination charges of the local service provider
are very high. This is called tromboning.

3.5.2 Data Over Voice Channel

Cellular systems were primarily designed to support voice calls only. But the de-
mand for supporting other data services, ranging from short messages to Web-
browsing, slowly emerged. It was realized that cellular networks have to be modi-
fied to support data services. The main problems in using a voice network for data
transmission are listed below [5].

e Signal distortion: Speech encoders are being used on all links to exploit
the redundancy in speech and compress it, in order to conserve bandwidth.
However, data cannot be expected to have such redundancy, and the data re-
ceivers cannot interpolate data the way a human listener can interpolate even
with degradation in speech quality. This issue is compounded when encoders
in tandem recompress data, that is, on every hop of the network, speech en-
coders compress the data, assuming it has the same amount of redundancy as
speech.

e Handoff error: Handoffs introduce a certain delay in transfer of the call
from one cell to another, which may lead to loss of data.

e Interfacing with fixed network: A PSTN modem expects a 2,100 Hz tone
from the source when a data call is initiated. On the other hand, PSTN
networks do not indicate non-voice service. So the cellular network should be
able to differentiate between a data call and a voice call.

The main problem is in making the network recognize a data call, and handle
it differently from a voice call, by probably disabling some optimizations made on
voice calls. Some possible solutions that have been suggested are listed here.

e A control message could be transmitted all along the path of the call, to
indicate a data call so that voice coding can be disabled.
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e A two-stage dial-up operation can be used, first to the cellular carrier and
then to the subscriber. The carrier has different numbers for each service it
offers. For example, to set up a data call with an MT, the cellular carrier is
first dialed, and it then informs the MT of a data call.

e A subscriber could be assigned separate subscriber numbers for each service
he/she opts for.

3.5.3 GSM Evolution of Data Services

GSM and other 2G standards started providing data services overlaid on the cellular
network. This was meant to be a stop-gap arrangement before the third-generation
(3G) networks could be formally deployed, and these data services constituted the
2.5G of cellular networks. It started out with small messages through SMS, and
today, Web-browsing is possible over the mobile network. Some of the popular data
services provided over GSM are now briefly described.

Short Messaging Service (SMS)

SMS is a connectionless transfer of messages, each up to 160 alphanumeric charac-
ters in length. To send longer messages, small packets are either concatenated at
the receiver, or the sender sends compressed messages. SMS can perform point-to-
point data service as well as broadcast throughout the cell. The message transfer
takes place over the control channel.

High-Speed Circuit-Switched Data (HSCSD)

HSCSD is a simple upgrade to GSM. As the name implies, it is a circuit-switched
protocol for large file transfers and multimedia data transmissions. Contrary to
GSM (one TDMA slot/user), it allots up to eight TDMA slots per user and hence
the increased data rates. By using up to four consecutive time slots, HSCSD can
provide a data rate of 57.6 Kbps to a user. Its disadvantage is that it increases
blocking probability by letting the same user occupy more time slots that could
have otherwise been used for many voice calls.

General Packet Radio Service (GPRS)

GPRS, which promises to give every user a high-capacity connection to the Internet,
uses TCP/IP and X.252 and offers data rates up to 171.2 Kbps, when all eight time
slots of a GSM radio channel are dedicated to GPRS. A variety of services has been
provided on GPRS, ranging from bursty data transmission to large file downloads.
Being a packetized service, GPRS does not need an end-to-end connection. It
uses radio resources only during actual data transmission. So, GPRS is extremely
well-suited for short bursts of data such as e-mail and faxes, and non-real-time
Internet usage. Implementation of GPRS on the existing GSM network requires

2X.25 is an ITU-T (International Telecommunications Union-Telecommunication Standards
Sector) protocol standard for packet-switched WAN communications that defines connection es-
tablishment and maintenance between user devices and network devices.
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only the addition of packet data switching and gateway nodes, and has minimal
impact on the already established network. The HLR is now enhanced to also
record information about GPRS subscription.

Enhanced Data Rates for GSM Evolution (EDGE)

EDGE;, also referred to as enhanced GPRS or EGPRS, inherits all the features
from GSM and GPRS, including the eight-user TDMA slot structure and even the
slot length of 0.577 ms. However, instead of the binary GMSK, it uses 8-PSK
(octal PSK) modulation which triples the capacity compared to GSM. It provides
cellular operators with a commercially viable and attractive method to support
multimedia services. As 8-PSK is more susceptible to errors than GMSK, EDGE
has nine different modulation and coding schemes (air interfaces), each designed for
a different quality connection.

Cellular Digital Packet Data (CDPD)

CDPD is a packet-based data service that can be overlaid on AMPS and IS-136
systems. It supports a connectionless network service, where every packet is routed
independently to the destination. The advantage of CDPD lies in being able to
detect idle voice channels of the existing cellular network, and use them to transmit
short data messages without affecting the voice network. The available channels
are periodically scanned and a list of probable candidates for data transmission is
prepared. The system uses channel sniffing to detect channels which have been idle
and can carry data. The system must continuously hop channels so that it does not
block a voice call on a channel it is currently using. To avoid this channel stealing
from the voice network, channel hopping is performed very rapidly, at the rate of
once every ten seconds. Usually, a timed hop is performed by using a dwell timer,
which determines how long the CDPD can use a channel. If the channel has to be
allocated in the meantime to a voice call, CDPD performs an emergency hop. So,
it is essential to find alternate idle channels in real time to ensure that data is not
lost.

3.5.4 Other 2G Standards

Digital-AMPS (D-AMPS) is the digital version of the first-generation AMPS and
is designed to coexist with AMPS. It is a TDMA-based system known as IS-54
(Telecommunications Industry Association Interim Standard). It uses AMPS carri-
ers to deploy digital channels, each of which can support three times the users that
are supported by AMPS with the same carrier. Digital channels are organized into
frames and there are six slots per frame. D-AMPS supports data rates of around
3 Kbps. D-AMPS+, an enhancement of D-AMPS for data (similar to HSCSD and
GPRS in GSM), offers increased data rates in the range of 9.6-19.2 Kbps. While
D-AMPS maintains the analog channels of AMPS, its successor known as IS-136 is
a fully digital standard.

IS-95, another 2G system, also known as cdmaOne or IS-95a, was first deployed
in South Korea and Hong Kong in 1993, and then in the United States in 1996. It is
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a fully digital standard that operates in the 800 MHz band (like AMPS, 1S-136) and
is the only 2G system based on CDMA. It is incompatible with IS-136. It supports
data traffic at the rates of 4.8 and 14.4 Kbps. cdmaTwo or IS-95b, an extension of
1S-95, offers support for 115.2 Kbps.

Personal digital cellular (PDC), deployed in Japan, is a system based on D-
AMPS. The main reason for PDC’s success is i-mode, which is a mobile Internet
system developed by NTT DoCoMo (refer to Section 4.5.3). Using 9.6 Kbps or
slower data rates, it provides access to thousands of Web sites specially adapted to
fit into a mobile phone’s low data rate and small screen.

3.6 THE THIRD-GENERATION CELLULAR SYSTEMS

The aim of the third-generation (3G) cellular system is to provide a wvirtual home
environment, formally defined as a uniform and continuous presentation of services,
independent of location and access. This means that the user must be able to access
the services that he/she has subscribed to, from anywhere in the world, irrespective
of his/her method of access, as if he/she were still at home. This requires very
stringent QoS adherence, and highly effective and optimized architectures, algo-
rithms, and operations of the network elements. The use of “intelligent network
architecture” is foreseen here [6], [7], [8]. The networks should contain advanced
algorithms to handle location information retrieval and update, handoffs, authenti-
cation, call routing, and pricing. From the user point of view, the 3G systems with
very high-speed wireless communications (up to 2 Mbps) plan to offer Internet ac-
cess (e-mail, Web surfing, including pages with audio and video), telephony (voice,
video, fax, etc.), and multimedia (playing music, viewing videos, films, television,
etc.) services through a single device. Such services cannot be realized over the
present 2G systems — to effect a simple transfer of a 2 MB presentation, it would
take approximately 28 minutes with a 9.6 Kbps GSM data rate.

3.6.1 3G Standards

An evolution plan has been charted out to upgrade 2G technologies into their 3G
counterparts. Table 3.1 lists some existing 2G systems and their corresponding 3G
versions [9].

Table 3.1. Evolution plan to 3G standards

Country | Existing 2G Standard 3G Standard
Europe GSM W-CDMA (UMTS)
Japan PDC W-CDMA (DoCoMo)
USA IS-95/cdmaOne cdma2000

USA IS-136 UWC-136
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In 1992, the International Telecommunications Union (ITU) initiated the stan-
dardization of 3G systems, and the outcome of this effort was called international
mobile telecommunications-2000 (IMT-2000). The number 2000 stood for three
things: (i) the system would become available in the year 2000, (ii) it has data
rates of 2,000 Kbps, and (iii) it was supposed to operate in the 2,000 MHz region,
which ITU wanted to make globally available for the new technology, so that users
could roam seamlessly from country to country. None of these three things came
to pass, but the name has remained. The service types that the IMT-2000 network
is supposed to provide to its users are given in Table 3.2 [10]. As different parts of
the world are dominated by different 2G standards, the hope for a single worldwide
3G standard has not materialized, as can be seen in Table 3.1.

Universal mobile telecommunications system (UMTS) is the European 3G stan-
dard which is also called wideband CDMA (W-CDMA) as the standard is based on
CDMA (direct sequence spread spectrum) technology. The term “wideband” here
denotes use of a wide carrier. W-CDMA uses a 5 MHz carrier (channel bandwidth)
which is 25 times that of GSM and four times that of cdmaOne. It is designed to
interwork with GSM networks, which means a caller can move from a W-CDMA cell
to a GSM cell without losing the call. The first W-CDMA networks are being de-
ployed in Japan by NTT DoCoMo. Of the existing 2G systems, cdmaOne is already
based on CDMA. cdma2000, basically an extension of cdmaOne, is not designed to
interwork with GSM, which means it cannot hand off calls to a GSM cell. Commer-
cial versions of cdma2000 include 1Xtreme by Motorola and Nokia and high data
rate (HDR) by Qualcomm. UWC-136 is a TDMA-based 3G standard developed by
the Universal Wireless Communications Consortium, as an upgrade of IS-136.

Table 3.2. IMT-2000 service types

Service Upstream | Downstream Example Switching
Interactive 256 Kbps 256 Kbps Video conference | Circuit
Multimedia
High 20 Kbps 2 Mbps TV Packet
Multimedia
Medium 19.2 Kbps | 768 Kbps Web surfing Packet
Multimedia
Switched Data | 43.2 Kbps | 43.2 Kbps Fax Circuit
Simple 28.8 Kbps | 28.8 Kbps E-mail Packet
Messaging
Speech 28.8 Kbps 28.8 Kbps Telephony Circuit

3.6.2 The Problems with 3G Systems

3G systems fundamentally need greater bandwidth and lower interference to be
able to meet QoS requirements for data and multimedia services. Field tests have
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indicated that CDMA is an attractive option for mobile cellular networks, as it can
operate in the presence of interference, and can theoretically support very large
bandwidth [11]. The performance of 3G systems is further improved by the use of
smart antennas. This refers to the technology of controlling a directional antenna
array with an advanced digital signal processing capability to optimize its radiation
and/or reception pattern automatically in response to the signal environment [12].

3G systems promised to be the ultimate panacea to all problems of dropped
calls, low data rates, and mobility restriction. The initial time-chart had scheduled
complete deployment of 3G by the year 2000. But this has really not happened.
The recommended spectrum allocation for 3G in the IMT-2000 could not be im-
plemented as the requested frequencies by the ITU were partially or fully in use in
many countries. And it is becoming increasingly difficult to find a common slice of
spectrum to enable global roaming.

Another reason why 3G systems did not take off is the disappointing perfor-
mance of CDMA in practice. CDMA was projected to be the ultimate solution to
interference. Theoretically, an infinite number of users could use the same frequency
band, since all of them hopped on all the frequencies in a pseudo-random sequence.
But, implementations of CDMA have led critics to believe otherwise. Table 3.3
shows the stark difference between the theoretical and practical performances of
CDMA [13].

It would be interesting to speculate where mobile telephony is heading at this
point in time. The first event on the agenda, of course, would be to implement
3G networks completely [14]. The trend seems to be headed toward having cells of
different sizes: on the one hand, large cells to handle global access, and at the other
extreme, pico-cells to handle indoor communication.

Even though 3G networks are not yet fully deployed, some researchers started
working on the the next generation of systems, called 4G systems, targeted for de-
ployment in the year 2010, to provide seamless integration with wired networks and
especially TP, high bandwidth (data rates of up to 100 Mbps), ubiquity (connectiv-
ity everywhere), high-quality multimedia services, adaptive resource management,
and software-defined radio. [Efficient and relatively flexible handsets are required to
combat the diverse range of cellular standards/air interfaces, without which roaming
between different networks becomes difficult (without significant adjustment or re-
placement of handsets). Software-defined radio provides a solution to this problem,

Table 3.3. CDMA — The debate

Claims Reality
Capacity of 20 times that of AMPS Only 3-4 times that of AMPS
No more dropped calls 40 percent dropped calls when loaded
No problem of interference Interference from existing AMPS
Quality of speech promised at 8 Kbps | Had to change to 13 Kbps
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by implementing the radio functionality (such as modulation/demodulation, sig-
nal generation, coding, and link-layer protocols) of different standards as software
modules running on a generic hardware platform. Also, the software modules which
implement new features/services can be downloaded over the air onto the handsets.]

3.7 WIRELESS IN LOCAL LOOP

In cellular systems, mobility was the most important factor influencing the design
of the networks. Wireless in local loop (WLL) technology is, on the other hand,
in the scenario of limited mobility. The circuit (loop) that provides the last hop
connectivity between the subscriber and PSTN is called the local loop. It has
been conventionally implemented using common copper wiring. Optical fiber is not
a popular local loop technology due to the high cost of deployment. WLL, also
known as fixed wireless access (FWA) or radio in the local loop (RLL), is the use
of wireless connectivity in the last hop between the subscriber and the telephone
exchange (end office). It provides a cost-effective means of connecting far-flung
areas. In urban areas where high capacity is required, the use of WLL can provide
the means to extend the existing network [15].

WLL has many advantages for both the subscribers and the service providers.
The deployment of WLL is much easier, and it can be extended to accommodate
more customers as the demand increases. Lower investment, operations, and main-
tenance costs make WLL an attractive, cost-effective option for the customer. WLL
offers a wide range of services from basic telephony to Internet surfing. With the
introduction of broadband wireless systems, bandwidth-intensive applications such
as video-on-demand can also be supported.

WLL must satisfy QoS requirements to compete with more efficient copper wire
transmission technologies such as integrated services digital network (ISDN) and
digital subscriber line (DSL). It must match the voice and data quality of regular
telephone networks. This means it should adhere to 64 Kbps or 32 Kbps transmis-
sion channels, blocking probability of less than 10~2 and BER less than 103 for
voice and 1079 for data. The power consumption of subscriber units must be low
since they run on batteries and are not powered by the exchange. It must support
authentication and encryption schemes to ensure security and data privacy.

3.7.1 Generic WLL Architecture

The architecture of a WLL system is more or less similar to that of a mobile cellular
system. The BS is implemented by the base transceiver station system (BTS) and
the base station controller (BSC). The BTS, also called radio port (RP) or radio
transceiver unit (RTU), performs channel coding, modulation/demodulation, and
implements the radio interface for transmission and reception of radio signals. A
BSC, alternatively called the radio port control unit (RPCU), controls one or more
BTSs and provides them with an interface to the local exchange.

The fixed subscriber unit (FSU) or radio subscriber unit (RSU) is the interface
between the subscriber’s wired devices and the WLL network. The FSU performs
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Telephone

Telephone

Figure 3.6. WLL architecture.

all physical and data-link layer functions from the subscriber end. The basic archi-
tecture of WLL networks is shown in Figure 3.6.

3.7.2 WLL Technologies

WLL technology is at the intersection between cellular and cordless telephony.
Though there is no single global standard for WLL, many systems have been de-
veloped by suitable adaptation of cellular and cordless telephony standards.

Cellular-Based WLL Systems

WLL standards have been developed based on both TDMA (GSM-based) and
CDMA. 1S-95-based CDMA WLL supports channel rates of 9.6 Kbps and 14.4
Kbps. Since WLL FSUs are fixed, the BTS and FSU can be arranged in line-of-
sight, which reduces interference. The cell can have six or more sectors, and hence
increased capacity. For packetized data transfer, some dedicated channels are pro-
vided, besides statistical multiplexing with the voice channels. Up to 128 Kbps data
services are available on CDMA-based WLL.
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Cordless-Based WLL Systems

Cellular systems target maximization of bandwidth efficiency and frequency reuse,
high coverage, and easy support for mobility in a high-speed fading environment.
On the other hand, low-range (a few hundred meters) cordless-based systems are
optimized for low complexity equipment, high voice quality, and low delays for
data transfer, in a relatively confined static environment (with respect to user
speeds). The range can also be increased using point-to-point microwave hops,
where the radio signals are up-converted to microwave or optical frequencies, and
down-converted again before the WLL terminal. The major TDMA-based low-range
WLL systems are digital enhanced cordless telecommunications (DECT), personal
access communication system (PACS), and personal handyphone system (PHS).

1. DECT: DECT? is a radio interface standard developed by ETSI. It is used ex-
tensively in indoor systems such as wireless private branch exchanges (PBXs)
for intra-office connectivity and in cordless phones for residential areas. DECT
system, operating in the 1,880-1,900 MHz range, supports users to make and
receive calls within range of BSs around 100 m (indoor) and 500 m (outdoor).
It also supports pedestrian mobility — speeds of the order of 10 Kmph. The
DECT system uses TDMA/TDD mode for radio communications between
handset and BS, with 24 time slots per frame, providing a net data rate
of 32 Kbps. DECT provides 120 duplex channels with a bandwidth of 144
KHz/pair, unlike GSM, which offers only 50 KHz/duplex pair. DECT uses a
dynamic channel allocation algorithm for channel assignment.

2. PACS: PACS system employs TDMA /TDM on the radio interface using m/4-
QPSK modulation. It operates in TDD and FDD modes for the unlicensed
PCS band and licensed PCS band, respectively. The radio frame is 2.5 ms in
duration which is divided into eight time slots, each of which transports data
at 32 Kbps. Channel assignment is performed using quasi-static autonomous
frequency assignment (QSAFA), where an FSU listens to all the channel pairs
and chooses the one with least interference. It then chooses a time-slot within
the selected channel pair.

3. PHS: PHS, developed in Japan, supports very high-density pedestrian traffic.
It uses the modulation format 7/4-DQPSK, at a channel rate of 384 Kbps, in
the RF band of 1,900 MHz (as DECT) with a bandwidth of 300 KHz per chan-
nel. In each of the 300 KHz wide RF carriers, there are four traffic channels,
one of which is a dedicated control channel. PHS works on a TDMA/TDD
mode for communication, whose frame duration is 5 ms, and uses a dynamic
channel allocation scheme as in the case of DECT.

31t originally stood for digital European cordless telecommunications and today it stands for
digital enhanced cordless telecommunications to underline its claim of being a worldwide standard
for cordless telephony.



Section 3.7. Wireless in Local Loop 131

Proprietary Systems

Due to the absence of a universal standard specifically meant for WLL, a number of
proprietary systems (independent technologies) have mushroomed. Cellular-based
systems such as E-TDMA of Hughes Network Systems (HNS) and Lucent’s Wire-
less Subscriber System attempt to maintain the desirable feature of cellular systems,
namely, high coverage, while improving the capacity of the system. E-TDMA is an
extension to the IS-136 cellular TDMA standard. It uses discontinuous transmis-
sion along with digital speech interpolation. This means both the FSU and BSC
transmit only when speech is present, which is about 40% of the time. This leads
to effective sharing of bandwidth. Proprietary systems Qualcomm’s QCTel and
Lucent’s Airloop use CDMA for the MAC scheme, which helps in increasing trans-
mission rates [15].

Satellite-Based Systems

In the absence of a common global standard for cellular systems, handheld devices
which connect directly to a satellite present an attractive option to achieve world-
wide communication. A satellite system consists of a satellite in space which links
many Earth (ground) stations on the ground, and transponders, which receive, am-
plify, and retransmit signals to or from satellites. Most commercial communication
satellites today use a 500 MHz uplink and downlink bandwidth. Mobile satellite
systems complement existing cellular systems by providing coverage for rural areas,
where it may not be economically viable to install BSs for mobile communications,
and support for vehicular mobility rules out the use of WLL also.

Satellites may be geostationary, that is, stationary with respect to a point on
Earth. These satellites have an orbit on the equatorial plane at an altitude of 35,786
Km such that they move with the same angular velocity as the Earth and complete
a revolution in 24 hours. Satellites can also be placed on inclined orbits, at different
altitudes and on non-equatorial planes. Low Earth orbiting (LEO) satellites, which
orbit the Earth at lesser altitudes, play a major role in mobile communications.

While geostationary satellites can provide a much larger coverage, they require
high subscriber unit power because of the high altitudes at which geostationary
satellites operate. LEQO satellites, on the other hand, operate at low altitudes of
the order of hundreds of kilometers. Hence, more satellites are required to cover
a given area. Another problem with geostationary satellites is that the associated
propagation delay is significant. For a height of 36,000 Km, the speed of light delay
is 0.24 s. On the other hand, LEO satellites have a propagation delay of about 12
ms [16].

The special aspect of satellite systems with respect to the MAC layer is that
the time taken to detect collisions is very large. This is because collisions can be
detected only when the transmission from the satellite down to the ground units
arrives. Hence collision avoidance techniques are used instead of collision detec-
tion. A TDMA scheme with a centralized coordinator for allocation of time slots
reduces contention. But, a fixed time-slot allocation leads to under-utilization of
transponder capacity. The assignment should be made more flexible, with channels
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as well as frames pooled together, and allocated on demand to any Earth station.
This method is termed demand assignment multiple access (DAMA), and can be
used in conjunction with FDMA or TDMA. Two examples of satellite-based mobile
telephony systems are studied below.

e Iridium: This was an ambitious project, initiated by Motorola in the early
1990s, with 66 LEO satellites* providing full global coverage (Earth’s sur-
face). The satellites operated at an altitude of 780 Km. The significant point
about Iridium’s architecture was that satellites did call routing and process-
ing. There was line of sight (LoS) visibility between neighboring satellites
and therefore the satellites communicated directly with one another to per-
form these call routing operations. Iridium ended up as a major commercial
failure due to economic reasons in the year 2000.

e Globalstar: Iridium requires sophisticated switching equipment in the satel-
lites because it relays calls from satellite to satellite. In Globalstar, which
uses a traditional “bent-pipe” design, 48 LEO satellites are used as passive
relays. All routing and processing of calls are done by ground stations (or
gateways), so a satellite is useful only if there is a ground station underneath
it. In this scheme, much of the complexity is on the ground, where it is easier
to manage. Further, since typical Globalstar ground station antennas can
have a range of many kilometers, a few such stations are needed to support
the system. Globalstar can provide full global coverage except for the regions
in the middle of oceans where ground station deployment is not possible or
costs a lot, and those regions near the poles.

Global Positioning System (GPS)

Besides the use of satellite systems for WLL, another important use of satellites in
the recent past has been the global positioning system (GPS)[17]. The GPS program
is funded and controlled by the U.S. Department of Defense. The space segment of
GPS consists of satellites which send encoded radio signals to the GPS receivers.
The system has 24 satellites that orbit the Earth at about 18,000 Km in 12 hours,
on six equally spaced orbital planes. The movement of the satellites is such that five
to eight satellites are visible from any point on Earth. The control segment consists
of five tracking stations located around the world which monitor the satellites and
compute accurate orbital data and clock corrections for the satellites. The user
segment consists of the GPS receivers, which compute the four dimensions — x, y,
z coordinates of position, and the time — using the signals received from four GPS
satellites.

GPS has been used primarily for navigation, on aircraft, ships, ground vehi-
cles and by individuals. Relative positioning and time data has also been used
in research areas such as plate tectonics, atmospheric parameter measurements,
astronomical observatories, and telecommunications.

4The project initially called for the use of 77 LEO satellites and this fact gave it the name
Iridium, as Iridium is the chemical element with an atomic number of 77.
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3.7.3 Broadband Wireless Access

Fixed wireless systems are point-to-point (where a separate antenna transceiver is
used for each user) or multipoint (where a single antenna transceiver is used to to
provide links to many users). The latter one is the most popular and useful for
WLL. A multipoint system is similar to a conventional cellular system. However, in
a multipoint system (i) cells do not overlap, (ii) the same frequency is reused at each
cell, and (iii) no handoff is provided as users are fixed. Two commonly used fixed
wireless systems, which are typically used for high-speed Internet access, are local
multipoint distribution service (LMDS) and multichannel multipoint distribution
service (MMDS). These can be regarded as metropolitan area networks (MANS).

LMDS

LMDS, operating at around 28 GHz in the United States and at around 40 GHz in
Europe, is a broadband wireless technology used to provide voice, data, Internet,
and video services. Due to the high frequency at which LMDS systems operate,
they are organized into smaller cells of 1-2 Km (against 45 Km in MMDS), which
necessitates the use of a relatively large number of BSs in order to service a specific
area. However, LMDS systems offer very high data rates (maximum cell capacity
of 155 Mbps).

MMDS

MMDS operates at around 2.5 GHz in the licensed band and at 5.8 GHz in the
unlicensed band in the United States, and LoS is required in most cases. The
lower frequencies (or larger wavelengths of MMDS signals) facilitate longer ranges
of around 45 Km. Due to the fact that equipment operating at low frequencies is
less expensive, MMDS systems are also simpler and cheaper. However, they offer
much less bandwidth (the maximum capacity of an MMDS cell is 36 Mbps). MMDS
is also referred to as wireless cable as this service provides broadcast of TV channels
in rural areas which are not reachable by broadcast TV or cable.

3.8 WIRELESS ATM
3.8.1 ATM — An Overview

ATM has been the preferred network mechanism for multimedia applications, LAN
interconnections, imaging, video distribution, and other applications that require
quality of service (QoS) guarantees. ATM uses an asynchronous mode of transfer
[asynchronous time-division or statistical multiplexing (flexible bandwidth alloca-
tion)| to cope with the varying requirements of broadband services. ATM defines
a fixed-size cell (which is the basic unit of data exchange) of length 53 bytes com-
prised of a 5-byte header and a 48-byte payload. The ATM layer provides the higher
layers functions such as routing and generic flow control. First, a virtual connection
is established between the source and the destination. This virtual connection is
identified by the virtual path identifier (VPI) and virtual channel identifier (VCI).
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After the connection is set up, all cells are sent over the same virtual connection
using the VPI/VCI in the cell header. The VPI/VCI is used by the switching node
to identify the virtual path and virtual channel on the link, and the routing table
established at the connection setup time is used to route the cell to the correct out-
put port. Cells are transmitted without consideration of their service requirements.
The ATM adaptation layer (AAL) is respousible for providing the QoS require-
ments of the application. Each AAL layer will be supporting a subset of traffic
and, by changing the AAL layer, different traffic requirements of the application
can be transparently passed on to the ATM layer. The AAL’s primary function is
to provide the data flow to the upper layers taking into account the cell loss and
incorrect delivery because of congestion or delay variation in the ATM layer.

In order to minimize the number of AAL protocols needed, services are classified
on the basis of the following parameters:

e Timing relationship between source and destination
e Bit rate (constant or variable)
e Type of connection (connection-oriented or connection-less)

The service classes are further classified as constant bit rate (CBR), variable bit
rate (VBR), available bit rate (ABR), and unspecified bit rate (UBR), on the basis
of the data generation rate.

3.8.2 Motivation for WATM

The reasons for extending the ATM architecture to the wireless domain include sup-
porting integrated multimedia services in next-generation wireless networks, seam-
less integration of wired ATM networks with wireless networks, the need for a
scalable framework for QoS provisioning, and support for mobility. The introduc-
tion of ATM in the wireless domain creates new challenges as the original design
did not consider varying conditions of the wireless domain. The issues involved in
extending wired ATM to the wireless domain are location management, mobility
management, maintaining end-to-end connection, support for QoS, and dealing with
the characteristics of radio (wireless) links. Recall that HIPERLAN/2, a WLAN
system, offers the capabilities of WATM.

3.8.3 Generic Reference Model

Figure 3.7 explains schematically the generic reference model that is used in WATM
networks. Mobile WATM terminals (MTs) have radio links to base stations (BSs
or radio transceivers) which are connected to a WATM access point (WATM-
AP/AP) via wires. The APs are connected to enhanced mobility ATM switches
entry (EMAS-E). The APs are traffic concentrators and lack routing capabilities.
Rerouting is usually performed at the EMAS-E and the node that performs the
rerouting is termed as the cross-over switch (COS) (Note that some APs may have
routing capabilities, in which case they perform the functions of AP and EMAS-E).
EMAS-Es are in turn connected to enhanced mobility aware ATM switches network
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Figure 3.7. Generic reference model.

(EMAS-N). EMAS-E and EMAS-N are important entities that support mobility in
WATM. The EMAS-N switches are finally connected to the ATM switches of the
traditional ATM network, enabling wired and wireless networks to coexist.

3.8.4 MAC Layer for WATM

MAC protocols lay down the rules to control the access to the shared wireless
medium among a number of users. The main challenge in the MAC protocol for the
WATM is to provide the support for standard ATM services (including CBR, VBR,
ABR and UBR) efficiently in the wireless environment. The three main categories
of MAC protocols are:

1. Fixed assignment: Fixed assignment schemes essentially apportion the
available resource (time or frequency) among the users in a definite man-
ner in order to provide the QoS required. Fixed assignment schemes such as
TDMA and FDMA suffer from inefficient bandwidth usage and, in the case
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of radio spectrum (where the frequency range is very limited), this turns out
to be a serious drawback. These traditional schemes are good for CBR traffic
but not for VBR traffic, which is the most dominant traffic in WATM.

2. Random assignment: As opposed to fixed assignment schemes, random
assignment involves random allocation of the resource, namely, the wireless
channel. These schemes suffer from large delay due to the contention res-
olution algorithms. Schemes that use backoff techniques are unpredictable
and hence cannot provide guaranteed QoS for WATM. An example of such a
scheme is the CSMA/CA.

3. Demand assignment: Users (in contention with other users) address ex-
plicitly or implicitly their need for bandwidth, but once the demand is ac-
cepted, they can transfer the packets in a contention-free environment. If a
user enters an idle period, the bandwidth assigned to it can be used by other
users. Unlike fixed assignment, bandwidth is not wasted as it is assigned only
on demand. Further, the bandwidth wastage due to collisions is reduced as
only the request phase is in contention and subsequently the transmission is
contention-free. Downlink frames can be transferred using a different channel
(frequency division) or on the same channel time multiplexed with the up-
link sub-frame (time division). Time division provides better flexibility as it
has more control over the periods by varying the periods for downlink and
uplink sub-frames. Some of the proposed frequency division MAC protocols
for WATM are DQRUMA [18], PRMA/DA [19], and DSA++ [20]. Time
division MAC protocols include MASCARA [21], PRMA/ATDD [22], and
DTDMA/TDD [23].

3.8.5 Handoff Issues in WATM

Handoff is said to occur when a mobile terminal (MT) moves from the control of one
BS to another, as discussed earlier. A handoff tends to disrupt existing connections
of the MT, hence care needs to be taken during handoffs. This section deals with
the issues related to handoffs and the proposed solutions to tackle the problems
that arise. There are two levels of handoff, one at the radio layer and the other at
the data link layer.

Types of Handoffs

Handoffs can be classified into two types: The first type of handoff occurs when the
MT decides the possibility of handoff and the EMAS-E chooses the next BS from
the prospective choices. This is called a backward handoff. During this time, there
is a smooth transition in the power levels of the source and the destination BS. The
next type of handoff occurs when the MT decides on the BS to which the handoff
is to take place. This is called a forward handoff. There is an abrupt break in the
radio connection during a forward handoff.
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Different Situations of Backward Handoff

A backward handoff can occur in one of the following three situations:

1. Intra AP: In this case, the source and destination radio BSs belong to the
same AP. The EMAS-E merely finds out the resource availability at the new
BS and forwards the response to the MT. The issues involved in an Intra-AP
handoff decision are similar to those in cellular networks.

2. Inter AP /Intra EMAS-E: In this case, the BSs belong to different APs
connected to the same EMAS-E. The EMAS-E inquires about the availability
of resources at the destination AP and forwards the response to the MT.

3. Inter EMAS-E: In this case, the BSs belong to different EMAS-Es. This is
the most complicated of the handoffs. The MT asks the destination EMAS-E
for the availability of resources. The destination EMAS-E in turn queries the
corresponding AP and the response is sent back. The source EMAS-E now
requests that the destination EMAS-E reserve resources and the handoff is
performed.

Once the handoff is performed, the paths need to be reconfigured from the COS.

Different Situations of Forward Handoff

Similar to the backward handoff, the forward handoff takes place in the following
three ways:

1. Intra AP: When a radio disruption occurs, the MT disassociates itself from
the BS. The MT then tries to associate with another BS under the same AP.
This is conveyed to the EMAS-FE using a series of messages from MT and AP.

2. Inter AP /Intra EMAS-E: This case is similar to the Intra AP handoff
except for the fact that source and destination APs are different.

3. Inter EMAS-E: The MT disassociates itself from the old BS and associates
itself with the new BS. This is conveyed to the EMAS-E1 (source EMAS-
E or the EMAS-E from which the handoff has taken place) and EMAS-E2
(destination EMAS-E or the EMAS-E to which the handoff has taken place)
by MT. EMAS-E2 tries to reserve resources for the connection requested by
the MT at the corresponding AP. EMAS-E2 establishes a connection to the
COS. EMAS-E1 then releases the connection to the COS.

Protocols for Rerouting After Handoff

When an MT and its connections are handed over from one BS to another, the
connections need to be reestablished for the data transfer to continue. In case of
the intra AP handoff and inter AP /intra EMAS-E handoff, a change in the routing
tables of the AP and EMAS-E, respectively, is enough to handle rerouting. However,
the inter EMAS-E handoffs involve wide area network (WAN) rerouting, and hence
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are more challenging. This section describes the generic methods for rerouting.
There are three generic methods for rerouting [24]:

1. Partial path rerouting scheme: This involves the tearing down of a por-
tion of the current path and the establishing of a new sub-path. The new
sub-path is formed from the COS to the destination switch. One way of im-
plementing this scheme is to probe each switch on the path from the source
switch to the end-point, to find the switch with which the current QoS re-
quirements are best satisfied.

2. Path splicing: A probe packet is sent from the destination switch toward
the source, searching for a switch that can act as the COS point. Once such a
switch is found, the new path between the destination and the source passes
through this COS, splicing the old path.

3. Path extension: This is the simplest of the rerouting schemes. Here the
current path is extended from the source switch to the destination switch.
This method usually results in a non-optimal path. Moreover, if the MT
moves back to the source switch, a loop will be formed. This will result in
needless delay and wastage of bandwidth. The protocols for implementing
this scheme have to take the above aspects into consideration.

The important point to note in the above discussion is the trade-off between
computational complexity and the optimality of the generated route. Some specific
examples of rerouting are: Yuan-Biswas rerouting scheme, Bahama rerouting for
WATM LAN, virtual connection tree rerouting scheme [25], source routing mobile
circuit (SRMC) rerouting scheme [26], and nearest common node rerouting (NCNR)
scheme [27].

Effect of Handoff on QoS

Handoffs have a major bearing on an WATM service QoS performance. The reasons
for this are as follows [24]:

1. When a handoff occurs, there is a likelihood of incompatibility between the
QoS requirements of the MT and the destination switch handling it.

2. There also exists a possibility of disruption of the active connection during
the handoff.

The former is a post-handoff situation, whereas the latter occurs during the handoff.

When a network accepts a connection to a non-mobile end-point, it provides
consistent QoS to the traffic on the connection for the lifetime of the connection.
However, this cannot be guaranteed in case the destination is an MT. The failure
may occur when the BS to which an MT is migrating is heavily loaded and hence
cannot satisfy the QoS requirements of the MT. In such cases, one or more of the

connections may have to be torn down. There are three ways in which this problem
can be handled:
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1. In case of a backward handoff, the EMAS-E chooses the best possible BS so
that the number of connections affected by the handoff is minimized [28].

2. The probability of a switch not being able to match the migrating MT’s QoS
requirements is high; therefore, a method of preventing frequent complete
tear-down of connections is to use soft parameters. In this paradigm, the
parameters are actually a range of values which is acceptable instead of fixed
numbers. As long as the destination can provide guaranteed QoS within this
range, the MT continues with its connections. But if the range is violated,
then the connection must be torn down.

3. In the worst case, when the network is forced to tear down a connection, one
way of improving the situation is to provide some priority to the connections
so that the MT can set some preferences for the higher priority connections.
Low-priority connections are sacrificed to maintain QoS parameters of the
higher priority ones.

QoS violations can also result from disruption of the connection during the
course of the handoff. During a handoff, the connection gets temporarily discon-
nected for a small amount of time, and no data can be exchanged during this
interval. Hence, the objective is to reduce this time as well as the disruption caused
by it. This disruption can be of two kinds: loss of cells and corruption of their
temporal sequence.

In order to prevent loss of cells, they are required to be buffered in the switches
on the route between the source and the destination. A major problem associated
with buffering is the storage required at the EMAS-Es. One way out is to buffer
only when necessary and discard the cells belonging to real-time traffic whose value
expires after a small amount of time. On the other hand, throughput-sensitive
traffic cannot bear cell loss and hence all cells in transit during handoff have to be
buffered.

3.8.6 Location Management

In a WATM network, the MTs are mobile and move from one BS to another over
a period of time. Therefore, in order to enable communication with them some
methods need to be developed to keep track of their current locations. This process
comes under the purview of location management (LM). The following are some of
the requirements of an LM system [29]:

1. Transparency: The LM system should be developed in such a manner that
the user should be able to communicate irrespective of mobility.

2. Security: The system must guard against unauthorized access to the database
of MT addresses and MT locations.

3. Unambiguous identification: The LM system should be capable of uniquely
identifying MTs and their locations.
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4. Scalability: The system must be scalable to various sizes of networks. For
doing this efficiently, it should harness the advantages of the hierarchical na-
ture of networks.

Location management needs to address three broad issues:

1. Addressing: This involves how the various entities such as MTs, switches,
APs, and BSs are addressed. It specifies the location of the terminal in the
network so that, given the address, a route between communicating terminals
can be established.

2. Location updating: This involves how the LM system is notified about the
change in an MT’s location and how the LM system maintains this informa-
tion.

3. Location resolution: This involves how the information maintained by the
LM system is used to locate a specific MT.

Location Update

There are several entities that play a role in location update:

1. Location server (LS): The LS is responsible for maintaining the current
location information for the MTs. Each LS is associated with an EMAS and
maintains address for MTs.

2. Authentication server (AuS): The AusS is responsible for maintaining au-
thentication information for each MT. Each AuS is associated with an EMAS.
The AusS stores a table of permanent unique id of the MT's and the correspond-
ing authentication key which the MT needs to supply during communication.

3. End-user mobility-supporting ATM switch (EMAS): An EMAS main-
tains the address of the LS and AuS associated with it. If it is on the edge of
the network, then it also maintains ids of MTs currently associated with it.

Location Resolution

Location resolution deals with the methodology of obtaining the current location
of an MT so the user can communicate with it. It is important to note that, if the
current location maintained by the LS is the full address of the MT, that is, up
to its current BS, then every time the MT migrates to a new BS the LS needs to
be updated. This is not efficient, because messaging causes substantial bandwidth
overhead. A better method would be to store the address of a switch under whose
domain the MT is currently located. Hence as long as the MT moves within the
domain of the switch, the LS need not be updated.
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3.9 IEEE 802.16 STANDARD

Metropolitan area networks (MANSs) are networks that span several kilometers and
usually cover large parts of cities. These networks are much larger in size than
LANS and their functionalities differ markedly from those of LANs. MANSs often
connect large buildings, each of which may contain several computers. Using fiber,
coaxial cables, or twisted pair for interconnection is prohibitively expensive in such
scenarios. The usage of broadband wireless access (BWA) for this purpose is an
economical alternative which has been explored by researchers as well as by the
industry. This led to the requirement of a standard for BWA to be used in wireless
MANs (WMANS) and wireless local loops (WLLs). IEEE 802.16, which is officially
called air interface for fized broadband wireless access systems, was the result of the
standardization efforts.

IEEE 802.16 is based on the OSI model, as shown in Figure 3.8 [30]. IEEE
802.16 specifies the air interface, including the data link layer (DLL) and the phys-
ical layer, of fixed point-to-multipoint BWA systems. The DLL is capable of sup-
porting multiple physical layer specifications optimized for the frequency bands of
the application. Base stations (BSs) are connected to public networks. A BS serves
several subscriber stations (SSs), which in turn serve buildings. Thus the BS pro-
vides the SS with a last-mile (or first-mile) access to public networks. It may be
noted that BSs and SSs are stationary. The challenge faced by this standard was to
provide support for multiple services with different QoS requirements and priorities
simultaneously.

Upper layers
|
Service specific convergence sublayer
Data
link layer

MAC sublayer common part

Security sublayer

Transmission convergence sublayer

Physical layer
QPSK QAM-16 QAM-64

Figure 3.8. IEEE 802.16 protocol stack.

3.9.1 Differences Between IEEE 802.11 and IEEE 802.16

While IEEE 802.11 has been a successful standard for WLANSs, it is not suited
for use in BWA. This fact can be appreciated when the differences between IEEE
802.11 and IEEE 802.16, listed below, are studied.
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e JEEE 802.11 has been designed for mobile terminals, which is irrelevant in the
context of MANs. IEEE 802.16 has been designed for broadband data such
as digital video and telephony.

e The number of users and bandwidth usage per user is much higher in a typical
IEEE 802.16 network when compared to a typical IEEE 802.11 basic service
set. This calls for usage of a larger frequency spectrum in IEEE 802.16 as
against the ISM bands used by IEEE 802.11. BWA typically uses millimeter
wave bands and microwave bands (above 1 GHz frequencies).

e IEEE 802.16 is completely connection-oriented and QoS guarantees are made
for all transmissions. Though IEEE 802.11 provides some QoS support for
real-time data (in the PCF mode), it has not been designed for QoS support
for broadband usage.

3.9.2 Physical Layer

The physical layer uses traditional narrow-band radio (10-66 GHz) with conven-
tional modulation schemes for transmission. Above the physical transmission layer,
there is a convergence sublayer to hide the transmission technology from the DLL.
Efforts are going on to add two new protocols, IEEE 802.16a and IEEE 802.16b, at
the physical layer, which attempt to bring the IEEE 802.16 closer to IEEE 802.11.
While IEEE 802.16a operates in the 2-11 GHz frequency range, IEEE 802.16b op-
erates in the 5 GHz ISM band.

The signal strength of millimeter waves falls off sharply with distance from the
BS, which results in a reduction in the signal to noise ratio (SNR). To account for
this, the following three modulation schemes are used. The modulation scheme to
be used is chosen depending on the distance of the SS from the BS.

1. QAM-64, which offers 6 bits/baud, is used by subscribers that are located
near the BS.

2. QAM-16, which offers 4 bits/baud, is used by subscribers that are located at
an intermediate distance from the BS.

3. QPSK, which offers 2 bits/baud, is used by subscribers that are located far
away from the BS.

If we assume 30 MHz of spectrum, QAM-64 offers 180 Mbps, QAM-16 offers
120 Mbps, and QPSK offers 60 Mbps. It is apparent that subscribers farther away
get lower data rates. It may also be noted that millimeter waves travel in straight
lines, unlike the longer microwaves. This allows BSs to have multiple antennas,
which point at different sectors of the surrounding terrain. The high error rates
associated with millimeter waves have called for the usage of Hamming codes to
do forward error correction in the physical layer. This is in contrast to most other
networks where checksums detect errors and request retransmission of frames that
are in error. The physical layer can pack multiple MAC frames in a single physical
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transmission to gain improved spectral efficiency, because of the reduction in the
number of preambles and physical layer headers.

While voice traffic is generally symmetric, other applications such as Internet
access have more downstream traffic than upstream traffic. To accommodate them,
IEEE 802.16 provides a flexible way to accommodate bandwidth by using frequency
division duplexing (FDD) and time division duplexing (TDD). The bandwidth de-
voted to each direction can be changed dynamically to match the traffic in the
corresponding direction.

3.9.3 Data Link Layer

The DLL was designed with the wireless environment in mind, which demands an
efficient usage of the spectrum. Broadband services call for very high uplink and
downlink bit rates, and a range of QoS requirements. Security issues also assume
importance in this scenario. It is preferred that the DLL be a protocol-independent
engine, that is, the DLL should have convergence layers for all protocols including
ATM, IP, and Ethernet. The DLL of IEEE 802.16 was designed to meet all these
requirements. The DLL of IEEE 802.16 can be subdivided into three sublayers,
whose functionalities are explained in this section. The sublayers are listed from
the bottom up.

1. Security sublayer: This is the bottom-most sublayer, which deals with
privacy and security. This is crucial for public outdoor networks where the
transmission can be heard over a city. This layer manages encryption, de-
cryption, and key management. It may be noted that only the payloads are
encrypted, and the headers are kept intact. This means that the snooper can
identify the participants in a transmission, but cannot read the data being
transmitted.

2. MAC sublayer common part: This is the protocol-independent core,
which deals with channel management and slot allocation to stations. Here
the BS controls the system. MAC frames are integral multiples of physical
layer time slots. Each frame contains the downstream (BS to SS) and up-
stream (SS to BS) maps, which indicate the traffic in the various time slots
and other useful information. The MAC sublayer strikes a trade-off between
the stability of contention-less operation and the efficiency of contention-based
operation, using a TDM/TDMA mechanism. On the downlink, data to the
SS is multiplexed using TDM, and on the uplink, the medium is shared by
the SSs using TDMA.

All services offered by IEEE 802.16 are connection-oriented, and each connec-
tion (uplink) is given one of the following four classes of service:

(a) Constant bit rate service: This is intended for transmitting uncom-
pressed voice, where a predetermined amount of data is generated at
fixed time intervals. Certain time slots are dedicated to each connection
of this type and they are available automatically without explicit request.
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(b) Real-time variable bit rate service: This is intended for compressed
multimedia and soft real-time® applications, where the amount of band-
width required may vary with time. To accommodate such variances,
the BS polls the SS periodically to query the bandwidth needed for the
following period.

(¢) Non-real-time variable bit rate service: This is intended for large
file transfers and other such heavy transmissions that are not real-time.
To accommodate them, the BS polls the SS often, but not periodically.

(d) Best effort service: All other applications contend for best effort ser-
vice. Pollingis absent and SSs contend by sending requests for bandwidth
in time slots marked in the upstream map as available for contention.
Collisions are reduced by using the binary exponential back-off algorithm.

3. Service specific convergence sublayer: This is the topmost sublayer in
DLL and its function is to interface to the network layer, which is similar to the
logical link sublayer in other 802 protocols. IEEE 802.16 has been designed to
integrate seamlessly with both connection-less protocols such as PPP, IP, and
Ethernet, and connection-oriented protocols such as ATM. While mapping
ATM connections to IEEE 802.16 is quite straightforward, mapping packets
to IEEE 802.16 is done in a judicious manner by this sublayer.

A request/grant scheme is used for handling bandwidth allocation. Bandwidth
requests are always per connection. Bandwidth grants may be per connec-
tion (GPC) or per SS (GPSS). Bandwidth GPSS is suitable if there are many
connections per SS and this offloads the responsibilities of the BS. SS redis-
tributes bandwidth among its connections maintaining QoS and service level
agreements. While this method allows sophisticated QoS guarantees and a
low overhead, it needs complex SSs. Bandwidth GPC is suitable if there are
only a few users per SS. The BS grants bandwidth to each connection. This
incurs a higher overhead, but allows a simpler SS.

3.10 HIPERACCESS

The HIPERACCESS standard of the ETSI BRAN (discussed in the previous chap-
ter) pertains to broadband radio access systems [4] and is the European counterpart
to the IEEE 802.16 standard. It uses fixed bidirectional radio connections to con-
vey broadband services between users’ premises and a broadband core network.
HIPERACCESS systems are the means by which residential customers and small-
to medium-sized enterprises can gain access to broadband communications deliv-
ered to their premises by radio. They provide support for a wide range of voice
and data services and facilities. They use radio to connect the premises to other
users and networks, and offer “bandwidth on demand” to deliver the appropriate

5This refers to the category of real-time traffic where the missing of deadlines results in non-
catastrophic events such as degradation of the quality of communication.
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data rate needed for various services. These systems intend to compete with other
broadband wired access systems such as xDSL and cable modems.

HIPERACCESS network deployments can potentially cover large areas. A mil-
liwave spectrum is employed in order to limit the transmission range to a few
kilometers, owing to the large capacity requirements of the network. Hence, a typ-
ical network consists of a number of cells each operating in a point-to-multipoint
(PMP) manner; each cell consists of an access point (AP) equipment device lo-
cated approximately at the cell center and a number of access termination (AT)
devices which are spread across the cell. The cell is divided into four sectors to in-
crease the spectral efficiency by reusing the available radio frequency (RF) channels
in a systematic manner within the deployment region. The protocol stack of the
HIPERACCESS standard consists of the physical layer, the convergence layer, and
the data link control (DLC) layer.

3.10.1 Physical Layer

The physical layer involves adaptive coding of the data obtained from the DLC layer,
transmission of data, and support of the different duplex schemes, namely, frequency
division duplexing (FDD), half-FDD (H-FDD), and time division duplexing (TDD).
The AP equipment handles more than one RF channel and more than one user (AT),
hence its architecture is different from that of the AT.

Modulation

Modulation techniques employed are based on QAM, much along the lines of IEEE
802.16 (with 2M points constellation, where M is the number of bits transmitted
per modulated symbols). For the DL, QPSK (M = 2) and 16-QAM (M = 4) are
mandatory and 64-QAM (M = 6) is optional. For the UL, QPSK is mandatory and
16-QAM is optional.

PHY-Modes

A PHYsical (PHY) mode includes a modulation and a coding scheme (FEC). Several
sets of PHY-modes are specified for the DL. The reason for specifying different
sets of PHY-modes is to offer a higher flexibility for the HA-standard deployment,
where the adequate choice of a given set of PHY-modes will be determined by the
parameters of the deployment scenario such as coverage, interference, and rain zone.
The Reed Solomon coding scheme is generally employed for coding the data stream.

Duplex Schemes

As the communication channel between the AP and AT's is bidirectional, DL and UL
paths must be established utilizing the spectrum resource available to the operator
in an efficient manner. Two duplex schemes are available: one is frequency-domain-
based and one is time-domain-based. FDD partitions the available spectrum into
a DL block and an UL block. In HIPERACCESS, both DL and UL channels are
equal in size, 28 MHz wide. In the H-FDD case, the AT radio equipment is limited
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to a half-duplex operation to reduce the cost. The AP recognizes in this case the
fact that switching from transmission operation to reception operation (and vice
versa) at the AT is not immediate. It is emphasized that the half-duplex operation
is an AT feature only. The AP has a different impact on the deployment cost and
on system capacity if a half-duplex operation is employed. In contrast to FDD,
TDD uses the same RF channel for DL and UL communications. The DL and UL
transmissions are established by time-sharing the radio channel where DL and UL
transmission events never overlap. In HIPERACCESS, the channel is 28 MHz wide
as in the FDD case. The AP establishes a frame-based transmission and allocates
a portion of its frame for DL purposes and the remainder of the frame for UL
purposes.

3.10.2 Convergence Layer

The task of the convergence layer is to adapt the service requirements of the ap-
plications of the higher layers to the services offered by the DLC layer. There are
two types of convergence layers, namely, the cell-based convergence layer and the
packet-based convergence layer. The classification is similar to the one discussed
in the HIPERLAN/2 standard. The convergence layer is comprised of two parts,
namely, the service-independent common part (CP) and the service-specific conver-
gence sublayer (SSCS). This classification is similar to the discussion on the data
link layer of IEEE 802.16.

3.10.3 DLC Layer

The basic features of the DLC layer are efficient use of the radio spectrum, high
multiplex gain, and maintenance of QoS. Multiplexing schemes are employed to
make a better use of the available frequency spectrum at a lower equipment cost.
Unlike multiplexing, multiple access derives from the fact that every subscriber has
access to every channel, instead of a fixed assignment as in most multiplex systems.

There are broadly two kinds of transmissions: uplink (UL) transmission (from
AT to AP) and downlink (DL) transmission (from AP to AT). For the AP to
control the access of ATs, TDMA is employed. UL transmission events of the ATs
are scheduled by the AP that controls them. The DL data stream is multiplexed
in the time domain (TDM). Each TDM region (part of the DL frame) is assigned a
specific physical mode (consisting of coding and modulation schemes). The TDM
regions are allocated in a robustness-descending order; for example, an AT with
excellent link conditions, which is assigned to a spectrally efficient physical mode,
starts its reception process at the beginning of the frame and continues through all
TDM regions, ending the reception process with its associated TDM region. An
AT with worse link conditions will be assigned to a more robust physical mode and
its reception process will end before the AT of the previous example.

In addition to the DL TDM region, there could be TDMA transmissions present
in a TDMA region on the DL. In this scheme, an AT may be assigned to receive
DL transmissions either in a TDM region or in a TDMA region. With this option,
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the AT may seek DL reception opportunities immediately after it has stopped its
UL transmission within the current DL frame.

The DLC layer is connection-oriented to guarantee QoS. Connections are set up
over the air during the initialization of an AT, and additional new connections may
be established when new services are required.

Radio Link Control (RLC) Sublayer

The RLC sublayer performs functions pertaining to radio resource control, initial-
ization control, and connection control.

e Radio resource control: This comprises all mechanisms for load-leveling,
power-leveling, and change of physical modes. These functions are specific to
each AT.

e Initialization control: This includes functions for the initial access and
release of a terminal to or from the network as well as the reinitialization
process required in the case of link interruptions. These mechanisms are AT-
specific.

e DLC connection control: This includes functions for the setup and release
of connections and connection aggregates (groups of connections). These func-
tions are usually connection-specific.

The ARQ protocol is implemented at the DLC level. It is based on a selective
repeat approach, where only the erroneously received PDUs are retransmitted.

3.1 SUMMARY

Cellular systems offer city-wide or country-wide mobility, and may even provide
compatibility across certain countries, but they are not truly global at present.
Satellite-based systems offer mobility across the world. A WLL system aims at
support for limited mobility, at pedestrian speeds only, with the main purpose
being a cost-effective alternative to other wired local loop technologies. Therefore,
it does not require elaborate diversity mechanisms, whereas frequency and spatial
diversity are essential to cellular networks. The main purpose of broadband wireless
networks is to offer huge bandwidth for applications such as multimedia and video-
on-demand.

An increasing demand for mobile communications has led to efforts for capacity
and QoS improvement. Superior algorithms are used for dynamic channel alloca-
tion, in cellular, WLL, and satellite networks. Location management techniques
have been streamlined to involve minimal and quick database access. Strategies
have been devised to minimize the handoff delay and maximize the probability of a
successful handoff. The main standards and implementations have been discussed
for the different kinds of wireless communication systems. It has been observed that
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Table 3.4. A brief comparison among IEEE 802.11b WLANs, IEEE 802.16
WMANSs, and GSM WWANSs

Feature IEEE 802.11b IEEE 802.16 GSM
WLANSs WMANSs WWANSs
Range Few hundred meters Several Km Few tens of Km
Frequency 2.4 GHz ISM band 10-66 GHz 900 or 1,800 MHz
Physical Layer | CCK, BPSK, QPSK QAM-64, GMSK
QAM-16, QPSK
Maximum Data | 11 Mbps 60-180 Mbps 9.6 Kbps/user
Rates
Medium Access | CSMA/CA TDM/TDMA FDD/TDMA
QoS Support DCF - No Yes Yes
PCF - Yes
Connectivity DCF - Connectionless | Connection Connection
PCF - Connection Oriented Oriented
Oriented
Typical Web browsing, e-mail | Multimedia, Voice
Applications digital TV
broadcasting

there are problems in reaching a global consensus on common standards for cellu-
lar networks and WLL, due to large investments already made in these networks
employing different standards in different countries.

The mobile communication systems of the future aim at low cost, universal cov-
erage, and better QoS in terms of higher bandwidth and lower delay. The ultimate
goal is to provide seamless high bandwidth communication networks through a sin-
gle globally compatible handset. This chapter also described the various issues in
the design of a WATM network. As wireless technology and gadgets become in-
creasingly popular, users will expect better QoS and reliability. WATM is one of
the better ways of satisfying these needs. Special mechanisms need to be built to
handle handoffs and to reroute the paths after the handoff and for location manage-
ment. This chapter also described the IEEE 802.16 and HIPERACCESS standards,
which show the state of the art in broadband wireless access standards. Table 3.4
compares the technical features of IEEE 802.11b WLANS, IEEE 802.16 WMANSs,
and GSM WWANSs.

3.12 PROBLEMS

1. An alternative solution to the cellular system is the walkie-talkie system which
provides a direct link between the mobile terminals. Compare the two systems.
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2. How do you separate the different layers (macro, micro, and pico) of a cellular
network in order to avoid co-channel interference across layers?

3. How does frequency reuse enhance cellular network capacity? Consider an
area of 1,000 sq. Km to be covered by a cellular network. If each user requires
25 KHz for communication, and the total available spectrum is 50 MHz, how
many users can be supported without frequency reuse? If cells of area 50 sq.
Km are used, how many users can be supported with cluster sizes of 3, 4,
and 77 Besides the number of users, what other major factor influences the
decision on cluster size?

4. A particular cellular system has the following characteristics: cluster size
= 7, uniform cell size (circular cells), user density = 100 users/sq. Km,
allocated frequency spectrum = 900-949 MHz, bit rate required per user = 10
Kbps uplink and 10 Kbps downlink, and modulation code rate = 1 bps/Hz.
Calculate the average cell radius for the above system if FDMA /FDD is used.

5. Using the same data as in the previous problem, if TDMA/TDD is adopted,
explain how the wireless medium is shared.

6. Due to practical limitations, it is impossible to use TDMA over the whole
3.5 MHz spectrum calculated in Problem 4. Hence the channel is divided
into 35 subchannels and TDMA is employed within each channel. Answer the
following questions assuming the data and results of Problem 4.

(a) How many time slots are needed in a TDMA frame to support the re-
quired number of users?

(b) To have negligible delays, the frame is defined as 10 ms. How long is
each time slot?

(¢) What is the data rate for each user? How many bits are transmitted in
a time slot?

(d) If one time slot of each frame is used for control and synchronization,
and the same cell radius is maintained, how many users will the whole
system support?

(e) How long will it take for a signal from an MT farthest away from the BS
to reach the BS?

(f) The TDMA slots must be synchronized in time at the BS, but different
MTs are at different distances and hence will have different delays to the
BS. If all the nodes have a synchronized clock and synchronize transmis-
sion of slot at time ¢ = t0, what guard time will we have to leave in each
frame so that data will not overlap in time?

(g) Suppose the clock synchronization error can be +10 ns. What guard
time is needed to ensure uncorrupted data? What is the maximum data
rate?
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10.

11.

12.

13.

14.

(h) Suppose the previous guard time is not acceptable for our system and
that the clocks are not synchronized at all. The MTs have a mechanism
to advance or delay transmission of their data, and the delay will be
communicated to the MTs using the control channel. What can the MTs
use as a reference to synchronize their data? How can a BS calculate the
delay for each MT?

. Briefly explain what happens to the cell size if each user needs to double the

data rate.

. What are the power-conserving strategies used in cellular systems?

. A vehicle moves on a highway at an average speed of 60 Km /h. In the traffic of

the city, the average speed drops down to 30 Km/h. The macro-cellular radius
is 35 Km, and the micro-cellular radius is 3 Km. Assume the macro-cellular
layer is used on the highways and the micro-cellular in the city.

(a) How many handoffs are expected over a journey of six hours on a high-
way?

(b) How many handoffs are there in a one-hour drive through the city?

(¢) What would happen if there was absolutely no traffic and the vehicle
could move at 70 Km/h in the city?

(d) What does this show about deciding which layer should handle a call?

The Internet is all set to take over the world as a very important form of
communication. How does this affect the local loop?

Why are the ETSI recommended bit error rates lower for data than voice?

Consider a WLL system using FDMA and 64-QAM modulation. Each channel
is 200 KHz and the total bandwidth is 10 MHz, used symmetrically in both
directions. Assume that the BS employs 120-degree beam-width antennas.
(Given spectral efficiency of 64-QAM is 5 bps/Hz.) Find:

(a
(b
(c
(d

The number of subscribers supported per cell.
The data capacity per channel.
The data capacity per cell.

—_ — T

The total data capacity, assuming 40 cells.

Frequency allocation is done automatically (dynamically) by DECT, PACS,
and PHS. The alternative is manual assignment. How is manual (static/fixed)
assignment of frequencies done?

Compare the use of satellite systems for last-mile connectivity to rural areas,
with cellular and WLL systems.
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15.

16.

17.

18.

19.

GSM requires 48 bits for synchronization and 24 bits for guard time. Com-
pute:

(a) The size of a WATM packet.

(b) The size of a WATM request packet if the request contains only MT ID
of 1 byte.

(¢) Number of mini-slots per slot.

Suppose the frame in the case of TDD protocols is of fixed period, T, and the
RTT for an MT and the BS is t. Calculate the time of waiting for an MT
before it gets the ACK for its request for TDD and FDD schemes. Assume
the number of packets that BS sends is only 70% of what MTs send to BS.
Compute the percentage of used slots for FDD and an adaptive TDD.

In location management, it was said that the home base EMAS-E redirects
the connection to the current location of the MT. Using a scheme similar to
partial path rerouting, describe a way of doing this.

In case of the Inter EMAS-E forward handoff, unlike the backward handoff
case, the destination EMAS-E has to notify the old EMAS-E about the handoff
request from MT. Why is this so?

Why is the route generated by the path splicing scheme at least as optimal
(if not more) as that generated by the partial path rerouting scheme?
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Chapter 4

WIRELESS INTERNET

4.1 INTRODUCTION

The advent of the Internet has caused a revolutionary change in the use of com-
puters and the search for information. The Internet has affected the traditional
way of information exchange and now almost every city, every town, and every
street has access to the Internet. Some basic concepts about the Internet and some
fundamental issues that are encountered when a transition is made from the wired
domain to the wireless domain and the MobileIP framework are discussed. Some
of the problems faced during a transition from the wired domain to the wireless
domain arise due to the fact that the protocols that work very well in the former
may perform poorly in the latter. TCP is a perfect example of this. The key issues
involved in TCP for wireless networks and an analysis of the current set of proposals
to enhance the performance of TCP in the wireless domain are also presented. The
classical wired networks have given rise to a number of application protocols such as
TELNET, FTP, and SMTP. The wireless application protocol (WAP) architecture
aims at bridging the gap at the application level, between the wireless users and
the services offered to them.

4.2 WHAT IS WIRELESS INTERNET?

Wireless Internet refers to the extension of the services offered by the Internet
to mobile users, enabling them to access information and data irrespective of their
location. The inherent problems associated with wireless domain, mobility of nodes,
and the design of existing protocols used in the Internet, require several solutions
for making the wireless Internet a reality. An illustration of wireless Internet with
its layered protocol stack at wired and wireless parts is shown in Figure 4.1. The
major issues that are to be considered for wireless Internet are the following.

e Address mobility
e Inefficiency of transport layer protocols

e Inefficiency of application layer protocols

155
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Figure 4.1. An illustration of wireless Internet.

4.2.1 Address Mobility

The network layer protocol used in the Internet is Internet protocol (IP) which was
designed for wired networks with fixed nodes. IP employs a hierarchical addressing
with a globally unique 32-bit address’ which has two parts, network identifier and
host identifier, as shown in Figure 4.2 (a). The network identifier refers to the
subnet address to which the host is connected. This addressing scheme was used to
reduce the routing table size in the core routers of the Internet, which uses only the
network part of the IP address for making routing decisions. This addressing scheme
may not work directly in the wireless extension of the Internet, as the mobile hosts
may move from one subnet to another, but the packets addressed to the mobile
host may be delivered to the old subnet to which the node was originally attached,

IThe recently introduced IP Version 6 has a 128-bit address.
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Figure 4.2. The address mobility problem.

as illustrated in Figures 4.2 (b) and 4.2 (¢). Hence the traditional TP addressing
is not supportive of address mobility which is essential in wireless Internet. Figure
4.2 shows the mobility of a node (with IP address 10.6.6.1) attached to subnet A
(subnet address 10.6.6.x) moving over to another subnet B with address 10.6.15.x.
In this case, the packets addressed to the node will be routed to the subnet A instead
of the subnet B, as the network part in the mobile node’s address is 10.6.6.x (see
Figure 4.2 (c)). MobileIP? is a solution that uses an address redirection mechanism
for this address mobility issue in wireless Internet.

4.2.2 Inefficiency of Transport Layer Protocols

The transport layer is very important in the Internet as it ensures setting up and
maintaining end-to-end connections, reliable end-to-end delivery of data packets,
flow control, and congestion control. TCP is the predominant transport layer pro-
tocol for wired networks, even though UDP, a connectionless unreliable transport
layer protocol, is used by certain applications. Wireless Internet requires efficient
operation of the transport layer protocols as the wireless medium is inherently

2Throughout this chapter, Mobile IP refers to the mobility aspect of IP address and MobileIP
refers to one particular solution for Mobile IP.
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unreliable due to its time-varying and environment-dependent characteristics. Tra-
ditional TCP invokes a congestion control algorithm in order to handle congestion
in the networks. If a data packet or an ACK packet is lost, then TCP assumes
that the loss is due to congestion and reduces the size of the congestion window by
half. With every successive packet loss the congestion window is reduced, and hence
TCP provides a degraded performance in wireless links. Even in situations where
the packet loss is caused by link error or collision, the TCP invokes the congestion
control algorithm leading to very low throughput. The identification of the real
cause that led to the packet loss is important in improving the performance of the
TCP over wireless links. Some of the solutions for the transport layer issues include
indirect-TCP (ITCP), snoop TCP, and mobile TCP.

4.2.3 Inefficiency of Application Layer Protocols

Traditional application layer protocols used in the Internet such as HTTP,? TEL-
NET, simple mail transfer protocol (SMTP), and several markup languages such
as HTML were designed and optimized for wired networks. Many of these pro-
tocols are not very efficient when used with wireless links. The major issues that
prevent HTTP from being used in wireless Internet are its stateless operation, high
overhead due to character encoding, redundant information carried in the HTTP
requests, and opening of a new TCP connection with every transaction. Wireless
bandwidth is limited and much more expensive compared to wired networks. Also,
the capabilities of the handheld devices are limited, making it difficult to handle
computationally and bandwidth-wise expensive application protocols. Wireless ap-
plication protocol (WAP) and optimizations over traditional HT'TP are some of the
solutions for the application layer issues.

4.3 MOBILE IP

Each computer connected to the Internet has a unique IP address, which helps
not only in identifying the computer on the network but also routing the data to
the computer. The problem of locating a mobile host in a mobile domain is now
imminent as the IP address assigned can no longer be restricted to a region.

The first conceivable solution to the above problem would be to change the IP
address when the host moves from one subnet to another. In this way, its address
is consistent with the subnet it is currently in. The problems with changing the
IP address as the host moves is that TCP identifies its connection with another
terminal based on the IP address. Therefore, if the IP address itself changes, the
TCP connection must be reestablished. Another method would be to continue to
use the same IP address and add special routing entries for tracking the current
location of the user. This solution is practical if the number of mobile users is small.
The quick-fix solutions are inadequate, but they give valuable insight into the nature
of the mobility problem and offer certain guidelines for the actual solution.

3Some documents mention HT'TP as the session layer protocol. Since the TCP/IP stack does
not have a session layer, in this, it is considered as part of the application layer.
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Before providing the solution to the problem, some issues of utmost importance
need to be enumerated. These are as follows:

e Compatibility: The existing wired Internet infrastructure is well-established
today and it is economically impractical to try to alter the way it is working.

e Scalability: Wireless communication is the technology for the future, so the
solution should be scalable to support a large number of users.

e Transparency: The mobility provided should be transparent in the sense
that the user should not feel a difference when working in a wireless domain
or in a wired one.

In Figure 4.3, mobile node (MN) is a mobile terminal system (end user) or a mobile
router. It is the host for which the mobility support is to be provided. At the other
end of the network is the system with which MN communicates. This is referred to
as the correspondent node (CN), which may be a fixed or a mobile node. In this
section, CN is considered to be a fixed, wired node. The node or router to which
the MN is connected, which currently enjoys all the network facilities, is known as
the foreign agent (FA). The subnet to which the MN’s TP address belongs is the

Outer
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Foreign Network
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~,,
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Figure 4.3. Routing in MobileIP.
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home network, and the router or node under whose domain this IP address lies is
the home agent (HA).

Suppose MN is currently in the subnet 130.111.*, hence as shown in the figure,
130.111.111.111 becomes the FA for MN. If CN sends a packet to MN, it reaches
the HA of MN (130.103.202.050) along Path I. HA cannot find MN in the home
network, but if it knows the location of MN, it can send the packet along Path II
by creating a tunnel, as explained later.

4.3.1 MobilelP

The essence of the MobileIP scheme is the use of the old IP address but with a
few additional mechanisms, to provide mobility support. MN is assigned another
address, the care of address (COA). The COA can be one of the following types:

1. Foreign agent-based COA: The address of the FA to which the MN is
connected can be used to locate the MN. The COA of the MN in this case is
the address of its current FA.

2. Colocated COA: In this case MN acquires a topologically correct IP address.
In effect, each MN now has two IP addresses assigned to it. In this case the
CN sends data to the old IP address. The HA receives this packet and tunnels
it to the MN using the new IP address.

In the case of FA-based COA, the FA decapsulates the packet and forwards it
to MN, while in the case of colocated COA, it is decapsulated at MN. The HA
encapsulates the data packet inside another packet addressed to the COA of MN.
This is known as encapsulation and the mechanism is known as tunneling. Path
IT in Figure 4.3 shows the tunnel using the FA-based COA. Though the problem
is solved, it has been done with a high degree of inefficiency. The details of the
inefficiencies and the strategies adopted to avoid the overheads are discussed in
Section 4.3.3.

Registration with the HA

This section discusses how the COA of an MN is communicated to its HA. This is
done through the process of registration. When an MN moves to a new location,
it tries to find the FA. This is done using the agent advertisement packet or agent
solicitation packet. Registration involves authentication and authorization of the
MN by the HA. In case of the colocated COA, there is no intermediate FA. MN
simply sends the registration request to its HA, which authenticates it and sends
back a registration reply.

Reverse Tunneling

It appears that there should not be any problem for the MN in sending a packet to
the CN following path ITI. However, there are other practical constraints that play
an important role here.
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1. Ingress filtering: There are some routers which filter the packets going out
of the network if the source IP address associated with them is not the subnet’s
IP address. This is known as ingress filtering where the MN’s packet may get
filtered in the foreign network if it uses its home IP address directly.

2. Firewalls: As a security measure, most firewalls will filter and drop packets
that originate from outside the local network, but appear to have a source
address of a node that belongs to the local network. Hence if MN uses its
home IP address and if these packets are sent to the home network, then they
will be filtered.

3. Time to live (TTL): The MN should be able to communicate transparently
with all the CNs that it can communicate with while at home. Hence, in case
of triangular routing, the TTL for the packets must be reduced only by one,
up to the point where the packet is tunneled home.

Firewalls and ingress filtering have made a simple solution complicated. There-
fore, to avoid these problems the idea of reverse tunneling is used, that is, MN
encapsulates its packets using the source address of the encapsulated packet as its
COA and destination as HA. The routing of packets from MN to CN takes place
via the non-shortest path (as shown in Figure 4.3), that is, MN to HA to CN or
vice versa is called triangular routing. This method, though not efficient, does work
in practice.

4.3.2 Simultaneous Bindings

Simultaneous bindings is a feature of MobilelP that allows an MN to register more
than one COA at the same time, that is, the HA allows MN to register more than
one COA. MN can also deregister a specific COA. In such a situation, the HA
must send multiple duplicated encapsulated data packets, one to each COA. The
idea behind the use of simultaneous binding is to improve the reliability of data
transmission.

4.3.3 Route Optimization

The packets sent to and from the HA are routed on non-optimal paths, hence the
need for optimizations [1]. The CN is assumed to be mobility-aware, that is, it
has the capability to deencapsulate the packets from the MN and send packets
to the MN, bypassing the HA. The following are some of the concepts related to
optimization strategies.

e Binding cache: The CN can keep the mapping of MN’s IP address and COA
in a cache. Such a cache is called a binding cache. Binding cache is used by
the CN to find the COA of the MN in order to optimize the path length. Like
any other cache, this may follow the update policies such as least recently
used and first-in-first-out.
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e Binding request and binding update: The CN can find the binding using
a binding request message, to which the HA responds with a binding update
message.

e Binding warning: In some cases, a handoff may occur, but CN may continue
to use the old mapping. In such situations, the old FA sends a binding warning
message to HA, which in turn informs the CN about the change, using a
binding update message.

4.3.4 MobilelP Variations — The 4x4 Approach

As discussed in Section 4.3.1, MobileIP is a general-purpose solution to the mo-
bility problem over IPv4. It uses encapsulation as a primary technique and thus
introduces a huge overhead (approximately 20 bytes per packet). In the MobilelP
scheme, the MN is dependent on the FA to provide a COA. The presence of the
FA in all transactions prevents the MN from being able to perform any kind of
optimization, and it is unable to forgo the MobilelP support even when it is not re-
quired. The key factors that affect any optimization scheme are the permissiveness
of the network and the capabilities of the communicating nodes. In the following
strategy presented, it is presumed that the MN does not depend on the FA for any
support and it is able to acquire a COA from the subnet that it is present in.

Goals of Optimizations

Any optimization scheme should try to ensure guaranteed delivery, low latency, and
low overhead. Deliverability is to be understood in terms of the traditional datagram
network that provides only a best-effort service. The latency issue mainly deals with
the route that is being followed by the packet from the source to the destination,
either in terms of the hop count or the delay. The overhead in the MobilelP scheme
is essentially the packet encapsulation overhead.

The 4x4 Approach

The strategy presented here provides four options for packets directed from the
MN to the CN (OUT approaches) and four more options for packets directed from
the CN to the MN (IN approaches). The set of options can be provided as a
4x4 [2] matrix to the hosts, which can decide on the appropriate combination
depending on the situation. The IN and OUT strategies are summarized in Tables
4.1 and 4.2, respectively. s and d represent the outer source and destination in the
encapsulated packet while S and D represent the inner source and destination of the
packet (refer to Figure 4.3). Indirect transmission refers to the routing of packets
between the CN and MN involving the HA, whereas direct transmission bypasses
the HA. In Table 4.1 the four IN strategies are listed along with the respective
source and destination fields, and the assumptions made and restrictions on usage
of the strategies. For example, IN-IE uses the traditional MobileIP mechanism
and works in all network environments irrespective of security considerations, while
IN-DT is applicable for short-term communication wherein the mobility support
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Table 4.1. The IN strategies in 4x4 approach

IN Strategy s d S D Notes Acceptable
Combinations

Incoming Indirect IP address | COA of IP address | Home IP address | 1. Highest overhead OUT-IE
Encapsulated of HA the MN of the CN | of the MN 2. Guaranteed delivery OUT-DE
(IN-IE) 3. Uses tunneling OUT-DH

4. CN need not be

mobility aware
Incoming Direct IP address | COA of IP address | Home IP address | 1. CN is mobility aware | OUT-DE
Encapsulated of CN the MN of the CN | of the MN 2. No tunneling OUT-DH
(IN-DE)
Incoming Uses Home | Not Not IP address | Home IP address | 1. No encapsulation OUT-DH only
Address applicable | applicable | of the CN | of the MN 2. Usable when there
(IN-DH) are no security con-

straints at intervening

routers

3. MN and CN on

same subnet
Incoming Direct Not Not IP address | COA of MN 1. MN cannot receive OUT-DT only
Uses Temporary applicable | applicable | of the CN packets addressed to

Address
(IN-DT)

its original IP address
2. Useful for short-term
communication
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Table 4.2. The OUT strategies in 4x4 approach

OUT Strategy s d S D Notes Acceptable
Combinations

Outgoing Indirect | COA of IP address | Home IP address | IP address 1.Highest overhead IN-IE only
Encapsulated the MN of HA of the MN of the CN 2. Guaranteed delivery
(OUT-IE) 3. No ingress filtering

4. CN need not

be mobility aware
Outgoing Direct COA of IP address | Home IP address | IP address 1. CN is mobility aware IN-1IE
Encapsulated the MN of CN of the MN of the CN 2. No tunneling IN-DE
(OUT-DE)
Outgoing Direct Not Not Home IP address | IP address of | 1. No encapsulation IN-IE
Home Address applicable | applicable | of the MN the CN 2. Usable when there IN-DE
(OUT-DH) are no security IN-DH

constraints at the interven-

ing routers

3. MN and CN on

the same subnet
Outgoing Direct Not Not COA of MN IP address of | 1. MN cannot receive IN-DT only
uses Temporary applicable | applicable the CN packets addressed to its

Address
(OUT-DT)

original IP address
2. Useful for short-
term communication
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is compromised. In Table 4.2, the four OUT strategies are listed. For example,
OUT-IE uses the traditional MobilelP reverse tunneling mechanism and works in
all network scenarios, while OUT-DH avoids encapsulation overhead but can be
used only when the MN and CN are in the same IP subnet.

Comparison and Evaluation of the Strategies

Having seen the four approaches for each of the two directions of packet transfer,
different combinations of these strategies can be considered. Though there seem
to be 16 combinations, some of them are inapplicable and some are redundant.
There are also restrictions on when the approaches are valid; the characteristics of
the situation will determine which approach to choose. The choice of a particular
strategy can be made on a per session basis or on a packet-to-packet basis, as
desired by the entities involved in the conversation. Tables 4.1 and 4.2 also show
the acceptable combinations of the strategies.

4.3.5 Handoffs

A handoff is required when the MN is moving away from the FA it is connected to,
and as a result the signals transmitted to and from the current FA become weak. If
the MN can receive clearer signals from another FA, it breaks its connection with
the current FA and establishes a connection with the new one. The typical phases
involved in handoff are measuring the signal strength, decisions regarding where and
when to hand off, and the establishment of a new connection breaking the old one.

Figure 4.4. Entities in wireless Internet handoff scenario.

Classification of Handoffs

The issues in handoffs are on the same lines as those in cellular networks. Handoffs
can be classified in three ways [3] based on functionalities of the entities involved,
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signaling procedure, and number of active connections. Function-based classifica-
tion is based on the roles of the MN and FA during the handoff. Figure 4.4 shows
the MN, BS, FA, and CN in the handoff scenario.

Here, handoffs can be classified into four categories as follows:

1. Mobile initiated handoff: In this case, the handoff is managed by the MN.
The MN measures the signal strength, decides the target base station (BS),
and triggers the handoff.

2. Mobile evaluated handoff: This is similar to the previous case except that
the decision on the handoff lies within the network, perhaps with the BS.

3. Network initiated handoff: In this case, the network (BS) decides where
the MN should be handed over. Also, only the network measures the signal
strength of the uplink and the MN has very little role to play.

4. Mobile assisted handoff: The MN assists the network in the network ini-
tiated scenario by measuring the downlink signal strength. This is typically
to avoid a black hole scenario. A black hole scenario occurs when the channel
properties tend to be asymmetric. (Usually wireless channels are assumed to
have the same properties in both uplink and downlink, but in certain circum-
stances the throughput on one of the directions may be significantly less than
the other. This scenario is referred to as a black hole.)

The second kind of classification is based on the number of active connections,
where the handoffs are classified into two types: the hard handoff (only one ac-
tive connection to the new or the old FA) and the soft handoff (has two active
connections during the handoff).

Signaling procedure-based handoffs are classified into two types depending on
which FA (old FA or new FA) triggers the handoff along with MN.

e Forward handoff: In this case, MN decides the target BS and then requests
the target BS to contact the current BS to initiate the handoff procedure.

e Backward handoff: In this case, MN decides the target BS and then requests
the current BS to contact the new one.

Fast Handoffs

A typical handoff takes a few seconds to break the old connection and establish
the new one. This delay may be split into three components [4]: delay in detection
of a need for a handoff, layer2 handoff (a data link connection that needs to be
established between the new FA and MN), and layer3 handoff or registration with
HA. The first two components cannot be avoided; however, the delay due to the
third can be reduced. Also, if the above operations are parallelized, the total delay
will be reduced. Two techniques called pre- and post-registration handoffs are
employed to perform the above operations. The difference lies in the order in
which the operations are performed. In the case of the pre-registration handoff, the
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registration with the HA takes place before the handoff while the MN is still attached
to the old FA, while in the case of the post-registration handoff, registration takes
place after the MN is connected to the new FA. In this case, the MN continues to
use the old FA, tunneling data via the new FA until the process of registration is
completed.

4.3.6 IPv6 Advancements

The various optimizations provided over IPv4 (IP version 4) in order to avoid the
inefficiencies in routing MN’s data were discussed in Section 4.3.4. IPv6 (IP version
6) has a built-in support for mobility to a great extent. The features [5] are listed
below:

e Route optimization is a built-in feature of IPv6.

e IPv6 has fields for specifying both new (COA) and home (IP) address. So
problems that lead to reverse tunneling can be avoided.

e The problem of ingress filtering is also solved due to the above.

e Control packets such as those used in route optimization can be piggy-backed
onto the data packets.

e Detection of black holes: Sometimes it might happen that the signals of one
of the links (uplink or downlink) become weak while the other link has a good
signal strength. Such a phenomenon is known as a black hole because data
can go in one direction but cannot come out in the other. In such cases, a
handoff may be required. IPv6 allows both MN and BS to detect the need for
a handoff due to creation of black holes.

e IPv6 avoids overheads due to encapsulation because both the COA and the
original IP address are included in the same packet in two different fields.

Apart from these, IPv6 allows 2!2% addresses, thereby solving the IP address short-
age problem, and includes advanced QoS features. It also supports encryption and
decryption options to provide authentication and integrity.

4.3.7 IP for Wireless Domains

MobilelP is only a solution to the mobility of IP address problem, it is not a
specific solution for wireless, especially cellular domains. The following discussion
addresses certain protocols that are IP-based and suited for the wireless domain
as well. In particular, we consider an approach which is terminal independent,
that is, an approach aimed at giving a uniform service to both hosts that have the
MobilelP capability as well as legacy hosts. The terminal independent mobility for
IP (TIMIP) [6] strategy is based on two main protocols for the wireless networks,
namely, HAWAII [7] and CellularIP [8]. Figure 4.5 gives the hierarchy of routers
in the HAWAII, CellularIP, and TIMIP architectures. The access point (AP) is a
router that is at the first level of the hierarchy and this is in direct communication



168 Wireless Internet  Chapter 4

)
AR AR
MN

MN @ [ ] [ ] [
(o — AR

Level 1 Level 2 e o o Level N-1 Level N

Figure 4.5. Hierarchical routers.

with the MN over the wireless interface. Access routers (AR) are interior routers
in the tree. The access network gateway (ANG) is the router at the root of the tree
that acts as the interface between the wireless (TIMIP) domain and the core wired
IP network.

HAWAII

HAWAII stands for handoff aware wireless access Internet infrastructure. The in-
frastructure identifies two categories of mobility to be handled, micromobility (intra-
domain) and macromobility (inter-domain), where domain refers to a part of the
network under the control of a single authority, such as AR and ANG. The objective
of the infrastructure is to solve the QoS and efficiency issues that are not addressed
by MobilelP.

CellularlP

CellularIP offers an alternative to the handoff detection problem by using the MAC
layer information based on the received signal strengths to detect handoffs, instead
of using the network layer information. The routing nodes maintain both a paging
cache and a routing cache; the routing cache is a mapping between an MN’s IP
address and its current location in the CellularIP domain. The paging cache is
preferred for nodes that receive or send packets relatively infrequently, and it is
maintained by paging update packets sent by the MN whenever it crosses between
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two APs. The routing cache will be updated whenever the MN has a packet to
send. The MN will send the packet to the closest AP and this will update all
routing caches all the way up to the ANG. It is to be noted that during a handoff or
just after the handoff, packets meant for the MN will be routed to both the old as
well as the current AP in charge of the MN for a time interval equal to the routing
cache timeout.

TIMIP

In the terminal independent mobility for IP (TIMIP) approach, the emphasis is on
providing a uniform service to both MobileIP-capable MNs as well as the legacy
terminals. The MobileIP capability of the legacy terminals will be provided by the
ANG. The ANG will keep track of the information regarding each of the MNs in
its domain such as the MN’s MAC and IP addresses, the MobileIP capabilities, and
the authentication parameters.

Whenever an MN arrives in the TIMIP domain, a routing path has to be created
in the domain so that all packets intended for this host can be efficiently routed.
This will cause a trigger of updates to ensure route reconfiguration in the entire
hierarchy. The ARs not involved in the route will be unaware of the new path to
the MN. As a result, the default strategy for any packet in the TIMIP domain, that
i, for any IP address that is unknown at a particular AP or AR, will be to route it
to the ANG.

e Micromobility: Whenever the MN moves within the same TIMIP domain,
it is referred to as micromobility. The route updates and the corresponding
acknowledgments will propagate up the hierarchy until the crossover AR is
reached. The old path needs to be deleted in all the routing tables of the
nodes. Now the crossover AR will send a route update packet addressed to
the MN, and this packet will propagate down the tree until the old AP in
charge of the MN is reached.

e Macromobility: Similar to CellularIP and HAWAII, TIMIP relies purely on
MobilelP to support macromobility. The ANG acts as the MobileIP proxy
on behalf of the MN that does not have MobilelP capability, and does all the
MobilelP signaling that the MN would have normally done. For the normal
MobileIP capable MNs, however, the ANG performs the role of a FA.

The TIMIP approach also provides for seamless mobility through the context
transfer framework. The context transfer essentially ensures that the data loss
during handoff is minimized and this is transparent to the MN and the CN.

4.3.8 Security in MobilelP

The wireless domain is inherently insecure. Any data that needs to be transmitted
has to be broadcast and anyone who can hear this can read it irrespective of the
destination address.
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Security Problems

The common security problems that may arise in wireless networks are as follows:

e Registration request by a malicious node: This is a problem because a
malicious node can pose as a legitimate MN and use the MN’s IP address for
registration, thereby enjoying all the facilities meant for the MN.

e Replay attacks: Many times the above problem is solved by making the reg-
istration process encrypted. Though this appears to avoid the first problem,
the malicious node may copy the MN’s registration packet, which is encrypted
when the MN tries to register with the FA. Though this packet cannot be de-
coded by this malicious node, it can certainly use this packet for registering
itself as the MN at a later point of time, and hence enjoy all the facilities at
the cost of the MN.

e Tunnel hijacking: In this case, the malicious node uses the tunnel built by
the MN to break through the firewalls.

e FA can itself be a malicious node.

The MN and HA share the same security association and use the message digest
5 (MD5) with 128-bit encryption. To circumvent the problem of replay attacks
the MN and HA use a shared random number? (called Nonce) and this random
number is sent along with the encrypted registration request. On registration, the
HA verifies the random number and issues a new random number to be used for
the next registration. Hence, even if the packet is copied by the malicious node,
it becomes useless for a replay attack, as at the time of the next registration the
random number would have changed anyway.

4.3.9 MRSVP - Resource Reservation

The following section describes a reservation protocol used to provide real-time
services to mobile users. A major problem is that mobility affects the QoS adversely.
Hence there is a need for advance reservations to be made on behalf of a mobile
host at future locations that it is likely to visit. We notice that the current RSVP?
structure is far from adequate and examine the proposed scheme.

Overview

The usual QoS parameters are delay, loss, throughput, and delay jitter. Whenever
an MN moves across from one agent to another, there is obviously a change in the
data flow path due to the handoff. The delay is likely to change due to the change in
the data flow path and also due to the fact that the new location may vary from the

4Note: Time-stamps may also be used, but random number is a better option. Time-stamps
may lead to synchronization problems.

5Resource reservation protocol (RSVP) is a resource reservation setup protocol designed for
multicast, multimedia data streams or flows (RFC 2205). A flow is specified by attributes such as
source-destination pair, average data rate, latency, and QoS (RFC 1363).
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old location with respect to congestion characteristics. Again, if the new location is
highly congested, the available bandwidth is less, hence the throughput guarantees
that were provided earlier may be violated. In addition, under extreme cases there
may be temporary disconnections immediately following a handoff, which causes
significant data loss during the transit.

Requirements of a Mobility-Aware RSVP

A fundamental requirement is that an MN must be able to make advance reserva-
tions along data flow paths to and from locations that it is likely to visit in the
lifetime of a particular connection or session. Such a protocol has to have informa-
tion that we refer to as the MSPEC, which is the set of locations from which the
MN requires reservations. The definition of the MSPEC may be either statically
done or there may be additional options to update it dynamically while the flow
is active. A hypothetical MRSVP [9] has two types of reservations: ACTIVE and
PASSIVE. An ACTIVE reservation is a normal RSVP-like reservation that is on
the data flow path from the current location of the MN. A PASSIVE reservation is
made along all paths to and from other locations in the MSPEC of the MN. The
path along which the reservation will be made is the path specified by the MobilelP
protocol. Passive reservations become active reservations whenever there is a active
sender or receiver involved in that data flow path. The paths along which passive
reservations have been made can be used by other flows with weaker QoS guaran-
tees, but appropriate action needs to be taken when the passive flow turns into an
active one.

MRSVP — Implementation

In this section, we describe a basic implementation of the MRSVP framework. We
have to identify proxy agents (PAs) that will make reservations on behalf of mobile
senders and receivers. There are two types of PAs: remote and local. A local proxy
agent (LPA) is that to which the MN is currently attached. Every other agent in
the MSPEC will be a remote proxy agent (RPA).

The sender periodically generates ACTIVE PATH messages, and for a mobile
sender the PAs will send PASSIVE PATH messages along the flow path to the
destination. Similarly, the PAs for a mobile receiver send the PASSIVE RESV
messages while the receiver itself sends the ACTIVE RESV message.

The framework also defines additional messages such as JoinGroup, RecvSpec,
SenderSpec, and SenderMSpec [9]. The key issues in the implementation are as
follows:

e The identification of proxy agents (local and remote) that will perform the
reservations on behalf of an MN.

e The identification of flow anchors (proxy agents), a SenderAnchor when the
MN is a sender and a ReceiverAnchor when the MN is a receiver, that will
act as fixed points in the flow path.
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e The establishment of both active and passive reservations (by the remote
proxy agents) for the MN according to the MSPEC.

e The actual message sequences that lead to the reservation depends on the type
of the flow and the strategy adopted. A detailed discussion of the protocol
can be found in [9].

The MRSVP scheme is an initial approach to providing QoS guarantees within
the MobileIP framework. The scheme considers both unicast as well as multicast
traffic for all types of senders and receivers. The significant contribution of the
approach is the notion of PASSIVE reservations that exist virtually on future routers
that the MN’s data flow is likely to use, but will turn into real flows when the MN
moves into the new domain.

4.4 TCP IN WIRELESS DOMAIN

The topics discussed so far addressed the network layer modifications that are nec-
essary to make an efficient transition from the wired to the wireless domain. The
wireless domain is not only plagued by the mobility problem, but also by high error
rates and low bandwidth. Obviously there needs to be a higher layer abstraction
that would perform the error recovery and flow control. The traditional TCP, which
guarantees in-order and reliable delivery, is the classical wired networks transmis-
sion protocol. Since the transition to the wireless domain should be compatible
with the existing infrastructure, there is need for modifications of the existing pro-
tocols. This is the correct approach rather than resorting to a completely new set
of protocols.

4.4.1 Traditional TCP

TCP provides a connection-oriented, reliable, and byte stream service. The term
connection-oriented means the two applications using TCP must establish a TCP
connection with each other before they can exchange data. It is a full duplex proto-
col, meaning that each TCP connection supports a pair of byte streams, one flowing
in each direction. TCP includes a flow-control mechanism for each of these byte
streams that allows the receiver to limit how much data the sender can transmit.
TCP also implements a congestion-control mechanism.

TCP divides the data stream to be sent into smaller segments and assigns se-
quence numbers to them. The sequence number helps the receiver to provide the
higher layers with in-order packet delivery, and also detect losses.

The sliding window mechanism employed by TCP guarantees the reliable deliv-
ery of data, ensures that the data is delivered in order, and enforces flow control
between the sender and the receiver. In the sliding-window process, the sender sends
several packets before awaiting acknowledgment of any of them, and the receiver
acknowledges several packets at a time by sending to the transmitter the relative
byte position of the last byte of the message that it has received successfully. The
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number of packets to be sent before the wait for acknowledgment (window size)
is set dynamically, that is, it can change from time to time depending on network
conditions.

Because the major cause of packet loss in the wired domain is congestion, TCP
assumes that any loss is due to congestion. The TCP congestion control mechanism
works as below. Initially, the TCP sender sets the congestion window to the size
of one maximum TCP segment [also known as maximum segment size (MSS)].
The congestion window gets doubled for each successful transmission of the current
window. This process continues until the size of the congestion window exceeds
the size of the receiver window or the TCP sender notices a timeout for any TCP
segment. The TCP sender interprets the timeout event as network congestion,
initializes a parameter called slow start threshold to half the current congestion
window size, and resets the congestion window size to one MSS. It then continues
to double the congestion window on every successful transmission and repeats the
process until the congestion window size reaches the slow start window threshold.
Once the threshold is reached, the TCP sender increases the congestion window
size by one MSS for each successful transmission of the window. This mechanism
whereby the congestion window size is brought down to one MSS each time network
congestion is detected and then is incremented as described above is referred to as
slow start.

Another important characteristic of TCP is fast retransmit and recovery. If
the receiver receives packets out of order, it continues to send the acknowledgment
for the last packet received in sequence. This indicates to the sender that some
intermediate packet was lost and the sender need not invoke the congestion control
mechanism. The sender then reduces the window size by half and retransmits the
missing packet. This avoids the slow start phase.

4.4.2 TCP Over Wireless

The adaptation of TCP to congestion causes a lot of problems in the wireless do-
main. The wireless domain has high packet loss and variable latency, which may
cause TCP to respond with slow start. Bandwidth utilization is further reduced
due to retransmission of lost packets.

One of the earliest suggested alternatives for improving the performance of TCP
over wireless networks was to ensure that the link layer corrected all the errors
itself over the wireless interface, thereby eliminating the need for error handling
at the TCP layer. One of the suggestions in this category is the use of forward
error correction (FEC) to correct small errors. FEC is a means of error control
coding wherein redundancy is encoded into the sent message or binary stream to
allow self-correction at the receiver. The main objective of these techniques is
to hide errors from TCP as far as possible. However, FEC incurs overhead even
when there are no errors as there must be the redundant parity bits to allow error
detection and correction. The alternative is to use adaptive schemes, which are
dynamic in the sense that when the error rate or error probability is found to be
higher than usual, the redundancy introduced into the transmitted stream is also
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correspondingly increased. Under normal circumstances, the overhead is kept to a
minimum. The other form of link layer recovery is to use retransmissions at the
link layer. This incurs the overhead only on error. However, the link level recovery
mechanism may cause head-of-the-line blocking, wherein the recovery mechanisms
employed for one data stream consume the network resources and prevent others
from being able to transmit packets. Some researchers have advocated the use of
the retransmit when FEC capability is exceeded.

The most accepted role of the link layer strategy would be one in which the link
layer helps TCP error recovery by providing “almost in order delivery” of packets.
Not all connections can benefit from link level retransmission as it is dependent on
the nature of the applications.

Several alternatives have been proposed to alter the existing TCP protocol to
suit the wireless domain. The simplest idea would be to design a new TCP protocol
for the wireless domain, but this will be incompatible with the wired domain. The
following sections discuss various approaches to improve TCP performance in the
wireless domain. Figure 4.6 provides a classification of the existing approaches.

TCP over wireless

Link layer Split approach End—to—end
solutions based solutions solutions
\: Snoop TCP [10] \: ITCP [12] ELN [14]
TCP-unaware link layer [11] M-TCP [13] WTCP [15]
TCP SACK [16]
TTCP [181

Figure 4.6. Classification of approaches for TCP over wireless.

4.4.3 Snoop TCP

The central idea used in snoop TCP [10] is to buffer the data as close to MN as
possible in order to minimize the time for retransmission. The BS just snoops the
packets being transmitted in both directions and recognizes the acknowledgments.
The BS buffers the packets transmitted but does not acknowledge on behalf of MN.
It simply removes the packet from the buffer when it sees an acknowledgment. If BS
gets a duplicate acknowledgment (DUPACK) or no acknowledgment for quite some
time, then it retransmits from the buffer after discarding the duplicate acknowledg-
ment. This is to avoid unnecessary retransmissions from CN. The BS does not send
acknowledgments to the CN on behalf of the MN, in order to retain the end-to-end
semantics that traditional TCP provides. When the data transmission is from MN
to CN, if the BS detects a gap in the sequence numbers acknowledged by the CN,
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it sends a NACK or negative acknowledgment to the MN to indicate loss over the
wireless link.

4.4.4 TCP-Unaware Link Layer

This strategy particularly aims at simulating the behavior of the snoop-TCP pro-
tocol without requiring the link layer at the BS to be TCP-aware (hence the name
TCP-unaware link layer even though TCP requires some information from the link
layer). The usage of delayed DUPACKSs [11] imitates snoop-TCP without requiring
the link layer at BS to be TCP-aware. At the BS, as in snoop-TCP, link layer re-
transmission is used to perform local error recovery. But unlike snoop-TCP, where
retransmissions are triggered by TCP DUPACKS, here retransmissions are triggered
by link level ACKs. The MN reduces the interaction between the link layer and
TCP using delayed DUPACKs. The advantages of this scheme are that the link
layer need not be TCP-aware, it can be used even if headers are encrypted, which is
not possible in snoop-TCP, which needs to look into the headers to see the sequence
numbers, and it works well for small round trip times (RTTs) over the wireless link.
The most significant disadvantage of this mechanism is that the optimum value
of DUPACK delay is dependent on the wireless link, and this value is crucial in
determining the performance.

4.4.5 Indirect TCP

This approach involves splitting of the TCP connection into two distinct connec-
tions, one TCP connection between the MN and BS® and another TCP connection
between the BS and the CN.

Such a division splits the TCP connection based on the domain, the wireless
domain, and the wired domain. The traditional TCP can be used in the wired part
of the connection and some optimized version of TCP can be used in the wireless
counterpart. In this case, the intermediate agent commonly known as the access
point (AP) acts as a proxy for MN.

The indirect TCP (ITCP) mechanism [12] is shown in Figure 4.7. Loss of pack-
ets in the wireless domain, which would otherwise cause a retransmission in the
wired domain, is now avoided by using a customized transport protocol between
the AP and MN which accounts for the vagaries of the wireless medium. The AP
acknowledges CN for the data sent to MN and buffers this data until it is successfully
transmitted to MN. MN acknowledges the AP alone for the data received. Handoff

Wireless link Wired domain
) = @

(Acts as proxy)

Figure 4.7. Indirect TCP.

61n this context of TCP over wireless, the terms BS and AP are used interchangeably.
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may take a longer time as all the data acknowledged by AP and not transmitted to
MN must be buffered at the new AP.

4.4.6 Mobile TCP

The most common problem associated with the wireless domain is that quite often
the connection between MN and BS is lost for small intervals of time. This typically
happens when MN moves behind a huge building or MN enters offices where the
signals are filtered. In such cases, the sender will keep transmitting and times out
eventually. In case of ITCP, the data buffered at AP may grow too large in size. It
may also lead to slow start.

In such situations the sender needs to be informed. This situation is handled in
mobile TCP (M-TCP) [13] by the supervisory host (the node in the wired network
that controls a number of APs) which advertises the window size to be one, thus
choking the sender and hence avoiding slow start. Connection may be resumed
when MN can be contacted again. When the supervisory host receives a TCP
packet, it forwards it to the M-TCP client. Upon reception of an ACK from M-
TCP client, the supervisory host forwards the ACK to the TCP sender. Hence
M-TCP maintains the end-to-end TCP semantics even though the TCP connection
is split at the supervisory host. When the M-TCP client undergoes a temporary
link break, the supervisory host avoids forwarding the ACK of the last byte to the
sender and hence the sender TCP goes to the persist state by setting the window
size to zero. This avoids retransmission, closing of the congestion window, and slow
start at the sender. For more details on mobile TCP, the reader can refer to [13].

4.4.7 Explicit Loss Notification

Typically, the problem with TCP lies in the fact that it does not know the exact
cause for packet loss, and hence has to invariably assume congestion loss. An ideal
TCP simply retransmits the lost packets without any congestion control mechanism.
The MAC layer, however, can identify the reason for the packet loss. Once the MAC
layer detects that either a handoff is about to occur or realizes that the actual cause
of the packet loss is not congestion, then it immediately informs the TCP layer of
the possibility of a non-congestion loss. The crux of the strategy is to detect loss
at MN and send an explicit loss notification (ELN) to the sender. The sender does
not reduce window size on receiving the ELN as this message implies that there
was an error and not congestion. This technique avoids slow start and can handle
encrypted data. However, the protocol layer software at the MAC layer of MN
needs to be changed. Further, the information conveyed by the MAC layer may not
always be reliable. For more details on ELN, the reader can refer to [14].

448 WTCP

WTCP [15] aims at revamping the transport protocol for the wireless domain using
(a) rate-based transmission at the source, (b) inter-packet separation at the receiver
as the congestion metric, (¢) mechanisms for detecting the reason for packet loss,
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and (d) bandwidth estimation, as some of the underlying principles. A unique char-
acteristic of WTCP is the attempt to separate the congestion control and reliability
mechanisms. WTCP uses separate sequence numbers for congestion control and
reliability mechanisms in order to distinguish the two. The reliability mechanism
involves a combination of selective and cumulative acknowledgments, and takes into
account the reverse-path characteristics for determining the ACK frequency.

449 TCP SACK

The selective retransmission strategy [14] is more complex and requires more buffer
space at the end-points. Hence TCP traditionally uses cumulative acknowledg-
ments and the go-back-N strategy. Using selective retransmit reduces the overhead
of retransmission on errors and therefore cannot be ruled out for use in wireless
domains. The TCP with selective ACK scheme (TCP SACK) [16], [17] improves
TCP performance by allowing the TCP sender to retransmit packets based on the
selective ACKs provided by the receiver.

4.4.10 Transaction-Oriented TCP

The TCP connection setup and connection tear-down phases involve a huge over-
head in terms of time and also in terms of the number of packets sent. This over-
head is very costly, especially if the size of the data is small. An alternative for
such transactions is transaction-oriented TCP (TTCP) [18]. The motivation behind
this approach is to integrate the call setup, the call tear-down, and the actual data
transfer into a single transaction, thereby avoiding separate packets for connect-
ing and disconnecting. However, the flip side to the strategy is that changes must
be made to TCP, which goes against some of the fundamental objectives that the
changes to TCP must be transparent and must not affect the existing framework.
Table 4.3 shows a summary of the various approaches discussed so far. The next
section briefly describes the impact of mobility on the performance of TCP.

4.4.11 Impact of Mobility

Handoffs occur in wireless domains when an MN moves into a new BS’s domain (a
cell in the cellular context). If the link layer ensures reliable delivery and guarantees
zero loss during a handoff, then TCP will be totally unaware of the handoff and
no measures need to be taken at the transport layer to support handoff. The only
exception to this is when the handoff latency is too large and exceeds the TCP
timeout; then the transparency of handoffs to TCP is lost.

Fast Retransmit/Recovery

The usual problem associated with handoffs is that the handoff may lead to packet
loss during transit, either as a result of the intermediary routers’ failure to allocate
adequate buffers or their inability to forward the packets meant for the MN to the
new BS. The result of the packet loss during handoff is slow start. The solution
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Table 4.3. Summary of proposed protocols to improve the performance of TCP over wireless

Feature Snoop | TCP-Unaware | Mobile ITCP ELN | WTCP | TCP | TTCP
TCP Link Layer TCP SACK
Changes in:
AP Yes Yes Yes Yes No No No No
CN No No No No Yes Yes Yes Yes
MN Yes No Yes Yes Yes Yes No No
Retransmitting Node AP AP NA* AP NA NA NA NA
Single Point Failure No No No Yes (AP) No No No No
Handoff Latency Low Low Low Low High High High High
Security Breach No NA Breach No No No No
at AP breach at AP breach | breach breach | breach
End-to-End Semantics Yes Yes Yes No Yes Yes Yes Yes
Retransmissions by Yes Yes No Yes No No No No
Intermediate Nodes
Slow Start Yes Yes No NA No No No Yes
Buffer at AP Yes Yes No Yes No No No No

*Not Applicable
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involves artificially forcing the sender to go into fast retransmission mode imme-
diately, by sending duplicate acknowledgments after the handoff, instead of going
into slow start. The advantage of the strategy is its simplicity and the fact that it
requires minimal changes to the existing TCP structure. However, the scheme does
not consider the fact that there may be losses over the wireless links.

Using Multicast

Multicast has been suggested to improve the performance of TCP in the presence
of handoffs [10]. The idea is similar to the one used in MRSVP [9], where the MN
is required to define a group of BSs that it is likely to visit in the near future.
These include the current cell (or the current BS) the MN is attached to and also
the cells (BSs) likely to be visited by it. These BSs are then directed to join the
multicast group, the address being the unique multicast address assigned to the MN.
Packets destined for MN will have to be subsequently readdressed to the multicast
group. In the implementation, only one BS is actually in contact with the MN
and is responsible for transmitting the packets to it. If the rest of the BSs in the
multicast group are able to buffer the packets addressed to the multicast address,
then the loss of packets during the handoff can be significantly minimized. There
is a trade-off between buffer allocation at the BSs and the loss during handoff. In
practical situations, the number of buffers allocated can be minimized by buffering
only when a handoff is likely to occur.

45 WAP

WAP stands for wireless application protocol. This name is a misnomer, because
WAP represents a suite of protocols rather than a single protocol. WAP has today
become the de facto standard for providing data and voice services to wireless hand-
held devices. WAP aims at integrating a simple lightweight browser also known as a
micro-browser into handheld devices, thus requiring minimal amounts of resources
such as memory and CPU at these devices. WAP tries to compensate for the short-
falls of the wireless handheld devices and the wireless link (low bandwidth, low
processing capabilities, high bit-error rate, and low storage availability) by incor-
porating more intelligence into the network nodes such as the routers, Web servers,
and BSs. The primary objectives of the WAP protocol suite are independence from
the wireless network standards, interoperability among service providers, overcom-
ing the shortfalls of the wireless medium (such as low bandwidth, high latency, low
connection stability, and high transmission cost per bit), overcoming the drawbacks
of handheld devices (small display, low memory, limited battery power, and limited
CPU power), increasing efficiency and reliability, and providing security, scalability,
and extensibility.

4.5.1 The WAP Model

WAP adopts a client-server approach. It specifies a proxy server that acts as an
interface between the wireless domain and core wired network. This proxy server,
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also known as a WAP gateway, is responsible for a wide variety of functions such as
protocol translation and optimizing data transfer over the wireless medium. Figure
4.8 illustrates the client-server model that WAP employs. The WAP-enabled hand-
set communicates with a Web content server or an origin server [that may provide
hypertext markup language (HTML)/common gateway interface (CGI) content] via
a WAP gateway. It is at the WAP gateway that the convergence of the wireless and
wired domains actually occurs. The gateway receives WAP requests from the hand-
set, and these have to be converted into suitable HT'TP requests to be sent to the
origin server. If the origin server cannot provide the required information in wireless
markup language (WML) form, then there must be an additional filter between the
server and the gateway to convert the HTML content into WAP-compatible WML
content. The gateway may additionally perform functions such as caching and user
agent profiling as part of some optimization measures. This is also known as capabil-
ity and preference information. By means of user agent profiling, the MN specifies
its characteristics such as hardware characteristics, software capabilities, and user
preferences, to the server so that the content can be formatted appropriately to be
displayed correctly.

Y
Gateway Origin Server
Client Encoded Requests
Requests -

WAE gl Content CGI Scripts, etc.
User Agent Encoded Encoders and Responses
 Responses Decoders (Content)

-

WML Content HTML Content

Figure 4.8. The WAP client-server model.

4.5.2 The WAP Protocol Stack

The WAP protocol stack is designed in a layered fashion that allows the architec-
ture to provide an environment that is both extensible and scalable for application
development. The WAP architecture allows other services to access the WAP stack
at well-defined interfaces. Figure 4.9 gives an overview of the different layers in
the WAP protocol suite and also their basic functionalities. This section provides
a brief description of some of the important layers in the protocol stack.
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WWW
atd 1. Addressing model
HTML | WAE (Apphcatlon Layer) | 2. WML standards
JavaScript 3. Wireless telephony
| WSP (Session Layer) | 1. Session establishment and disconnection
2. Binary form of HTTP
HTTP 3. Asynchronous push mechanism
WTP (Tran ion L r | 1. Lightweight TCP
| (Transactio aye ) 2. Three classes of service

- 1. Data integrity
TLS SSL | WTLS (Security Layer) | 2. Authentication

3. Optimizations for low

bandwidth medium
TCP/IP | WDP (Transport Layer) | ; \L}JJ%};\/F; TCP functionality
| SMS USSD CSD CDMA | Bearer networks

Figure 4.9. The WAP protocol stack.

The Wireless Application Environment

The wireless application environment (WAE) has a number of components that
address specific issues in the application environment. The WAE provides for an
addressing model for accessing both the WWW URLs and other resources specific
to the wireless domain using uniform resource identifiers (URIs). The WAE uses
WML as the standard markup language, which can be construed as an efficient
binary encoded form of the traditional HTML. The WAE also provides a compact
scripting language analogous to JavaScript. The WAE also provides for a set of
telephony applications through the wireless telephony application interface (WTAI).

Wireless Session Protocol

The wireless session protocol (WSP) establishes a reliable session between the client
and the server and also ensures that the session is released in an orderly manner.
The push mechanism is a fundamental component of the WAP programming model
aimed at reducing the number of requests made by the client to the server. A
data server will asynchronously push the information to the registered client(s)
efficiently using this mechanism. This is especially useful in multicast and broadcast
applications. The WSP provides the equivalent of HT'TP in the WWW domain.
The core of the WSP design is a binary form of HTTP. A session may be suspended
to save power at the clients, but the session reestablishment follows only a small
procedure that avoids the overhead of starting a full-fledged session afresh.

Wireless Transaction Protocol

The wireless transaction protocol (WTP) can for all practical purposes be viewed as
a lightweight version of TCP. A transaction is defined as a request/response cycle.
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The WTP has no explicit setup and tear-down phases like TCP, as this would cause
a tremendous overhead. There are no security options at the transaction layer in
the WAP stack. WTP defines three categories or classes of service:

1. Class 0: Unreliable send (push model) with no ACK. There is no retransmis-
sion in case the message is lost. This is essentially a connection-less service.

2. Class 1: Reliable push service, where a request is sent and the responder
sends the data as an implicit acknowledgment to the request. The responder
maintains this state for some time to handle possible retransmissions.

3. Class 2: This is the classical request-data-ACK cycle providing a two-way
reliable service.

Wireless Transport Layer Security

The objective of the wireless transport layer security (WTLS) is to provide transport
layer security between the WAP client and a WAP server. WTLS is based on the
industry standard transport layer security (TLS) protocol with certain features
such as datagram support, optimized handshake, and dynamic key refreshing. The
primary objectives of WTLS are data integrity, privacy, authentication, and denial
of service (DoS) protection. WTLS has capabilities to detect and reject data that
is not successfully verified; this protects servers from DoS attacks.

Wireless Datagram Protocol

The wireless datagram protocol (WDP) defines the WAP’s transport layer in the
protocol suite. The WDP has an adaptation layer that is bearer-specific that helps
optimize the data transfer specific to a particular bearer service (such as SMS,
USSD, CSD, and CDMA). If the underlying bearer service uses the IP standard user
datagram protocol (UDP), then there is no necessity for a separate functionality
at the WDP layer as UDP itself is used. The wireless control message protocol
(WCMP) is responsible for providing the error-handling mechanisms analogous to
Internet control message protocol (ICMP).

4.5.3 WAP 2.0 and i-mode

The i-mode (information-mode) system, developed in Japan and a major competi-
tor to WAP, has three main components: a transmission system, a handset, and
a language for designing Web pages. The transmission system consists of the ex-
isting mobile phone network (which is circuit-switched) and a new packet-switched
network. Voice transmission uses the existing mobile phone network while data
transmission uses the packet-switched network and is billed based on the number of
packets transmitted as opposed to connection time. i-mode uses a subset of HTML
called as cHTML (compact HTML). In contrast, WAP 2.0 was developed by the
WAP Forum and is likely to use packet-switched network. WAP 2.0 has new fea-
tures such as multimedia messaging, pull (request for data, then receive the data) as
well as push model (asynchronous data transfer, without requiring explicit request
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messages, such as stock prices), integrated telephony, interoperability with WAP
1.0, and support for plug-ins in the browser. Unlike i-mode, WAP 2.0 charges the
users based on connection time.

4.6 OPTIMIZING WEB OVER WIRELESS

The limitations of wireless networks that provide the motivation for such opti-
mizations are low bandwidth, low reliability, high latency, and high cost per byte
transferred. Integrating Web access over wireless devices would have to take into
account the drawbacks of the wireless medium and the capabilities of the devices.
Systems such as WebExpress [19] are aimed at optimizing routine repetitive brows-
ing; many of the mechanisms suggested may not be suitable for random browsing
(i.e., there are no perceivable trends in the Web accesses). Web browsers must offer
a good interface for the wireless devices, keeping in mind the network, memory,
processing power, and power consumption constraints.

4.6.1 HTTP Drawbacks

The main protocol on which the Web operates today is the hypertext transfer
protocol (HTTP), which is optimized mainly for the wired world. It has a lot
of overhead, but it is acceptable when the network bandwidth is an inexpensive
resource as in typical wired networks compared to wireless networks. HTTP has
drawbacks such as high connection overhead (a new TCP socket is opened for every
new HTML object), redundant capabilities transmission (information regarding the
browser capabilities is included in every HTTP request), and verbosity (HTTP is
ASCII-encoded and hence inherently verbose). The WebExpress system suggests
that an Intercept model be applied for Web access over wireless interfaces. This
allows the number of requests sent over the wireless channel to be optimized, and
also avoids the connection setup overhead over the wireless interface. There are
two main entities that are introduced into the system: the client side interface
(CSI) and the server side interface (SSI). The CSI appears as a local Web proxy
co-resident with the Web browser on the wireless rendering device, say, a mobile
phone or a PDA. The communication between the CSI and the Web browser takes
place through the loopback feature of the TCP/IP suite (wherein the host sends a
packet to itself using an IP address like 127.0.0.1). The communication between the
CSI and the SSI is the only interaction over the wireless network and this uses a
reduced HTTP, as discussed later. The SSI communicates with the Web server over
the wired network. The SSI could typically be resident at the network gateway or
the FA in MobileIP. The intercept model (Figure 4.10) is transparent to browsers
and servers, and is also insensitive to changes in HTTP/HTML technology.

4.6.2 Optimizations

Four main categories of optimizations that can improve the performance of Web
access systems over wireless channels can be identified. These are:
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Figure 4.10. The intercept model.

e Caching: Current caching technologies are suited for wired applications.

Cache objects are either purged at the end of the session or may persist across
sessions. But it is advantageous to have cached data persist across browser
sessions, as this increases cache hit ratios. Appropriate cache coherency meth-
ods are added to detect and change old information.

Differencing: For transaction processing (involving forms) caching tech-
niques do not help as different replies to the same application server are often
different. Still, the fact that these replies tend to be similar can be exploited
to reduce the network traffic over the wireless interface. A base object carries
fundamental features that do not change across transactions and is created
and maintained by both the client and server interfaces. Whenever a new
transaction takes place, the server computes the difference stream and only
the difference stream is transmitted.

Protocol reduction: This approach aims at reducing the overhead of re-
peated setup and tear-down of TCP/IP connections for each Web-object to
be transmitted. This can be eliminated by establishing a single TCP/IP con-
nection between the CSI and the SSI that will persist for the entire session.
The connection setup/tear-down overhead is on the local and wired connec-
tions only.

Header reduction: HTTP requests are prefixed with headers that indicate
to the origin server the rendering capabilities of the browser and also the
various content formats handled by it. The alternative to this is that the CSI
sends this information in the first request and SSI records this information.
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For every subsequent request sent by the CSI, the SSI automatically inserts
this capability list into each packet meant for the origin server.

4.7 SUMMARY

This chapter focused on the issues in wireless networks that are pertinent to the
higher layers in the protocol stack, the network layer, the transport layer, and the
application layer. The various aspects of the wireless Internet, that is, extension of
the services offered by the Internet to the wireless domain, were discussed. Mobile
IP aims at providing network connectivity to mobile hosts, and it is in a larger sense
not restricted to wireless networks. The inefficiencies of MobileIP routing can be
tackled in both generic techniques such as the optimizations incorporated in IPv6
and specific techniques as suggested in the 4x4 approach. The network layer also
has to address the issues of security, accounting, and handoffs, as these are of great
significance in wireless networks; some of the relevant issues were also discussed.

This chapter also discussed the issues in adaptation of TCP to the wireless
domains, as it has been shown that the existing transport framework would perform
miserably when used in its current form (optimized to work with high bandwidth,
low-error wired networks). Most of the solutions involved some capability at the BS
to buffer packets and also act on behalf of the MNs to send ACKs/NACKs. The
strategies discussed in this chapter were broadly classified into various categories
based on the role of the BS. The WAP architecture specified provides for an efficient,
interoperable, and scalable framework for developing and using applications in the
wireless domain. WAP 2.0 added more features to the previously existing WAP 1.0
protocol.

4.8 PROBLEMS

1. What are the major problems that arise in network and transport layers when
an MN accesses the Internet from a different network?

Why should MN register with HA?
What is triangular routing?

Why is reverse tunneling necessary?

DA

Why is it necessary to adopt different types of optimization strategies with
regard to Mobile IP?

State the differences between network-initiated and mobile-initiated handoffs.
What are the various steps involved in a handoff?

What is post-registration handoff?

© w N @

When do you think a forward handoff is needed as opposed to a backward
handoff? What could be some advantages of a backward handoff as opposed
to a forward handoff?



186

Wireless Internet  Chapter 4

10.

11.

12.
13.
14.

15.
16.
17.
18.
19.

Can a soft handoff be a forward handoff? Can a forward handoff be a soft
handoff?

What happens if an MN requests a handoff but then, after the resources are
reserved, the MN does not hand off to that FA?

What are the two types of mobilities that are applicable in TIMIP domains?
What are the effects of mobility on the QoS provisioning for mobile nodes?

What do you think are the major drawbacks in the existing RSVP structure
compared to MRSVP?

Briefly discuss the main goals of WAP.

Explain the WAP model and the WAP protocol stack.

What is the functionality of the session layer in the WAP stack?
What are the advantages of using the intercept model in WebExpress?

What are the four major categories of optimizations suggested in the WebEx-
press system?
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Chapter 5

AD HOC WIRELESS
NETWORKS

5.1 INTRODUCTION

The principle behind ad hoc networking is multi-hop relaying, which traces its roots
back to 500 B.C. Darius I (522-486 B.C.), the king of Persia, devised an innovative
communication system that was used to send messages and news from his capital
to the remote provinces of his empire by means of a line of shouting men posi-
tioned on tall structures or heights. This system was more than 25 times faster
than normal messengers available at that time. The use of ad hoc voice communi-
cation was used in many ancient/tribal societies with a string of repeaters of drums,
trumpets, or horns. In 1970, Norman Abramson and his fellow researchers at the
University of Hawaii invented the ALOHAnet, an innovative communication system
for linking together the universities of the Hawaiian islands. ALOHAnet utilized
single-hop wireless packet switching and a multiple access solution for sharing a
single channel. Even though ALOHAnet was originally implemented for a fixed
single-hop wireless network, the basic idea was compelling and applicable to any
environment where access to a common resource had to be negotiated among a set of
uncoordinated nodes. The success and novelty of ALOHAnet triggered widespread
interest in different directions of computer communication, including the work that
led to the development of Ethernet by Robert Metcalfe and the packet radio net-
work (PRNET) project sponsored by the defense advanced research projects agency
(DARPA) [1]. The PRNET project was aimed at developing a packet wireless net-
work for military applications. Even though the initial attempt had a centralized
control, it quickly evolved into a distributed multi-hop wireless communication sys-
tem that could operate over a large geographical area. Each mobile node had a
broadcast radio interface that provided many advantages such as the use of a sin-
gle channel, simpler channel management techniques, and the ease of supporting
mobility. PRNET used a combination of ALOHA and carrier sense multiple access
(CSMA) for access to the shared radio channel. The radio interface employed the
direct-sequence (DS) spread spectrum scheme. The system was designed to self-
organize, self-configure, and detect radio connectivity for the dynamic operation
of a routing protocol without any support from fixed infrastructure. The major
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issues that the PRNET project faced include those of obtaining, maintaining, and
utilizing the topology information, error and flow control over the wireless links,
reconfiguration of paths to handle path breaks arising due to the mobility of nodes
and routers, processing and storage capability of nodes, and distributed channel
sharing. The successful demonstrations of the PRNET proved the feasibility and
efficiency of infrastructure-less networks and their applications for civilian and mil-
itary purposes. DARPA extended the work on multi-hop wireless networks through
the survivable radio networks (SURAN) project that aimed at providing ad hoc
networking with small, low-cost, low-power devices with efficient protocols and im-
proved scalability and survivability (the ability of a network to survive the failure of
network nodes and links). During the 1980s, research on military applications was
extensively funded across the globe. Realizing the necessity of open standards in
this emerging area of computer communication, a working group within the Inter-
net Engineering Task Force (IETF), termed the mobile ad hoc networks (MANET)
working group [2], was formed to standardize the protocols and functional specifi-
cations of ad hoc wireless networks. The vision of the IETF effort in the MANET
working group is to provide improved standardized routing functionality to support
self-organizing mobile networking infrastructure.

In 1994, the Swedish communication equipment maker Ericsson proposed to de-
velop a short-range, low-power, low-complexity, and inexpensive radio interface and
associated communication protocols referred to as Bluetooth for ubiquitous connec-
tivity among heterogeneous devices, as discussed in Section 2.5. This effort was
later taken over by a Special Interest Group (SIG) formed by several major com-
puter and telecommunication vendors such as 3Com, Ericsson, IBM, Intel, Lucent,
Microsoft, Motorola, Nokia, and Toshiba. The Bluetooth SIG aims at delivering a
universal solution for connectivity among heterogeneous devices. This is one of the
first commercial realizations of ad hoc wireless networking. Bluetooth standardizes
the single-hop point-to-point wireless link that helps in exchanging voice or data,
and formation of piconets that are formed by a group of nodes in a smaller geo-
graphical region where every node can reach every other node in the group within
a single-hop. Multiple piconets can form a scatternet, which necessitates the use of
multi-hop routing protocols.

Even though ad hoc wireless networks are expected to work in the absence of
any fixed infrastructure, recent advances in wireless network architectures reveal
interesting solutions that enable the mobile ad hoc nodes to function in the pres-
ence of infrastructure. Multi-hop cellular networks (MCNs) [3] and self-organizing
packet radio ad hoc networks with overlay (SOPRANO) [4] are examples of such
types of networks. These hybrid architectures (which combine the benefits of cellu-
lar and ad hoc wireless networks) improve the capacity of the system significantly.
Even with all the promises that are offered by ad hoc wireless networks, successful
commercial deployment requires realistic solutions to different problems, including
support for QoS provisioning and real-time applications, pricing, cooperative func-
tioning, energy-efficient relaying, load balancing, and support for multicast traffic.
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5.1.1 Cellular and Ad Hoc Wireless Networks

Figure 5.1 shows a representation of different wireless networks. The current cel-
lular wireless networks (depicted in Figure 5.2) are classified as the infrastructure
dependent networks. The path setup for a call between two nodes, say, node C' to
node E, is completed through the base station as illustrated in Figure 5.2.

Ad hoc wireless networks are defined as the category of wireless networks that
utilize multi-hop radio relaying and are capable of operating without the support
of any fixed infrastructure (hence they are also called infrastructureless networks).
The absence of any central coordinator or base station makes the routing a complex
one compared to cellular networks. Ad hoc wireless network topology for the cellular
network shown in Figure 5.2 is illustrated in Figure 5.3. Note that in Figure 5.3 the
cell boundaries are shown purely for comparison with the cellular network in Figure
5.2 and do not carry any special significance. The path setup for a call between
two nodes, say, node C to node FE, is completed through the intermediate mobile
node F', as illustrated in Figure 5.3. Wireless mesh networks and wireless sensor
networks are specific examples of ad hoc wireless networks.

The major differences between cellular networks and ad hoc wireless networks
are summarized in Table 5.1. The presence of base stations simplifies routing and
resource management in a cellular network as the routing decisions are made in
a centralized manner with more information about the destination node. But in
an ad hoc wireless network, the routing and resource management are done in a
distributed manner in which all nodes coordinate to enable communication among
themselves. This requires each node to be more intelligent so that it can function
both as a network host for transmitting and receiving data and as a network router
for routing packets from other nodes. Hence the mobile nodes in ad hoc wireless
networks are more complex than their counterparts in cellular networks.

Wireless Mesh
Networks

Hybrid Wireless
Networks

Cellular Wireless Networks

Wireless Sensor
Networks

Infrastructure Dependent Ad Hoc Wireless Networks
(Single—Hop Wireless Networks) (Multi—-Hop Wireless Networks)

Figure 5.1. Cellular and ad hoc wireless networks.
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Figure 5.2. A cellular network.
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Figure 5.3. An ad hoc wireless network.
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Table 5.1. Differences between cellular networks and ad hoc wireless networks

Cellular Networks

Ad Hoc Wireless Networks

Fixed infrastructure-based

Infrastructure-less

Single-hop wireless links

Multi-hop wireless links

Guaranteed bandwidth
(designed for voice traffic)

Shared radio channel
(more suitable for best-effort data traffic)

Centralized routing

Distributed routing

Circuit-switched
(evolving toward packet switching)

Packet-switched
(evolving toward emulation of circuit
switching)

Seamless connectivity (low call
drops during handoffs)

Frequent path breaks
due to mobility

High cost and time of deployment

Quick and cost-effective deployment

Reuse of frequency spectrum
through geographical channel reuse

Dynamic frequency reuse
based on carrier sense mechanism

Easier to achieve time
synchronization

Time synchronization is
difficult and consumes bandwidth

Easier to employ bandwidth
reservation

Bandwidth reservation requires complex
medium access control protocols

Application domains include mainly
civilian and commercial sectors

Application domains include battlefields,
emergency search and rescue operations,
and collaborative computing

High cost of network maintenance
(backup power source, staffing, etc.)

Self-organization and maintenance
properties are built into the network

Mobile hosts are of relatively
low complexity

Mobile hosts require more intelligence
(should have a transceiver as well as
routing /switching capability)

Major goals of routing and

call admission are to maximize the
call acceptance ratio and minimize
the call drop ratio

Main aim of routing is to find paths
with minimum overhead and also
quick reconfiguration of broken paths

Widely deployed and currently in the
third generation of evolution

Several issues are to be addressed

for successful commercial deployment
even though widespread use exists in
defense

5.1.2 Applications of Ad Hoc Wireless Networks

Ad hoc wireless networks, due to their quick and economically less demanding
deployment, find applications in several areas. Some of these include: military ap-
plications, collaborative and distributed computing, emergency operations, wireless
mesh networks, wireless sensor networks, and hybrid wireless network architectures.
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Military Applications

Ad hoc wireless networks can be very useful in establishing communication among
a group of soldiers for tactical operations. Setting up a fixed infrastructure for com-
munication among a group of soldiers in enemy territories or in inhospitable terrains
may not be possible. In such environments, ad hoc wireless networks provide the
required communication mechanism quickly. Another application in this area can
be the coordination of military objects moving at high speeds such as fleets of air-
planes or warships. Such applications require quick and reliable communication.
Secure communication is of prime importance as eavesdropping or other security
threats can compromise the purpose of communication or the safety of personnel
involved in these tactical operations. They also require the support of reliable and
secure multimedia multicasting. For example, the leader of a group of soldiers may
want to give an order to all the soldiers or to a set of selected personnel involved
in the operation. Hence, the routing protocol in these applications should be able
to provide quick, secure, and reliable multicast communication with support for
real-time traffic.

As the military applications require very secure communication at any cost,
the vehicle-mounted nodes can be assumed to be very sophisticated and powerful.
They can have multiple high-power transceivers, each with the ability to hop be-
tween different frequencies for security reasons. Such communication systems can
be assumed to be equipped with long-life batteries that might not be economically
viable for normal usage. They can even use other services such as location tracking
[using the global positioning system (GPS)] or other satellite-based services for ef-
ficient communication and coordination. Resource constraints such as battery life
and transmitting power may not exist in certain types of applications of ad hoc
wireless networks. For example, the ad hoc wireless network formed by a fleet
of military tanks may not suffer from the power source constraints present in the
ad hoc network formed by a set of wearable devices used by the foot soldiers.

In short, the primary nature of the communication required in a military environ-
ment enforces certain important requirements on ad hoc wireless networks, namely,
reliability, efficiency, secure communication, and support for multicast routing.

Collaborative and Distributed Computing

Another domain in which the ad hoc wireless networks find applications is collab-
orative computing. The requirement of a temporary communication infrastructure
for quick communication with minimal configuration among a group of people in a
conference or gathering necessitates the formation of an ad hoc wireless network.
For example, consider a group of researchers who want to share their research find-
ings or presentation materials during a conference, or a lecturer distributing notes to
the class on the fly. In such cases, the formation of an ad hoc wireless network with
the necessary support for reliable multicast routing can serve the purpose. The dis-
tributed file sharing applications utilized in such situations do not require the level
of security expected in a military environment. But the reliability of data transfer
is of high importance. Consider the example where a node that is part of an ad hoc
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wireless network has to distribute a file to other nodes in the network. Though
this application does not demand the communication to be interruption-free, the
goal of the transmission is that all the desired receivers must have the replica of
the transmitted file. Other applications such as streaming of multimedia objects
among the participating nodes in an ad hoc wireless network may require support
for soft real-time communication. The users of such applications prefer economical
and portable devices, usually powered by battery sources. Hence, a mobile node
may drain its battery and can have varying transmission power, which may result
in unidirectional links with its neighbors. Devices used for such applications could
typically be laptops with add-on wireless interface cards, enhanced personal digital
assistants (PDAs), or mobile devices with high processing power. In the presence
of such heterogeneity, interoperability is an important issue.

Emergency Operations

Ad hoc wireless networks are very useful in emergency operations such as search
and rescue, crowd control, and commando operations. The major factors that favor
ad hoc wireless networks for such tasks are self-configuration of the system with
minimal overhead, independent of fixed or centralized infrastructure, the nature
of the terrain of such applications, the freedom and flexibility of mobility, and the
unavailability of conventional communication infrastructure. In environments where
the conventional infrastructure-based communication facilities are destroyed due to
a war or due to natural calamities such as earthquakes, immediate deployment of
ad hoc wireless networks would be a good solution for coordinating rescue activities.
Since the ad hoc wireless networks require minimum initial network configuration
for their functioning, very little or no delay is involved in making the network
fully operational. The above-mentioned scenarios are unexpected, in most cases
unavoidable, and can affect a large number of people. Ad hoc wireless networks
employed in such circumstances should be distributed and scalable to a large number
of nodes. They should also be able to provide fault-tolerant communication paths.
Real-time communication capability is also important since voice communication
predominates data communication in such situations.

Wireless Mesh Networks

Wireless mesh networks are ad hoc wireless networks that are formed to provide
an alternate communication infrastructure for mobile or fixed nodes/users, without
the spectrum reuse constraints and the requirements of network planning of cellular
networks. The mesh topology of wireless mesh networks provides many alternate
paths for a data transfer session between a source and destination, resulting in quick
reconfiguration of the path when the existing path fails due to node failures. Wire-
less mesh networks provide the most economical data transfer capability coupled
with the freedom of mobility. Since the infrastructure built is in the form of small
radio relaying devices fixed on the rooftops of the houses in a residential zone as
shown in Figure 5.4, or similar devices fitted on the lamp posts as depicted in Fig-
ure 5.5, the investment required in wireless mesh networks is much less than what is
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Figure 5.4. Wireless mesh network operating in a residential zone.

required for the cellular network counterparts. Such networks are formed by placing
wireless relaying equipment spread across the area to be covered by the network.
The possible deployment scenarios of wireless mesh networks include: residential
zones (where broadband Internet connectivity is required), highways (where a com-
munication facility for moving automobiles is required), business zones (where an
alternate communication system to cellular networks is required), important civilian
regions (where a high degree of service availability is required), and university cam-
puses (where inexpensive campus-wide network coverage can be provided). Wireless
mesh networks should be capable of self-organization and maintenance. The ability
of the network to overcome single or multiple node failures resulting from disasters
makes it convenient for providing the communication infrastructure for strategic ap-
plications. The major advantages of wireless mesh networks are support for a high
data rate, quick and low cost of deployment, enhanced services, high scalability,
easy extendability, high availability, and low cost per bit. Wireless mesh networks
operate at the license-free ISM bands around 2.4 GHz and 5 GHz. Depending on
the technology used for the physical layer and MAC layer communication, data
rates of 2 Mbps to 60 Mbps can be supported. For example, if IEEE 802.11a is
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Figure 5.5. Wireless mesh network covering a highway.

used, a maximum data rate of 54 Mbps can be supported. The deployment time re-
quired for this network is much less than that provided by other infrastructure-based
networks. Incremental deployment or partial batch deployment can also be done.
Wireless mesh networks provide a very economical communication infrastructure
in terms of both deployment and data transfer costs. Services such as smart envi-
ronments that update information about the environment or locality to the visiting
nodes are also possible in such an environment. A truck driver can utilize enhanced
location discovery services, and hence spotting his location on an updated digital
map is possible. Mesh networks scale well to provide support to a large number of
nodes. Even at a very high density of mobile nodes, by employing power control
at the mobile nodes and relay nodes, better system throughput and support for a
large number of users can be achieved. But in the case of cellular networks, im-
proving scalability requires additional infrastructural nodes, which in turn involves
high cost. As mentioned earlier, mesh networks provide expandability of service in
a cost-effective manner. Partial roll out and commissioning of the network and ex-
tending the service in a seamless manner without affecting the existing installation
are the benefits from the viewpoint of service providers. Wireless mesh networks
provide very high availability compared to the existing cellular architecture, where
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the presence of a fixed base station that covers a much larger area involves the risk
of a single point of failure.

Wireless Sensor Networks

Sensor networks are a special category of ad hoc wireless networks that are used to
provide a wireless communication infrastructure among the sensors deployed in a
specific application domain. Recent advances in wireless communication technology
and research in ad hoc wireless networks have made smart sensing a reality. Sensor
nodes are tiny devices that have the capability of sensing physical parameters, pro-
cessing the data gathered, and communicating over the network to the monitoring
station. A sensor network is a collection of a large number of sensor nodes that are
deployed in a particular region. The activity of sensing can be periodic or sporadic.
An example for the periodic type is the sensing of environmental factors for the
measurement of parameters such as temperature, humidity, and nuclear radiation.
Detecting border intrusion, sensing the temperature of a furnace to prevent it rising
beyond a threshold, and measuring the stress on critical structures or machinery
are examples of the sensing activities that belong to the sporadic type. Some of the
domains of application for sensor networks are military, health care, home security,
and environmental monitoring. The issues that make sensor networks a distinct
category of ad hoc wireless networks are the following:

e Mobility of nodes: Mobility of nodes is not a mandatory requirement in
sensor networks. For example, the nodes deployed for periodic monitoring of
soil properties are not required to be mobile. However, the sensor nodes that
are fitted on the bodies of patients in a post-surgery ward of a hospital may
be designed to support limited or partial mobility. In general, sensor networks
need not in all cases be designed to support mobility of sensor nodes.

e Size of the network: The number of nodes in the sensor network can be
much larger than that in a typical ad hoc wireless network.

e Density of deployment: The density of nodes in a sensor network varies
with the domain of application. For example, military applications require
high availability of the network, making redundancy a high priority.

e Power constraints: The power constraints in sensor networks are much
more stringent than those in ad hoc wireless networks. This is mainly be-
cause the sensor nodes are expected to operate in harsh environmental or
geographical conditions, with minimum or no human supervision and main-
tenance. In certain cases, the recharging of the energy source is impossible.
Running such a network, with nodes powered by a battery source with limited
energy, demands very efficient protocols at network, data link, and physical
layer. The power sources used in sensor networks can be classified into the
following three categories:
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— Replenishable power source: In certain applications of sensor net-
works, the power source can be replaced when the existing source is fully
drained (e.g., wearable sensors that are used to sense body parameters).

— Non-replenishable power source: In some specific applications of
sensor networks, the power source cannot be replenished once the net-
work has been deployed. The replacement of the sensor node is the only
solution to it (e.g., deployment of sensor nodes in a remote, hazardous
terrain).

— Regenerative power source: Power sources employed in sensor net-
works that belong to this category have the capability of regenerating
power from the physical parameter under measurement. For example,
the sensor employed for sensing temperature at a power plant can use
power sources that can generate power by using appropriate transducers.

e Data/information fusion: The limited bandwidth and power constraints
demand aggregation of bits and information at the intermediate relay nodes
that are responsible for relaying. Data fusion refers to the aggregation of
multiple packets into one before relaying it. This mainly aims at reducing
the bandwidth consumed by redundant headers of the packets and reducing
the media access delay involved in transmitting multiple packets. Informa-
tion fusion aims at processing the sensed data at the intermediate nodes and
relaying the outcome to the monitor node.

e Traffic distribution: The communication traffic pattern varies with the do-
main of application in sensor networks. For example, the environmental sens-
ing application generates short periodic packets indicating the status of the
environmental parameter under observation to a central monitoring station.
This kind of traffic demands low bandwidth. The sensor network employed in
detecting border intrusions in a military application generates traffic on detec-
tion of certain events; in most cases these events might have time constraints
for delivery. In contrast, ad hoc wireless networks generally carry user traffic
such as digitized and packetized voice stream or data traffic, which demands
higher bandwidth.

Hybrid Wireless Networks

One of the major application areas of ad hoc wireless networks is in hybrid wireless
architectures such as multi-hop cellular networks (MCNs) [5] and [3] and integrated
cellular ad hoc relay (iICAR) networks [6]. The tremendous growth in the subscriber
base of existing cellular networks has shrunk the cell size up to the pico-cell level.
The primary concept behind cellular networks is geographical channel reuse. Sev-
eral techniques such as cell sectoring, cell resizing, and multi-tier cells have been
proposed to increase the capacity of cellular networks. Most of these schemes also
increase the equipment cost. The capacity (maximum throughput) of a cellular
network can be increased if the network incorporates the properties of multi-hop
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relaying along with the support of existing fixed infrastructure. MCNs combine the
reliability and support of fixed base stations of cellular networks with flexibility and
multi-hop relaying of ad hoc wireless networks.

The MCN architecture is depicted in Figure 5.6. In this architecture, when
two nodes (which are not in direct transmission range) in the same cell want to
communicate with each other, the connection is routed through multiple wireless
hops over the intermediate nodes. The base station maintains the information about
the topology of the network for efficient routing. The base station may or may not
be involved in this multi-hop path. Suppose node A wants to communicate with
node B. If all nodes are capable of operating in MCN mode, node A can reach node
B directly if the node B is within node A’s transmission range. When node C wants
to communicate with node E and both are in the same cell, node C can reach node
E through node D, which acts as an intermediate relay node. Such hybrid wireless

Switching Center
+

Gateway

Base Station Iﬂ Mobile Node - — — #  MCN communication

Figure 5.6. MCN architecture.
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networks can provide high capacity resulting in lowering the cost of communication
to less than that in single-hop cellular networks. The major advantages of hybrid
wireless networks are as follows:

e Higher capacity than cellular networks obtained due to the better channel
reuse provided by reduction of transmission power, as mobile nodes use a
power range that is a fraction of the cell radius.

e Increased flexibility and reliability in routing. The flexibility is in terms of
selecting the best suitable nodes for routing, which is done through multiple
mobile nodes or through base stations, or by a combination of both. The
increased reliability is in terms of resilience to failure of base stations, in which
case a node can reach other nearby base stations using multi-hop paths.

e Better coverage and connectivity in holes (areas that are not covered due to
transmission difficulties such as antenna coverage or the direction of antenna)
of a cell can be provided by means of multiple hops through intermediate
nodes in the cell.

5.2 ISSUES IN AD HOC WIRELESS NETWORKS

This section discusses the major issues and challenges that need to be considered
when an ad hoc wireless system is to be designed. The deployment considerations
for installation, operation, and maintenance of ad hoc wireless networks are also
provided. The major issues that affect the design, deployment, and performance of
an ad hoc wireless system are as follows:

e Medium access scheme

e Routing

e Multicasting

e Transport layer protocol

e Pricing scheme

e Quality of service provisioning
e Self-organization

e Security

e Energy management

e Addressing and service discovery
e Scalability

e Deployment considerations
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5.2.1 Medium Access Scheme

The primary responsibility of a medium access control (MAC) protocol in ad hoc
wireless networks is the distributed arbitration for the shared channel for trans-
mission of packets. The performance of any wireless network hinges on the MAC
protocol, more so for ad hoc wireless networks. The major issues to be considered
in designing a MAC protocol for ad hoc wireless networks are as follows:

Distributed operation: The ad hoc wireless networks need to operate in
environments where no centralized coordination is possible. The MAC pro-
tocol design should be fully distributed involving minimum control overhead.
In the case of polling-based MAC protocols, partial coordination is required.

Synchronization: The MAC protocol design should take into account
the requirement of time synchronization. Synchronization is mandatory for
TDMA-based systems for management of transmission and reception slots.
Synchronization involves usage of scarce resources such as bandwidth and
battery power. The control packets used for synchronization can also increase
collisions in the network.

Hidden terminals: Hidden terminals are nodes that are hidden (or not
reachable) from the sender of a data transmission session, but are reachable
to the receiver of the session. In such cases, the hidden terminal can cause
collisions at the receiver node. The presence of hidden terminals can signif-
icantly reduce the throughput of a MAC protocol used in ad hoc wireless
networks. Hence the MAC protocol should be able to alleviate the effects of
hidden terminals.

Exposed terminals: Exposed terminals, the nodes that are in the trans-
mission range of the sender of an on-going session, are prevented from making
a transmission. In order to improve the efficiency of the MAC protocol, the
exposed nodes should be allowed to transmit in a controlled fashion without
causing collision to the on-going data transfer.

Throughput: The MAC protocol employed in ad hoc wireless networks
should attempt to maximize the throughput of the system. The important
considerations for throughput enhancement are minimizing the occurrence of
collisions, maximizing channel utilization, and minimizing control overhead.

Access delay: The access delay refers to the average delay that any packet
experiences to get transmitted. The MAC protocol should attempt to mini-
mize the delay.

Fairness: Fairness refers to the ability of the MAC protocol to provide an
equal share or weighted share of the bandwidth to all competing nodes. Fair-
ness can be either node-based or flow-based. The former attempts to provide
an equal bandwidth share for competing nodes whereas the latter provides an
equal share for competing data transfer sessions. In ad hoc wireless networks,
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fairness is important due to the multi-hop relaying done by the nodes. An
unfair relaying load for a node results in draining the resources of that node
much faster than that of other nodes.

Real-time traffic support: In a contention-based channel access environ-
ment, without any central coordination, with limited bandwidth, and with
location-dependent contention, supporting time-sensitive traffic such as voice,
video, and real-time data requires explicit support from the MAC protocol.

Resource reservation: The provisioning of QoS defined by parameters
such as bandwidth, delay, and jitter requires reservation of resources such
as bandwidth, buffer space, and processing power. The inherent mobility
of nodes in ad hoc wireless networks makes such reservation of resources a
difficult task. A MAC protocol should be able to provide mechanisms for
supporting resource reservation and QoS provisioning.

Ability to measure resource availability: In order to handle the re-
sources such as bandwidth efficiently and perform call admission control based
on their availability, the MAC protocol should be able to provide an estima-
tion of resource availability at every node. This can also be used for making
congestion-control decisions.

Capability for power control: The transmission power control reduces
the energy consumption at the nodes, causes a decrease in interference at
neighboring nodes, and increases frequency reuse. Support for power control
at the MAC layer is very important in the ad hoc wireless environment.

Adaptive rate control: This refers to the variation in the data bit rate
achieved over a channel. A MAC protocol that has adaptive rate control can
make use of a high data rate when the sender and receiver are nearby and
adaptively reduce the data rate as they move away from each other.

Use of directional antennas: This has many advantages that include
increased spectrum reuse, reduction in interference, and reduced power con-
sumption. Most of the existing MAC protocols that use omnidirectional an-
tennas do not work with directional antennas.

5.2.2 Routing

The responsibilities of a routing protocol include exchanging the route information;
finding a feasible path to a destination based on criteria such as hop length, mini-
mum power required, and lifetime of the wireless link; gathering information about
the path breaks; mending the broken paths expending minimum processing power
and bandwidth; and utilizing minimum bandwidth. The major challenges that a
routing protocol faces are as follows:

e Mobility: One of the most important properties of ad hoc wireless networks

is the mobility associated with the nodes. The mobility of nodes results in



Section 5.2. Issues in Ad Hoc Wireless Networks 207

frequent path breaks, packet collisions, transient loops, stale routing informa-
tion, and difficulty in resource reservation. A good routing protocol should
be able to efficiently solve all the above issues.

e Bandwidth constraint: Since the channel is shared by all nodes in the
broadcast region (any region in which all nodes can hear all other nodes), the
bandwidth available per wireless link depends on the number of nodes and the
traffic they handle. Thus only a fraction of the total bandwidth is available
for every node.

e Error-prone and shared channel: The bit error rate (BER) in a wireless
channel is very high (of the order of 107 to 10~3) compared to that in its
wired counterparts (of the order of 1072 to 10~?). Routing protocols designed
for ad hoc wireless networks should take this into account. Consideration of
the state of the wireless link, signal-to-noise ratio, and path loss for routing in
ad hoc wireless networks can improve the efficiency of the routing protocol.

e Location-dependent contention: The load on the wireless channel varies
with the number of nodes present in a given geographical region. This makes
the contention for the channel high when the number of nodes increases. The
high contention for the channel results in a high number of collisions and
a subsequent wastage of bandwidth. A good routing protocol should have
built-in mechanisms for distributing the network load uniformly across the
network so that the formation of regions where channel contention is high can
be avoided.

e Other resource constraints: The constraints on resources such as com-
puting power, battery power, and buffer storage also limit the capability of a
routing protocol.

The major requirements of a routing protocol in ad hoc wireless networks are
the following:

e Minimum route acquisition delay: The route acquisition delay for a
node that does not have a route to a particular destination node should be as
minimal as possible. This delay may vary with the size of the network and
the network load.

e Quick route reconfiguration: The unpredictable changes in the topology
of the network require that the routing protocol be able to quickly perform
route reconfiguration in order to handle path breaks and subsequent packet
losses.

e Loop-free routing: This is a fundamental requirement of any routing pro-
tocol to avoid unnecessary wastage of network bandwidth. In ad hoc wireless
networks, due to the random movement of nodes, transient loops may form
in the route thus established. A routing protocol should detect such transient
routing loops and take corrective actions.
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e Distributed routing approach: An ad hoc wireless network is a fully
distributed wireless network and the use of centralized routing approaches in
such a network may consume a large amount of bandwidth.

e Minimum control overhead: The control packets exchanged for finding
a new route and maintaining existing routes should be kept as minimal as
possible. The control packets consume precious bandwidth and can cause
collisions with data packets, thereby reducing network throughput.

e Scalability: Scalability is the ability of the routing protocol to scale well
(i.e., perform efficiently) in a network with a large number of nodes. This
requires minimization of control overhead and adaptation of the routing pro-
tocol to the network size.

e Provisioning of QoS: The routing protocol should be able to provide a
certain level of QoS as demanded by the nodes or the category of calls. The
QoS parameters can be bandwidth, delay, jitter, packet delivery ratio, and
throughput. Supporting differentiated classes of service may be of importance
in tactical operations.

e Support for time-sensitive traffic: Tactical communications and similar
applications require support for time-sensitive traffic. The routing protocol
should be able to support both hard real-time and soft real-time traffic.

e Security and privacy: The routing protocol in ad hoc wireless networks
must be resilient to threats and vulnerabilities. It must have inbuilt capability
to avoid resource consumption, denial-of-service, impersonation, and similar
attacks possible against an ad hoc wireless network.

5.2.3 Multicasting

Multicasting plays an important role in the typical applications of ad hoc wireless
networks, namely, emergency search-and-rescue operations and military communi-
cation. In such an environment, nodes form groups to carry out certain tasks that
require point-to-multipoint and multipoint-to-multipoint voice and data commu-
nication. The arbitrary movement of nodes changes the topology dynamically in
an unpredictable manner. The mobility of nodes, with the constraints of power
source and bandwidth, makes multicast routing very challenging. Traditional wired
network multicast protocols such as core based trees (CBT), protocol independent
multicast (PIM), and distance vector multicast routing protocol (DVMRP) do not
perform well in ad hoc wireless networks because a tree-based multicast structure is
highly unstable and needs to be frequently readjusted to include broken links. Use
of any global routing structure such as the link-state table results in high control
overhead. The use of single-link connectivity among the nodes in a multicast group
results in a tree-shaped multicast routing topology. Such a tree-shaped topology
provides high multicast efficiency, with low packet delivery ratio due to the fre-
quent tree breaks. Provisioning of multiple links among the nodes in an ad hoc
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wireless network results in a mesh-shaped structure. The mesh-based multicast
routing structure may work well in a high-mobility environment. The major issues
in designing multicast routing protocols are as follows