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the use of analytical methods that examine trade-offs; consider multiple 
scientific, political, economic, ecological, and social dimensions; and reduce 
possible conflicts in an optimizing framework. Among all these, real-world 
multi-criteria decision-making (MCDM) problems related to engineering 
optimizations are categorically important and are quite often encountered 
with a wide range of applicability. 

MCDM problems are basically a fundamental issue in various fields, 
including applied mathematics, computer science, engineering, management, 
and operations research. MCDM models provide a useful way for modeling 
various real-world problems and are extensively used in many different 
types of systems, including, but not limited to, communications, mechanics, 
electronics, manufacturing, business management, logistics, supply chain, 
energy, urban development, waste management, and so forth. 

In the aforementioned cases, modeling of multiple criteria problems 
often becomes more complex if the associated parameters are uncertain and 
imprecise in nature. Impreciseness or uncertainty exists within the param­
eters due to imperfect knowledge of information, measurement uncertainty, 
sampling uncertainty, mathematical modeling uncertainty, etc. Theories like 
probability theory, fuzzy set theory, type-2 fuzzy set theory, rough set, grey 
theory, neutrosophic uncertainty theory available in the existing literature 
deal with such uncertainties. Nevertheless, the uncertain multi-criteria 
characteristics in such problems are not explored in depth, and a lot can be 
achieved in this direction. Hence, different mathematical models of real-life 
multi-criteria optimization problems can be developed on various uncer­
tain frameworks with special emphasis on sustainability, manufacturing, 
communications, biomedical, electronics, materials, energy, agriculture, 
environmental engineering, strategic management, flood risk management, 
supply chain, waste management, transportations, economics, and industrial 
engineering problems, to name a few. 

Coverage & Approach: 
The primary endeavor of this series is to introduce and explore contemporary 
research developments in a variety of rapidly growing decision-making 
areas. The volumes will deal with the following topics: 

• Crisp MCDM models 
• Rough set theory in MCDM 
• Fuzzy MCDM 
• Neutrosophic MCDM models 
• Grey set theory 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 

vii AAP Research Notes on Optimization and Decision-Making Theories 

•	 Mathematical programming in MCDM 
•	 Big data in MCDM 
•	 Soft computing techniques 
•	 Modelling in engineering applications 
•	 Modeling in economic issues 
•	 Waste management 
•	 Agricultural practice 
•	 Material selection 
•	 Renewable energy planning 
•	 Industry 4.0 
•	 Sustainability 
•	 Supply chain management 
•	 Environmental policies 
•	 Manufacturing processes planning 
•	 Transportation and logistics 
•	 Strategic management 
•	 Natural resource management 
•	 Biomedical applications 
•	 Future studies and technology foresight 
•	 MCDM in governance and planning 
•	 MCDM and social issues 
•	 MCDM in flood risk management 
•	 New trends in multi-criteria evaluation 
•	 Multi-criteria analysis in circular economy 
•	 Multi-criteria evaluation for urban and regional planning 
•	 Integrated MCDM approaches for modeling relevant applications 

and real-life problems 

Types of volumes: 
This series reports on current trends and advances in optimization and 
decision-making theories in a wider range of domains for academic and 
research institutes along with industrial organizations. The series will cover 
the following types of volumes: 

•	 Authored volumes 
•	 Edited volumes 
•	 Conference proceedings 
•	 Short research (thesis-based) books 
•	 Monographs 
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Features of the volumes will include recent trends, model extensions, 
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PREFACE
 


Advanced Computer Science Applications: Recent Trends in AI, Machine 
Learning, and Network Security consist of three parts. The first part focuses 
on machine learning algorithms in security analytics, which discusses the 
creation and training of supervised machine learning models for prediction 
and binary categorization tasks, including logistic regression and linear 
regression. In this, the reader will learn the fundamentals of machine 
learning. This part also explains how to apply these methods to create prac­
tical security applications. It offers a comprehensive introduction to contem­
porary machine learning and security analytics, covering green computing 
concepts, quality of software ecosystems based on transactions, survey on 
static images and videos, UAV-enabled disaster management, application 
layer concepts, and deployment techniques in IoT. 

The reader may learn the key ideas by the conclusion of this specializa­
tion and acquire the practical skills necessary to apply machine learning and 
security applications quickly and effectively to difficult real-world problems. 
For the new machine learning specialization, it is best to start with security 
applications to break into a security career or develop a related career in the 
same field. 

The second part of the book focuses on AI and machine learning, which 
will aid in understanding of artificial intelligence by combining theory 
and experience with machine learning. The reader will learn about pattern 
recognition, classification using web usage mining, AI-assisted applications, 
various machine learning algorithms applied on different applications, etc. 

The third part of our book covers network security applications. The 
digital sphere now encompasses a vast majority of our existence. We use the 
internet to conduct business, stay in touch with loved ones and colleagues, 
make purchases, find entertainment, and conduct study. Birth dates, Social 
Security (or other identification) numbers, health histories, credit histories, 
bank accounts, utility bills, and a variety of other details are just a few exam­
ples of the confidential data we keep online. Hackers and cybercriminals 
could access all of that information and then conduct all of those transac­
tions. The danger of compromise increases as we devote more of our lives 
to the internet. Additionally, the Internet of Things (IoT) will continue to be 
important, which means that wireless networks will be used more frequently. 
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This will only broaden the threat environment and give criminals more ways 
and opportunities to commit crimes. This part covers the concepts of IoT, 
security early detections for COVID-19, multimetric geographical routing in 
VANETs, V2X communication in VANET, and optimization of congestion 
control scheme for VANETs. 

We hope that the information conveyed in these chapters will give the 
reader have a firm grasp of the methods in the field of artificial intelligence, 
machine learning, and security. 
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ABSTRACT 

In the present scenario, nobody wants to compromise on computational speed 
when it comes to competitive business, transferring information quickly in a 
communication link, or even imparting education from a distance, and many 
more. These requirements lead to high carbon emissions in the environment 
from a computing machine. The high carbon emissions are one of the main 
reasons behind green computing. This problem can be solved by specula­
tive parallelism operating procedure. Speculative parallelism is the process 
of parallel execution aggressively of sequential applications into multiple 
parallel threads without relying on a compiler in advance. This technique 
generates different fragments of threads without considering any data and 
control inter-thread dependence. So, this concept has a substantial fast speed 
in execution as compared with ILP with multicore chip architecture (MCA). 
But if any data and control inter-thread dependencies found during execution, 



 

 

 

4 Advanced Computer Science Applications 

the whole execution of the sequential work is aborted and re-executed. These 
aborts are the victim of total lower performance in this concept. One has 
to deal with various overheads to limits the frequency of aborts leading to 
high performance and less power consumption. Also, speculative parallelism 
has less chip’s energy consumption hence promoting green computing. In 
this chapter, a survey is presented highlighting the working of speculative 
parallelism techniques, overheads due to mis-speculation of parallel threads, 
performance, and finally efficient power consumption, which will encourage 
green computing. 

1.1 INTRODUCTION 

The uniprocessor system can also be called as “Single Core on Single Chip 
System,” which can handle only one process at a time. But with the help 
of instruction-level-parallelism (ILP)1–3 many processes can be executed 
in a single core too. ILP can reorder, pipeline instructions, can do branch 
prediction, and even split them into microinstructions. Thus, it can scale up 
the performance at the same time. But, ILP has an inherent problem2,3 due 
to many factors like memory latency, dependent instruction, limitation in 
register renaming, imperfect prediction of prefetch at the start of executions, 
and memory-address alias problem, which leads for the search of even better 
solutions. 

The architecture is scaled up from “Single Core on Single Chip system”4 

to “Multiple Cores on Single Chip system (MCA)”5 and from ILP to 
thread-level-parallelism as devised from many researchers in this field. 
Increasing the cores on a single chip will increase the transistor counts, 
which in result increase the chip’s heat and can hit the power wall6 of the 
die’s area. So, the excessive usage of cores into a single chip is not proper 
solution in performance hungry competition. Next architecture transition 
is involvement of thread-level parallelism into MCA  with different level 
of memory hierarchy onto same chip. Here, threads that are in the forms 
of different fragments of a sequential process can be allocated to multicore 
for running at the same time. This will increase the overall speedup of the 
system as now same multicore are not only able to handle different parallel 
requests but also capable to schedule those parallel threads of a sequential 
workload efficiently. 

Converting a sequential workload to explicit (independent) parallel 
threads7–9 is done mostly through two ways. Firstly, with the use of compiler, 
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which detect the explicit threads automatically and second way is to paral­
lelize it manually with proper mechanism of synchronization. Finding the 
explicit or independent threads, either through compiler or manually is not 
easy and error prone. The reasons behind this are inter-thread data and control 
dependencies. Also, compilers sometimes act very conservative whenever 
they cannot assure the absence of any type of dependence. Moreover, as 
per the Amdahl’s law,10 only few fractions of whole sequential workload are 
parallel and hence only those parallel parts can be allocated to different cores 
not whole program. So, overall speedup of the system can be improved to 
one level only. 

Speculative parallelism11–14 is a one type of operating procedure in which 
the implicit (speculative or dependent) threads15 are parallelized auto­
matically keeping in view of original sequential semantic of the program 
contrasting on the other hand programmers has to take extra overhead 
of partitioning them into explicit threads. It is an optimistic technique of 
multithreading where a sequential workload is divided into implicit threads 
fragments automatically at runtime assuming there will be no any dependen­
cies among them and same is allocated to different cores for execution. But 
if there will be any dependency detected at latter stage, corrective action is 
taken by software or hardware technique. Also, upon finding cross-thread 
dependency violation, the results of evaluated victim thread that consumed 
erroneous datum are to be discarded and offending implicit thread has to 
be squashed also a fresh execution is performed after returning the system 
to a previously nonspeculative correct state through software or hardware 
or combination of both mechanisms. In the next section, different types of 
speculative parallelism are discussed. 

1.2 SOURCE OF AUTOMATIC SPECULATIVE PARALLELISM 

Automatic speculative parallelism can be understood by its different tech­
niques. These types are broadly divided on the basis of source of speculation 
given below. 

(a)  Loop as a source of Automatic Speculative Parallelization (ASP).16 

(b)  Procedure or module as a source of ASP.17 

Loop as a source of ASP: It is the most easy and obvious way of the auto
matic partitioning of a sequential workload into speculative parallel threads, 
where loop is considered as one of the sources of speculation and also one 
of the working models for automatic parallelization technique. Loops are 

­



 

 

 

  

  

  

 Successor Thread: Tk ← Tl + Tm  (1.4) 

And in WAW data dependency, B2 or successor thread try to writes to the 
same location L1 before B1 or predecessor thread writes. 

 Predecessor Thread: Tj ← Ti + Tk  (1.5) 

 Successor Thread: Tj ← Tl + T m   (1.6) 

Based on these data dependencies conflict another set of loops description 
can be defined, which is more suited to the ASP. The different researchers 
defined these loops broadly into Doall, Forall, and Doacross loops.20 
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divided into blocks of iteration to make different speculative threads and 
executed in parallel fashion keeping the sequential semantic. If there will be 
mis-speculation, that is, error in sequential semantic, offending threads have 
to be squashed off and again a fresh execution is lodged with correct value. 

Procedure or module as a source of ASP: In this type of ASP, func­
tion or procedure or subroutine is considered as main source of speculation. 
Every procedure or subroutine and code after every subroutine will be new 
thread, which will execute in parallel speculatively in different cores. The 
mis-speculation17,18 occurs due to unwanted dependency. These may be 
either data dependency or control dependency violations. Data dependency 
violation can be of different forms namely RAW (Read After Write), WAR 
(Write After Read), and WAW (Write After Write).19 

RAW data dependency occurs when one block of code namely B1 or 
predecessor thread and another block of code namely B2 or successor thread 
shares a shared location namely L1, and B2 or successor thread reads to L1 
before B1 or predecessor thread writes to same shared location. This depen­
dency is called flow dependency also. 

(1.1)Predecessor Thread: Tj ← Ti + Tk 

Successor Thread: Tl ← Tj + Tk (1.2) 

Where i, j, k, l…. are in chronological order. 
In WAR conflict, B2 or successor thread try to write to a shared location, 

L1, before B1 or predecessor thread reads to same L1. This dependency is 
called antidependency also. 

Predecessor Thread: Tj ← Ti + Tk (1.3) 
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Doall Loops21: In this, all different blocks of loop fragments have no data 
dependency whatsoever and hence its name Doall loops means execute all 
block of loops in parallel speculatively. 

Forall Loops: In this, two or more blocks of loops have RAW conflict, 
that is, the value generated by one iteration (Write operation) of the loop 
is read by next or latter loop iteration. This kind of loops can be executed 
at the same time if the producer iteration (that produce any variable into a 
shared location L1) execute earlier than the consumer iteration. Otherwise, 
synchronization method is required. 

Doacross Loops22,23: In this, two or more blocks of loops have WAR 
conflict. If the result generated by producer iteration is known at compile 
time before consumer iteration read a value, then the blocks of iteration can 
be executed speculatively keeping in view of sequential semantics. If not, 
the offending threads of iteration have to squashed off and execution has to 
restart again according to ASP. 

Either it is for all or doacross loops, ASP is able to extract parallelism 
either automatically or at lower performance with squashing for offending 
threads and restarting the execution again. Next type of violation occurs 
when a job is wrongly branched with a mis-prediction popularly known as 
Control dependence.24 

1.3 WORKING MODEL OF SPECULATIVE PARALLELISM 

The working model of this paradigm can be found in different related 
works.17,25,26 In both techniques as a source of speculation, either a loop of 
iteration or a module or code after a subroutine is an operating unit called a 
thread in speculative parallelism. The whole sequential workload is divided 
into different threads namely T1, T2, .......; and Tn executing in parallel on 
different cores namely C1, C2, ………, and Cn based on above techniques 
as mentioned. The execution of the whole sequential program starts with a 
single thread T1, which is called nonspeculative in nature. After reaching to 
new iterations or new procedure, a new thread is spawned called specula­
tive thread, T2. Here, T2 may be dependent or independent on T1. Again, 
if another new iteration or new procedure will encounter, a new and more 
speculative thread, that is, T3 will be spawned and so on. Also, T3 can be 
dependent or nondependent on T2 and T1 both and so on. Thus, in automatic 
speculative parallelism whole sequential workload will be divided into two 
or many parallel speculative threads without considering their data or control 
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dependence. But if any data dependence violation will be found during run 
time execution resulting in mis-speculation, the victim threads along with 
all its successors will be squashed and then re-execution of the threads is 
launched preserving the correct sequential order. Here, Only, nonspeculative 
threads are allowed to commit not speculative threads. In other words, a 
speculative thread like T or T can commit only if its predecessor like T has 2 3 1 
committed. 

With the assumption of MCA of four cores namely C1, C2, C3, and C4 and 
different threads (T1 to T7), which can execute in ASP manner in sequential 
order (as shown in Fig. 1.1). So, T1 is first nonspeculative predecessor threads 
to be executed on C and T to T  are speculative successor threads to be1 2 4 
scheduled and executed on C2 to C4, respectively, in speculative parallel envi­
ronment until all four cores are totally occupied. These threads are supposed 
to execute concurrently on different cores and commit in sequential total 
order from 1 to 7. 

FIGURE 1.1 Successful speculations with four cores. 

If there is no any dependence on predecessor thread, all successor threads 
will commit after nonspeculative threads (shown in Fig. 1.1) and all cores 
are free to take new sets of threads. So, finally, T5 to T7 will be allocated to 
cores from C1 to C4 again. The time between thread allocation to core and 
and waiting time for the commit of predecessor thread is slack time. In this 
case, the execution time(ETi) of thread does not only depends on its run time 
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but also on the commit time (CTi) of previous allocated thread. So, commit 
time of successful speculation of ith thread with n-cores can be given by CTi 
= max{ CTi-1 + ETi  }., CTi-n 

FIGURE 1.2 Mis-speculations with four cores. 

But if there is mis-speculation, for example, between T4 and T5, a RAW 
dependency violation(shown in Fig. 1.2) can be detected and all these 
successor threads including offending threads will be squashed off as they 
might use hazardous data prior by the offending thread. Thus, T5 will be 
reschedule to execute after the commit of T4. A proper speculative hardware 
support is needed for the underlying detection of mis-speculation at run time. 

1.4 OVERHEADS DUE TO MISSPECULATION 

The overheads27,28 can be defined as all unlike additional tasks that are 
required to perform with the intention to fix problems arisen due to mis­
speculation in speculative parallelism. It can also be seen as all extra tasks 
that does not performed in execution of sequential instruction. 

One type of compulsory overhead is due to thread start and commit. The 
thread start is actually extraction process of the threads from a sequential 
workload for speculative parallelism procedure. The commit operation is an 
exclusive process performed when a nonspeculative thread ends its execu­
tion as shown in Figure 1.1. 
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Other types can be roll-back overhead, squash overhead, load imbal­
ance overhead, data versioning overhead, hardware overhead, commu­
nication and cache replacement overhead, which are not compulsory. 
Roll-back overhead is a result of data dependencies violation. The squash 
overhead is extra unwanted task performed by speculation mechanisms 
when all successor threads including offending threads are removed from 
the different cores as well as its data from speculative buffer after mis­
speculation as shown in Figure 1.2. The load imbalance overhead occurs 
when a speculative thread finishes its execution but wait for its prede ­
cessor thread(s) to become nonspeculative making the core unproductive 
as shown in Figures 1.1 and 1.2. Data versioning overhead occurs when 
different speculative tasks write to same variable which may generate 
different versions of the variable and thus these versions must be kept in 
buffer discretely in order to avoid data dependency violation. A special 
hardware support of cache hierarchy is required to impose data versioning 
and inspection of data dependence, resulting a hardware overhead. An 
intra-processor communication overhead happens where there is a need 
of cache replacement from L1 cache or any memory components, which 
give rise to cache replacement overhead in order to re-execute the threads 
again with proper data in speculative buffer keeping the sequential 
semantic intact. 

All mentioned overheads occur due to speculative parallelism procedure 
and can be minimized choosing proper and efficient speculation mechanisms 
protocols. This speculation mechanism protocol will be focused on avoiding 
minimum memory dependencies to the large possible extent with improved 
predictors and developing effective squashing techniques. 

1.5 IMPACT OF MCA ON SPECULATIVE PARALLELISM 

Increased cost, complicated operating system, and large main memory 
requirement lead to complex hardware and software in a multiprocessor. 
To elevates these problems in the multiprocessor system, the researchers 
moved to a better solution like multicore architecture. Unlike the “Single 
Core on Single Chip system” that is not of much use as per the many tasks 
is a concern, “Multiple cores on Single Chip” are devised as the solution 
and is a new trend architecture. This architecture is also called as MCA.29–31 

It is a special kind of tightly coupled multiprocessor system where all 
processors are on a chip or die. These different cores can execute multiple 
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instructions that may reside in different parts of shared memory (multiple 
data). 

1.6 IMPACT OF SIMULTANEOUS MULTITHREADING (SMT) ON 
SPECULATIVE PARALLELISM 

The A thread can be thought of as the segment of a process or the whole 
process can be a thread. Actually, a process can be divided into more 
than one thread. Threads could be a part of the same program or different 
program. These threads can be allocated to different resources of a CPU 
or different CPUs for execution. Hence, these threads can execute concur­
rently and hence it will improve the resulting performance. This mechanism 
is known as “multithreading” or Thread Level Parallelism”. If one thread 
encounters a long latency operation, other threads can utilize the CPU’s 
resources efficiently for doing useful work. So, it has inherent quality for 
tolerating the latency caused by memory. Also, it reduces the context switch 
penalty. Coarse-grained, fine-grained, and SMT are three categories of 
multithreading basically. In coarse-grained multithreading, the switching 
between processes happens only during the costly stall of a process and 
not at every clock cycle. But by coarse-grained multithreading, the other 
processes may starve to get the CPU hence less throughput. In fine-grained 
multithreading, the CPU switches to different threads of different processes 
in round-robin fashion generally on every clock cycle causing the execution 
of each process in an interleaved manner. So, no process has to stall long at 
the start of execution but the execution of individual process delay. The third 
type of multithreading is SMT. The researchers also devised a solution by 
inducing the parallelisms on a coarser scale called simultaneous thread-level 
parallelism (SMT).32 In simultaneous thread-level parallelism is a microar­
chitectural paradigm where as many as independent threads will be allowed 
to execute in the same core. SMT has a single copy of each resource avail­
able to a single core. It allows multiple instructions’ threads to be fetched 
and execute simultaneously, thus, it eats resources more efficiently, and both 
instruction throughput and speedups are greater in the same pipeline. 

With these two new architectures of multicore on single chip and SMT, 
researchers come up with the duo combination of multicore with SMT, where 
threads can be allocated to multi-cores which can be executed simultane­
ously. Now the number of SMT with the help of multicore can be as high 
as the programmer wants, thus this type of phenomenon can be termed as 
“hyperthreading”33 by Intel Inc. 
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1.7 PERFORMANCE OF SPECULATIVE PARALLELISM 

Despite of all mentioned overheads that occurs because of mis-speculation, 
the automatic speculative parallelism with MCA takes less execution time for 
a speculative loop in comparison of the sequential loop on a single processor. 
It is evident from the various research studies34–38 related to automatic specu­
lative parallelism that has clearly achieve significant speedups. 

1.8 POWER CONSUMPTION BY SPECULATIVE PARALLELISM 

Energy-efficient architecture means the architecture that consumes less 
power. Many researchers noticed that with mis-speculation overheads there 
is an increase in power consumption.39,40 In the speculative parallelism para­
digm, the power consumption wrongly understood by many researchers due 
to mis-speculation only.41–47 There are many sources of energy consumption 
in this architecture which considered as energy hungry. These sources are 
due to the overheads occurred due to mis-speculation like thread roll-back, 
squash, data versioning, hardware, communication, and cache replacement 
overheads. But many researchers have shown that in spite of these overheads 
also there is a scope of energy-efficient as well as performance-oriented 
speculative parallelism optimizations. For example, communication latency 
can be decreased with little improvement of cache hierarchy and coherence 
protocol aimed for speculative buffer and data versioning with less thermal 
consumption. These architectures can be classified as energy-centric archi­
tecture which motivate to promote green computing concept. 

1.9 CONCLUSIONS 

Automatic speculative parallelism is capable of extracting parallel threads 
in hard-to-parallelize sequential workload aggressively without considering 
any data or control dependence violation analysis. This paradigm is skilled 
to enhance speedup excellently as compared with the sequential loop on a 
single processor. However, this operating procedure is highly susceptible to 
mis-speculation, which occur at run-time. Upon mis-speculation, nonspecu­
lative threads have to abort its execution along with all its successor threads 
and re-executed again. This leads to various overheads in this concept of 
concurrent execution of threads hence decreasing the overall speedup and 
high thermal consumption. Nevertheless, this survey disproves the profess 
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that speculative parallelism eats excessive energy. With slight impact in 
execution speed, there is a wide scope of energy-saving and performance-
oriented optimizations. These energy-centric architectures will definitely 
encourage green computing and at the same it will catch the required speedup 
in real scenario. 
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ABSTRACT 

Every software vendor uses tools for managing transactions with customer. 
perceived quality is customer satisfaction criteria with overall system 
quality. In software metrics terminology, general definition of perceived 
quality is the logical feel of the system lying between system assurance 
and product(s) reliability. We would like to propose a model for perceived 
quality as a customer point of view measured using Weibull distribution. Our 
study is not limited to defects but including all the transactions involved. We 
are considering intensity, time between requests, active number at any point 
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of time, and timeline of each transactions. The distribution can reveal the 
quality perspective and focus areas for improving the perception. 

2.1 INTRODUCTION 

There are numerous studies about quality measurement and quality improve­
ment strategies. Presence of reliability growth models based on the failure 
intensity of the system under test is highly quantitative and can be used easily 
within the purview of development teams. In this chapter, the study and 
proposed model provide a qualitative feel for the customer using quantita­
tive factors readily available without taking additional. We will be applying 
Weibull distribution on the quantitative data. Three quality parameters are 
considered here. Each of the parameter can individually provide neces­
sary metrics. A combination of metrics is created here for the perception 
measurement: open requests, time taken to close a transaction, time between 
transactions. 

2.2 LITERATURE REVIEW 

The research areas reviewed are focused mostly on existing metrics for 
software quality and statistical models on software reliability. Analyzing 
different defect-oriented models available for study and the application 
in the industry. Tools widely used in software supply chain and software 
maintenance are also noted. 

Heiju et al.1 proposed a combinatorial model for combining product 
quality, service quality, and experience quality. Brady2 used the term 
perceived service quality. Yap7 analyzed various type of normality tests. Our 
study commenced by analyzing normal and non-normal distributions for the 
available data. We are able to conclude through the articles available that 
requests are mostly mapping to non-normal distribution. 

The articles on service quality, different models depicting the service 
quality, and customer satisfaction relationships are studied. Zang3 proposed 
defect-based quality evolution metrics. There is a clear depiction of tangen­
tial differences between the measurements used for defect based product 
quality and communication-oriented service quality. The customer satisfac­
tion and loyalty-powered quality adjustments can be seen in various studies 
across industrial sectors. The third most important factor we studied is about 
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the academic references on the different tools used by industries for various 
interactions with customer. 

2.3 ASSUMPTIONS AND DEPENDENCIES 

Here is the list of assumptions and prerequisites we would like to enlist for 
research focus, which help us in determining the necessary parameters. We 
assume the vendor is managing customer interactions through a tool where 
we can deduce the data. If the software vendor maintains separate tools for 
Defect tracking and different tool for other interactions with the customer, 
we should be able to combine all the activities sorted by time. 

Vendor might be delivering few or more software applications as a part 
of ecosystem. Vendor should consider customer as a central entity for calcu­
lating all the transactions. Excel spreadsheet formulae and R programming 
language are used for all the calculations and necessary curve plot. The 
calculations can also be derived without using this tool. 

2.4 PERCEIVED QUALITY 

The term perceive quality denotes in plain English term what is the 
perception of overall system quality provided by vendor. We consider 
perceived quality as critical part of customer satisfaction. It helps in 
determining the continuation of a business deal along with other factors 
like loyalty relationships, etc. Lalband15 introduced software develop­
ment technique for improving customer satisfaction. Our approach will 
be proposing a similar goal with more descriptive data received from 
transactions under study. 

Though defects oriented models can give a better quantitative description 
of reliability, customer might be having a mixed/different opinion compared 
to what vendor has. Customers may or may not understand the derivations 
involved in calculating quality metrics, but they can easily tell you whether 
they are happy or unhappy with the system. 

Any product quality strategies always involve the combination of calcu­
lations and customer targeted surveys or other form of interactions. Our 
attempt here is to pre-empt the customer feel before even we get into any 
surveys. 
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2.5 CUSTOMER RELATIONSHIP MANAGEMENT (CRM) AND 
ENTERPRISE RESOURCE PLANNING (ERP) TOOLS 

Customer satisfaction is the primary goal of any business, be it a product or a 
service. The term satisfaction is very qualitative in nature and depends on the 
three major factors. The first factor is delivery, second factor is performance 
of the product or service, and third factor is how customer is equipped to 
handle their interactions. Many of the software vendors utilize Tools for 
managing customer interactions. The term “customer management” is used 
irrespective of type of tool. Two prominent categories of this tool are CRM 
and ERP. These tools are used for different purposes say—sales, marketing, 
etc. We will be focusing on the product-oriented transactions starting from 
an Order, followed by delivery and software maintenance. Figure 2.1 shows 
the transactions under consideration. 

FIGURE 2.1 Customer transactions sample. 

Ekatrina12 introduced a detailed study on queues pending with customers 
and their relationship with impatience caused. Our study takes these scores 
into consideration. 

2.6 MEASURING PERCEIVED QUALITY 

The study of distributions applied in the field of software reliability with 
normal and non-normal distributions of data. Kapur et al.10 proposed optimal 
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strategies of time-to-market using multiattribute utility theories. There are 
numerous distribution driven and defect oriented models available for study. 
Emerging models are targeting Bayesian and Weibull-based approaches. 
Niveditha4 proposed a two-parameter Weibull distribution for measuring six 
sigma quality based on lifetime test data. The proposal is to apply a two-
parameter Weibull distribution for our approach. The primary reason for us 
choosing Weibull distribution over others due to its existential practice in 
wide array of industrial applications. We are considering centered Weibull 
process. A continuous random variable X is said to follow Weibull distribu­
tion with parameters η and β if its probability density function is given by 

f(t)=βη(tη)β−1e−(tη)β 

where 

f(t)≥0, t≥γ 
β>0 
η= scale parameter, or characteristic life 
β= shape parameter (or slope) 

The mean and variance of Weibull distribution can be expressed as: 

 1Mean µ β 1= Γ  +  
w  

 k  
2 2 2   2    1 Variance σ  β Γ +  − +w =	  1  1   

  k    k  	  
The reliability function of Weibull distribution is given by 

f(t)=βη(tη)β−1e−(tη)β 

The mean (also called MTTF) of the Weibull pdf is given by 

MTTF =η⋅Γ(1β+1) 

Our proposal is to classify the transactions into different parts and mapping 
them with the quality parameters. The equation based on the number of 
transactions and other parameters is as follows. At any given point of time. 

Request Intensity (R.I) = Load × MTTR / MTBF 
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Whereas load is the ratio of open transactions to closed transactions for 
a time period. 

MTTR is the mean time to close a transaction, and MTBF is the mean 
time between transactions. 

The primary reason for considering load transactional data is the direct 
proportion to positive feel. Table 2.1 illustrates the feel factor with respect to 
different parameter. 

TABLE 2.1 Customer Feel Over Quality Parameters. 

Customer feel over parameter 
values 

More/high value Less/low value 

Number of open transactions Not Happy Happy 
Time to close a request Not Happy Happy 
Time between requests Happy Not Happy 

Let N: Total number of requests for a given time period
 
N1: Average active requests at any given point of time.
 
N2: 

T: Average time to close a request
 
T1: Average time to close request with some actions
 
T2: Average time to close a request without any action
 
B1: Average time between two requests.
 

Steps involved: 

1.	 Getting the sample values of N, N1, N2, T, T1, T2, B1 
2.		 Calculating k and β 
3.	 Formulating Weibull distribution Table 
4.	 Calculating MLE 
5.	 Calculating tail probabilities 
6.	 Target mean factor μw 
7.	 Mapping tail probabilities to Satisfaction factor considering target 

mean as “customer is ok.” 
8.	 Repeating the steps with all the available data. 

The equation that can be applied for finalizing the Weibull parameters is: 
R.I = (No. of Open Txns.)/(Total Txns) × (Mean Time to close a Txns.) / 

(Mean Time Between Transactions). 
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Two curves are plotted using the data collected. The first curve is about 
number of pending requests in a weekly interval. Figure 2.2 depicts the 
simple box plot. 

FIGURE 2.2 Box plot for number of pending requests. 

The second curve is about the average time to complete a request week 
on week. Figure 2.3 depicts the box plot. 

FIGURE 2.3 Box plot for time to close. 
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Figure 2.4 shows the normal fitting of time to complete.
	

FIGURE 2.4 Normal distribution mapping for time to complete. 

Figure 2.5 depicts the Weibull distribution from the sample A of 30 
transactions from a customer A. Here the combination of open requests is 
certainly not decreasing. 

FIGURE 2.5 Request intensity Weibull distribution customer A. 
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Figure 2.6 shows the Weibull distribution from the sample B of 30 trans­
actions from a customer B. We can conclude the intensity is reducing over 
the period of time. 

FIGURE 2.6 Request intensity Weibull distribution customer B. 

Application of the request intensity calculation and formulation of 
a Weibull model is the last step in our Approach. Niveditha4 described 
the procedure for obtaining six sigma metrics like DPMO (defects per 
million op) and EPGMO (extremely good per million opportunities). We 
infer similar practices here without referring to Six Sigma metrics but not 
matching them for direct calculations. The term positive perception can 
be equivalent of EPGMO and negative perception can be equivalent of 
DPMO. 
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2.7 APPLICATION AND USAGE 

Perceived quality can be applied to determine the overall customer satisfac­
tion. It can depict both product quality and service quality of the vendor. 

What in general the customer like to see: 

1. Faster resolution time 
2. Quick response (not just automated emails) 
3. Better training 
4. Reduced dependencies 

This can be calculated either from vendor side or customer side. We can 
easily convert the result into strategy for mapping customer specific needs 
as parametric or configuration requirements, training requirements, product 
improvements, etc. 

The model is tested and illustrated using a real data set containing 300 
transactions. If target μw is on right-tail region meaning the quality index is 
showing negative which means customer might not be happy with the vendor. 
If target μw is on left-tail region, the customer is happy with the progress and 
perceived quality can be termed “positive” or “good.” The study focus on a 
simple three-way gauge with “Bad,” “Ok,” and “Good.” The values can also 
be drilled down for any scalar range we need. Figure 2.7 depicts the gauge 
report for visualizing the perceived quality. 

FIGURE 2.7 Perceived quality gauge report. 
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2.8 CONCLUSIONS 

Perceived quality can be used along with existing metrics to determine the 
focus area. We can extend the calculations to drill down the data and derive 
the parameters at product level or component level. The quality management 
strategies can include perceived quality as a part of Business value analysis. 
The proposal suits well for the teams following time-bound measurements 
for deliveries like operational scrum teams. This can also suit Kanban teams 
provided the teams follow fixed queries for transactional data. The proposal 
can also be extended to identify the priority of customer expectations using 
decision-making models depending on the industry. Though the intention of 
the model is depiction of quality perception, We can also create a prediction 
of perception using the hazard function over the period of time. 
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ABSTRACT 

This chapter presents survey regarding the study of object detection in videos 
or continuous sequence of frames captured by the static camera. Although 
many researches and good works have been performed in the area of 
computer vision, but this survey will make the clear image of comparison of 
object detection methods performed in prior researches. This chapter focuses 
on the real-time application areas of video surveillance and the concerning 
challenges in the respective areas in near future. All the background 
modeling techniques and their subcategories studied and implemented by 
various authors are mentioned in survey. This survey suggests the study of 
background modeling and background subtraction along with various other 
literature studies that justify the role of moving object detection in computer 
vision. It also depicts the major challenging issues available in real-time 
environment. 
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3.1 INTRODUCTION 

The gaining of high-level understanding from the images or videos is 
computer vision. It can automate the tasks, which the human eyes can do. 
Somehow, it is always not possible for human visuals to reach at every 
place to take a track of the work, like in deep mining activities and border 
security across the border, in any unfavorable climatic condition or unsound 
geographical areas. For such places, video surveillance is required to be 
performed. Object detection is the key application in computer vision. The 
object detection may further lead to many more applications of computer 
vision like object tracking, object recognition, activity detection, or behav­
ioral analysis. In real-time scenarios, the captured video faces the following 
problems. 

•	 Climatic changes such as the weather may be rainy, mist, dusty, foggy, 
or sunny. 

•	 Illumination variation in which light may be dark or too bright. 
•	 Background motion that may be due to swaying trees, sprinkling of 

water from fountain, or any other moving sources. 
•	 Noise due to camera hardware. 

Nowadays, manufacturing industries and agricultural department are 
also using video surveillance as there may be many human-made mistakes 
like inattentiveness, double vision, or blurred eyes. Detection, identification, 
motion, and simultaneous tracking of multiple objects or targets in coastal, 
navy, army, underwater, and indoor–outdoor video surveillance system is 
developing effectively in today’s era. Various application areas of video 
surveillance may be manufacturing industry, sea surveillance, restricted 
areas, and leakage detections are tried to be described in Table 3.1. 

TABLE 3.1 Real-Time Applications with Description. 

Application areas Description 
Agriculture To detect the type and size of the material or objects in 

agriculture is very important for their further classification, 
so as to detect the diseases or classification of breeds. 

Thermal imaging This gives the ability to detect in miscellaneous 
background. It provides ability to visualization in dark 
environment. Leakage detection in gas pipeline or under­
water leakage and leakages in electric wire are also the 
application of thermal imaging. 



 

 

 

Application areas Description 
	 Security	 In detecting the object that may be a crime suspect, the 

behavioral tracking of the suspect can give an alarm. The 
person climbing the fencing can be detected. 

Manufacturing 		 The sorting and assembling in manufacturing industry is a 
	 industry	 very time taking task by human and again carries abnor

malities and errors, object detection and tracking can ease 
the manufacturing world with less or no abnormalities. 

	 Packaging industry	 Packaging industry may include medicine packing and 
many retail objects packing, video surveillance may locate 
the object with no filling or partial filing of the packet. 
Human visuals may not be successful detectors in this 
industry. 

	 Mining	 Mining may be very deep under the earth where the human 
worker or expert is not possibly safe to go inside the deep 
penetrations for mining of coal or any other minerals, 
surveillance through camera is the best way to detect the 
object as much far it is. 

	 Sea surveillance	 Sea surveillance by visual cameras is to protect the ship or 
overseas borders, so the navy is alarmed before any danger. 

	 Restricted zone	 Restricted zones may be some deep zones, or dense forest 
zones where wild animals or terror activities are performed 
may be tracked by surveillance cameras. 

	 Transportation	 Traffic surveillance plays the major role in controlling the 
accidents and over speeding track of the vehicles. If the 
camera is mounted on the vehicle then it is much easy for 
the driver to get alarms as soon as the object, pedestrian, or 
any vehicle is near to the vehicle to save it from accident. 

	 Army	 Video surveillance in military purposes can reduce the offences 
like crimes in the nation, border security is major job of army 
that can be better controlled by border surveillance by thermal 
imaging or infrared imaging. 
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TABLE 3.1 (Continued) 

­

3.2 MOTIVATION 

In this survey, the motivation is dynamic background as this requires a change 
in consecutive frames due to moving objects. Thus it needs to upgrade the 
background model every time and then detect the foreground. Even in indoor 
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scenes where the environment is controlled, the shadow or light effects may 
be undesired. There are various real-time application areas of video surveil­
lance like packaging. 

Object detection in videos requires robust system rather it is simple to 
detect an object when the background is static. There are plenty of approaches 
by which object detection may be performed like optical flow, background 
subtraction, and filtering techniques. The background subtraction is the most 
used technique and so is to be concerned in this chapter also. The main goal 
is to detect the changes between consecutive frames. The idea behind this 
concept is that no information prior is necessary to classify the state of a 
pixel as foreground or background object. So the main objective is to resolve 
these challenging issues and detect the moving or stationary pixels of the 
scene. 

3.3 LITERATURE WORK 

In earlier decades, many researchers have applied nonadaptive methods of 
backgrounding, which have lots of drawbacks. These methods were required 
without any changes in the video scene and only for highly supervised and 
short-term applications. It required manual or physical re-initialization when 
error occurred. Adaptive back grounding averages the image over time. This 
is working in situations of moving objects (foreground). 

Stauffer and Grimson introduced Gaussian Mixture Model (GMM),1 

his work attempts to model the value of each and every pixel as a solitary 
distribution as a Gaussian mixture. According to the persistence and variance 
of all (each), they identified the background and foreground colors.1 Lee 
developed the statistical framework for GMM techniques, which increased 
the convergence speed of learning mechanism without compromising the 
stability of the model.2 

Haque further proposed a technique to model every pixel independently 
by a mixture of k Gaussian distributions of the scene.3 Lavanya worked 
effectively on the BGS-based scheme for critical background. The extraction 
of foreground pixel was based on Fisher’s ratio-based threshold.4 

Yadav has improved the GMM by introducing postprocessing.5,6 Yadav 
further improvised in thermal video frames for moving object detection 
by applying statistical parameter based on background subtraction method 
by using different threshold Kullback–Leiber divergence based method. 
This work was divided into three respective stages—(i) Training phase 
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(background modeling build by trimmed means based simple average 
method), (ii) Testing phase (generating KLD-based threshold values, differ­
entiating background reference frame and the current frame, classifying the 
pixels), and (iii) Enhancement phase (applying image processing tools and 
morphological filters to improve detection quality).7 Similarly, Sharma et al.4 

has looked into a new concept for moving objects detection under thermal 
environment where static camera has been used for capturing of video. 

Allili introduced a new improvement by using Bayesian-based estima­
tion and applied infinite Gaussian mixtures.8 

Thierry Bouwman then worked on a new approach fuzzy mixture of 
Gaussian whose parameters were based on fuzzy c-mean algorithm. This 
focuses on précised estimation of parameters.9 Thierry Bouwman in his 
survey proposed the statistical method for background modeling is the 
most used one; he classified the statistical background modeling methods 
according to three generations. This survey also classified the improvements 
as intrinsic improvements and extrinsic improvements.9 

Zeng et al.10 introduces a Type-2 fuzzy set in MOG, which is called 
T2-MOG for uncertainty.10 Several authors gave their contribution in different 
background modeling methods. 

Steps involved in Background subtraction techniques are described as: 

i.  Background modeling 
ii.  Threshold generation 
 •	 	  Fixed (constant) threshold 
 •	 	  Dynamic or adaptive threshold 
iii.  Background subtraction 
iv.  Background maintenances (updation) 
 •	 	  Background maintenance 
 •	 	  Threshold  updation or adaptive threshold generation or main

tenance of threshold as per dynamic condition generated in the 
scene. 

­

The background subtraction is the procedure of separation of foreground 
(moving object) with static information. For background subtraction, back­
ground modeling is the first step. Table 3.2 categorizes the various back­
ground modeling methods with their respective subcategories and respective 
authors who contributed in the related researches to provide an improved 
or innovative idea in background modeling. According to the study, every 
background modeling methods have some drawbacks and advantages over 
other method, which are described in Table 3.3 to compare the methods. 



 

 

Types of background Subcategories of background Authors 
modeling modeling 
Basic background  Histogram 
modeling Mean 

Median 
Pixel intensity classification Pixel 
change classification 

Statistical background Single Gaussian Mixture of Gaussian 
modeling Single general Gaussian 

Mixture of general Gaussian Kernel 
Density Estimation Support Vector 
Machine Subspace learning applying 
PCA Subspace learning applying ICA 
Subspace learning applying INMF 

Fuzzy backgrounding Type-2 Fuzzy Gaussian mixture model 
modeling Fuzzy mixture of Gaussian (FMOG) 
Background estimation Kalman filter 

Wiener filter 
Chebychev filter 

Lee2 

Mac Farlane11, 
Zheng12 

C. Wren13 

C. Stauffer1 

H. Kim14 

M. Allili8 

A. Elgammal15 

H. Lin16 

N. Oliver17 

D. Tsai18 

S. Bucak19 

J. Zeng10 

T. Bouwman9 

S. Messelodi21 

K. Toyama20 

R. Chang22 
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There are numerous amount of advantages and disadvantages of any method 
but a few and needful are summarized here. This may somehow contribute 
to the readers. 

TABLE 3.2 Category Wise Literature. 

TABLE 3.3 Benefits and Limitations. 

Type of background Advantages Limitations 
modeling 
Basic background Easiest method to perform. It does not work in dynamic 
modeling It performs well in static background. Background. 
Statistical back- Most used to their robustness to the It only presents a difficult 
ground modeling critical situation. variable enhancement 

method.This method gave better 
performance. 



 

 

Techniques Contributions Improvements 
Fuzzy logic Zeng et al.10  	 •	 Suitable for infrared videos. 
based T. Bouwman9   	 •	 More robust in case of dynamic back­

grounds such as waving vegetation. 
Gaussian based Wren et al.14, Stauffer1,   	 •	 Gives good results in presence of 

Kim15, Allili8  gradual lightening changes and 

Medioni24, Zhao25 reflections(shadows). 

 	 •	 Intrinsic and extrinsic improvements. 
Kernel density Elgammal16, Pahalawatta26   	 •	 Deals with multimodal backgrounds 
estimation based Orten27, Tanaka28 like waving trees and water rippling 

fast changes. 

  	 •	 Many works adopted to reduce 
computation time. 

Optical flow Sotirios et al.32, Lucas et   	 •	 Great work in object identification 
based al.33 32 with high accuracy.

  	 •	 Analysis of optic flow may be 
performed on the sequence of frames 
to determine a explanation of motion. 
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TABLE 3.3 (Continued) 

Type of background 
modeling 

Advantages Limitations 

Fuzzy background 
modeling 

FMOG is more robust than mixture 
of Gaussian. 

Works only for dynamic 
backgrounds (waving 
Vegetation). 

Background 
estimation 

It has less trouble with frequently 
changing light (illumination varia­
tion), handles better than mixture of 
Gaussian. Gives more accuracy but 
fewer computations. 

Probably not suitable for 
most applications. 

Very less computation is 
carried. 

In computer vision, moving object detection is the initial step to be done. 
On basis of studying a lot of literature, there are too many investigating fields 
contributing a big amount of publications. In Table 3.4, these many investi­
gating fields with their respective authors responsible for the representation 
of their publications are indicated. This will eventually help the readers to 
carry forward any of the approach of background modeling that works for 
most robust system and real-time application. 

TABLE 3.4 Techniques Wise Overview. 
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TABLE 3.4 (Continued) 

Techniques Contributions Improvements 
Subspace 
learning 

Oliver et al.17, Tsai and 
Lai19, Bucak et al.20 

• A noticeable improvement in presence 
of multimodal background. 

• An intrinsic improvement in presence 
of shadows. 

Deep learning Krishevesky et al.29, 
Simonyan et al.30, 
Tianming et al.31 

• Background subtraction and convolu­
tion neural network combined for 
anomaly detection in much abnormal 
objects surveillance. 

• Remarkable achievements in image 
recognition, object detection and 
classification. 

3.4 ROLE OF MACHINE LEARNING, ARTIFICIAL INTELLIGENCE, 
AND DEEP LEARNING FOR OBJECT DETECTION IN COMPUTER 
VISION 

Over a decade, background subtraction has been very effectively and 
frequently used technique for object detection. As discussed in above sections, 
many background modeling methods are and were in existence to detect the 
objects for further applications like object tracking, classification, extraction, 
or recognition. With the constant development around artificial intelligence 
and deep learning, computers are been trained to build background models 
to detect the moving objects. Table 3.5 describes various techniques and 
applications of ML, Deep learning, and AI in computer vision. 

TABLE 3.5 Methodology and Application-oriented Study. 

Approach Methodology & 
Application 

Details 

Machine Learning in 
Computer Vision 

Support Vector 
Machines 

Support vector machine classifier can classify 
the particular points of input set in two 
possible classes. 
It is a nonparametric method. Thus, it has the 
pliability to consider complex functions and at 
the same time being tough to overfitting. 

Neural networks The organization of layers in neural network is 
in layers where each unit gets the inputs only 
from the next higher layer node. 



 

 

Approach Methodology & Details 
Application 

Representation of any continuous function is 
possible with arbitrary accuracy. 

Deep learning Deep Learning Networks are more complex 
means of layer interconnection. They need 
resilient computational training power. 
Following are the main architectures types: 
 	 •	 Convolutional neural networks 
 	 •	 Unsupervisioned pretrained networks 
 	 •	 Recursive Neural network. 
 	 •	 Recurrent Neural network 

Applications Machine learning helps computers to 
understand what they see. It can be used in 
wide variety of areas like below : 
  	 •	 Agriculture (detecting diseases in crops 

based on visual symptom) 
  	 •	 Visual Character Recognition/Generating 

subtitles for videos 
 •   Surveillance etc.
 

Deep Learning in Convolutional There are three types of neural layers in CNN  

Computer Vision Neural Networks. that are convolution layers, fully connected  


  layers, and pooling layers.
 

Every layer of it converts the input to an output 
Volume of neuron activation. 

Applications  1) Object Detection 
 2) Face Recognition 
 3) Action and Activity Recognition 
 4) Human Pose Estimation 
 5) Self-driving Cars 

Artificial Intelligence Fuzzy logic To perform image processing by fuzzy logic, 
in Computer Vision there are following three steps: 

 	 •	  Fuzzification of image: Used to change the 
values of a particular data set or image 

 	 •	  Fuzzy clustering: Used to modify the 
membership values once image data are 
transformed from fuzzification 

 	 •	  Defuzzification: Decoding of the results 
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TABLE 3.5 (Continued) 



 

Genetic 
algorithm 

Th
 	 •	 
 	 •	 

ere are various steps of Genetic algorithms: 
 initial population 
 fitness function 

 	 •	  selection 
 	 •	  crossover 
 •  mutation 

Typically use the mechanisms of crossover and 
mutation and work 
toward obtaining global optimum. 

Applications Can be used in wide variety of fields like 
Natural Sciences, Biological Sciences, 
Industry, Management and Engineering, etc. 
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TABLE 3.5 (Continued) 

3.5 CHALLENGING ISSUES 

Moving object detection from video sequences is not an easy task. There 
are lots of difficulties or challenges faced by the camera to capture the 
sequences. Thierry Bouwman in his survey presented all the challenges 
in detail.23 Some of the challenges faced by the camera are briefed as 
follows: 

•	 Illumination Variation: Lightening situations of the target scene might 
always not accordingly. The appearance of the object changes due to 
motion of light sources like weather conditions—sunny, foggy, rainy, 
mist, windy in outdoor scenes, on and off of light in indoor scenes, 
reflection from sun or any other bright source. 

•	 Occlusion: The target might get occluded by some other objects. 
Occlusion may be partial or complete, if partial part is occluded or 
hidden then it is partial occlusion but if full object is hidden then 
it is called complete occlusion. The pedestrian may be occluded by 
trees. This is a challenge to detect the object if it is occluded by the 
background either partially or completely. 

•	 Complex background: In outdoor scenes, nature may be variable every 
now and then such as waving trees, sprinkles of water from fountain, 
and movement of clouds are highly variable so these movements are 
nonperiodic and not in control of camera and thus challenging for 
background modeling. 
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•	 Shadows: Occurrence of shadow is part of illumination variation; it 
may be of different size at various times of the day, which is again a 
complicated task to detect object. 

•	 Camouflage: The camouflage is somehow related to partial occlusion 
but camouflage foreground is subsumed by the background. This 
causes difficulty to categorize background and foreground. 

•	 Bootstrapping: This is a scenario when background frames are 
unavailable this becomes critical situation to model the background. 

•	 Foreground Aperture: This is the condition where foreground region 
has the uniform color region as that of the background; this increases 
the possibility of false negative. 

3.6 CONTRIBUTION 

This chapter contributes to draw a comparison of various techniques of 
background modeling, their advantages and limitations. The study of 
existing research work gave idea of various steps used in background 
subtraction. Background subtraction has four steps—background 
modeling, threshold generation, background subtraction, and background 
maintenances. The threshold generation may be fixed and dynamic. 
Background maintenance is threshold maintenance as per the dynamic 
conditions generated in the scene. Several application areas in the real-
time, which keenly substitute computer vision object detection technique 
as the key role instead of human are the major attention of the paper. The 
challenges that come in the way of object detection are well described in 
this survey. 

3.7 CONCLUSIONS AND FUTURE SCOPE 

The background modeling is the basic and most important task in back­
ground subtraction technique for object detection. The survey covers all 
the advantages and limitations of background modeling methods, based on 
these limitations an improved background subtraction method with some 
improvised technique will be developed for object detection. The future will 
try to overcome the challenges discussed in the survey by applying the better 
aspect of background modeling technique. 
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ABSTRACT 

One of the 21st century’s most important innovations has been recognized 
as Unmanned Aerial Vehicles (UAVs). The accelerated growth of UAVs and 
their application in several fields open up a new vision for their use in natural 
and man-made disaster management. In UAV-based disaster management 
applications, UAV applications not only analyze the region impacted but 
also help to create a communication network between rescue teams and 
disaster survivors and the nearest mobile networks. The implementation of 
the UAV program is categorized according to the process of crisis manage­
ment, and the related work efforts are reviewed along with outstanding 
research and development issues. This chapter outlines the key development 
of UAV networks for disaster management applications and addresses open 
research issues and challenges based on UAV for disaster management. The 
primary purpose of this work is to deliver technical outcomes that can help 
enhance people’s well-being and advance the state of art in developing a 
robust disaster management system. 
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4.1 INTRODUCTION 

The incidence level of man made and natural disasters is a big concern 
in both developed and emerging parts of the world. The size and scale of 
the disaster make it very difficult for people to respond and address the 
crisis immediately. In some situations, it is almost impossible for people 
to react timely to the catastrophe. At present, attempts are being made to 
anticipate and foresee the potential occurrence of a disaster to respond 
effectively to a crisis amid a tragedy, rapidly and accurately assess the 
impact, remediate, and re-establish normal conditions. This chapter 
emphasizes the need to enhance disaster readiness, outlines a vision 
to exploit recent developments in Unmanned Aerial Vehicles (UAVs), 
including Wireless Sensor Networks (WSNs) technology, to boost the 
capability for network-assisted disaster mitigation, prediction, prepared­
ness, and response. 

UAVs or drones are a growing technology with an exponentially 
increasing ability that provides a vast range of effective solutions in the real 
world in various smart applications. Owing to the exponential growth in 
demand for civilian UAVs, the use of civil drones needs to integrate into our 
daily lives. UAVs are an example of new technology that meets the growing 
demand for the application because of its diverse implementation potential.1 

The main applications of civil UAVs include inaccessible areas of connec­
tivity, medical services, distributing goods, quarantine areas, emergency 
communication services, healthcare, data gathering, disaster prediction and 
recovery, public safety, etc.2–4 

To efficiently carry out complex tasks in real-time, UAV coordination is 
required in many applications such as monitoring activity, wireless commu­
nication across broad areas, disaster recovery, etc.5 Smart UAVs are expected 
to change the communication field and incorporate innovations in disaster 
management applications to minimize risks and provide cost-effective 
solutions.3,5 In this article, we discuss the numerous applications based on 
UAV for disaster management systems and address open issues and research 
challenges. 

Over the last few years, several researchers have contributed enormously 
to UAVs due to their various benefits in the field of disaster management6,7 

but fail to address open issues and research challenges in the field of disaster 
management. UAVs contribute a lot to civilian and other critical applica­
tions, but still, it needs more concentration toward some areas like disaster 
management. Some of the applications, like disaster management, are very 
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susceptible to delays and require quick emergency services to save the lives 
of people. The main motivation behind this article is to address some of the 
open issues and research challenges need in the field of disaster management 
for providing better connectivity and coverage and also to timely respond 
to the victims. In this chapter, the authors try to focus on some of the UAV 
applications in disaster management and also highlight the most critical open 
issues and challenges. 

The remainder of the chapter is laid out as follows: Section 4.2 discusses 
the disaster management stage. Section 4.3 focuses on various UAV-based 
disaster management applications. Section 4.4 highlights the open issues for 
disaster management; Section 4.5 presents the recent challenges and gives 
future directions; and finally, in Section 4.6 conclusion is drawn. 

4.2 DISASTER MANAGEMENT STAGES 

Natural and man made disasters occur globally every day and signify an 
important feature that affects the growth of development as well as human 
life. We must learn about the nature of the disaster, its phases, and its 
components in a position to react to different kinds of natural and man-made 
catastrophes and develop feasible methods and techniques for managing 
disasters. 

The most critical thing to be addressed when a disaster happens is the 
safety of human life. In this respect, the Search and Rescue (SAR) opera­
tions must be performed effectively and quickly within the first 72 hours 
after a disaster occurs. In addition to an international SAR methodology 
and protocol, the International SAR Advisory Group sets out set instruc­
tions that specify that the teams have to perform their SAR operation.8 

A team manager will be responsible for the task assignment and local 
decisions, and all team operations shall be coordinated by a supervisor 
of the situation. A typical SAR task is performed in four main steps: 
(i) the commander sets up the search region (communication problems 
between rescue personnel will be minimum if the search area is smaller), 
(ii) establishment of a command station in the search region, (iii) first 
responders were split into rescue personnel and scouts, and (iv) scout 
teams report to the command station their observations and the rescue 
officers collect information from the command station to see where to 
take action. Figure 4.1 presents the role of UAV in different disaster 
management stages. 
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FIGURE 4.1 Role of UAV in disaster management stages. 

4.3 UAV-BASED DISASTER MANAGEMENT APPLICATIONS 

The technology of UAVs has the potential to reform the accuracy and 
efficiency of handling disasters. This section addresses many UAV-aided 
applications and demonstrates UAV’s ability to anticipate, forecast, recover, 
and handle disaster events, including prediction, tracking, early warning 
systems, disaster response, surveillance, rescue operations, information 
collection, and logistics. 

4.3.1 FORECASTING, MONITORING, AND EARLY WARNING 
SYSTEMS 

Early warning systems, with the advent of telecommunications and sensors, 
tend to be an exciting choice for the management of disaster to prevent 
casualties and reduce the economic consequences of the catastrophe event. 
In general, early warning systems consist of a series of sensors to detect the 
ecological change and a chain of information communication networks for 
data transfer to control centers. The functions of an efficient early warning 
system take care of monitoring, data fusion, risk analysis, and subsequent 
responses. UAVs, in combination with WSN, are used to offer a detailed 
and high-efficiency warning for predicting disaster. There are different 
ways in which UAVs can be used in disaster warnings with WSNs. UAVs 
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can be used to provide connectivity between WSN nodes and decision 
centers as the data mules or mobile base stations (BSs) in the air. In this 
case, information can be transferred to airborne UAVs and retrieved from 
decision centers, avoiding the transmission of multiple intermediate nodes, 
thus increasing the reliability and accuracy of data transmission.9,10 The 
battery-powered node of the WSN network makes energy a key problem in 
the design, management, and deployment of an early warning system. In 
this situation, UAV can be used as an aerial charger to recharge the battery 
into the draining node. 

4.3.2 EMERGENCY COMMUNICATION 

An essential factor of catastrophe response and recovery is emergency commu­
nication. The purpose of emergency communication is to offer communication 
for the decision-makers, injured people, and disaster rescuers. The effective­
ness of disaster management systems, including disaster assessment, SAR, and 
information gathering, is focused on a robust and easy-going communication 
network. To make wireless communication more efficient, the interoperability 
of current technologies of wireless communication systems, like Wireless 
Fidelity (Wi-Fi), ad-hoc networks, cellular networks, and UAV-based aerial 
BSs, must be improved while the conventional telecommunications network 
can provide wireless cellular service and high-speed broadband service. They 
might be destroyed by large-scale man made or natural disasters, such as 
BS and cable disruption triggered by an earthquake event, or shutting down 
power grids in floods. Consequently, the normal means of communication, 
such as handheld devices, cannot function or may be missing during the 
disaster. UAV-based approaches were proposed to meet the immediate need 
for infrastructure-less communication. 

Wu et al.11 suggested a wireless communication network system with 
a multi-UAV, where every UAV is mounted by an aerial BS, and it offers 
the ground users wireless communication. The power consumption and 
trajectory of UAV are taken into account to accomplish justice among 
terrestrial users, which results in maximization-minimization problems 
and solves through successive convex optimization techniques. Similar 
work is also done in paper12 for robust communication and trajectory 
design in the presence of jammers based on multi-UAV-enabled wireless 
networks. 
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4.3.3 SAR OPERATION 

UAVs are known to have tremendous benefits, particularly in SAR opera­
tions, public safety, and disaster management. Critical infrastructure, like 
water and power necessities, telecommunication systems, and transport 
systems, may be completely or partially affected by a natural or man-made 
disaster such as tsunamis, floods, earthquakes, etc. To support communica­
tion services to assist rescue operations requires fast solutions.13 Disaster 
response is a time-critical sprint to find and treat the sufferers as soon as 
possible. In this situation, the main purpose is to save the lives of people. 
UAVs can deliver catastrophe warnings in time and support to speed up 
rescue and recovery activities when public network services are affected. 
UAVs might help disaster responders to accomplish this aim by rapidly scan­
ning large disaster zones employing navigation sensors and built-in cameras 
to locate possible victims. A variety of key features should be considered 
to develop effective SAR based on UAV systems, including the various 
environmental hazards in service for the UAV network, energy limitations of 
UAV systems, and the Quality of Service (QoS) of UAV data transmission. 

4.3.4 INFORMATION GATHERING BY REMOTE SENSING 

The assessment of disaster damage is critical for fast relief measures. 
Different information is gathered and shared for decision making; thus, for 
disaster management, information collection or data fusion is necessary. 
UAV components can be used to spot more details of the catastrophe zones, 
but with a restricted coverage range. Thus, how to integrate the videos or 
images captured from multiple sources to create a cohesive model for the 
disaster scenarios are discussed in articles.14,15 

4.3.5 LOGISTICS 

In disaster management, logistics is one of the most challenging problems. 
The roads or streets may be obstructed or destroyed during or after a major 
disaster, and the rescue workers have difficulty reaching the victims and 
delivering necessary medical treatment. In this situation, UAVs can be used 
to deliver relief services such as medicine, food, and mobile devices, to the 
victims of disaster-affected areas. The present civil UAVs could carry a 
payload up to a few kilograms and could not be a logistically viable solution 
for repeated demands for emergencies. 
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In large-scale disaster emergencies, one of the problems is the implementa­
tion of a facility site, which is mainly based on the selection of the best site for 
the emergency centers. For that, the authors of the research article16 develop a 
stochastic Mixed-Integer Nonlinear Programming based on the principle that 
individuals are evenly spread on the edges of a network. Its goal is to determine 
the best place of relief delivery centers among a range of applicant locations. 
The authors aim to build a mathematical model that reduces the overall time of 
people as well as UAVs over several possible scenarios. John et al.17 proposed 
coordinated logistics consisting of a moving truck and swarm of UAVs. The 
moving truck carries the packages and is automatically operated. The UAVs 
pick up the packages from the truck to provide services to the needy. After the 
successful delivery of the packages, the UAV will return to the truck to collect 
more packages until all the packages have been supplied. This study examined 
how the organized system improves the value of logistics facilities. 

4.4 OPEN ISSUES 

The involvement of UAVs in disaster management system has numerous 
research challenges linked to networking as explained below: 

4.4.1 UAV DEPLOYMENT 

Concerning open issues for UAV deployment, new approaches are required 
to enhance the 3D deployment of UAVs while taking into consideration 
their specific features. It is necessary to examine how UAVs could be imple­
mented in cooperation with cellular networks, thereby taking into account 
mutual interference among terrestrial and aerial networks.18 One more 
challenge is to mutually optimize bandwidth distribution and 3D positioning 
for UAV-BSs to reduce the overall transmission delay of the clients that are 
aided by UAV-BSs in case of disaster. Also, the deployment of the UAVs 
should be such that it will provide maximum coverage and connectivity.19 

4.4.2 MAINTAINING AND CREATING UAV-RELAY NETWORKS 

The relay network created by the UAVs is aerial and requires a high level 
of resistance to communication failures and interference due to changes 
in motion or changes in energy levels between the UAVs.20 A two-round 
process is required, the first round of centralized identification of optimum 
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relay points (called anchors) that link the disaster areas to the closest radio 
access network and is headed by a second round of decentralized correction 
for the period of deployment. The issue of UAV backup assignment at each 
anchor point is similar to reserve backup channels in the cellular situations, 
with some significant differences: the capacity of the UAV back-up to act as 
relay anchor that varies over time based on the changes in energy level; in 
terms of movement near the anchor site. The handoff procedure itself takes 
resources; a functional failure will occur by changing the UAV’s role, among 
others, from relaying to surveying. 

4.4.3 UAV LOCALIZATION 

It may be inadequate for UAVs to explore the disaster area autonomously and 
choose their locations using repeated testing with self-learning techniques 
given their short flight times and the need for time-bound actions. The authors 
suggest the usage of partial external inputs to direct the UAVs to create the last 
hop connection to users and to build a relay network. The last reported infor­
mation from the cellular database network location and mobile device signals 
can be leveraged to approximate the number of these impacted individuals and 
their geographical spread, which calls for a new exchange of signal protocols 
between networks. The UAV can be guided to high-density locations by strate­
gies such as ant-foraging algorithms, which strengthen the pathways based on 
the availability or the number of mobile ping requests.21 

4.4.4 DATA FUSION ISSUES 

The UAVs capture images/videos that provide an outline of the circum­
stances. However, individuals affected can use different social media to 
exchange images and text messages through the relay UAV network. This 
provides fine-grained details on the ground that can be fused with high-
definition UAV feeds at the control center.22 The fusion of in-network data 
with energy constraints within a mobile UAV network has not been fully 
studied. In addition, the need for fusion of data can affect the UAV network 
in exciting ways: (i) a more holistic view of the circumstances can take 
UAVs to different areas; (ii) it can minimize UAV data transfer requirements 
and thereby save more flight energy. Current channel/source coding from the 
multimedia sensor network domain is inadequate when the static network 
topology with separate channel conditions is taken into consideration. Here, 
both the channel and the topology vary with time. 
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4.4.5 HANDOVER ISSUES
 

The handover procedure between UAVs will start early when the UAV 
approaches the indicated location, but this includes the greater effect of a 3D 
propagation environment and greater transmission power. Furthermore, the 
simultaneous moving behavior in air and radio frequency transmissions can 
also contribute to signal variations due to the Doppler Effect on the incoming 
UAV. On the other hand, UAVs will position themselves in the air after each 
other and then start the handover. Nevertheless, there is a trade-off between 
the benefit of aerial stability with low transmitting power during handover­
related communications and the corresponding long time to complete the 
whole handover procedure.23,24 

4.4.6 COVERAGE AND CONNECTIVITY 

In case of disaster coverage and connectivity plays an important role as 
most of the terrestrial BS gets destroyed and UAV-BSs provide coverage 
and connectivity to the ground users.25 Obstacles influence the performance 
of coverage of UAV-BS for ground users. One main issue is to optimize the 
maximum UAV-BS coverage by positioning UAV-BSs optimally dependent 
on the user’s positions and obstacles. Generally, the 3-D placement of the 
UAV-BSs should be defined so that the maximum coverage of the users is 
possible, given the obstacles and the positions of the ground users in the 
area.26 It is particularly helpful as UAVs fly at high-frequency ranges (e.g., at 
frequencies of millimeters). 

4.4.7 ENSURING ROBUSTNESS, NETWORK SECURITY, AND 
PRIVACY 

Security is one of the major concerns that need to ensure secure data transfer 
between UAVs and ground stations.27,28 The emphasis should be made on 
the security of communication to ensure a robust UAV control network and 
acquisition of information. Malicious attacks are nearly associated with the 
operation of the UAV network; robust communication protocols thus play a 
key role. UAVs are used to collect multimedia information regarding the indi­
viduals affected by natural or man-made disasters and pose critical questions 
on the protection of information and trust issues.29 In reality, UAV-recorded 
video footage during the disaster contains a recording of sensitive footage 
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such as dead or injured persons, which should be censored automatically, 
particularly when the media use the footage. 

4.5 RESEARCH CHALLENGES 

In this section, some of the major design challenges and considerations 
of UAV-based disaster management are discussed. Current problems for 
channel modeling, trajectory optimization, resource management, and 
network performance are the particular requirements of aerial implemen­
tations, taking into account transmission range, delay tolerance, topology 
changes, performance scalability, mobility issue, and energy constraints. 
Table 4.1 gives research directions, open issues, and challenges for UAV-
based wireless networks. Some of the research challenges are as follows: 

4.5.1 CHANNEL MODELING 

Different types of channels must be assisted due to the 3D existence of 
a UAV network. In the case of an aerial system, these links can be either 
ground-to-air, air-to-ground (A2G), or air-to-air (A2A). There are some 
open issues for A2G channel modeling. First of all, more accurate channel 
models are required, derived from measurements in the real world.30 UAVs 
are being widely used as A2A channel modeling as a flying BS, drone-user 
equipment (UE), and also to support the backhaul. There is a prerequisite 
for a specific UAV-to-UAV model, which can acquire channel and Doppler 
Effect time-variation due to the UAV movement. In addition, it is important 
to define multipath fading in A2A communications, thus taking into account 
the altitude of the UAV as well as the movement of the antenna. UAV’s can 
be designed differently depending on the characteristics of their network, 
which influence the network-related QoS and thus the supportable traffic. 

4.5.2 TRAJECTORY OPTIMIZATION IN UAV 

Although the possible mobility of UAVs offers good prospects, it presents new 
technical problems and challenges. The UAV trajectory must be improved 
about important performance metrics like delay, spectral efficiency, energy, 
and throughput. Moreover, the dynamic features and type of UAVs must be 
taken into consideration in trajectory optimization problems. Whereas a lot 



 

 

 

 

 

 
 

	 

	 
	 

References Research directions Open issues and challenges 
[18–19] UAV Deployment •	 Deployment of UAVs in coexistence with 

ground networks. 
•	 Energy-efficient deployment. 
•	 Mutual 3-D deployment and bandwidth 

allocation. 
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of important researches have been conducted on UAV trajectory optimiza­
tion, some open challenges are still there, which include: (i) UAV trajectory 
optimization focused on ground user’s movement pattern to maximize 
coverage efficiency, (ii) optimization of the trajectory for reliability maxi­
mization and latency minimization in wireless UAV-based networks, (iii) 
mutual communication, control, trajectory optimization to minimize the fight 
time of UAVs, and (iv) obstacle sensitive trajectory optimization of UAVs 
taking into account energy consumption of UAV and delay constraint of the 
user. Finally, it is another open question for cellular-connected UAV-UE to 
optimize the trajectory while reducing user’s ground interference and being 
aware of the down-tilt of the antennas in the BSs.11,31 

4.5.3 RESOURCE MANAGEMENT 

One of the important study concerns in UAV-enabled communication 
systems is resource management. In general, a framework is required, which 
handles various resources in a dynamic manner such as energy, bandwidth, 
transmit power, number of UAVs, and flight time of UAV. For example, 
how to flexibly change the direction of a flying UAV and the transmis­
sion power that serves the users on the ground. The main problem, in this 
case, is to provide optimal mechanisms for the assignment of bandwidths, 
which can record the impact of UAV’s locations, Line-of-Sight interference, 
mobility, and the distribution of ground user’s traffic. Furthermore, efficient 
scheduling technologies have to be designed to minimize interference in the 
UAV-supported cellular network between aerial and ground BSs. Moreover, 
in a heterogeneous flying network and terrestrial BSs, the dynamic spectrum 
sharing must also be analyzed. Lastly, it is important to design problems 
for UAV operation to follow acceptable frequency bands (e.g., LTE, Wi-Fi 
bands).32,33 Table 4.1 presents research directions, open issues, and challenges 
for UAV-based wireless networks. 

TABLE 4.1 Research Directions, Open Issues, and Challenges for UAV-Based Wireless 
Network. 



 

References Research directions Open issues and challenges 
[30] Channel Modeling  • Small-scale fading. 

 • A2G path loss models. 
 • A2A channel modeling. 

[11, 31] Trajectory  • Mutual delay and trajectory optimization. 
Optimization  • Path planning with reliable communication. 

 • Energy-aware trajectory optimization. 
[32–33] Resource  • Flight time and bandwidth optimization. 

Management  • Spectrum sharing with terrestrial networks. 
 • Multi-dimensional resource management. 
 •  Mutual transmit power and trajectory 

optimization. 
[34–35] Cellular Network  • UAV optimization. 

Planning  • Cell allocation based on traffic. 
 • Analysis of overheads and signaling. 
 • Cell planning considering backhaul. 

[36–37] Performance Analysis  • Performance analysis considering mobility. 
 • Capturing temporal and spatial correlation. 
 • Analysis of heterogeneous aerial-ground 

network. 
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TABLE 4.1  (Continued) 

4.5.4 CELLULAR NETWORK PLANNING WITH UAVS 

Several important problems must be concentrated on planning an effective 
UAV system. For instance, what is the minimum number of UAVs needed 
for providing maximum coverage for a known geographic zone that is 
moderately covered by terrestrial BSs? Resolving such issues is a special 
concern where there is no normal geometrical form (i.e., square or disk) in 
the geographical field of interest. The backhaul-conscious implementation of 
UAVs as the aerial BSs is another design issue. In this situation, the backhaul 
compatibility of UAVs, as well as the QoS of their user, should be kept in 
mind when implementing UAV-BS.34,35 

4.5.5 PERFORMANCE ANALYSIS 

There are several questions yet to be addressed for performance analysis. For 
example, it is important to describe the performance completely in terms of 
coverage and capacity of UAV-based wireless networks, comprising both air 
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and land users and terrestrial BSs.36 Manageable reactions for the possibility 
of coverage and spectral efficiency are particularly required in aerial-ground 
heterogeneous networks. Therefore, basic performance assessments must be 
carried out to determine the intrinsic trade-offs in UAV networks between 
energy consumption and spectral efficacy. Another issue is determining the 
UAV performance in wireless networks while taking into account the UAV 
mobility. A key analysis of mobile wireless networks includes the identifi­
cation of temporal and spatial variations in different network performance 
metrics. For example, the trajectory of UAVs needs to be analyzed in terms 
of power consumption, latency, and throughput. Finally, it is possible to esti­
mate the effect of complex scheduling on the UAV communication systems 
performance.37 

4.5.6 REGULATIONS FOR DEVELOPMENT AND DESIGN 

Although UAVs acquire their share of national airspace in the country, 
their deployment must be regulated so that the gains are maximized and the 
possible damages are minimized. In certain civilian applications, regulation 
can be a major barrier to UAV deployment. Rules and regulations that are 
properly designed are realistic. In case of a catastrophe outage, emergency 
response and rescue measures obey unique acts and guidelines such as 
disaster mitigation, disaster relief act, etc.38 to ensure that available services 
are used efficiently. However, present procedures and regulations are not 
designed to tackle the use of UAVs in the case of a crisis, and many of them 
have no guidelines as to how the UAVs are successfully used in disaster 
management. For example, there are no provisions for necessary character­
istics for the dynamic use of UAVs, in particular as part of disaster reduction 
initiatives such as carrying out infrastructure evaluations and/or study and 
rescue missions. 

4.6 CONCLUSION AND FUTURE DIRECTION 

In this article, the first main contribution is given to a comprehensive study 
on the UAV-enabled disaster management application. It presents the role 
of UAV in different disaster management phases like forecasting, an early 
warning system, monitoring, emergency communication, disaster response, 
surveillance, rescue operation, information collection, and logistics. More­
over, it focuses on open issues in terms of disaster management and gives 
future directions. In addition, it also presents the recent research challenges 
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faced by UAV-based disaster management. In the future, research can be 
carried out on how to efficiently deploy a UAV-to-UAV collaboration-
assisted network over a large area for the disaster management system. 

KEYWORDS 
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ABSTRACT 

In modern web apps, cross-site scripting (XSS) attacks are probably the 
most prevalent protection concerns. The attacks use web apps programming 
bugs that have significant repercussions leads to stealing of passwords, 
web cookies, and other sensitive credentials. XSS happens in intermediate 
trustworthy websites while viewing content. The client side approach 
serves as a website proxy for preventing attacks by manually constructing 
guidelines to avoid attempts at XSS. Customer side strategy successfully 
defends consumer experience from knowledge leakage. XSS attacks are not 
complex to conduct though hard to recognize and stop. This essay offers a 
solution on the customer side for minimizing XSS. Current technologies on 
the consumer side degrade consumer efficiency contributing to a bad web 
surf experience. This initiative presents a consumer-side solution to secure 
XSS, without significantly worsening the experience of consumers. This 
method safeguards XSS. 
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5.1 INTRODUCTION 

Cross-site scripting, is often referred to as XSS, is a sort of attack which 
collects malicious user credentials: usually in the form of a special hyperlink 
that saves user credentials. XSS is a flaw in the network protection where 
a malicious client-side script is inserted into the web page by the intruder. 
The script code is applied and run transparently in the web server while a 
user views a web page. The malicious script inherits the privileges of the 
owner, authentication, etc. The popularity of web-based XSS attack is that 
software developers frequently have little to no protection history. XSS is an 
essential weakness for XSS. The consequence is that bad code is installed 
and made available across the Internet, jammed with security faults. The 
weakness of the server side, typically due to insufficient input validation 
procedures, is now being discussed in XSS assaults. For multiple types of 
request and response data—URL query parameters—URL encoded input 
(“POST data”)—HTTP headers—cookies defense mechanism to protect 
from XSS can be configured. 

The risk of modifying or controlling the activity of the application itself 
in the browser’s HTML documents is risky if manipulated. The capacity for 
abuse relates explicitly to a malicious programmer’s features. JavaScript 
gives maximum use of the document entity model to view HTML docu­
ments. Thus, a script can at least change the document in which it resides: 
the document may even be erased entirely, and a whole new document can 
be produced. There are two items of great concern from an attacker’s point 
of view: document-related cookies and access codes. JavaScript gives links 
to this knowledge as well. You can access database cookies through the call 
document. Cookie method and access credentials at the application level 
also are obtained via a form-based login. In this scenario, the user details 
are placed into input fields that exist in a form. As the form is an integral 
part of the text, a script is able to view all information in all places or to 
easily change the form goal Address. The credentials are then redirected to 
the new goal that is under the attacker’s influence. JavaScript is a popular 
web application creation tool. With the complex design of web applica­
tions such as Google Maps, Try Ruby, without customer-facing code 
inserted into HTML and XHTML sites! And it would not be feasible to 
Zoho Location. However, as you introduce functionality to a method, the 
risk for security problems is increased—it is no different to add JavaScript 
to a web page. 
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5.1.1 AIMS AND OBJECTIVES
 

The purpose of this chapter is to carry out suggested rules of operation for 
the protection of control systems. This chapter in particular: 

•	 describes and define XSS; 
•	 contrasts how XSS impacts protection and stability in XSS-related 

information systems; 
•	 gives an explanation of how XSS may be used for a control device 

assault; and 
•	 defines methods for mitigating to protect XSS control systems. 

5.1.2 KEY TERMINOLOGY 

1. Control Systems 
The word control system is used in the chapter as a general concept to include 
all process management, SCADA, industrial automation, and the associated 
protection and monitoring systems. 

2. Recommended Practice 
In this chapter, the suggested method is identified as best practices in industry 
such as techniques, activities, or methods that have proved to be successful 
in study, distribution, and assessment. The suggested strategies summarized 
in this chapter can be treated as recommendations only. With such control 
device contexts, it might not be feasible to enforce all these values. In this 
situation, resources owners are advised to collaborate with control device 
suppliers, ISACS and user groups to define and introduce alternate but 
successful protections. 

5.2 CROSS-SITE SCRIPTING OVERVIEW 

XSS is a vulnerability program intrusion leveraging network third party tools 
to execute a script in the web server or scriptable framework of the user. This 
happens anytime a browser views or selects a suspicious link to a malicious 
website. The results of an XSS attack begin with the access between the user 
and the site server to the Cookie. Which makes it easier for an intruder to 
hijack the user to the website. Livshits and Erlingsson15 when XSS is used 
to trigger more bugs, the most harmful effects exist. The vulnerabilities can 
enable attackers to stole not only cookies, but also keystrokes, record screen 
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shots, discover and collect data from the network, and access and monitor 
the computer remotely. Any website or programutilizing web pages user 
feedback can be susceptible to XSS. These weaknesses get more extreme 
when an intruder may get the help of an insider (with or without knowledge). 
Attackers using XSS may also obtain details on possible victims before an 
assault and use e-mail to specifically target them. 

5.3 CROSS-SITE SCRIPTING ATTACK 

XSS attacks are certain attack on web applications through which an 
intruder acquire hold of the user’s web, browser to execute a malicious 
script (commonly HTML or JavaScript code) in the sense of the internet 
application’s confidence. As a consequence, if the applied code is success­
fully implemented, then intruder will be able to control, actively as well 
as passively, some critical online-based application browser resource (e.g., 
session IDs, cookies, etc.). In this portion, we review two major categories of 
XSS attacks: persistent (stored) and nonpersistent (mirrored) XSS attacks . 

5.3.1 PERSISTENT XSS ATACK 

Before proceeding, let us first add the former method of assault using the 
model scenario seen in Fig. 5.2. In this case, we can see the following 
elements: intruder (A), victim’s browser collection (V), weak web applica­
tion (VWA), malicious web application, trustworthy domain (TD), and mali­
cious domain (MD). We broke the assault in two key phases. In the first stage 
(refer Fig. 5.2, stages 1–4), user A (attacker) registers in VWA’s application 
and publishes the following HTML/JavaScript code as MA message: 

Entire HTML/JavaScript code of the MA message is then stored on TD 
(trustworthy domain), and is ready to be shown by any other VWA user in 
VWA repository (see Fig. 5.1, step) 

FIGURE 5.1 Content of message MA. 
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Then the corresponding vi id cookie saved in the browser’s deposi­
tory of each victim vi is driven to an external repository of stolen cookies 
discovered in MD (malicious domain) at the second level (see Fig. 5.2 stages 
5i–12i), and for any victim vi–to–V who shows the message MA. The details 
contained in this stolen cookie archive can eventually be used to enable an 
intruder to enter VWA using the identities of other users.14 

As we observed in the previous case, the harmful JavaScript code inserted 
in web server by intruder is continually retained in the data repository of 
the server. The user’s browser enables a script to enter its cookies registry 
while the user of an application loads malicious code to its own browser 
and because the code is submitted from the sensitive background of the 
program.13 Therefore, the script is entitled to steal the sensitive information 
of the victim of the attacker’s malicious background and hence bypass any 
JavaScript engine’s specific protection policy which limits data access to 
only scripts which are of the same origin when the information has been 
build up. 

In addition to stealing browser data tools, the usage of the previous 
strategy. In the message inserted by the intruder that simulates, for example, 
a user logout from the website of the company and provides a fake authenti­
cation type that will store victim credentials (like authentication, password, 
hidden questions/answers, etc.) into the malicious background, we imagine 
an extended JavaScript file. If the information has been retrieved, the script 
will redirect the application’s flow back to the previous state or allow use of 
the compromised details to log in to the application’s website. 

Persistent XSS assaults are typically correlated with web apps with poor 
feedback authentication systems for message boards. There are several well-
known instances of recurrent XSS attacks correlated with such applications. 
A constant XSS assault on Hotmail, for example, was noticed in October 
2001. In an assault so that the remote intruder was able to rob Hotmail users’ 
.NET Passport IDs by gathering their browser cookies with the aid of a 
technique close to that seen in Figure 5.2. Similarly, on October 2005, the 
Samy worm was used to disseminate itself over MySpace user accounts via 
a well-known recurrent XSS assault on the MySpace online social network. 
More recently, a different Google social network, Orkut, was also targeted by 
a related persistent XSS assault on November 2006. According to sources, 
Orkut was susceptible to cookies by merely inserting the robbery script in the 
attacker’s profile. Any other person accessing the profile of the attacker was 
then identified and the identities were moved to the account of the attacker. 
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FIGURE 5.2 Analyzing and filtering of the exchanged information. 

5.3.2 NONPERSISTENT ATTACK 

In this segment, we discuss a difference in the fundamental XSS attack 
mentioned above. This second type, defined in this chapter as a Non-Persistent 
XSS attacks, is a sensitive web application to the use of information given by 
the user to create a page for that user that is mirrored in the literature. In this 
case, the malicious code itself is explicitly reflected to the recipient by a third 
party process instead of being retained as a malicious code contained in the 
attacker’s letter. The striker could trick the victim to click on a connection 
with dangerous code by, for example, using a spoofed email. If so, the code 
shall eventually be restored to the customer albeit from the reliable sense of 
the website of the program. The victim’s browsers then execute their code 
inside the trust realm of the application similar to the attack scenario seen in 
Figure 5.2 which will enable it to transmit related details (e.g., cookies which 
session IDs) without breaching the same browser’s policy of origin.11 

•	 XSS nonpersistent attacks are by far the most prevalent kinds of 
XSS attacks on existing apps, which are sometimes paired to achieve 
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their targets (e.g., capture confidential details for customers, such 
as card numbers) by other tactics, including phishers which social 
engineering. Due to the existence of such a version, that is, because 
it is not indefinitely held on the application platform and the need 
for techniques from third parties, professional attackers execute 
nonpersistent XSS assaults and spam attacks. It is very interesting to 
know the harm incurred by these assaults. 

5.4 PREVENTION TECHNIQUES 

Although the architecture of web apps has improved efficiently after XSS 
attacks were recorded first, such attacks continue every day. Since the late 
1990s, attackers have been willing, while secured by standard network 
protection strategies including firewall and cryptographic mechanisms, the 
continued implementation of XSS attacks through Internet appliances. Using 
some safe technologies will help to minimize the issue. But they are not 
always necessary. For example, the usage of safe coding practices (i.e., the 
model recommended to identify anomalous executions) and/or protected 
programming frameworks is frequently relegated to standard implementa­
tions and might not be helpful in addressing the network paradigm. In 
comparison, general methods for input validation are mostly concentrated on 
numerical details or binding authentication, although XSS attack prevention 
can often discuss input string validation.10 

This scenario demonstrates the lack of usage of simple protection advice 
as specific steps to ensure the protection of web apps, which contributes 
to the need for external safety protocols where XSS assaults have been 
prevented. In this portion, we present detailed approaches to identify and 
avoid XSS assaults. The presentation of these methods has been organized 
into two main categories: evaluate and philter knowledge exchanged; and 
apply web browsers in the runtime. 

In order to overcome both nonpersistent and persistent threats, most, if not 
all, existing web framework, which permits the usage of rich material while 
knowledge is shared between browser and web server, introduces simple 
content filtering schemes. This simple filtering will simply be enforced by 
establishing an agreed list of characters and/or special marks, such that all 
features not included in this list are clearly denied. Alternatively, encoding 
may often be used to render certain characters or tags less dangerous in 
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order to enhance the filtering process. We do think, though, that these key 
techniques are too restricted for trained attackers to escape. 

The literature also reports the use of policy-based strategies. Scott and 
Sharp1, for example, suggest a proxy server for the database of the appli­
cation to handle both the input and output data streams. Their filtering 
mechanism implements a variety of policy guidelines defined by developers 
of web applications. Although their technique has made significant improve­
ments compared with the above-mentioned basic mechanisms, this approach 
remains very limited. We suspect that professional attackers may use their 
lack of study of syntactical constructs to avoid detection mechanisms and to 
hit harmful questions. It is obviously possible to prevent such filters simply 
utilizing standard expressions. Secondly, the specifics of the policy termi­
nology suggested in its work have not been explicitly recorded, and we know 
that it is not trivial and potentially error-prone to use it for specifying general 
filtering regulations for every potential application/browser pair. Third, the 
filtering proxy may be put on the server side to easily enforce restrictions on 
the scalability of the program. 

More recent server-based filtering agents were also mentioned by 
Su and Wasserman2 for similar purposes. A filtering proxy is intended by 
Pietraszeck and Vanden-Berghe3 to be put on the web application server side 
such that trustworthy and untrusted traffic may be segregated into different 
channels. The author proposes to carry out the partitioning process by means 
of a thin-grained taint analysis. In addition, they demonstrate how to achieve 
their proposal by changing manually a server-side PHP interpreter for the 
monitoring of previously defaced details for each string entries. The key 
drawback of this strategy is that every web application that is introduced 
in a foreign language does not defend itself or is susceptible to usage of 
resources, such as code wrappers, by third parties. The strategy suggested 
relies on the operating environment, which greatly affects its portability. The 
administration of this idea is already nontrivial and theoretically error-prone 
of every conceivable pair of software/browsers. Su and Wasserman2 also plan 
to screen out inappropriate data sources a syntactic criterion. They evaluate 
questions easily by covering the false argument to prevent the final stage 
of an assault and identify misuse. In addition, the writers conducted and 
tested tests with five real-life situations that prevented deceptive material 
and generated no false positive. However, the aim of their method seems 
to encourage programmers to prevent bugs on the server side as early as 
possible rather than on the customer’s side. 
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The incorporation of a certain filtration and/or review procedures on the 
customer side, such as described by Ismail et al.4, are often presented in 
related solutions. A consumer side filtering procedure is suggested by Kirda 
et al.5 in concern to avoid XSS attacks via the avoidance of inappropriate 
Link contacts from the victim’s browsers. The writers adopt this method by 
blacklisting the links contained on web pages, distinguish good and poor 
URLs. In this way, the client-side proxy refuses the redirection to URLs 
connected with such blacklisted connexions. We may not think this is 
adequate to identify or deter complicated XSS assaults. Only the blacklisting 
approaches will identify specific XSS attacks based on the same root breach. 
In order to bypass such a mitigation function, alternate XSS methods as 
suggested by Alcorna6 can be used or some other limitation that is not attrib­
utable to input validation. The authors introduce a modern client-based proxy 
that analyses the data shared between the device and the server of the web 
application. Their method of analysis is aimed at detecting harmful requests 
from the intruder to the victim (e.g., the nonpersistent XSS scenario showed 
in Section 5.2). If a harmful request is observed, the proxy re-encodes the 
characters of such a program and attempts to prevent the attack’s progress. 

Clearly, the key drawback with this strategy is that nonpersistent XSS 
attacks can only be prevented; compared to the prior solution, the strategy 
only tackles attacks focused on HTML/JavaScript technology. In summary, 
while proposals based on analysis and filtering are the security method 
as well as strategies that have been most commonly implemented until 
now, they have major shortcomings on the identification and precaution 
from compound XSS attacks in existing web based applications. While 
technically, we accept that such methods for filtering and analyzing can be 
suggested as an simple job, we still think that its execution is quite difficult 
in practice (particularly with applications with high client-side processing, 
such as applications centered in Ajax). First of all, utilizing filtering and 
review proxies, in particular on the server side, creates major efficiency and 
scalability limits for a particular web application. In comparison, deceptive 
scripts may be inserted inside the documents shared in a somewhat blurred 
manner (e.g., hexadecimal encoding or later encoding) such that certain 
filters/analysts became less suspect. In the end, many of the well-documented 
XSS attacks in JavaScript are embossed and incorporated in HTML papers; 
it is possible to employ other techniques such as Java, Light, ActiveX, etc. 
For this purpose, the conception of a general filtering or review mechanism 
that can tackle potential misuse of such languages appears to us to be quite 
complicated. 
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5.4.1 RUNTIME ENFORCEMENT FOR WEB BROWSERS 

Alternatives for evaluating and filtering site material on any server or client 
proxies attempt, by suggesting techniques for applying the runtime meaning 
of a stage, that is, a web viewer, to remove the need for intermediate items. 
For starters, the authors suggest an auditing framework for the Mozilla web 
browser JavaScript interpreter. They use an intrusion prevention system 
that identifies misuses of JavaScript and takes proper countermeasures for 
the safety of the browser (e.g., XSS attack) during execution of JavaScript 
operations. The key thrust behind this strategy is to identify instances where 
executing a script written in JavaScript requires abusing browser tools, such 
as the redistribution of website cookies to untrusted parties—who breach the 
same web browser origin policy. The authors present this approach in their 
work and assess the total expense of the interpreter of the browser. Such an 
overhead tends to grow tremendously as do the amount of script operations. 
Therefore, during the study of nontrivial JavaScript-based routines, we note 
scalability drawbacks of this method. In comparison, the only way to avoid 
JavaScript-based XSS attacks is by their approach. In order to handle the 
auditing of various interpreters, such as Java, Flash, and other, we have no 
further progress to our knowledge. The use of tiny tests is a different way to 
conduct the code audit to ensure that tools in the browser are not exploited. 
You will find an expanded version of the Mozilla web browser JavaScript 
interpreter which uses taint power. Their approach to testing is the same as 
those audit procedures suggested on the server side for script analyses (e.g., at 
the website of the app or an intermediate proxy) in the previous section. But 
as Hallaraker and Vigna’s work in 20057 and Jovanovic et al.’s8 proposal use 
a Dynamic JavaScript Review Code to determine where application objects 
(e.g., user identity, cookies) is transferred by the server JavaScript Parser, 
without using intrusion mitigating technologies. If this is done, the user is 
told to accept or reject the transfer. Even if this final draught is based on a 
solid fundamental principle, there may be major drawbacks. First, under the 
final user decision, the browser defence adds another security layer. Sadly, 
most of the web app users are not really aware of the hazards and will imme­
diately support the browser’s appeal. A second limitation of this strategy 
is that the complex auditing of all information transfers cannot be assured. 
The authors have to add a static analysis to their dynamic approach to solve 
this situation, any time they see that dynamic analysis is not adequate. This 
limitation potentially contributes to scalability disadvantages in medium 
and large-scale scripts. It is also fair to assume how good and how working 
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they are in our handling of our motivative problem, which we deem exces­
sively expensive, is their static study. Furthermore, this proposal continues 
to address the single case of XSS-based attacks on JavaScript, comparable to 
many other literary proposals, despite a variety of other languages like Java, 
Flash, AtivaX, etc., being discussed. 

Jim et al.9 provide writers with a protocol approach to handling the web 
browser against an XSS attack that includes a list of activities, for example, 
to accept or deny a specific script in the text exchange mechanism between 
the server and its client. By using these actions and like the Mozilla Firefox 
plugin extension noscript, a browser can then select whether to execute or 
deny a browser interpreter script, for example, whether a browser resource 
may or may not be manipulation by another script. As Jim et al.9 point out, 
there are some analogies to host-based intrusion detection approaches in the 
plan, not only to execute a local surveil to detect program-based maluse but 
more importantly, to define the required behavior, using white listing scripts 
and boxes. But we consider their approach is too restricting, particularly 
by using their recommendation of different browser tools by using sand-
boxes—which, we think, may explicitly or indirectly impact various sections 
of the same text, which would obviously affect the correct usability. We 
also conceive of a lack of semanticize in the policy vocabulary Jim et al.9 

proposed in the context for exchanging policies. 

5.4.2 DATA INPUT VALIDATION 

Input validation is achieved so as to guarantee that only correctly formu­
lated data is inserted into a workingflow in a system of knowledge, that 
malformed data is prevented in a database and that multiple components are 
malfunctioning. Validation of information can take place into the data flow 
as quickly as possible, ideally after the data is collected from the third party. 
Input validation should be subject to details from all possibly un-trustful 
channels including not just web-facing clients but also backend feeds from 
aliens, vendors, collaborators or regulators, who could all be corrupted on 
their own and begin to relay malformed knowledge. Input validation is not 
the only way to avoid XSS, SQL injection and other attacks covered in 
respective cheat sheets but also may greatly mitigate their effect if properly 
applied. Syntactic and semantic feedback confirmation should be imple­
mented. The proper syntax of structural fields (e.g., SSN, date, currency 
symbol) can be used for syntactic validating. In a particular business setting, 
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textual validation shall ensure consistency of its principles (e.g., the start 
date is pre-end date, the price inside the anticipated range). In coping with 
the user’s (aggressor) order, it is often advised to stop attacks as soon as 
possible. The authentication of data should be used until a submission is 
evaluated to identify unwanted information. 

5.4.3 DATA SANITIZATION 

Data Sanitization ensures that the data contained on a memory unit is inten­
tionally deleted, indefinitely and irreversibly, and therefore unrecovered. A 
sanitized system contains no residual evidence, and the evidence can never 
be retrieved except with the aid of sophisticated forensic instruments. Data 
sanitization is accomplished by three methods: physical removal, crypto­
graphic eradication, and data eradication. 

5.4.4 BY APPLYING THIRD PARTY FIREWALL 

Installing a more efficient Firewall along with system and server security 
mechanism on both sender and receiver end, to keep a tap and track on the 
data and data activity before sending the data from sender and receiving the 
data at receiver end. Moreover, other permissions and requests can also be 
managed by taking more security measures. 

5.5 SUMMARY AND COMMENTS ON CURRENT PREVENTION 
TECHNIQUES 

In summary, we conclude that the ideas evaluated are not adequately 
developed and therefore need to develop to handle our issue area better. In 
addition, in order to effectively overcome the XSS risks for present web 
applications, we assume that an arrangement between server and browser-
based solutions is required. While, in contrast to any server or client-based 
proxy solutions, we agree that there are obvious advantages to compliance of 
web browsers (e.g., bottleneck situations and scalability situations in which 
the processing and retrieval of knowledge shared is performed through an 
indirect proxy in server or client), the collection of acts that should eventually 
by the client side. There are several other compliance practices to remember, 
such as authenticating all sides before policy meetings and a range of asset 
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safety measures at the consumer level. Indeed, we are working in this way to 
develop and incorporate a policy-dependent web browser compliance with 
the XACML approach on the server side and to switch the X.509 certificate 
and Secured Shell (SSL) protocol between client and server. 

5.6 FUTURE ASPECTS 

A safer feedback processing is the most critical strategy for alleviating XSS 
assaults. Each when user feedback is implemented in a web page, encoding 
methods should be included. Encoding processes may be supplemented 
by frameworks for authentication of inputs in many other situations. The 
healthy handling of the feedback supplied by the user may take care of which 
webpage perspective injects the information provided by the user. Therefore, 
secure management of user-supplied information must be included in the 
client and server-side origins of web apps to avoid all forms of XSS assaults. 
Taking into account all the investigation weaknesses in the latest defensive 
XSS attack strategies, a new protective XSS technology is required to satisfy 
all of the requirements as follows: 

•	 Automatic mechanism to differentiate from malicious inserted code 
amongst valid JavaScript code. 

•	 Speed testing of XSS attack detection should be carried out easily and 
rapidly. 

•	 Context Specific sanitation routines have to be incorporated in the 
web server source code. 

5.7 CONCLUSIONS 

The growing usage of the network model for the creation of ubiquitous apps is 
giving window to new protection risks to the background foundation of those 
apps. web-based application makers must acknowledge the use of support 
resources to promise a placement free of risks, like safe coding methods, stable 
programming prototype and, particularly, design mechanisms for the imple­
mentation of applications that are based on web. However, new techniques are 
being invented by attacker in order to hack the application. The importance of 
those attacks can be shown from the ubiquitous existence of such software apps 
in, for instance, essential vital structures in sectors such as government bodies, 
finance, sectors in health care, and so on. In this article, we have analyzed a 
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particular instance of assault against online apps. This shows that the presence 
of XSS vulnerabilities on a web server may entail a massive danger for the 
framework along with the users. In a survey conducted by us, we have given 
current methods for the protection of XSS attacks on compromised systems, 
addressing their pros and cons. While handling nonpersistent or persistent XSS 
attacks, there are currently quite gripping solutions which include interesting 
methods to to give best solutions for the issues. Certain failures, those do 
not have adequate protection and can be easily dodged, some of them are so 
complicated that they are impossible in actual scenarios. We conclude that an 
effective approach to deter XSS attacks should be implemented for the protec­
tion policies established over the end-point and at the side of server as well. 
The behavior of the browsers resources must be specified and implemented by 
their creators and administrators. Working in this direction we added an exten­
sion for the Mozilla’s Firefox framework that extends its framework’s same 
origin policies in order to carry out policies of XACML defined at the side of 
server, and shared between server and client via certificates of X.509 over the 
protocol of SSL. Our goal is to subsist with not only JS-based XSS assaults, 
but also any other scripting language deployed across current web browsers 
and potentially dangerous for the security of certain browser resources associ­
ated to specific web-based apps. We have revised our strategy and dealt with 
some of the main problems. 
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ABSTRACT 

Wireless Power Transfer technology is a convenient and reliable method 
for supplying power to wireless devices. In recent years, this technique has 
been practically used in Internet of Things for power supply to the wireless 
devices. This technique efficiently solves the finite battery power problem 
of the devices. Previously proposed models on optimal charger deployment 
have not considered the effect of data traffic distribution in the network on 
energy consumption of devices. Traffic distribution causes the nonuniform 
energy consumption of devices. Because of it, the network performance 
deteriorates. In this context, we propose a method to find optimal location 
for charger deployment based on transferable belief model. Further, we 
determine the maximum energy supplied by charger in the network for 
calculation of combined belief to select the optimal location. An algorithm 
to find the optimal number of chargers to be deployed in the network has also 
been proposed. This algorithm minimizes the number of chargers, resulting 
to cost-effective network. It also optimizes the network performance by 
increasing the network lifetime. The results obtained from simulation show 
that the proposed technique for charger deployment performs better with 
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less chargers than random deployment approach. The performance of the 
network has also been determined based on variable parameters of the 
proposed algorithm. 

6.1 INTRODUCTION 

In the last few years, considerable attention has been given on Internet of 
Things (IoT) market and technologies.1,2 It is considered to be the tech­
nological revolution for the upcoming generation.3,18 Generally, batteries 
are used as a power source for energy-limited IoT devices (sensors), but 
they face problem of restricted lifespan because of the finite battery size. 
Numerous researches have been done on effectively dealing with the 
problem of finite battery power, comprising the efficient power utilization,4 

effectual routing protocol,5 and so on. Nevertheless, the above solution did 
not solve the fundamental aspect of the problem. Even though they can 
successfully increase the lifespan of the network, despite that the network 
cannot be utilized in the end, when the battery of the sensors totally drained 
out. 

FIGURE 6.1 Sources of energy harvesting. 
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Generally, sensors can be recharged in two different ways. One way is 
to allow sensors to recharge their batteries with the energy harvested from 
the surroundings. However, energy harvesting using ambient sources, for 
example, wind, solar, vibration, etc. (see Fig 6.1) is not as effectual as 
anticipated because of its uneven and unpredictable nature. Hence, the 
contemporary approach in wireless energy transfer using radio frequency 
signal can be embraced to enhance the lifespan of IoT-enabled system. 
Energy harvesting from a source that emits RF signal is more well-founded 
and controllable to assure a definite amount of needed energy transfer as 
compared with natural sources. Another approach is to deploy chargers in 
the locality of sensing devices and recharge their batteries by exploiting the 
wireless energy transfer technique. This new technology has allured atten­
tiveness of industrial professional and academic researchers, because of its 
high stability nature and convenient use. Since chargers are expensive, there 
should be minimum number of chargers deployed in the region. Contrarily, 
the performance of the sensor is significantly affected by the amount of the 
energy provided by the charger. Thus, efficaciously minimizing the quantity 
of chargers while also improving the efficiency of the entire wireless network 
becomes an important problem in IoT system. In spite of the fact that, a lot of 
research works relating to the placement of chargers have been published in 
the last few years, these researches did not consider some critical aspects. As 
an illustration, former research has solved the charger’s deployment problem 
without considering the effect of traffic flow in the network.8,9 Former studies 
assume an even power consumption of the devices, yet it is not the case in 
a practical scenario. In this context, this chapter proposes the novel data 
traffic-conscious charger deployment method based on transferable belief 
model (TBM) for an IoT system. The target is to enhance network lifespan 
with optimal number of chargers. The key contributions of the chapter can 
be summarized as follows: 

(1) Firstly, we develop a model for optimal charger deployment based on 
transferable belief model. 

(2) Secondly, we propose an algorithm to find optimal number of char­
gers to be deployed in the network. 

(3) Finally, the proposed work is simulated against state-of-the-art 
algorithms. 

The rest of the chapter is organized in following sections. Section 6.2 
presents the related works. In Section 6.3, we present the system model. 
Section 6.4 presents the optimal TBM model for charger deployment. Section 
6.5 presents the proposed algorithm. Section 6.6 presents the simulation 
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results and their analysis. Finally, the conclusion of the chapter is given in 
Section 6.7. 

6.2 RELATED WORK 

In this section, a qualitative review on optimal charger deployment in wire­
less sensor networks to enhance the network lifetime is presented.6,10 Two 
heuristic algorithms, namely; the greedy cone covering and the adaptive cone 
covering are proposed for optimum placement of directional chargers in the 
network.11 Deployment region has been discretized into grids and chargers’ 
charging range has been modeled as a cone. Since charging space is considered 
as a cone, accurate value of sensor’s charged energy may not be calculated. 
The problem of optimal placement of mobile chargers with the knowledge 
of event happening has been considered and is solved by utilizing the integer 
linear programming method.12 Profit minimizes with growth in the number 
of missions and sleep scheduling of sensor has not been considered, which 
may diminish the performance of the network. Optimization algorithm based 
on particle swarm optimization method has been proposed to optimally place 
omnidirectional chargers in the monitoring region to enhance the lifetime of 
the network.13 Optimization problem has been formulated as a function of 
space between nodes and charger, and angle between antenna of charger and 
vector going from charger to sensor. Limitation of the solution is that, it is 
practically applicable only on indoor wireless rechargeable sensor network. 
The problem of optimal number of charger deployment has been considered 
as a minimum dominating set problem.14 The notion of virtual grid has 
been utilized to represent the monitoring region. An efficient algorithm has 
been designed for optimal charger deployment by using the knowledge of 
sensors’ mobility path.15 Moreover, for large number of grid points, there 
is an increase in computational complexity of the algorithm with decrease 
in distance between the grids. A scheduling problem for the placement of 
a charging vehicle with multiple wireless chargers has been considered to 
provide energy to a large-scale wireless network.16 However, under the novel 
charging model, the traveling path of the vehicle is complicated because the 
vehicle needs to do both the task of deployment and collection of chargers 
when charging task is done. 

The above studies did not consider some main factors. As an illustration, 
former researches have solved the charger deployment problem without 
considering the traffic flow of the network and assumed an even power 
consumption of the devices which is not the case in a practical scenario. 
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6.3 PROPOSED SYSTEM MODEL


In this section, the network model for an IoT-enabled wireless rechargeable 
sensor network is presented. We assume that the monitoring area is circular 
in shape with radius R. Let S number of sensors is randomly deployed in 
the region; C be the number of chargers and a sink is placed at the center 
of the circular region. According to the assumption of the network, it can 
be observed that sensed information in the whole network eventually reach 
the center of the monitoring region. Sensors near the sink exhaust their 
battery faster in this type of sensor deployment approach. Hence, for even 
distribution of sensors, we divide the monitoring area in concentric circles 
with approximately equal gap. Data traffic follows geometric distribution 
when transmitted from outer annulus to inner annulus toward the sink by the 
sensors.17 The objective of the proposed work is to deploy optimal number of 
directional chargers. Each charger can be placed anywhere in the monitoring 
area. It is considered that each node can be charged by multiple chargers and 
each charger can provide energy to multiple sensors. The wireless chargers 
can be placed in an unlimited number of locations in the real monitoring 
environment and sensors can get affected by the chargers differently. The 
selected region should be divided into limited subregions, so that the problem 
can be solved and charger deployment location limited to a finite number of 
positions. We assume that the circular monitoring area is first divided into 
many concentric circles of equal gap and after that it is divided into sectors, 
which means each sector in partitioned into a number of area and each sector 
is given a number to identify it. The different sector partitions are to be taken 
as charger deployment locations as shown in the Figure 6.2. 

FIGURE 6.2 Network architecture with chargers’ deployment. 
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6.3.1 RECEIVED SIGNAL STRENGTH INDICATOR MODEL FOR 
SENSOR’S LOCATION CALCULATION 

In this section, from each location for charger deployment, distance of every 
sensor node is calculated. Each node determines its distance from the charger 
deployment locations using received signal strength indicator. Equation 6.1 
computes the received signal strength. 

Ir = Io +10 υlog 
 dr 

 + δ (6.1)
 do  

RSSI −α 

Dr = dr 10 10β (6.2) 

Where Io (in dbm) is the reference signal strength at distance do (do = 1 m), 
υ is path loss exponent (2 ≤ υ ≤ 4), and dr is the actual distance. δ represents 
Gaussian random variable, which has mean zero and variance σ2(4 ≤ σ ≤ 12). 
By eq 6.2, the distance between charger deployment location and node is 
calculated. Where α represents the strength of received signal in 1 m distance 
from the charger deployment location without any obstacle. 

6.3.2 ENERGY MODEL 

In this section, we present the energy model of the proposed network archi­
tecture. We assume that the sensor nodes are operating uninterrupted for Tact 
seconds, for harvesting duration of T seconds. The duty cycle is defined as 

m = 
Tact (6.3)
T 

The network functionality can be activated through many external activi­
ties or through regular data collection with rate m throughout the application 
period, 0 < n < 1. We presume that the data transmission rate is not uniform 
therefore, it is represented by a random variable. It is assumed that the wire­
less chargers are directional charger and its coverage area is assumed to be 
a sector with radius w and charging angle be θ. However, energy received 
by the sensors that are outside of the charging region is too small. Let the 
maximum transmit power of cth charger be Pc and maximum battery capacity 
of each sensor be B . Let Hr  be the harvesting rate of sensor node k. The max k 
energy harvested at a sensor node k from charger c is given as 



 

 EH  k = ηk P −∪
 c  (d kc  ) ε k X k  T   (6.4)

where (0 < ηk < 1) represents the energy harvesting coefficient for sensor 
node k from charger c, 0 < εk < 1 represents the sensor k energy conversion 
efficiency, dkc is the distance between the node k and charger c, and υ is the 
path-loss exponent. Xk represents the composite fading channel. Because of 
the random nature of Xk, the harvested energy EHk is also a random variable. 
The mean value of harvested energy can be written as 

 EH  c  
∪

k  = ηk P (dkc )
−

 ε k X k  T  = Hrk    T   (6.5)

EHk is deterministic but varies for different nodes because the distance 
between the charger and the different sensor nodes is not same. Next, we 
compute the total energy utilized by sensor k in time T. 

When the network is activated, it uses distributed or centralized mecha
nisms for steady-state, even, collision free function and we presume that to 
achieve these each sensor node consumes j  Joule of energy. Each sensor node 
consumes h Joule-per-bit on an average for processing and transmission. The 
rate of data transmission (in bps) is represented by a random variable Ψ   with 
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­

PDF P( . The application layer of each receiver sensor node receives data 
with the rate of z bps. At the same annulus, data is transmitted by n homo-

zgeneous sensors, for each receiver sensor node in each annulus the ratio 
n

is defined as coupling point. Because of the variability in transmission rate 
of data per node, we experience the following two cases: (i) underloading 

zof receiver sensor node, where Ψ <  and it consumes “idle” energy with 
n 

rate i Joule-per-bit (J/b); (ii) overloading of receiver sensor node, where Ψ 
z>  and it consume energy with rate p J/b for buffering the data before 
n

transmission. We give components for the energy consumed by sensor node 
in the duration of mT seconds during which the sensor is in active mode, 
that is, transmitting (h J/b), receiving (g J/b), buffering (p J/b), beaconing 
(i J/b), sensing and runtime operations. Each sensor node consumes energy 

∞ 

given by mTh∫ P Ψ mThE [ ]Ψ J in order to transfer itsΨ y 1+ ( ) dΨ =  y 1+ 

0 

own data along with the data transferred to it from y other sensor nodes. 
E Ψ ≡  y +1 E  Ψ  and for each sensor node that is not a relay E[ ]y+1 [ ] ( ) [ ] Ψ  is 
the expected transmission rate. The energy consumed by each sensor node 
for receiving and buffering data from y other nodes before transferring it 

∞ 

is, mTg∫ 0 
ΨPy ( )Ψ dΨ = mTgE y [ ]Ψ  J. The idle energy consumed by each 
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z zT n( − Ψ) Ψ dΨsensor node is, m i∫ Py+1 ( )  J. The penalty energy consumed 
0 n ∞ z 

+1 ( ) by each sensor node for data buffering is, m pT ∫ z (Ψ −  )Py Ψ d Ψ J. Thus, 
n n 

the total consumed energy of sensor node k is given as 

Ep = j  mT + × 


y 1  Ψ  h + 
gy


 

+ i∫ 0
n  

z
− Ψ  

+ Ψ Ψ + p∫
∞ 

z 
 Ψ −

z

 P + 

 
(6.6)E + [ ]

y 1

z 
 Py 1 ( )d y 1 ( )Ψ dΨ

  +   n  n  n   

y 1+
∀ >  Ey 1 [ ] = Ey ΨWe are using the relationship y 0 : + Ψ 

y 
[ ]  in eq 6.6, 

because with respect to y the expected transmission rate linearly increases 
z  z in a homogeneous WSN. Adding and subtracting mTp∫ 0
n  Ψ −  y 1 ( )Ψ dΨ in P + 

En, we get:  n  

  gy  zp n
z  z  

Ep = + × Ey 1 [ ] +  p – +  − Ψ  P Ψ d (6.7)j mT  + Ψ  h +  + (i p ) ∫ 0 y 1+ ( ) Ψ  
  y 1  n + n  

zClearly, the energy consumption is influenced by the coupling point, ,n
and by the data transmission rate PDF per sensor node, P + Ψ . Since we y 1 ( )
have mentioned earlier that, data traffic flow follow geometric distribution, 
P ( ) + Ψ  with probability of success q = 1/(y + 1)r is given as y 1

+ Ψ =  1 q qPy 1 ( ) ( − )Ψ−1 (6.8) 

where r is the network data rate. For Ψ > 0 in this case, the expected value of 
Ψ is Ey+1[Ψ] = (y + 1) r bps. By using eq 6.8 in 6.7, we obtain: 

     
z zgy z  z  1  1 q  )n

z 

   p  − −(  z jp + m ×  ( + )  + +p  – + + 1  1 q  − ( − )  −   − q (1 q− )n  (6.9)E = T y  1 r h  (i p  ) 
n 

 y 1  n  n  q  n+         

6.3.3 OPTIMAL CHARGER DEPLOYMENT WITH TBM 

In this section, we consider a TBM18-based approach to deploy optimal 
number of chargers to maintain the network functional, so that network 
lifetime would be enhanced. Also, this approach is used to find optimal 
location in the network, where charger can be placed. The TBM works in 
2 level, namely, credal and pignistic. In the credal phase, a charger Cν is 
placed at each partition of sector in random fashion, thereafter it is rotated in 
360° directions to find the direction in which charger can supply maximum 
amount of energy in the network. To calculate the belief (bkν(xνyν)) of each 
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sensor depends upon two factors, first, the sensor must be in the range of 
charger and second the amount of energy harvested by the sensor must 
satisfy the constraint, Ethr of minimum energy harvest. In the pignistic phase, 
the collective belief Bet  P(xνyν) is calculated as given in eq 6.15 by using 
the belief computed at credal phase and is used to find optimal location for 
charger deployment. The calculation of beliefs and collective beliefs in the 
reference of TBM are described in the following section. 

6.3.4  FRAME OF DISCERNMENT (FOD) 

In TBM, a set µ that contains every possible states of the network system 
is called FoD. In the reference of optimal charger deployment, the set of 
locations in the monitoring area is considered as FoD, and is given as 

 µ =   Lx y, (	   Cv  ) , ∀ Cv  ∈  C	 	  (6.10)

Where Lx,y(Cν) represents the location information of the candidate location 
for charger deployment and C denote set of chargers in terms of coordinates. 

6.3.5 BELIEF CALCULATION 

Let Cν denotes a charger at location (xνyν), w be its charging radius, q be its 
charging angle and Rν be a distance such as 0 ≤ Rν ≤ w. The certain charging 
zone of sensor k is when it lies within the sector of angle q and radius (w – Rν) 
(w – Rν). In this range, sensor is charged maximum. The uncertain charging 
zone of sensor is complement of certain zone and is divided into two sub­
parts: partial ignorance zone and total ignorance zone. Partial ignorance zone 
is defined as sector of angle q with radius between (w – Rν) and w. And total 
ignorance zone is defined as complement of partial ignorance zone. Sensor k 
provides information on energy charged by charger Cv placed at location (xν 
yν) with a belief bkν and is given as 

Hr T 
b 	  x y  = k , 0 ≤ b  x y  ≤ 1kv (	 v v ) B kv ( v v ) (6.11) 

max 

Altogether, depending on the distance between a sensor and a charger, the 
sensor provides the following belief functions: 

•	 Within certain charging zone, the sensor produces belief and nonbe­
lief function as follow 



 

 

 

 

 

   

   

 

 

 

 

 

 

 

	 

	        
 

	  
  

 	 
   

	 

 

            	           	     	   	   
          

     

             	   	          	    	   
          
   	   

84 Advanced Computer Science Applications 

bkv (xvyv) = 1 

bkv (µ) = 0 

•	 Within partial ignorance zone, the sensor produces belief function as 
follow 

kb	 ( x y  ) = 
Hr T 

, 0 ≤ b ( x y  ) ≤ 1 (6.12)kv v v kv v vBmax 

	 Hr T  
µ = 1− k	 (6.13)bkv ( )	  B 

 
 max  

•	 Within total ignorance zone, the sensor produces belief function as 
follow 

bkv (µ) = 1 

6.3.6 BELIEF COMBINATION 

Applying a conjunctive combination, we construct a new belief representing 
the consensus of the belief obtained from sensors for optimal location of 
charger Cν. We combine the belief of all sensors that are within the range 
of charger and whose charged energy from charger Cν at location (xν 

yν) is 
greater than some threshold, Ethr. Similarly, combined belief is calculated for 
all locations µ. 

b ( x y  ) ( x y  ) ( b  x y  ). . .b ( x y  ) Scl	 av  v v bv  v v lv  v v  kv  v vbkv ( x y  v v ) = ∏
S 

bkv ( x y  v v ) + 
b 

∑ (1 − bkv ( x y  v v )) (6.14)
k =1 1: S −1terms  a  b, l 1 S a  ≠  ≠ ≠  b l k k =1 , … = … , 

6.3.7 DECISION MAKING 

The pignistic transformation that allows the construction of probabilities that 
is used for selection of optimal location is based on selecting the location 
with maximum pignistic probability. 
Bet P ( xv , yv ) = 

S b ( x y  ) (b x y  b  x y  ). . .b ( x y  ) S ∑S (1 − x y  ))) (	 bkv ( v v (6.15)av 	  v v bv  v v lv  v v  kv  v v  k =1b ( x y  ) +	 (1− b ( x y  )) +∏ kv v	 v ∑ = kv v v 
k 1 1: S − , , l 1 S a  ≠  ≠ ≠ k k 1 	 S= 1terms  a  b… = … , b l 
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Thus, optimal location for charger deployment is selected whose pignistic 
probability is max(Bet P(xν   yν)). 

After obtaining the optimal location of charger, next objective of the 
proposed work is to find the optimal number of chargers such that each 
sensor has minimum residual energy Eres, which can keep the network alive. 

The problem can be formulated as 

 Copt    =  min (C  ,  such that   E( H k −  E p ) =  Er  es  )   (6.16)

for all sensors k, where Copt represents the optimal number of chargers. To 
solve the problem 6.16, an algorithm is given in Algorithm 1. 

6.4  PROPOSED ALGORITHM 

Algorithm 6.1 Belief-Based Optimal Charger Deployment (S, Lc, sec, Nsec,  
C, Copt)   
//S=Total number of sensor nodes with its location, Lc=Number of partitions  
in each sector, Nsec =Total number of //sectors, C=Number of directional  
chargers, C c 

opt = Minimum number of chargers, Lset = Set of belief of each 
sector, //Betc = Belief at each sector at location Lc, L 

opt = Set of optimal  
location of maximum belief 
Input: 

, sec, C, L opt, aN sec 

Output: 
C opt 
1. Initialize N sec =8, sec=0, C=0, L opt= Ф, a=1
2.  while (a=1) do 
3.  for (sec= 1+2sec to Nsec-1) 
4.  for (Lc =1 to 3) 
5.   Find belief Bet P(xv , yv) for each Lc by using eq 6.15 and store into set 

Lc = {Bet1, Bet2, Bet3
set } 

6.  Betc 
max = max {Lc 

set }
7.  Lopt = Lopt  U {Betc 

max }
8.  end for 
9.  sec=sec++ 
10.  end for 
11.  L_Betc  

max = max { L opt}
12.  Place charger at location P(x , y ) where Betc 

v v max 
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13.  C=C+1 

14.  Calculate (EH k −  E p )  , ∀ k ϵ S

15.  if (EH k −  E p ) ≥  Eres , ∀ k ϵ S then
16.  {a=0; return Copt=C} 
17.  else 
18.  for (sec= 2(sec) +2 to Nsec) 
19.  repeat step 4 to13 

20.  Calculate (EH k −  Ep )  , ∀ k ϵ S 

21.  if (EH k −  E p ) ≥  Eres , ∀ k ϵ S then
22.  {a=0;return Copt= C} 
23.  else 
24.  Go to step 3 
25.  end while 

In this section, an algorithm is proposed to find optimal number of char­
gers to be deployed in the network to keep it functional. The input parameters 
in the proposed Algorithm 6.1 are N , sec, C, L , a and output parameter is sec opt
Copt. Here, we start by considering that the monitoring region is first divided 
into Lc number of concentric circles and then partitioned into Nsec, number 
of sectors, which can be identified by an identifier as even or odd sector. In 
order to find minimum number of chargers, first we choose a random posi­
tion in the first partition of sector-1 (odd sector) and place a charger. After 
that we rotate the charger continuously in 360° direction to find the direction 
in which maximum energy is harvested by each sensor that are covered by 
the charger and has minimum harvesting energy greater than Ethr. We use the 
energy of sensors to calculate belief of the sensors. Similarly, we calculate the 
belief at all locations in all odd sectors and choose the location (xv, yv) with 
maximum belief using eq 6.15, where we place first charger (Step 3–11) and 
increase charger by one. Then we check (EH k − Ep ) ≥ Eres  for all sensors. If 
this condition is true for all sensors, then algorithm terminate (Step 14–16) 
and we get optimal number of chargers Copt. Otherwise, same above steps are 
repeated for even sectors (18–22). We reapply the strategy until all sensors 
meet its energy requirement (EH k − Ep ) ≥ Eres . So, finally we get optimal 
number of chargers and their locations required for the network. 



 

 

 

 

 

Parameter Value Parameter Value 
ηk 0.8 m 0.112 
 υ 2 Θ 45°, 90°, 135° 

εk 1 H 2.292 × 10–5 J/b 
T 21600 sec P 46 dBm c 

z 144 kbps j 165.6Mj 
p 3.893 × 10–5 J/b B max 0.0005 J 
i 2.173 × 10–5 J/b g 2.923 × 10–4 J/b J/b 
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6.4.1 PERFORMANCE EVALUATION
 

In the given section, the performance of the proposed TBM-based approach 
for optimal charger deployment is evaluated. We have showed the simula­
tion results using different parameters which impact the performance of the 
proposed algorithm. To evaluate the performance of the proposed algorithm, 
the parameters which are used for better understanding of the scenario are 
charger’s transmission range, that is, charger’s charging radius w and angle q, 
number of sensor nodes S and total monitoring area with dimension, R. Next, 
the proposed algorithm is compared with the random deployment approach. 
The corresponding simulation parameters are provided in Table 6.1. 

TABLE 6.1 Simulation Parameters. 

6.4.2 EFFECT OF THE SENSOR QUANTITY ON AVERAGE ENERGY 
SUPPLIED BY THE CHARGERS IN THE NETWORK 

This section analyzes the effect of the sensor quantity on average energy 
supplied by the chargers in the network. Here, different charging angle of the 
charger, q = {45°, 90°, 135°} is considered. Sensors are deployed randomly 
in the monitoring area of radius 100 m and it varies from 20 to 180. Number 
of chargers are fixed, that is, C = 6 with radius 20 m. It can be analyzed from 
Figure 6.3(a) that the average energy supplied in the network increases with 
increase in the number of sensors. However, for S > 80 the change in average 
energy supplied in the network is not enough to be noticed. The reason behind 
it is that each sensor can be charged through multiple chargers and at some 
point, no extra energy can be supplied in the network when the network 
reach at its stable state. And it can also be observed that energy supplied in 
the network increases with increase in the charging angle of chargers. 
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6.4.3 IMPACT OF CHARGING ANGLE q 

Here, the effect of charging angle q on the quantity of chargers required to 
charge the network efficiently is analyzed. 

From Figure 6.3(b) it can be observed that the quantity of chargers 
needed to charge the sensors minimizes with increase in the charging angle 
of chargers. The reason behind it is that as the charging angle increases, the 
charging region of charger also increases, which can cover a greater 

FIGURE 6.3 (a) Number of sensor nodes vs average energy charged, (b) Charging angle vs 
number of chargers. 

number of chargers at a time. It can also be observed that charger with 
larger charging radius can supply more energy in the network, which in turn 
decreases the number of chargers required for the network to be functional. 
Here we consider radius w = {25 m, 50 m, 70 m] for the evaluation work. 

6.4.4 NUMBER OF CHARGERS REQUIRED BY VARYING NUMBER 
OF SENSORS NODES AND TRANSMISSION RADIUS WITH 
DIFFERENT DIMENSION OF MONITORING AREA 

From Figure 6.4, we can observe that for different size of monitoring area 
and number of sensor nodes, when the radius or transmission range of the 
charger increases, the quantity of chargers’ requirement for supplying energy 
in the network decreases. The reason behind it is that when the transmission 
range increases more number of sensors can be in the range of charger that 
can recharge their battery. Accordingly, the number of chargers required for 
the network minimizes. Here, it can be observed that chargers’ requirement 
is minimum for larger value of charger radius, that is, 70 and charger require­
ment is more for small value of radius. It can also be analyzed that with 
increase in the number of sensor nodes, minimum charger requirement to 
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keep network alive also increases. The reason behind it is that, as the sensor 
nodes in the network increases, the energy requirement of the network also 
increases accordingly to perform the required operation. Another criterion 
that can be analyzed for performance evaluation of the network is its dimen­
sion, R. In a large monitoring area, sensors are deployed randomly and are 
scattered in all direction. For such a network, more chargers are required for 
supplying energy to all the sensing nodes. In Figure 6.4(a)–(c), to analyze the 
network performance, different dimension of monitoring area is considered, 
such as area with radius 50, 100, and 200 m. With charger transmission 
radius 50 and number of sensor node 100, the number of chargers required 
are five for area with radius 50 m Whereas, for the same parameter and area 
with radius 100 and 200 m, the chargers’ requirement is seven and nine, 
respectively. 

FIGURE 6.4 Number chargers required by varying number of nodes and transmission range 
when (a) R = 50m, (b) R = 100 m, (c) R = 200 m. 

6.4.5 PERFORMANCE COMPARISON OF TBM-BASED APPROACH 
WITH RANDOM DEPLOYMENT APPROACH FOR OPTIMAL 
CHARGER DEPLOYMENT 

Here, the comparison of the proposed charger deployment algorithm with the 
random deployment in terms of number of sensors and number of chargers 
is presented. For evaluation, we consider the directional charger with radius 
70 and charging angle 135°. The radius of circular area for charger deploy­
ment is considered of 100 m. It is shown from Figure 6.5 that the proposed 
algorithm requires a smaller number of chargers than random deployment 
approach to be deployed in the network for supplying continuous energy 
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to keep the network functional. This enhances the network performance in 
terms of cost and network lifetime. 

FIGURE 6.5 Comparison of TBM-based approach with random deployment. 

6.5 CONCLUSIONS 

In this chapter, we have proposed a TBM-based solution for optimal 
charger deployment problem in the network. Here, we present an algo­
rithm based on belief function to find out an optimal charger deployment 
strategy. Belief is calculated by using the amount of energy harvested by 
each sensor in the network from the charger. We have also considered the 
effect of traffic flow in computation of average energy consumption of 
the sensors, which has been neglected by many researches. The main goal 
of the proposed work is to find optimal locations for the deployment of 
minimum number of chargers. This enhances the network performance in 
terms of cost and network lifetime. Here, we consider directional chargers 
for the network because of its low cost and stable power coverage. The 
simulation of our proposed work is performed on Matlab 2017a platform. 
From the simulation result, it has been clearly shown that our approach 
outperforms the random deployment approach for optimal charger place­
ment. We have also checked the performance of the proposed algorithm 
based on variable parameters. Still there are many factors that need to be 
considered, including charger recharging, omnidirectional charger, etc. 
In future direction, different parameters can be considered to optimize 
the proposed algorithm. Later, we can consider different approaches to 
develop more innovative algorithm to solve the complex problem, with 
better network lifetime. 
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ABSTRACT 

It was like a dream, to connect everything on this earth for computation 
and communication, but the Internet of things (IoT) makes this “impos­
sible” possible. With the introduction of the Internet of Things, devices with 
varying size and computational capabilities can be connected for communi­
cation. These communication devices produce data which is converted into 
knowledge for making decisions. The sensor devices deployed in IoT envi­
ronment generate huge amount of data and all data are not useful. It occupies 
storage space that is not cost effective and energy efficient. Therefore, useful 
information needs to be extracted to make appropriate decisions. Extrac­
tion of knowledgeable data from raw data is possible with the help of data 
mining. Data mining for IoT is used to formulate an intelligent environment. 
Therefore, this chapter elaborates various data mining techniques used for 
IoT, their applications, challenges in developing IoT environment, and few 
open research issues. 
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7.1 INTRODUCTION 

Internet of things (IoT) is a popular research topic in technology, where 
different kinds of devices connect with each other through the Internet. 
The devices are termed smart objects/things. These smart devices have the 
ability to sense the environmental conditions to make a decision as per the 
predefined constraints. It is a global platform to create a smart environment 
where things communicate, compute, coordinate, and make decisions. Such 
an environment minimizes man power globally. Therefore, things are identi­
fied uniquely and automatically.1–3 After a vast study on IoT, it came into 
view that IoT has many applications and standards followed with various 
challenges. Different surveys overview about five layered architecture of 
IoT to describe overall working design. The five layers are edge technology, 
access gateway, Internet, middleware, and application. To study IoT, there 
are three different angles such as the Internet, things, and semantics. The 
sensor nodes deployed to form an intelligent environment produce huge 
amount of data which occupies storage space and consumes lots of energy. 
All the data produced by sensor devices is not useful. Therefore, it wastes the 
memory space and degrades the energy. As the devices are battery powered, 
it is wise to utilize the available energy in an effective and efficient manner. 
The data stream in IoT systems is increasing continuously that is used to 
develop business models, customized products enabled with personalized 
services.4–6 

The infrastructure is well understood, but the question is how the produced 
signals or data can be formed into knowledgeable data. The answer can be 
data mining (DM). Data mining is helpful in finding a solution for this issue 
of extracting important data from raw data. Data mining is the technology 
which extracts hidden information from raw data. This is known as knowl­
edge discovery in databases. The integration of KDD and DM facilitates to 
generate highly intelligent and operational systems. Data mining has various 
technologies to extract useful information. All the available technologies are 
application dependent. A vast research has been done to develop data mining 
technologies in IoT to strengthen the performance of smart environments. It 
makes IoT smarter with intelligent services. This article elaborates a detailed 
study of data mining techniques for IoT.10,11 

This chapter is organized as: Section 7.2 explores the related work to 
describe applications of IoT-based system and various data mining tech­
niques for the same. Section 7.3 elaborates rules for selecting DM techniques 
in different IoT environments. A comprehensive comparison of the DM 
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algorithms is shown in a tabular form, followed with challenges in devel­
oping such an environment with DM techniques in Section 7.4. Section 7.5 
discusses about few research issues in the discussed problem. Section 7.6 
draws a brief conclusion of the chapter. 

7.2 RELATED WORK 

This section addressed the applications of smart environment followed with 
the introduction of DM techniques in the IoT system. 

7.2.1 APPLICATIONS OF IOT-BASED SYSTEM 

Healthcare applications: Nowadays, the medical equipment in hospitals are 
trained and intelligent equipment carries health data of thousands of patients 
which provides essential additional information regarding the disease. Such 
information provides further treatment interventions and potential preven­
tive measures in different cases.7 

Monitoring patient remotely: Health care professionals, family 
members, and other professionals care takers involved in treatment can 
monitor and optimize real-time changes in patient’s health when they are 
not able to reach at location. This application reduces the need of medical 
professionals and other medical equipment significantly. This application 
benefits in taking decisions for any critical situation with different standard 
opinions. Such monitoring techniques benefit the patients whose routine 
health monitoring is mandatory. This is a preventative and early diagnose 
technique.8 

Monitoring remote locations: This application includes similar features 
of remote patient monitoring. Remote locations or out of human reach loca­
tions benefitted with this application to monitor various events remotely.8 

Monitoring assistive equipment: Assistive equipment are deployed 
in smart homes or hospitals especially for disabled and elderly peoples to 
enhance the quality of life. Such applications are life-changing advancements 
in technology. Examples for such assistive equipment are smart wheelchairs, 
wheelchair management systems etc. to monitor the status and location of 
users. Smart homes are equipped with such devices to control the acces­
sibility and enhance the quality of life. Such devices are capable of collecting 
potential information that defines the basic routine of user.9 
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Traffic monitoring: Vehicular traffic or live traffic can be monitored 
before the worst situation and action can be taken accordingly. The status of 
path in near future during a drive can be monitored and an alternate way can 
be generated or shown.9 

The smart objects used in IoT environments generate massive informa­
tion, which is used in various applications. The information from smart 
devices is extracted to convert it into useful information. Extraction process 
eliminates garbage information from raw data and extracts hidden informa­
tion. This can be done through data mining algorithms. The IoT platform 
is increasing at a very fast rate; hence, the smart devices produce large 
amounts of data. The large data is termed big data that needs to be analyzed 
to make it useful at its maximum capacity. Data mining discovers novel, 
useful, and interesting information patterns from a set of large data. Then it 
applies a data mining algorithm on it to extract hidden information from it. 
Knowledge extraction, knowledge discovery databases (KDD), data arche­
ology, data pattern analysis, information harvesting etc. are few terms used 
in data mining (DM). The DM process works in developing an effective 
and efficient model, capable of generalizing new data, discovers specific 
information from a large set of databases, data warehouse, and from other 
data repositories. The DM process includes few steps such as data prepara­
tion, data mining, and data presentation. Data preparation steps make data 
prepared which consist of three substeps such as integrating data from various 
sources, cleaning of noise from data, and making it ready for preprocessing. 
To evaluate or find useful patterns from the collected data to classify data for 
knowledge discovery, DM steps are followed. Data presentation step makes 
the extracted data presentable for the viewer.10 

7.2.2 DATA MINING TECHNIQUES 

The data around us is useless until it is processed under data mining 
techniques. With the utilization of DM techniques, the IoT environment 
becomes intellectual. For automatic data analysis, data mining techniques 
are divided into supervised, unsupervised, and reinforcement learning. The 
analysis of data under DM techniques provides more precise results as it 
goes through multiple layers. Supervised and unsupervised learning together 
for automatic data extraction is also considered machine learning tech­
niques. The raw data is collected from various IoT devices which is further 
forwarded for the knowledge discovery process. In knowledge discovery, 
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data is preprocessed to mold raw data into a relevant format for analysis. 
Under preprocessing, various actions such as feature selection, extraction 
(eliminating garbage information), noise abstraction, normalization dimen­
sion reduction are performed. After preprocessing the data goes under a data 
mining process where pattern discovery, recognition, abstraction, filtering, 
and event sequence detection are performed. Data preprocessing and data 
mining are together known as deep learning.24,25 After DM techniques, the 
data is utilized for decision-making, automation, and optimization purposes 
by the IoT infrastructure. Data mining techniques are divided into four broad 
categories such as classification, clustering, association rules, and frequent 
pattern discovery method.11,20 

7.2.2.1 CLASSIFICATION 

Categorizing the available data with respect to some predefined targets is 
known as classification of data. It is main goal is to forecast the target class 
for accuracy. Classification is a type of supervised learning process because 
target labels are supposed to be known before the preprocessing. The classi­
fier or prediction function requires training, so as to classify unlabeled data. 
The labeled data is used to train the classifier. In the initial stage, the classi­
fier is built from a set of rules by previously available data. The data can be 
labeled or unlabeled. The labeled data is also known as the training set of 
data and unlabeled data is also known as the testing set of data. The classifier 
is first constructed by training data; then validation is done through testing 
data followed with analysis of data to classify the data in an appropriate 
class. Classification algorithm computes the probability of relevance of an 
item to a particular class, and then compares the cutoff value. The perfor­
mance of classification is computed by evaluating accuracy level and error 
rate. To classify the data, decision tree induction, neural networks, Bayesian 
network, support vector machine, rule-based classification, classification by 
backpropagation, deep neural network, frame-based and ensemble methods 
are used.40 For large-scale complex applications, fusion of different clas­
sification techniques is adopted.21 The most suitable classification methods 
for today’s IoT environment are rule-based, support vector machine, and 
association-based analysis. An intellectual model can be developed using the 
hidden Markov model of data mining. In biomedical and smart city applica­
tions naïve Bayes, Gaussian naïve Bayes, Bayesian belief network, artificial 
neural network, and ensemble method are most suitable.12,13,51 
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7.2.2.2 CLUSTERING 

Dividing the data into meaningful groups is known as clustering. The 
data in a group constitute similar features. Clustering is an unsupervised 
learning process because it does not require prior knowledge to group the 
data into clusters. Various clustering techniques are hierarchical clustering, 
partitioning algorithm, co-occurrence, scalable high dimensional clustering, 
K-means, K-nearest neighbor, K-medoids, grid-based clustering, etc. In a 
smart IoT-based environment, cloud-based distributed clustering is more 
suitable than centralized clustering. Data in cloud-based distributed clus­
tering are accessible by everyone. This feature has its own pros and cons. 
This faces privacy issues.14–19 

7.2.2.3 ASSOCIATION RULE OR FREQUENT PATTERN MINING 

A set of objects that appear repeatedly are known as frequent patterns. In the 
felicitous environment, frequent pattern mining provides better analytical 
understanding. Association rule helps in predicting an accurate pattern of 
an event. Mining the relevant frequent pattern is also known as sequential 
pattern mining. Sequential pattern mining is more attractive than frequent 
pattern mining that can analyze a sequence of events in a particular time 
frame. It is used for event discovery and event recognition. The occurrence 
of an event can be measured through frequent pattern mining. For example, 
in the medical field, such mining is used to diagnose the early occurrence of 
a disease. It observes the gradual internal changes in the body and extracts 
some useful pattern that might be the initial symptoms of a big disease. It 
observes the deviation in patients’ health. Support and confidence are the two 
terms used to predict the early signs of a disease.35–39 Various association rules 
for frequent pattern mining are Boolean association rule (a priori knowledge-
based algorithm), class sequential rule mining, and clustBigFIM.48–50 

7.2.2.4 OTHER MINING TECHNIQUES 

The unforeseen useful information from raw data is called anomalous 
objects or outliers. Outliers are different from regular data objects and 
provide interesting inherent features. Outlier deviations are very useful 
in IoT applications such as smarthome, smart traffic, smart agriculture, 
and packing systems. There are four attractive outlier approaches named 
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statistical distribution-based outlier detection, distance-based outlier detec­
tion, density-based local outlier detection, and deviation-based outlier detec­
tion.44 In a study provided by Bishwas and Mishra in 2015, an IoT-based 
environment is developed to monitor health where a biometric sensor and 
Arduino UNO-based setup is developed to monitor health parameters.22,23 

After this outlier detection mining is applied to extract anomalous information 
for an emergency like situation. This is a cluster-based analysis framework 
with recursive principal component analysis to enhance the effectiveness of 
the system. The outlier approach achieves fast convergence.32,33 

This is concluded after studying various DM techniques that an algorithm 
must include time scan, multilevel, multi-dimensional parallel real-time 
stream processing, and analysis capability to improve the effectiveness and 
convergence rate. All the techniques are application dependent; therefore, 
applicability of various techniques varies. The comprehensive comparison 
of various DM algorithms is addressed in Table 7.1. 

7.3 DATA MINING TECHNIQUES FOR IOT 

This section elaborates about the most applicable data mining technology 
for IoT which is suitable for the development of high-performance systems. 
The data mining algorithms such as classification, clustering, association 
rules, and frequent pattern methods are already discussed earlier in detail. 
To describe IoT, two simple phrases are used, ‘‘data about things” and “data 
generated by things,” that refer to data to define things and data captured 
from sensor devices also refer to “big data.” The amount of big data is 
around zettabyte which cannot be handled with the traditional data analysis 
tools. Single-storage systems cannot store zettabytes of data. Therefore, the 
traditional tools are not able to process and analyze big data. There are few 
traditional data mining methods such as random sampling, data condensation, 
divide and conquer, and incremental learning that can handle and analyze 
big data produced from IoT devices.45,47 These methods capture interesting 
patterns from sensor devices to reduce the complexity of input data. Few 
traditional data mining methods are able to reduce patterns as well as number 
of dimensions to improve the convergence rate. Such methods are helpful in 
developing applications like smart homes or smart cities. As discussed in the 
previous section, KDD is successfully applied to extract hidden information 
from raw data with the following steps: selection, preprocessing, trans­
formation, DM, and interpretation. Data preprocessing includes selection, 
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preprocessing, and transformation; decision-making includes interpretation 
and evaluation steps. Data preprocessing steps are taken before DM steps 
and decision-making steps are taken after DM steps. Data mining steps 
are responsible for data extraction from the output of data processing and 
forward then for decision-making steps, where transformation is done. It is 
understood that all the attributes are not useful for mining; therefore, the 
selection step selects key attributes. 

Various data mining algorithms are used to enhance the intelligence of the 
IoT system which is used to foresee the actions of occupants in a smart envi­
ronment. The data mining technologies are not restricted up to smart environ­
ments but prove their efficiency in other domains well. Various studies for 
the relevant topics provide the successful use of data mining technologies in 
smart or self-intelligent environments. It enhances the smartness of provided 
IoT infrastructure. The examples for smart infrastructure are event detection 
spots, smart supermarkets, traffic management, and various transportation 
management systems. Such infrastructure improves the overall performance 
of activities. Data sources for such infrastructure can be deployed as sensor 
devices. Data mining technologies extract the interesting patterns of infor­
mation from sensor devices. To extract important information, metaheuristic 
algorithms are also used which provides optimized solutions. 

There are few rules on the basis of which these DM algorithms are 
adopted in different IoT environments. The rules can be adopted as per the 
rules discussed below: 

Rule 1. Divide the DM technologies into two classes depending upon the 
characteristics of the problem. Classification and clustering into one class 
and association and frequent pattern in another class. 

Rule 2. Classification works more suitably with labeled data as well as 
unlabeled data while clustering works for unlabeled data only. Therefore, 
divide the problem further accordingly. 

Rule 3. Frequent pattern method works when the data is in a particular 
sequence while association deals with a set of relevance of data. There is no 
particular order of data in association rule-based events. Therefore, decide 
the problem further accordingly. 

All the above-mentioned DM technologies have their own pros and cons. 
The need of IoT environment is changing with respect to modernization of 
living style.30,31 However, single DM technique will not  work effectively in 
large-scale smart environment. Therefore, a combination of DM technolo­
gies at different levels is adopted for better results. For example: (a) clus­
tering and classification are combined to work as an unsupervised learning 



 

 

 

Data Mining Techniques Objective Source of Raw 
Algorithms Data 
Classification KNN, Naïve Bayes, Event detection, traffic Text data, sensor 

Logistic regression, management, parking manage data signals, 
Support Vector ment, action discovery, video camera, 
Machine34 recognition, identification, and microphone, 

prediction smart meters, 
Clustering 

Association 
Rule 

 K-means,42 

K-anonymity, micro 
aggregation Extended 
finite automation 
Residual method, 
unsupervised and 

 probabilistic IPCL 
data fusion technique 

Performance measurement, 
enhancement of quality of life, 
energy preservation, security, 
and privacy 
Relevant action prediction 

smart energy 
devices, smart 
phone, wearable 
sensor devices, 
smart health care 
devices, and 
machineries 

Frequent Fp-growth, episode  Tag management for RFID,29,43 

Pattern discovery sequential event behavior analysis, 
 pattern mining,43 

unsupervised discon­
tinuous varied-order 

pattern recognition 

sequential miner 
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system, where an automatic set of classifiers is generated through clustering 
without any prior knowledge of input patterns, then incoming patterns are 
classified through classification methods. (b) Classification and clustering 
are combined to make another integrated system where classifiers are gener­
ated through classification methods from known dataset and new classifiers 
are added to existing classifiers through clustering. This combination acts as 
semi-supervised learning methods. These methods are capable of handling 
data from IoT dynamically. (c) Clustering, classification, and frequent pattern 
methods form another combination to make a single system for analysis of 
information. The three DM technologies can be arranged in different orders 
to make a new system depending upon the requirement of the problem 
statement. In the same way clustering, classification, and association rules 
are also arranged in different two orders to make a single system for data 
analysis. These systems can perform their tasks repeatedly in a loop to create 
better solutions. Such systems can be viewed in smart health analysis tools, 
smart homes, smart cities, etc. 

TABLE 7.1 Different Data Mining Algorithms for IoT Systems. 
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7.4 CHALLENGES WITH DATA MINING FOR IOT 

This is understood that without data mining technologies, the dream of a smart 
environment is just a dream. But data mining technologies, along with cloud 
computing techniques, make this dream more applicable. The demand of society 
from technology is increasing day by day, so with traditional DM techniques, it 
is not possible to connect everything and compute information effectively. After 
all the mentioned applications there are few open issues with DM techniques 
for IoT systems. These issues are related to scalability of big datasets. 

1.	 Issues with infrastructure: The decentralized and heterogeneous 
nature of IoT system affects DM techniques. Smart environments 
must support decentralized data storage and computing capabilities. 
Existing smart environments have centralized systems for computing 
and storage systems which need to be decentralized for better perfor­
mance. Centralized system consumes more energy. It is observed 
that decentralization is not required in all the situations of IoT, but 
a completely centralized system increases the energy consumption 
level. Sometimes, the performance of an IoT system is degraded 
because of not having accessibility to all the data. The existing 
DM technologies are designed for small-scale smart applications; 
therefore, they provide low computation and low throughout when 
applied to large-scale infrastructure. For large-scale infrastructure, 
some cloud-based systems should be developed. But cloud-based 
systems face different challenges in terms of cost of computing. 

2.	 Issues with data: Data preprocessing, information extraction, and 
retrieval are the three ways to deal with large-scale data produced from 
IoT devices. The sensor devices have limited size of memory; there­
fore, redundant data and unimportant data need to be eliminated from 
the storage space of sensor devices to upgrade overall execution of the 
system. The solutions such as dimension reduction, data compression, 
and data sampling are adopted. Acquisition, deposition, analysis, and 
integration employed various issues that affect the performance of the 
system. However, there are several standard protocols that define the 
connectivity parameters of different sensor devices, so as to make the 
produced information useful. But the meaning of input produced from  
heterogeneous sensor devices is not the same in all the applications.  
This issue can be tackled through few technologies such as ontology,  
semantic web, and extensible markup language (XML).41 But these  
technologies are not appropriate to produce final solutions.  
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3. 	 	 Issues with algorithms: For a complex smart application environ
ment, it is very difficult to select DM technologies for integration. 
The order and selection of DM modules to design an optimal solution 
for the extraction of useful information is also challenging. Overfit
ting is another issue under an algorithm issue. This can be explained 
as, the labeled data are used to train the classifier and labeling of 
data is very expensive. The labeled data is also known as training 
patterns. The more the training patterns, the higher the accuracy rate. 
The balance between cost and accuracy of a model is challenging for 
the selection of an algorithm. 

4.	  	 Issues with privacy and security:  A promising paradigm, IoT  
with numerous applications in different domains, faces security and 
privacy issues. The applications like smart meters, monitoring patient 
remotely, smart cities, waste management, and industrial controllers 
demand security for their data, which is violating in the current 
scenario. The security of data is an essential requirement of personal 
data such as living patterns, habits, preferences, and social require
ments.25–28 Massey, Anton et al explain a framework to observe the 
privacy policies of the system. It explains the concept for using the 
suitable positions to apply privacy policies and examines about the 
input and output security concerns. It is a five-stage policy frame
work for security and privacy of smart environment. Evan and Eyers 
et al.55 examined about the usage of tagging techniques for the sake 
of privacy which also helps the system under the flow of information. 
But this methodology is expensive in terms of processing, storage, 
and communication. A trust-based model for privacy preservation is 
developed by Appavoo, Chan et al.56  with an objective to improve 
privacy. This methodology ensures and restricts the unauthorized 
user’s accessibility. An anonymization algorithm is produced by 
Otgonbayar, Pervez et al., which supports the k-anonymity privacy 
model.57 It examines the similar input and groups them into clusters 
and utilizes a time-based sliding window technique for anonymizing 
the input data. It supports rapid cluster formation. The model is vali
dated on real-time dataset and proves its effectiveness with minimum 
information loss and higher convergence rate. Cryptographic tech
niques also show a great privacy concern; the model is proposed by 
Alelaiwi et al.58  The model is expensive but very effective in real-
time medical domains. It is a multi-party framework that hides the 
data from attackers. In this type of model, every sensor node contains 
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a private secret key to ensure the privacy of the information shared 
between the devices.46  A  sensitive and privacy-based environment 
framework is proposed by Perez et al. for health care and automation 
system applications.59  This approach is also based on cryptographic 
techniques. This model ensures the secure exchange of data between 
devices and handles protected data. A modern privacy framework 
is addressed by Ge, Hong et al.60  To tackle new security issues that 
incorporate different phases such as data processing, security model 
generation, visualization, analysis, and model updates, this is applied 
on IoT  generator nodes, security model generator, and security 
evaluator. This model is a potential security defender. The comput
erized numerical control information-based privacy mechanism is 
addressed by Li and Li which is a lightweight authentication method 
for security of information based on organizational characteristics in 
the IoT  environment.61  The protocol includes five parts like system 
setup phase, sensor node registration phase, user node registration 
phase, login phase, authentication and session key agreement phase. 
A series of analysis is done to prove the efficiency of secure environ
ment. This protocol employs a double privacy protection strategy.52,53 

5.	 	  Networking issues: When devices are connected to share data, there 
must be appropriate signal quality to protect the data integrity. The 
devices in the IoT system are different in terms of scalability and 
computing capability; they might generate data in different ways and 
therefore connectivity between these devices may cause an issue. 
Connecting between different devices depends on various factors 
such as availability, interoperability, cost, scalability, reliability, 
coverage, data rate, and power consumption. The sensor devices 
are connected through low-range wireless communication  network 
and gathered data is forwarded through large-scale wireless commu
nication network. Robust and scalable connection is a mandatory 
requirement for the IoT network. The type of network selection is 
based upon type of application to maintain a proper network connec
tion. This issue should be taken care of on a priority basis.54  

7.5  OPEN RESEARCH ISSUES 

1.	 	  As the sensor devices produce a huge amount of data and sensor  
devices are battery powered, therefore an energy-efficient mechanism  
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should be developed with some improvement scopes with the passage 
of time. Such an environment will always be in the scope of improve­
ments. That is why energy issue in IoT environments will always be a 
hot topic of research. 

2.	 Along with energy, the huge amount of produced data may suffer 
from congestion issues. Therefore, congestion management or 
congestion control could be the sensitivity research topic in the IoT 
environment. 

3.	 The sensor devices have a limited storage capacity and this is an 
era of technology; therefore, cloud-based or fog-based mechanism 
should be developed with some advanced features to incorporate 
storage concept. 

4.	 The new equipment for smart environment should match the interop­
erability with old-generation equipment. 

5.	 Security and privacy is always a prime concern for any technology to 
prevent data from cyber-attacks or unauthorized access. 

7.6 CONCLUSIONS 

This article elaborates about different data mining techniques that can be 
used in Internet if things to improve the overall performance of the system 
and environment. Different data mining algorithms such as classification, 
clustering, association rule, and frequent pattern mining work with various 
technologies that provide a large scale of applications. Applications of 
Internet of things are also discussed with example. This article concludes 
that with the increase in demand of users for a smart environment, integra­
tion of data mining technologies is becoming mandatory. This chapter also 
draws attention on challenges for developing Internet of things environment 
with data mining technologies. 
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ABSTRACT 

The analysis of web user behavior has long been a trending topic in the 
research field of data mining. This is due to the steady increase in internet 
users and likewise the enormous amount of data that are found and collected 
in the or server log in the form of clickstream as users browse the internet. 
In order to analyze web user behavior, web usage mining is used. But a 
significant amount of time is consumed during the analysis of the web data; 
hence  the user’s behavior can be retrieved by analyzing the clickstream 
of the users that are classified as highly interested in the website. This is 
because online user click behavior is practically motivated by their interest. 
This chapter seeks to classify and cluster users into three different level of 
interest; highly interested, averagely interested, and less interested following 
information gotten from NASA dataset. Before the classification, the data 
is preprocessed to extract useful features and clean all the irrelevant records 
that might affect the results and also to obtain a structured data within which 
users and sessions can be easily identified. 
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8.1 INTRODUCTION 

The size of information found in World Wide Web (WWW) has been on 
constant increase since it discovery in 1989.12 This is due to the rise in the 
number of users and how in today’s era, everyone is dependent on WWW 
to get information about any query.1 With the internet being a public space, 
having a website on the internet enable businesses, enterprises, government, 
companies, and individuals to put forth their information to the public, yet 
it is important for user to be interest to consume this information. As users 
of the internet, we all spend a significant amount of time searching for 
this information and our behaviors are all different.3 This behavior can be 
depicted by analyzing the web data that are recorded as user take perform 
clicks. Web log files are files that lists the actions of user that have been 
occurred when browsing website. These log files reside in the web server. 
Web log files contain information about User name, IP address, Timestamp, 
Access request, number of bytes transferred, and User agent. Analysis of 
these log files gives navigation behavior of the user.4 

The application of data mining techniques to discover patterns from the 
WWW,5 is known as web mining. This can provide so much information 
but usually the result is based on the focused application. Exploring the 
way users interact with web contents and where their attention focuses onto 
during navigation, is one of the key issues in this field of web mining.6 It is 
very important to understand how a website is being used by users.7 Beyond 
the knowledge discovered in the log file, they also provide a clear status and 
health of the site.8 

The various ways to look at user interest can be; which user is interested 
in the site, which content is more interesting to users. For an ideal case, an 
interest user will be the user the frequent the website every day and spend 
considerable amount of time on most/ all the pages on the site and a nonin­
terested user will be the one that have visited the site for a single moment 
within a large time frame and usually visited just 10% of the of all the site 
pages. 

The number of visitors on a website is easy to determine using software 
tools like Google analytics, at the backend of the website using php scripts, 
using plugins cases in WordPress websites. Also, there exist log analyzers 
tools like AWSTATS, DEEP LOG ANALYZER, and WEKA TOOL. These 
tools can provide useful information about number of visitors, Referral 
links, popular links, bounce rate, and much more, Still, from the users 
which clicked and go through the site, it does not necessarily mean they are 
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interested. Hence it is of high importance to mine this data and analyzed it to 
better understand the interestingness of users. Weblog file can be in the form 
of CVS file format or ARFF file format and usually stored in server.9 

8.1.1 WEB USAGE MINING 

Web usage mining is the leading research area in Web Mining concerned 
about the web user’s behavior.10 The process of web usage mining involves 
the application of data mining techniques to uncover useful patterns in the 
weblog made by user click streams.27 The primary task of web usage data on 
a particular website is to capture web users behavior.11 Web usage mining can 
be classified according to kinds of usage data examined. In our context, the 
usage data is web log data, which contain the information regarding the user 
navigation. This information is in the form of click streams that are logged 
into the server during users’ session. We deal with the web server logs which 
maintain the history of page requests. Web log files are the files that contain 
complete information about the users browse activities on the web server 

8.1.2 WEB LOG STRUCTURE 

During a user’s navigation session, all activity on the website is recorded in 
a log file by the web server.16 The structure of the web log is as shown on 
Figure 8.1. 

FIGURE 8.1 Structure of web log. 

Ip address: This is the unique address of the user PC at the time of 
accessing the web. 
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Date: This corresponds to the day in which the log was recorded 
Timestamp: this is the specific time in which a user clicks a link on the 

web site 
Request Method: this is the method used during data request. It can 

either be a POST, HEAD, or GET request. 
Webpage (link address): this is the specific link clicked by the user at 

that specified stamp 
Request protocol: this is the means through which client-side and 

server-side computers communicate when the request is made. 
Request Code: this refers to the http request codes. There are various 

types of request codes; informational responses (100–199), successful 
responses (200–299), redirects (300–399), client errors (400–499), and 
server errors (500–599). 

Byte Transferred: this is the amount of data downloaded by the user 
when the request is made or when the page is clicked. It is in the byte unit. 

8.2 RELATED STUDIES 

August et al. classifies the content of a site as interested or not of interested to 
users according to its usefulness to the users of the site. This was done using 
the decision table in which the depth of visit was also a factor of interest.12 

This is an efficient way to measure if a user is interested in a website because 
if a site uses the hierarchical model and has five levels in its link structure, 
with a user visits and reaches the fifth level, then, it should be considered 
as an interested user. But this is not the case for all website as some website 
models are sequential, matrix of database. 

 Diep et al. described an unsupervised method for obtaining interest of 
user from weblog. Users are grouped together with respect to their similarity 
in interest in page visited. This method is effective for creating clusters 
comprising of who-visit-what parameter.13 

Anandhi et al. uses a classification technique to define user behavior as 
being either frequent, synthetic, or potential and aim to predict the naviga­
tional pattern of the potential users. These types of users are defined as those 
that visit a website but perform no transaction and are likely to segregate 
from the weblog.2 Classifications are employed that is used to predict the 
target class based on web log data and then apply clustering techniques 
to group the data based on visited pages. These types of users can also be 
term users with low level interest to the site. The importance of finding the 
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navigational pattern of potential users is to understand the steps needed to 
convert them into frequent users or high-level interested users. 

Suneetha et al.14 proposed a two-phase model that extract focused 
group of interested users using the C4.5 algorithm. He considers user to be 
interested or not interested using; time spend on a session, request method 
(POST or GET) number of pages visited and depth access from particular 
pages. But a user can also show high degree or interestingness based on only 
the amount of time spend on the site irrespective of the pages visited. Also, 
not all website possesses the POST request capabilities are they are solely 
designed to provide information to uses without asking for user data. For 
example, blog web sites. 

Kumar et al.15 aim to design a web browser that is responsive to user’s 
interest. He proposed that a combination of user’s scroll position and 
real-time action can be determine to give the level of interest by using the 
Neurosky EEG sensor. In this scenario, web pages are included or removed 
from a website if the level of interest by users is higher or lower than a 
threshold. This idea is very important when targeting component that are 
dynamic on the site, for example, Ads and forms. But for the sake of search 
engine optimization, removing and putting pages might cause serious 
indexing problem. This is done in order to increase the user engagement or 
satisfaction while browsing. 

8.3 PROPOSED METHODOLOGY 

The workflow design for this work involves; 

a) Data preprocessing 
b) Pattern discovery 
c) Pattern analysis (Classification using decision table) 

FIGURE 8.2 Modified work flow.10 
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8.3.1 DATASET COLLECTION AND INPUT 

The weblog data used for this work NASA server log was collected within a 
7 days period from 1/8/1995 to 7/8/1995. The log file is in CSV file format 
and made up of 268,345 records. The raw file is noisy, unstructured, and 
contain several irrelevant records and thus required to be preprocessed 
before analysis. 

8.3.2 DATA INPUT 

The collected data is then input into an SQL database for analysis. Using the 
SQL commands, the data can be selected, deleted, and updated within tables. 
A PHP script is used to write the necessary functions. 

8.3.3 DATA PREPROCESSING 

Data preprocessing converts the raw data into the data abstractions necessary 
for pattern discovery.16 During this stage, the noisy data are removed. These 
are data that are meaningless, have unnecessarily information and usually 
increases the amount of storage space required and can also adversely affect 
the results of any data mining analysis. The processes involved in data prepro­
cessing include; data cleaning, session identification, and user identification. 

FIGURE 8.3 Data preprocessing.16 

8.3.3.1 FIELD EXTRACTION 

The log section contains different fields that should be discrete out for the 
handling. The way toward isolating fields from the single line of the log 
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document is known as field extraction. The server utilized various characters 
which acts as dividers. Some commonly known dividers are “,” or space 
characters. With the NASA web data, space character is used within every 
single log entry to identify and extract the various fields. The Field Extract 
algorithm is given below. 

8.3.3.2 DATA CLEANING 

During this stage, records pointing to file types other than that pointing to 
web pages are eliminated. Such records are links to files such as; images 
(png, jpeg, jpg, gif, xbm), documents (pdf, doc, docx), javascript, css, or 
link not referring a particular file. Also records that are having request codes 
referring to fail requests or indicating server failure are deleted. A non­
numeric ip address is usually an address pointing to a website or a server. In 
this case, it is not considered as a during user identification. 

SQL code for removing irrelevant data 

(1) Start 
(2) DELETE FROM table WHERE link NOT LIKE htm AND html 

AND php AND apsx 
(3) DELET FROM table WHERE ip NOT NUMERIC 

FIGURE 8.4 Showing percentage of relevant and irrelevant records. 
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8.3.3.3 USER IDENTIFICATION 

During user identification, users are identified using their unique ip addresses. 
During this stage, certain assumptions are considered; 

1.	 If an ip address is found in more than one places within the record, it 
is considered as the same user. 

2.	 Users are identified by the computer ip, irrespective of the human 
using it at the moment. 

8.3.3.4 SESSION IDENTIFICATION 

A session is the total time devoted to an activity. In computer systems, a 
user session begins when a user logs in to or accesses a particular computer, 
network, or software service. It ends when the user logs out of the service, 
or shuts down the computer. In this case, the sequence of URLs navigated 
by a user for a period of 20 minutes (1200 seconds) is treated as a session. 
Session represents the navigation pattern of a user.4 Some assumptions are 
made during this stage; 

(1) If difference between two consecutive timestamps in the log for a 
user is greater than 20 minutes, it is considered two sessions. 

(2) Sessions are taken irrespective of the date; meaning it does not matter 
if a session cut across two different days 

Algorithm for session identification 
START 
Total = SELECT * FROM table 
For (x < total) 

result_ip = SELECT DISTINCT ip FROM table; 
While(row_ip = fetching records(result_ip)) 
INSERT row_ip into array distinct_ip[ ]; 

For (y < result_ip) 
user_time = SELECT TIME from table WHERE ip is row_ip[y]; 
While(time_ip = fetching records(user_time)) 

Insert time_ip into array time[ ];
 
While(z < row_ip)
 

session = absolute(time[z+1]—time[z]) 
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If(session <= 1200)
 
Output session;
 
Return session;
 

endif;
 
z++;
 
endwhile;
 

y++; 
endfor; 

STOP 

8.3.4 PATTERN DISCOVERY 

Classification is used to classify user’s interest level. The classification of 
users is based on a decision table classifier. A decision table or decision matrix 
is a tabular representation of decisions in a system, which is constructed to 
analyze the patterns found. 

8.3.4.1 CONSTRUCTION OF DECISION TABLE 

8.3.4.1.1 Attributes 

C1: Total Number of visited pages, C2: Number of sessions, C3: Total 
amount of time spend, C4: Number of pages per session, and C5: Amount of 
Time spend per session. 

TABLE 8.1 Action Table. 

Attributes 
LI 

Conditions 

AI HI 

C1 < 5 < 5 & < 10 > 10 

C2 = 1 > 1 & < 2 > 3 

C3 < 600 > 600 & < 900 > 900 

LI: Less Interested, AI: Averagely Interested, HI: Highly Interested 
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8.3.5 PATTERN ANALYSIS 

8.3.5.1 CLASSIFICATION 

Only attributes C1, C2, and C3 are considered to create the classifier because 
C4 and C5 are simply multiples of C1 and C2. The output from Table 8.2 
above is a combination of results from classifiers C1, C2, and C3, irrespec­
tive of the order in which the decision tree test is carried out. Thus, if the 
result of a test route gives [LI, AI, HI] from the three classifiers, it implies 
the user is averagely interested. 

TABLE 8.2 Decision Table. 

Decision Routes Outcomes 
LI LI LI Less Interested 
LI LI AI Less Interested 
LI LI HI Averagely Interested 
LI AI AI Averagely Interested 
AI AI AI Averagely Interested 
LI AI HI Averagely Interested 
AI AI HI Highly Interested 
AI HI HI Highly Interested 
HI HI HI Highly Interested 
HI HI LI Highly Interested 

FIGURE 8.5 Decision tree. 



 

 

 

 

 

 

123 Classification of Web User Interest Level Using Web Usage Mining 

8.3.5.2 CLUSTERING 

Clustering is a discovery process in data mining, which groups set of data 
items, in such a way that maximizes the similarity within clusters and mini­
mizes the similarity between two different clusters.17 Based on the above 
classifier, the user is grouped into less interested user, averagely interested 
user, and highly interested user. The user who has only a single page visit are 
also classified and grouped as not interested users. 

8.4 EXPERIMENTAL RESULT 

These parameters are then used to produce a decision table, that will be used 
to evaluate user interest level. 

TABLE 8.3 Size of Record. 

Processes Record Size 
Raw data 268345 26.8MB 
After removal of nonwebpage links 54553 5.8MB 
After removal of non-numeric ip addresses 11893 1.9MB 
After removal of fail requests 11405 1.8MB 

TABLE 8.4 Unique Records. 

Records Quantity 
Total Records 11405 
Unique Ip addresses 3191 
Unique links 439 

It was observed at this stage that from the 11405 records, 1328 records 
have only one access to a page and the site. This information can be used to 
obtain the bounce rate of the website. A website’s bounce rate is calculated by 
dividing the number of single-page sessions by the number of total sessions 
on the site. Hence the bounce rate for this site based on this amount of data 
collected and for this period of duration is; 

1328 ×100 = 11.64% 
11405 
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This record indicates that 11.64 % of the visitors that visits the site 
initially, left without browsing any further. Depending on the type of website 
you have, the type of advertising you do, and the type of user on your site, 
the average number of page views per session can range from 1.2 sessions to 
10 sessions. For ecommerce sites, 5–10 page views per session is a reason­
able figure. Within the table, the 1328 users that have just one-page view are 
removed from the record, since a single page view clear indicate no interest 
in the site. These users might have landed on the page due to ads, touch 
screen error for the cases of users with smart phone and tablet, or just users 
scouting the internet looking for interesting topics to read. This leaves us 
with a total of 1863 user records to consider for classification. 

FIGURE 8.6 Percentage of user interest level. 

8.4.1 SYSTEM EVALUATION 

A windows 10 operating system with an intel Core i5 CPU and a 12GB Ram 
is use. XAMP software is used to run the database with holds the collected 
data. 

8.5 DISCUSSION 

From the 268345 records found, only 11405 were valid records. This 
accounts for only 4% of the data, the remaining 256940 (96%) of the records 
being termed noisy and irrelevant. Web administrators need to continuously 
analyze their website, examine the extent to which their goals are achieved,1 

to gain a deep understanding of users’ behavior, develop their future 
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strategies and goals, and ultimately improve user experiences. Importance 
for working with interested users: (1) to get the behavior of web users from 
their frequent patterns, (2) to understand the content which is useful to users, 
and (3) the less interested users which are users that usually have just a single 
visit, accounts for greater percentage of the bounce rate. In order to make a 
correct conclusion on whether a user is IN or UIN in a website, the particular 
website in question should be of consideration. Meaning some websites are 
having higher number of pages than others and hence the 

8.6 CONCLUSION AND FUTURE WORK 

This study describes a process of analyzing a weblog to determine users with 
different level of interest to the website. The dataset used in this study is the 
web data from NASA collected within a 7 days period. During the process, 
data processing is carried out to clean off irrelevant and noisy data to obtain 
a structured tabulated dataset. It is observed that up to 96% of the records are 
irrelevant. After the preprocessing of the web data, a classification decision 
table is used to classify user interest level. Clustering is used to group users 
with similar interest level after the classification process. With the large 
amount of data involve, finding online user behavior can be tedious. Hence 
this study seeks to find users that are most interested in the web site, within 
which the result can be used to find frequent navigational patterns. 

In the future study, the number of bytes transferred for each request a user 
makes, can be added as an attribute. More so, interesting topic that liable to 
be a focus point for future research in the analysis of user behavior using 
bounce rate and rate of failed request in a network. This is important because 
such data are also being recorded and are usually considered as noisy tuples 
when performing data cleaning. 
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CHAPTER 9



DESIGN AND DEVELOPMENT OF  
 
AI-ASSISTED SMART VENTILATORS
 


ANSHUL BHARDWAJ and CHANDRA SHEKHAR SINGH 

Dronacharya College of Engineering, Gurgaon, India 

ABSTRACT 

In this chapter, we present the design and development of AI-assisted smart 
ventilators with the aim that this ventilator is going to be smart, low cost, 
portable, and economical enough to handle the diseases of the patient partic­
ularly the problem associated with COVID-19. Here we have used sensors 
like pressure sensors, element or spo2 sensors, flow sensors, a raspberry 
pi microcontroller to support and ensure the correct functioning of varied 
sensors and valves to style the required system. We have conjointly designed 
a software system model mistreatment MATLAB that uses artificial neural 
networks and machine learning. The software system model uses numerous 
parameters like patient’s age, heartbeat, temperature, blood pressure, air 
exchanging capability per minute, etc. associate degrees on the basis of these 
parameters a health score is generated, and a recommendation for the patient 
is given. The recommendation therefore generated can facilitate the doctors 
and employees to higher perceive patient conditions and treat them conse­
quently. The benefit of utilizing AI in ventilators is it will facilitate the early 
recognition of the difficulty or health problem in an exceedingly patient. 
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9.1 INTRODUCTION 

A ventilator is a device that supports or reproduces the way toward breathing 
by pumping air into the lungs, thus sometimes individuals likewise allude 
to it as a vent or breathing machine. It is a machine that gives mechanical 
ventilation by moving breathable air into and out of the lungs, to convey 
breaths to a patient who is truly unfit to inhale, or breathing deficiently.3 

Modern-day ventilators are mechanized chip-controlled machines.2 In 21st 
century, the requirement for the ventilators has gotten more essential uniquely 
in 2020 in view of Coronavirus outbreak all through the world, which offer 
ascent to the need of more keen, effective, versatile, and minimal effort 
ventilators.4 These issues can be addressed by utilizing artificial intelligence. 
The AI utilizes different strategies and calculations to gather information, 
measure this information, compute, and foresee the outcome. This strategy 
can be artificial neural networks (ANN), Machine Learning (ML) and so 
forth. ANN is a bionic investigation strategy for Artificial Intelligence. The 
advantages of utilizing AI in ventilator is it can help in the early recognition 
of the issue or illness in a patient. It can likewise assist with lessening the 
dangers related with the use of mechanical ventilators like guaranteeing the 
legitimate pressing factor and wind stream is kept up to help the patient 
appropriately breathe. Diminishing the danger of lung harm due to over 
expansion or imploding of air sacks because of dull opening and shutting.5 

“AVentilator Weaning Prediction System (VWPS) utilizing ANN, VWPS 
is an easy to understand framework dependent on the patients’ clinical infor­
mation. It assists specialists with anticipating dispassionately and adequately 
whether weaning is suitable for persistent. A ventilator weaning achievement 
rate forecast framework (VWPS) that can assist clinical experts with antici­
pating weaning achievement rate dependent on clinical test information. The 
framework creates its forecasts dependent on ANN procedures. VWPS uses 
MATLAB codes and interfaces together to show the expectation results on 
an easy-to-use interface.” 

An India-Dutch start-up mentored by Hyderabad Security Cluster (a 
Government of Telangana activity), has created savvy ventilators that are 
coordinated with man-made consciousness (AI) and AI (ML). LEVEN 
Medical has concocted three models of ventilators—SMART Ventilator, 
C5 COVID-19 Ventilator, and ICU Ventilator. These ventilators cannot just 
auto change oxygen stream of a patient however can begin following of all 
contacts of a basic COVID-19 suspect, places visited throughout the most 
recent 14 days, send computerized cautions to specialists at the exact second 
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a patient comes in. They likewise send cautions to specialists/medical care­
takers and alarms to relatives in the event of a crisis, permit far off observing 
while the specialist is away from the emergency clinic too. 

In this chapter, we presented the approach to design and development of 
the design and development of AI-assisted smart ventilators with the aim that 
this ventilator is going to be smart, low cost, portable, and economical enough 
to handle the diseases of the patient particularly the problem associated with 
COVID-19. Section 9.2 discuss the Prototype ventilators model consists of 
various interfacing sensors with microcontroller to accurate measurement 
of the human body parameters such as SpO2 level, Flow level, Pressure 
sensor, Temperature, etc. and automatic calibration of valves in the ventila­
tors. Section 9.3 discusses the flow chart of the overall designed system and 
implementation in MATLAB and also its efficiency in the measurement. 
Section 9.4 concludes the overall work and the future scope of the system. 

9.2 SECTION II: PROTOTYPE MODEL OF SYSTEM 

Mechanical Ventilators used in ICU basically operates on three values (i) 
FR (respiratory frequency); (ii) ratio of inspiration-to-expiration (I:E); and 
(iii) the air volume ratio (Vt). These values are previously setup manually 
according to various physiological condition of the human body. The air and 
oxygen are the deciding parameters for the calibration. Figure 9.1 shows 
how these parameters regulate the pressure of the valves. ANN predictive 
model implemented in MATLAB is used to predict the calibration values. 
Figure 9.1 shows how the mechanical prototype model of the ventilators 
interfaced with electronic sensors which are accurate and low cost. 

The model diagram appeared beneath utilizes the accompanying sensors, 
which are as per the following 

The various sensors used are: 
Pressure sensors are used to measure the amount of pressure applied 

during the process of inhaling and exhaling. It was connected in such a way 
that it sent measurements to an Arduino Uno board that processes them and 
transmits the processed knowledge to the Raspberry Pi. The Raspberry Pi 
takes these measurements and feeds the ANN algorithm. Oxygen or spo2 
sensors: It is used to measure the oxygen or spo2 level applied. Flow sensors: 
it is used to detect the airflow based on the differential pressure applied 

The various valves used are: 
Relief valve “It is controlled to ensure that the pressure of the gas supplied 

to the patient never rises above a set maximum level. The relief valve acts as 
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a backup safety mechanism and opens if the pressure exceeds a safe level, 
thereby dumping excess gas to atmosphere” (Julienne LaChance, 2020). 

Antisuffocation check valve “It is used to check whether there is a situa­
tion of suffocation or not in the system. The check valve is oriented such that 
air can be pulled into the system in the event of system failure, but that air 
cannot flow outward through the valve” (Julienne LaChance, 2020). 

The microcontroller used is raspberry pi which ensures the proper func­
tioning of each sensor and valve used in the system. 

FIGURE 9.1 Prototype model interfaced with electronic sensors. 

9.3 SYSTEM IMPLEMENTATION IN MATLAB 

In MATLAB R2016b ML toolbox, we implemented ANN-based model to 
predict the parametric values of the ventilators. First, the data processing is 
done to extract information and useful data using ML predictive model which 
is trained on the testing subset data. ANN model is trained from training 
data using backpropagation model to generalize the model. The weights are 
adjusted using supervised learning. The repetitive iteration is done until error 
is minimized. ANN classifier implemented by cycles of forward propagation 
followed by backpropagation. The backpropagation is used as a optimization 
problem to obtain optimum results. 
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TABLE 9.1 Input Parameters for MATLAB ANN Model. 

Sr Parameters Characteristics 
no 
1 Age Age is perhaps the most threat factors for individuals 

over 50 years of age 
2 Heartbeat It ought to be 60 and 120 per minute 

3 Systolic Pressure It ought to be somewhere in the range of 90 and 150 
mmHg 

4 Body Temperature It ought to be between 35.5° C and 37.5° C 
5 Max Pressure of Inhaling It uses to be the huge alluding that assessing patient 

could immediacy relax. It ought to be between 10.1 
and 14.7 psi 

6 Max Pressure of Expiration It ought to be in excess of 30 cmH2O 
7 Index Number of Shallowly It should under 105 per minute 

Quick Breath 
8 Air Exchanging Capacity It ought to be more modest than 10 1/min 

per minute 

FIGURE 9.2 Flow chart of the process. 
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The MATLAB model of our work is shown below: 

FIGURE 9.3 The MATLAB model. 

9.4 RESULT AND DISCUSSIONS 

The client enters the fundamental data and the different parameter values 
that are shown on the model. The model at that point gathers this information 
and afterward utilizes ANN to ascertain the score and to create the outcome 
appropriately. The score is determined dependent on the parameters, every 
parameter is given five-point dependent on its value like very bad = 1 and 
very good = 5. For instance, in the event that body temp is between 35.5 and 
35.9, at that point reading is 5, on the off chance that it is between 37.1 and 
37.5, at that point it is 1 and in the event that it is in the middle of 36.3–36.7, 
at that point it will be 3. Once the outcome is produced it is shown on the 
system and the guidance is created in like manner. On the off chance that the 
score is above 70%, at that point just the patient is viewed as healthy and 
a guidance for its release will be given, else the patient is not solid and a 
guidance will be produced in like manner. 

9.5 CONCLUSION AND FUTURE SCOPE 

In this chapter, we have portrayed the plan and advancement of AI-based 
smart ventilator to the investigation of different boundaries of a ventilator. 



 

 

 

 

 

 

 

	 
	 
	 
	 
	 

133 Design and Development 

Firstly, we have built up the model ANN and ML. When the model was 
created, we are utilizing it to anticipate the health score and counsel the 
specialists and staff likewise dependent on the information we get for the 
calculation and afterward we are combining this system software on the 
model we have portrayed in our chapter, to make it shrewder and more effec­
tive. In future, we can add more parameters like blood sugar level, cough, 
capacity of urine, calcium, nutrition rate, and so on with the goal that it tends 
to be utilized for the treatment of different sicknesses also. 
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ABSTRACT 

Sign language, being the basic means of communication between specially­
abled people, that is, deaf, and normal ones, a massive amount of research 
works has been carried out in this field. However, since sign language varies 
from country to country and region to region, and also most of the people 
do not have enough knowledge about this medium of communication, it 
is extremely difficult to build a robust and efficient system that can solve 
sign language recognition (SLR) problems. Some sign languages for which 
active research has been done are Indian Sign Language, American Sign 
Language, British Sign Language, etc. However, when we talk about Nepali 
Sign Language (NSL), the research work is extremely limited. In this chapter, 
we review different vision-based as well as sensor-based models of NSL 
recognition using different approaches that were published from 2015 to 
2019. Among different techniques, vision-based approaches along with deep 
learning algorithms were mostly used. Classification algorithms included: 
Convolutional Neural Network, Random Forest Algorithm, K-Nearest 
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Neighbor, and so on. All the papers have recognized static gestures with 
most of them achieving an accuracy of more than 90%. With every new 
proposed model, there is always a remarkable improvement in SLR in terms 
of accuracy, training time, and computational expense. However, there 
are still some challenges we may face while developing a system for NSL 
Recognition. 

10.1 INTRODUCTION 

Sign language is a visual language used by physically impaired individuals 
who cannot speak or hear for communication in their day-to-day conversation 
activities. They interact by expressing signs using their hand shapes, orienta­
tion, and movement of hands. Like any other language, its sole purpose is to 
make such individuals able to interact with normal people. However, most 
normal persons may not clearly understand the sign language. As a result, 
there is a huge communication gap between persons having disabilities and 
the general public. Human translators to some extent contribute in bridging 
the gap, but it is not enough as they are not available 24 × 7 for interpreting 
the language. In such a situation, it is vital to exploit the technologies that 
we have today to support them overcome their disabilities and fill up that 
communication gap. One such technology is Sign Language Recognition 
(SLR). Using this technology, we can develop a system that can interpret 
gestures and signs into texts and vice versa. In the past, different SLR systems 
have been developed by many developers around the globe, but none of them 
are flexible or cost-effective for the end-users. 

The sign language in use at a particular place depends on the culture and 
spoken language at that place. Nepali Sign Language (NSL) is the mode of 
communication for the deaf community in Nepal. It is a standard and well-
developed way of communication for hearing impaireds in Nepal. It consists 
of both word-level and finger-spelling gestures. 

There are many research works and studies on popular sign languages 
like the Indian Sign Language, the British Sign Language, the American 
Sign Language, and so on. However, when it comes to NSL, there are only a 
handful of researches on it. 

This survey reviews various studies done on NSL and discusses the 
different methodologies implemented for its recognition in recent years. 
We have focused on the latest papers as they contain state-of-the-art tech­
niques to solve the problem. We have reviewed various vision as well as 
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sensor-based models used along with different learning algorithms to detect 
and recognize static gestures. Among the papers we have studied, none have 
dealt with dynamic gestures. The queries addressed in this survey are: which 
techniques are used for hand detection and segmentation? Which learning 
algorithms are used for the recognition of gestures? What type of datasets 
are used? How accurately the systems recognize sign languages? What is 
the type of gesture (finger-spelling or isolated or continuous)? A total of four 
papers were reviewed and analyzed. 

The remainder of this chapter is arranged as follows. Section 10.2 
includes a deep review and analysis of the papers on the basis of dataset, 
human–computer interaction (HCI) approach, used methodologies, and so 
on. In Section 10.3, we have discussed the limitations and drawbacks of each 
research work. Finally, we have concluded the review, and proposed our 
system that overcomes the mentioned limitations of other papers in Section 
10.4. 

10.2 LITERATURE REVIEW 

[1] Finger Spelling Recognition for NSL - Vivek Thapa, Jhuma Sunuwar, 
and Ratika Pradhan 

This paper has proposed a system to recognize NSL where the hand gesture 
is recognized using shape information. Here, Vertex Chain Code (VCC) and 
Freeman Chain Code are used as the feature extractors to identify distinguish­
able information from the hand gesture which is later used by the K-Nearest 
Neighbor (KNN) to classify the gesture. 

The dataset consists of five different gestures representing NSL conso­
nants GHA, CHHA, BA, MA, and SA. The image is obtained using a USB 
camera and is converted into a binary image that is then cropped and resized 
to 320 × 320. This depletion in the image size helps make the processing 
faster. Image brightness and contrast are also altered to enhance the feature 
of the image. After this, the hand gesture is segmented from the image using 
skin color detection and blob analysis. 

After this preprocessing, the center point of the image is determined, and 
it is separated by drawing a line between the line and the boundary of the 
image at the central angle and the intersection point. After that, points are 
linked, and using the Freeman chain code process, the chain code is obtained. 
From this chain code, we get the first difference code, and finally, the shape 
number that acts as a unique feature for each gesture. 
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During the training phase, a set of images is fed into the system to extract 
the shape number/information of the input gesture and a feature set is created 
and stored in the database. This will be used for comparison while testing. 

The shape number of the performed gesture is acquired during the recog­
nition process using the same chain code system. Now, this shape number 
is compared with the one that is saved in the database during the learning 
phase. Since the training and testing gesture are not the same, the KNN clas­
sifier matches all possible occurrences of a related sequence in the shape 
number. Two gestures with shape numbers close to each other are considered 
to be a similar gesture and are said to be recognized. 

The accuracy is determined by dividing the total number of correctly 
predicted gestures by the total number of tested gestures. The accuracy of 
recognition using the radial approach for sampling along with the Freeman 
chain code was 56%. Similarly, when the grid line method was applied for 
sampling along with Freeman chain code, the accuracy was 48% and for the 
radial approach with the VCC method, the accuracy was 44%. Hence, the 
radial approach and Freeman chain code used for sampling and extracting 
feature, respectively, were found to be comparatively better than the other 
two methodologies. 

[2] Hand Gesture Vocalizer for Dumb and Deaf People - Sanish Manandhar, 
Sushana Bajracharya, Sanjeev Karki, Ashish Kumar Jha 

This chapter has proposed the system to recognize NSL through the device 
named Glove Controller. This Glove Controller consists of two parts: one 
is Flex Sensor that detects finger movement and the other is Accelerometer 
that detects hand movement. Flex Sensor is a hardware device that measures 
the amount of deflection and provides us electrical resistance value. If the 
resistance value given by the flex sensor is high, the flex sensor is bent or 
deflected more and vice versa. In this way, we can know the finger move­
ment of the user and this resistance value is used for feature extraction in the 
next stage. 

According to this article, both regression and classification use a super­
vised learning algorithm named as Random Forest Algorithm (RFA). During 
the training method, the RFA operates by constructing a decision tree. After 
the training process is done, the votes from decision trees are collected and 
then aggregate to give the output class or predicted class. This classifier 
generates the set of decision trees from the randomly collected training sets 
and these sets are used to collect the votes and the mode of these votes results 
in the final class. 
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In the chapter, it is highlighted that the RFA is very effective as it applies 
the weight concept and a high error rate signifies the low weight value. There 
are mainly two stages in this algorithm. The first one is the Random Forest 
creation stage and the second is the Random Forest prediction stage. In the 
first stage, decision trees are created during the training session of the system 
and the sets of decision trees are made by Random Forest Classifier. In the 
second stage, the prediction is done to identify the class from the trained data 
sets available for the system. Prediction is done only after the vote is collected 
from the sets of decision trees made by Random Forest Classifier. To prevent 
the system from overfitting and to train the model with less variance, the 
datasets for all the alphabets are merged and rearranged and the same is done 
for other words. Image data sets of alphabets and commonly used words are 
used to train the machine. In that collected dataset, the machine was able to 
give an accuracy of 96.8%. 

[3] Two Dimensional (2D) Convolutional Neural Network (CNN) for NSL 
Recognition - Drish Mali, Rubash Mali, Sanjeeb Prasad Panday (PhD), 
Sushila Sipai 

This chapter has proposed a system that recognizes static NSL gestures 
using 2D CNN. In this chapter, the authors have trained three CNN models 
for recognizing 5, 7, and 9 gestures. Here, the manual collection of image 
dataset is done using the webcam of a laptop. 

Both single- and double-handed static gestures are collected for the 
dataset. For each gesture, 400 red masked frames were shot using a 1-mega­
pixel camera, i.e., 100 and 300 for test and training purposes respectively. 
The red mask of images was obtained by HSV. The images were resized to 
64 × 64 size to make it computationally efficient. Then, re-scale, horizontal 
flip, shear, and zoom operations were performed for data augmentation to 
increase the size of the dataset. Now, we have 1500 masked images for each 
gesture in training sets. 

These preprocessed images are fed into the CNN model one by one. 
The first layer containing 32 kernels of size 3 × 3 performs the convo ­
lutional operation on the input image to produce 32 feature maps. Now, 
these feature maps are sent to the Max pool layer having 2 × 2 pool matrix 
to downsample it by 75%, while still preserving the key features. In both 
layers, the Rectified Linear Unit is used as an activation function to get 
rid of less than 0 pixel values from the feature vector. The feature maps 
are flattened to a 1D vector and then fed into a fully connected layer with 
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128 neurons. Finally, it passes into the output layer with nodes equal to the 
number of classes. 

The accuracy for the five gestures model was 95.4% on the test sets 
of 500 images. Similarly, 94.57% and 94.11% accuracy were obtained for 
seven and nine gestures models, respectively. The accuracy of the model 
starts to decrease as the number of gestures increases. Red gloves for hand 
segmentation and CNN as classifiers were effective to produce high accuracy 
for the model. 

[4] Hand Gesture Recognition for NSL Using Shape Information—Jhuma 
Sunuwar and Ratika Pradhan 

This chapter approaches the task of SLR using the digital image processing 
technique of freeman chain code along with Run Length Encoding to get 
the unique shape numbers of different static NSL gestures. Here the authors 
justify their work saying if a sign language gesture is given then the gesture 
is classified based on the closest relation to the pre-existing database of sign 
gestures. 

The dataset used in this chapter consists of 35 static consonants sign 
gestures out of a total of 49 gestures of NSL. The dataset was created manu­
ally using a four-megapixel camera and then adjusting the contrast and 
brightness of the images to improve the quality of the dataset. The images 
were captured in the plain background with no skin-colored objects nearby 
so that it may not pose as noise during the preprocessing phase. 

In the preprocessing phase to get the area of relevance, that is, the 
hand region, the color cue model was used. In this approach, a predefined 
color range of skin is used to segment the hand region from the other 
parts of the image that does not come under the skin color range. After 
the segmentation, the images are then binarized and then certain morpho­
logical operations like dilation, erosion, and filling of holes are applied 
to remove unwanted noise from the images. Following the noise removal, 
blob analysis is done in the image. The largest blob in the image is then 
extracted considering it as the hand region. The extracted blob, that is, 
the hand region is then resized to a standard size to remove any size 
constraints. 

After the preprocessing phase, the hand sign images are segmented, noise 
is reduced and resized to the standard size. The images are then overlapped 
with a grid of size 25 × 25. To get the sample boundary point, the edges or 
contour of the images nearest to the grid line were taken. It was done to 
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reduce the points that represent the boundary and smooth out the variations in 
the contour. Since each gesture is classified using the unique shape number, 
it was derived with the help of freeman chain coding. In this method, the 
boundary points are used to get a compact representation of the image in the 
form of chain codes which are translation invariant. After the chain code for 
the image is obtained, it is further compressed using Run Length Coding, 
and the first difference is calculated from which the final shape number for 
the image is then generated. The final shape number is then stored in the 
database using a proper data structure so that it can be used for a new clas­
sification in real time. 

For the classification of a new sign gesture, all the previous applied steps 
are used to get the final shape of the number of the test sign image. The 
shape number is then matched across the database created using the previous 
methods and the maximum count of the matching sequence between the 
database and test gesture is taken, which is then used to classify the gesture 
into its corresponding NSL alphabet. 

10.3 FINDINGS AND DISCUSSION 

Despite being the prominent mode of communication for the deaf commu­
nity in Nepal, its research and development are still in the rudimentary 
stage in our country. In this survey, we reviewed four articles on Nepalese 
SLR systems using different learning algorithms that were published in the 
last 5 years. Most of them have used vision-based approaches along with 
machine learning algorithms to detect and recognize static NSL. 

There are two main approaches for HCI: vision-based and sensor-
based. In the below table, we can see that the majority of papers have used 
computer vision and digital image processing techniques, which is a simple 
and cost-effective approach for interaction between humans and computers. 
Similarly, we can also observe that the type of gesture used in all the papers 
is static, which do not pose any movement. This implies that all the proposed 
systems are only suitable for study and research purposes. But when it 
comes to solving the real-world problem by translating the sign language 
practically, all of them will fail to meet the expectations as most of the sign 
language in the real world are performed dynamically and is dependent on 
various factors like lighting, environment, orientations, facial expression, 
body movements, and so on. 
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TABLE 10.1 Initial Overview of Papers. 

Paper Approach Dataset 

[1] Vision Based 5 Static Classes [Custom Dataset] 

[2] Sensor Based [Custom Dataset] 

[3] Vision Based 5/7/9 Static Classes [Custom Dataset] 

[4] Vision Based 35 Static Classes [Custom Dataset] 

TABLE 10.2 Accuracy of Methods across Different Papers. 

Paper Methodology Accuracy 

[1] Chain Coding+Shape Formation+KNN 56% 

[2] Random Forest 96.8% 

[3] CNN 95.4% 

[4] Chain Coding+Shape Formation+Data Not Mentioned 
Structure 

As shown in the above table, paper2 has the highest accuracy among all 
the methods approached in the other papers. Similarly, the papers1–3 used 
machine learning algorithms to produce accuracy as a metric for output 
while paper4 used simple digital image processing techniques coupled 
with data structures for recognition and does not state any metrics as 
the final result. The accuracy obtained by paper1 is 56% on the static 
sign, which concludes that it is not usable in a real-time application as 
there is large variation in lighting conditions and other aspects that may 
further decrease the accuracy. Similarly, for paper,2 though it has a high 
accuracy, it is based on sensor gloves as a primary hardware constraint 
that makes it a hassle to use in real-time, and its availability to the differ­
ently abled people also might be something to think over. Though the 
paper3 boasts an accuracy of 95.4%, it is also explained that the accuracy 
went down to 94.57% on increasing the number of classes to seven which 
further declined to 94.11% when the number of classes was increased to 
9. It shows that the proposed methodology in paper3 is unreliable as well 
as unscalable. Finally, paper4 uses a premade database and data structure 
to store sign gestures which is not feasible if you consider the variations 
of signs and prevalence of some noises or other constraints while feeding 
input data to the system. 
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10.4 CONCLUSIONS 

After deep study and analysis, we have collected the features, advantages, 
disadvantages as well as challenges for every paper. Now, our next goal is to 
minimize the limitations present in these papers. We tried to overcome those 
constraints by using different techniques, and at last, we came up with an 
idea of developing a NSL recognition system that is supposed to be effective, 
efficient, and implementable. In this system, we are thinking of generating 
video datasets on our own as no usable dynamic NSL datasets are available 
on the internet. We will be implementing a system that will work on dynamic 
gestures as all the above-mentioned methods only deal with finger-spelling 
and static gestures. Since dynamic sign language is applicable in real-world 
usage, we will implement a real-time system for NSL recognition by avoiding 
all the constraints of the reviewed papers. 
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ABSTRACT 

Big data in a distributed computational environment is the need of digital 
era, which requires analysis, monitoring, and control. In the present scenario 
of big data, space, and time complexity have raised out new challenges to 
frequent itemsets mining. The key to success of MapReduce framework is 
appropriate for distributed data processing on commodity nodes. Apriori 
algorithm is one of the most popular and widely used data mining algorithm. 
Which is applied to produce frequent itemsets. The present paper deals with 
the overview of several procedures, which is on parallel platform to improve 
the performance of the traditional Apriori algorithm. It also represents the 
advantages of MapReduce framework. And explore the new path of research 
in the future. 
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11.1 INTRODUCTION 

Data mining is a method that extract information’s from the bulk amount 
of information obtained from several data analysis tools to make valid 
predictions.1 These valid predictions are now used to set the strategy in 
industries. In today’s digital era, the size of data in different fields is 
growing exponentially, which brings out new challenges toward data 
mining. 

Big data is utilized to process the hefty size of information originated from 
different digital sources. Traditional data analysis tools are not appropriate 
to mine useful information from the Big data.2 Big data is defined by 3Vs, 
that is, Volume, Variety, and Velocity. Now it is defined in form of 10Vs, by 
the addition of another 7vs that is Veracity, Validity, Variability, Volatility, 
Vulnerability, Visualization, and Value.3–10 The MapReduce programming 
model provides the necessary platform to build the application that can be 
capable to run parallel in a distributed computational environment to deal 
with the Big data. Reliability of the data processing process is guaranteed 
by Hadoop framework. Frequent itemsets in minimal time are generated 
with help of improved Apriori algorithm11 to run in a parallel fashion on 
the MapReduce programming model. A decentralized approach12 is used to 
execute the application at different nodes in a distributed computation envi­
ronment. Various methods have been anticipated to augment the competence 
of Apriori to deal with Big data problems. 

The present paper deals with the all-major improvements of the Apriori 
method, which is proposed earlier. Simultaneously, it also provides a brief 
discussion on future research direction, based on our survey. The paper is 
prepared in four segments. Section 11.1 deals with the introduction. Section 
11.2 include an summary of Association rule mining (ARM), Big data, 
Hadoop framework, and MapReduce-Apriori. Whereas Section 11.3 focuses 
on related work. Conclusion and future research direction are discussed in 
brief in Section 11.4. 

11.2 BACKGROUND STUDY 

11.2.1 ASSOCIATION RULE MINING (ARM) 

ARM is utilized to identify frequent itemsets in transactional database. It is 
processed in two steps.13 
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•	 Finding of the frequent itemsets having support counts are more than 
or equal to minimum support. 

•	 Generation of the association rules confidence is more than or equal 
to minimum support. 

The whole ARM process is achieved by using the Apriori algorithm. 
Apriori algorithm consists of two phases based on two steps as given above. 
The first step performs to generate frequent itemsets in an iterative way, 
which is also responsible for the overall cost of the mining process. Decen­
tralized approach to the Hadoop framework is used to reduce the cost of the 
mining process, which is the key to success to divide the whole problem into 
a subproblem. 

11.2.2 BIG DATA 

Today, different areas of digital world’s are handled by the big data such 
as social network, healthcare,34 finance, e-commerce,35 education, web 
analytics,14 character recognition,15 etc. These areas generate three kinds of 
huge data: 

•	 Structured data 
•	 Unstructured data 
• Semistructured data
 

Structured data is a term, which represent the data that can be accessed,
 
processed, and stored in the form of fixed format. Which is represented 
as data stored in a relational database management system. Whereas, 
Unstructured data represent the data with an raw form data, for example, 
output produced by “Google Search Engine.” Semistructured data consist 
of both the forms of data, for example, data in the XML file. Nowadays, it 
is become important to mine such a huge amount of data to extract useful 
information to help business decisions making scenarios to provide better 
quality services. The main challenge is to handle and analyze Big Data. 
A large number of the computational framework has been developed to 
analyze such a huge amount of data. MapReduce is one of the widely used 
frameworks that can be used to analyze Big data using an open-source 
Hadoop environment. 
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11.2.3 HADOOP FRAMEWORK 

Parallel processing for large data sets on commodity nodes are easily 
configured and executed by the Apache Hadoop.16,17 Hadoop Distributed File 
System (HDFS) and MapReduce is implemented in Google’s File System.18 

Replicated files are stored across multiple nodes, which offer fault tolerance/ 
high availability. 

11.2.4 MAPREDUCE-APRIORI 

MapReduce helps in programming and fault tolerance.19 It is required to make the 
whole system works on a decentralized approach using Big data in a distributed 
computational environment. Working of any algorithm on the MapReduce plat­
form have to develop the whole algorithm in two main functions, named as map 
function and reduce function. Both functions are user-defined functions. Users 
define a map function that is used to produce a set of intermediate key-value 
pairs. Reduce function has the work of merging all intermediate values, which 
are associated with the same intermediate key. Figure 11.1 is given to show the 
basic concept of the MapReduce platform. Performance of MapReduce-Aprori 
depends on four major phases that are given below. 

11.2.4.1 LOCAL ITEM FILTERING 

Local item filtering is required to reduce the communication cost during 
uploading of data into HDFS. Items having temporal support less than 
minimum support are filtered out. After completing the local item filtering 
by scanning the data records are stored into the HDFS are in different 
computational nodes. 

11.2.4.2 MERGING ITEMS INTO TRANSACTION 

Data in HDFS are clustered in time slots to find their correlations. The overall 
process is conducted in a parallel fashion. Merging of the data records into 
transactions is done by the MapReduce pass, where each mapper has an input 
pair in key-value form. When mapper function finishes its job, MapReduce 
architecture grouped its outcomes and then submit to the reducer function 
as the key-value pair. Reduce function received the key-value pair and 
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accordingly combines all the data items in similar time slot in a transaction 
with association of transaction ID. 

FIGURE 11.1 Overview of MapReduce platform. 

Source: Adapted from Ref. 20. 

11.2.4.3 Global Frequent Itemsets Mining 

As the transactions are distributed at different nodes in a distributed computa­
tion environment, the MapReduce programming model is capable enough to 
parallel the global frequent itemsets mining process. In MapReduce-Apriori, 
first of all, each mapper loads all the candidate itemsets, which are generated 
in the first subset. The reducer function sums the values with the same key, 
which are based on a re-calculated lifetime of an itemsets. It also identify, if 
the total support count is not less than minimum support. 
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11.2.4.4 Global Monitoring of Association Rule Generation 

The basic concept behind this is to discover subsets for each frequent itemset, 
to produce association rules. A pruning step is introduced here, which is 
based on the Apriori property to reduce the computation time. According to 
this all the subsets of frequent itemsets must be frequent. 

Each mapper must read from a frequent item–itemsets along with its 
temporal support. Key-value pair of outputs were generated on frequent 
subitemsets that must be a subset of global frequent itemsets. Each reducer 
function has the task of calculating the confidence and support count based 
on the improved association rules. 

11.2.5 ADVANTAGES OF DECENTRALIZED APPROACH FOR 
MINING ARE AS FOLLOWS 

•	 To avoid centralization into one database. 
•	 Overall mining time is considerably reduced. 
•	 MapReduce need to enhance the computational capability of distrib­

uted environment to handle the Big data in today’s scenario. 
•	 Generation of frequent itemsets in parallel fashion to make the Apriori 

algorithm more efficient to deal with Big data. 

11.3 RELATED WORK 

QFP-growth method is proposed to search out the frequent itemsets based 
on FP-trees.20,21 In this, a large database is divided into subdatabases having 
approximately similar in size and distributed uniformly over a distributed 
computational environment where FP-trees are constructed using the subda­
tabases. Finally, all FP-trees are merged to construct an FP-tree for a huge 
problem. The main drawback of this mining technique is that it is required to 
pass each child database to computing nodes to execute the mining operation. 
When the size of the database is large then it overhead the data transforma­
tion and communication cost in between the different nodes. 

Ansari et al. 22 proposed a distributed tire-based algorithm named DTFIM. 
It is based on Message Passing Interface (MPI) to find out frequent itemsets 
in a distributed computational environment. It is an Apriori-like algorithm 
and has the iterative fashion to scan the database that further restricts its 
scalability and efficiency. 
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An Apriori-like algorithm is planned to explore the efficacy of the 
generation of frequent itemsets in a distributed computing environment 
using the Hadoop framework.23 The main disadvantage of this method is that 
it produces a huge number of candidates itemsets after scanning the large 
database, many times that increase the time complexity. 

Distributed Parallel Apriori algorithm is given by Yu et al.24 It is an 
Apriori-like algorithm that works on a language-independent interface 
named as MPI over distributed computing nodes. This algorithm creates a 
table on each node where all the data records and transaction IDs are brought 
and then assigns a set of k-itemset to each node and corresponding candidate 
(k+1) itemsets are generated as a result of it. 

MapReduce can process bulky datasets using several nodes in a distrib­
uted computational environment. A parallel application of the Apriori 
method configured on MapReduce is given by Li et al.25 Findings of the 
present study clearly demonstrate that the planned algorithm can effectively 
executed huge datasets with scalability in a distributed computational 
environment. A decentralized approach for ARM is proposed for distributed 
system monitoring.26 

Parallel Apriori algorithm is configured and executed on the distributed 
framework by Sudhakar et al.27 It is categorized based on one-phase and 
k-phase, input-output Mapper, Combiner and Reducer used to implement it. 
It also discusses the various characteristics of the distributed Apriori system 
with its advantages and limitations on the MapReduce. 

A parallel association rules method is introduced, which works on 
distributed environment for big data.28 It implements both candidate genera­
tion steps and count over the MapReduce framework to speed up the whole 
process while the existing parallel Apriori technique only implements the 
count step. Experimental results express better performance for big data and 
records good speedup and scalability features. 

Xian et al. in Ref.29 proposed an iterative sampling-based frequent 
itemset mining algorithm to deal with the (i) space complexity and (ii) time 
complexity to handle both input data and intermediate results of big data. 
This algorithm samples the data into computationally subsets and finds out 
the frequent itemsets from these computationally subsets rather than process 
the whole data at once. The main advantage of this algorithm is that it can 
be parallelized with ease over the MapReduce framework. Scalability issues 
and massive outputted patterns responsible for out-of-memory problems can 
be handled by this algorithm. 
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For discovering frequent pattern, efficient mining algorithm is introduced 
by Lin et al.30 which is capable to govern sufficient computational nodes 
to process the data and provides load balancing automatically. Moreover, 
efficiency of the overall system cannot be improved just by increasing the 
computational nodes because too several nodes create hefty network traffic. 
However, on the other hand, allocating a limited node can be reason the load 
to be imperfectly circulated. So that load balancing is required to improve 
the efficiency of the overall system. 

Zhang et al.31 proposed i2 MapReduce, an incremental processing exten­
sion to MapReduce for mining big data. Supports both one-step and more 
sophisticated iterative computation. Help to reduce input-output overhead by 
saving computation states. This new computational environment combines 
an incremental engine, to execute an incremental program effectively over 
distributed system. 

Ashburn et al.32 proposed a methodology to evaluate the efficacy of a 
single node cluster concerning, to process huge data. In this experiment, a 
parallel Apriori system is used to search out the frequent itemset and the total 
time taken by the algorithm over MapReduce is to find out to evaluate the 
performance concerning the increasing number of nodes. 

Solanki et al.33 proposed a fuzzy ARM algorithm to produce the output 
in minimal time. Most of the method examine the database several times 
before to produce the final output which required high process cost, memory, 
and time to handle the large dataset. A tree-based algorithm can solve this 
problem but it is also suffering from the generation of a massive number of 
conditional FP-tree. Hence a fuzzy ARM method is the best choice to get the 
optimal frequent patterns in minimal time. 

11.4 CONCLUSIONS AND FUTURE RESEARCH DIRECTION 

MapReduce programming model is very lucrative for parallel processing 
using Big data in a distributed computational environment. In this chapter, 
we mainly concern about the parallelization of the Apriori algorithm using 
the MapReduce model on the Hadoop framework and also reviewed various 
proposed approaches to parallelize the Apriori algorithm or using an alterna­
tive solution to find the frequent itemsets in minimal time such as fuzzy 
algorithms. Although the MapReduce model is an efficient and scalable 
platform to solve Big data computational problems in an efficient way it 
may be difficult to port some problems on this framework such as problem 
consisting of iterative or looping function in itself. 
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In the future, the throughput of frequent itemsets mining approach can 
be improved by considering future research mainly in two dimensions. One 
dimension is to look at an alternative Apriori-like algorithm, which is capable 
enough to find out the frequent itemsets in minimal time, even in case of 
iterative-approach-based problem and by developing an algorithm that 
can support pipelining to speed up the computational process of the whole 
system. The pruning step of the Apriori algorithm needs to be improved 
further, considerably. The second dimension of future research focuses on 
the improvement of the MapReduce framework. 
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CHAPTER 12 

IMPACT OF ARTIFICIAL INTELLIGENCE 
AND THE INTERNET OF THINGS IN 
MODERN TIMES AND HEREAFTER:  
AN INVESTIGATIVE ANALYSIS 

ANSHUL GUPTA, SUNIL KR. SINGH, and MUSKAAN CHOPRA 

CSE, CCET, Panjab University, Chandigarh, India 

ABSTRACT 

Innovations in Man-made Intelligence have a long history that is effectively 
and continually evolving and growing. This chapter discusses the Artificial 
Intelligence (AI) framework and architecture that permits individuals to 
improve their performance over the long haul. Further, a profound learning 
and prescient investigation on the working and applications of the Internet 
of Things (IoT) is brought out and the major talk of, how both of the said 
technologies are interrelated, has been incorporated. In view of this, the 
proposed research also focuses on the positive impact of AI and the IoT in 
the times of the COVID-19 Pandemic. Besides, this chapter revolves around 
the count and percent share of the present sectors in which AI and the IoT, 
have been utilized and forecasts the results using effective Data Visualiza­
tions and Analysis. 
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12.1 INTRODUCTION 

It is asserted that Artificial Intelligence (AI) is assuming an expanding part in 
the exploration of the executives science and operational examination zones. 
The term insight alludes to the capacity to secure and apply various abilities 
and information to take care of a given issue. AI  is the investigation and 
improvements of astute machines and programming that can reason, learn, 
accumulate information, impart, control, and see the items. Computerized 
reasoning was first proposed by John McCarthy in 1956 in his first scholastic 
meeting on the subject. Alan Turing had the option to placed his theories 
and inquiries into activities by testing whether “machines can think”? After 
arrangement of testing (later was called as Turing Test) incidentally, it is 
conceivable to empower machines to think and learn much the same as 
people. Major AI  zones are Expert Systems, Natural Language Processing, 
Speech Understanding, Robotics and Sensory Systems, Computer Vision 
and Scene Recognition, Intelligent Computer-Aided Instruction, Neural 
Computing. Man-made brainpower has the favorable circumstances over the 
characteristic insight as it is more perpetual, reliable, and less expensive.29 

AI is a super-set of Machine learning, which further is a super-set of Deep 
Learning17 that have also been portrayed in Figure 12.1 along with the 
broader expansions of the said terms. IoT is a tremendous idea incorporating 
an excessive number of sensors, actuators, and data processing capacities 
interconnected by the Web.8 In this manner any IoT-empowered gadget can 
detect its surrounding elements, convey, stash the data and act likewise. The 
Internet of Things (IoT) and AI play a fundamental contribution due to the 
increase in the developing requirements. AI  has become an ideal answer 
to deal with numerous associated IoT components, it’s limitless processing 
and learning capacities.21 Few instances of existing IoT administrations with 
the working of AI behind them are Voice assistants (Alexa, Siri, Google 
Assistant),8 Smart Decisions, Smart Cities, and Smart Devices.21 

The overall description of the chapter is as follows: First, Section 1 
covers the introduction, terms, and terminologies. Second, Section 2 confers 
about the literary work in AI  and how it is involved with the IoT. Next, 
Section 3 discusses the architecture and the cycle followed while building 
an AI-based product and the working model of IoT. Section 4 ponders upon 
these emerging technologies and their impact during COVID times. Section 5 
describes analyses and provides their future aspects through Visual Analysis. 
Section 6 concludes the chapter. 
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FIGURE 12.1 Broader domains of artificial intelligence, machine learning, and deep 
learning. 

12.2 LITERARY WORK 

Artificial or manmade intelligence alludes to the capability of PC-controlled 
machines/robots toward performing assignments that are practically like 
individuals or learns to work and perform like humans.1,6,28 For this situation, 
Artificial knowledge is utilized to create different robots that have human 
scholarly attributes, conduct, gaining from past experience, have capacities 
to detect, and capacities to making forecasts.24 As a rule, AI  is fundamentally 
known as the capacity or capability of advanced mechanics to choose, take 
care of issues and reason in a quick and robust manner.27 In present times, the 
applications and use cases of this newly evolved technology are unending, 
may it be Gaming,31 Robotics,5,18, Biological findings,11 Neuroscience,14 

detection of faulty software,10 enhancement in business activities ,7,19, Social 
Media,23 Sentiment,3 Depression, and Disease Analysis,13 and other such 
fields as shown in Figure 12.1. 
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IoT can be referred to as a system of innovations or modules, which consist 
of certain developmental innovations.9 This assists the system in conveying 
and cooperating along individual’s information. The cycle includes getting, 
moving, and broadcasting information down the organization besides having 
no human associations or individual-PC contribution. This information 
gained by gadgets, sensors, or modules can be put away in the cloud and it 
will in general be made available for continuous investigation. IoT gathers 
these immense measures of information from various sources. With the 
assistance of information science and applying examination, AI  changes 
over this aggregate information into applications. So the entire cycle includes 
gathering and handling information. IoT can be called as the information 
”provider” while AI  or Machine Learning12 can be considered as information 
”miner.”21 The cycle happens as follows: 

(1) IoT sensor supplies a large number of discrete information. 
(2) ”Miner” or AI  recognizes the connections in them 
(3) Concentrate significant understanding from these factors. 

IoT would create immense measure of information because of the quick 
developing of gadgets and sensors. These informations would be a ton accom­
modating for different things, for example, foreseeing regular disasters, mishaps, 
helps specialists getting continuous data from clinical hardware, improved 
efficiency across ventures, prescient support on gear and apparatus, make savvy 
homes with associated machines and give basic correspondence between self-
driving cars. These huge informations are significant just when it is changed into 
important worthy data inside a given time period.25 This is the place where AI 
becomes an integral factor. Computer-based intelligence gathers the information 
and concentrates the significance from it by applying analytics. 

FIGURE 12.2 Artificial intelligence enabled IoT.21 
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12.3 ARCHITECTURE OF AI  AND IOT 

12.3.1 A BASIC MACHINE LEARNING CYCLE 

Inside aspects of AI, depict that almost every data science project deals with 
similar cycle as shown in Figure 12.3 whereby the steps include: 

FIGURE 12.3 Cycle for building an AI-based data product. 

12.3.1.1 Data Exploration 

This is the initial step of the overall process in which the effective collection 
of data is performed and an adequate investigation can assist cut with bringing 
down your enormous informational collection to a sensible size where one 
can zero in the endeavors on examining the most pertinent information. It 
is both a workmanship and a science. There is the study of delving into and 
preparing the information for effective results consisting of the following, 

(1) Gather the data in raw form using web scraping for real-time entries 
or data sets provided on the internet based on the requirements. 

(2) Get to know the quality of data through inputs, and visualizations. 
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(3) Look for other resources or ask the proprietors if the data is having 
numerous inconsistencies. 

12.3.1.2 ETL Process 

Extract, Transform, and Load commonly known as the ETL process is a 
significant advancement in changing the information from the source frame­
work into that part of information which is appropriate for examination. In 
conventional data warehousing, this cycle incorporates, 

(1) Getting to the online exchange, 
(2) Preparing the framework data sets for the exchange, 
(3) Changing the information from an exceptionally standardized data 

model into a useful schema, and 
(4) Putting away the information to an information stockroom. 

In the projects involving AI, this progression is normally a lot less difficult 
as the information shows up in a traded design (for instance, JSON or CSV). 
However, some of the time de-standardization needs to be performed on the 
obtained data. The outcome generally winds up in a mass stockpiling like 
Cloud Object Store. 

12.3.1.3 Feature Creation 

This errand changes input segments of different relations into extra segments 
to improve model execution. A subset of those highlights can be made in 
an underlying undertaking (for instance, one-hot encoding of unmitigated 
factors or standardization of mathematical factors). Some others require 
business understanding or various cycles to be thought of. This assignment 
is one of those profiting the most from the exceptionally iterative nature of 
this strategy. It includes the making of new characteristics that can catch the 
significant data in an informational collection considerably more effectively 
than the first ascribes. Three general techniques and their importance are as 
follows: 

(1) Feature Extraction 

The formation of another arrangement of highlights from the first crude 
information is known as highlight extraction. Think about a bunch of photos, 
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where each photo is to be characterized by whether it contains a human 
face. The crude information is a bunch of pixels, and in that capacity, is not 
appropriate for some kinds of arrangement calculations. Nonetheless, if the 
information is prepared to give more elevated level highlights, for example, 
the presence or nonattendance of particular sorts of edges and regions that 
are exceptionally connected with the presence of human faces, at that point 
a lot more extensive arrangement of characterization procedures can be 
applied to this issue. This strategy is profoundly area explicit. 

(2) Feature Development 

Sometimes the highlights in the first informational collections have the vital 
data, yet it is not in a structure appropriate for the information mining calcu­
lation. In this circumstance, at least one new highlight built out of the first 
highlights can be more valuable than the first highlights. Example: isolating 
mass by volume to get the thickness. 

(3) Planning data to new space 

An entirely unexpected perspective on the information can uncover signifi­
cant and fascinating highlights. Consider, for instance, time-arrangement 
information, which frequently contains intermittent examples. In the event 
that there are just a solitary intermittent example and very little commotion, 
at that point the example is effortlessly recognized. On the off chance that, 
then again, there are various occasional examples and a lot of clamor is avail­
able, at that point these examples are difficult to identify. Such examples can, 
in any case, frequently be identified by applying a Fourier change to the time 
arrangement to change to a portrayal in which recurrence data is express. 

12.3.1.4 Model Definition 

This undertaking characterizes the AI  or profound learning model. Since this 
is an exceptionally iterative technique, different emphases inside this under­
taking or including upgrading and downgrading pipelines are conceivable. 
It is also suggested to begin with basic models first for pattern creation after 
those models are assessed. As a whole, models in AI  are numerical calcula­
tions that are “prepared” utilizing information and human master contribution 
to reproduce a choice a specialist would make when given that equivalent 
data. It endeavors to repeat a particular choice cycle that a group of specialists 
would make in the event that they could survey all accessible information. 
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12.3.1.5 Model Definition 

This errand prepares the model. A model reproduces a choice cycle to 
empower mechanization and comprehension. Simulated models include 
numerical calculations that are “prepared” utilizing information and human 
master contribution after previous processes to recreate a choice as that of 
a professional. Therefore, this undertaking is separate from model defini­
tion and assessment for different reasons. In the first place, preparing is a 
computationally extraordinary errand that may be scaled on PC groups or 
GPUs. Consequently, a compositional cut is some of the time unavoidable. 
For instance, model definition occurs in Keras, however preparing occurs 
on a Keras model fare utilizing Apache SystemML on top of Apache Spark 
running on a GPU group.15 Also, in hyper-parameter tuning and hyper-
parameter space investigation, the prospect of “Model Evaluation” can be 
essential for this resource. 

12.3.1.6 Model Evaluation 

Here the assessment of the model’s presentation is performed. Having said 
that, various measurements should be applied, for instance, cross entropy 
for a multiclass grouping issue, confusion matrix in case of a classification 
problem. It’s imperative to isolate the data gathered into a preparation, test, 
and validation (if cross-approval is not utilized) and monitor the outputs 
of various component designing, model definition, and other parameters. 
Overall, it plans to gauge the speculation exactness of a model on future 
(concealed/out-of-test) information. Techniques for assessing a model’s 
exhibition are partitioned into two classes: in particular, Holdout and Cross-
approval. These two techniques utilize a test set (i.e., information not seen or 
utilized by the model in any case) to assess model execution. 

12.3.1.7 Deploying the Model 

The final step of the cycle is to send the model for deployment after enor­
mously training the model. Conveying an AI  model, known as model deploy­
ment, just intends to incorporate an AI  display and coordinate it into a current 
creation domain where it can take in an info and return a yield. It becomes 
important to note that the deployment relies intensely upon the utilization 
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case, particularly, on the partner’s assumption on devouring the information 
item. Along these lines, substantial methods of arrangement include: 

(1) A REST endpoint permitting scoring (and preparing) of the model 
(for instance, supported by a docker holder running on Kubernetes) 

(2) A web or versatile application 

12.3.2 WORKING STRUCTURE OF IOT 

The architecture of the IoT has five layers that are responsible for the ideal 
working of an IoT system. The first and bottom-most layer is the perception 
layer which consists physical objects such as WSN and Sensors responsible 
for conveying data to Network layer, which is responsible for transmission 
by the means of wired/remote mediums, next is the middleware layer which 
handles data and processes it, then the application layer utilizes the processed 
data for applications and the last and top most layer—the business layer that 
deals with system management and builds business models, visualizes data 
of application layer by the use of graphs and flowcharts. The architecture is 
also shown in Figure 12.4. 

FIGURE 12.4 Working model of IoT.16 

12.4 ROLE OF AI  AND IOT IN ALLEVIATING THE AFFECT OF THE 
COVID-19 OUTBREAK 

As Corona proceeds with its disruption around the globe, the world is under 
the massive pressure of smashing finances. Lamentably, huge number of 



 

  
 
 
 
 
 
 
 

 

  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 

166 Advanced Computer Science Applications 

individuals are as yet under a consistent danger of disease, with the circum­
stance not liable to improve in the near future.30 Notwithstanding, a huge 
number of innovative methodologies are arising to manage the effects of 
this outbreak. Computerized advances, including IoT, AI, Blockchain, and 
cutting edge drones have been at the front line and are playing a major role.4 

As per the WHO and the CDC, computerized advancements can assume a 
fundamental part in improving general wellbeing reaction to the COVID-19 
pandemic. In the accompanying segments, we investigate the adequacy of 
the previously mentioned advancements in mitigating the tragic effects of the 
COVID-19. 

12.4.1 ROLE OF AI 

AI  has ended up being a milestone innovative headway. Whenever utilized 
appropriately, proves to be a profoundly powerful instrument against the 
COVID-19. BlueDot’s AI  model uses a few AI and Natural Language 
Processing instruments to search for proof of arising sicknesses. This model 
helped BlueDot to follow the COVID-19 spread.3 The Fast finding of the 
COVID-19 can permit government to take compelling reaction measures to 
restrict the illness’ further spread. The lack of testing packs around the world, 
notwithstanding, made it difficult for the specialists to do mass symptomatic 
testing. AI  is transforming the process of COVID-19 screening and determi­
nation. To restrict the openness of the front-line staff to COVID-19 patients, 
a few emergency clinics, air terminals, and clinical focuses have embraced 
the utilization of cameras with AI-based multisensory innovation. Voice 
recognition is probably the least complex innovation utilized to distinguish 
COVID-19 patients. Voice recognition stages can act as a screening test to 
choose who should be tried. The way to building up an effective treatment 
against COVID-19 is to comprehend the actual infection. Since infections 
cannot duplicate without anyone else, they depend on host cells to produce 
duplicates of their DNA. DeepMind and Google’s AI organizations have 
received the utilization of its AlphaFold framework to foresee the design 
of the proteins related with the Coronavirus.3 These expectations can help 
researchers in better understanding the general construction of the infection, 
and therefore, in building up another medication to treat the COVID19. The 
questionable occasions following the flare-up of the COVID19 have reared 
a few fantasies and fear-inspired notions. Much deception has been getting 
out and about via web-based media stages. To control the proliferation of 
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this counterfeit news and give checked data, innovation organizations like 
Google, Youtube, and Facebook have utilized the utilization of AI procedures. 

12.4.2 ROLE OF IOT 

The Internet of Medical Things are the medical services of IoT, that is, a 
combination of clinical equipment and programmed applications offering 
major benefits on medical services associated with the medical care IT 
frameworks. Inferable from their capacity to gather, dissect, and send the 
wellbeing information effectively, the medical services area has utilized the 
extraordinary capability of technology advances. The clinical associations 
and government bodies are hoping to use these advances to lessen the work­
load on the frontline workers. 

(1)  IoT Buttons To keep up high precautions and cutoff the number of 
medical clinic procured contaminations, a few medical clinics have 
introduced IoT buttons operating on battery.3  These buttons are 
used for quick sending in any facility, independent of their size, to 
give alerts to the administration, notice them of any sterilization or 
support issue that may be a danger to public security. A momentous 
element of these buttons is their freedom on outside framework, that 
is, their capacity to adhere to any surface. 

(2)  Telemedicine, The act of utilizing IoT advancements to encourage 
distant patient observing is known as telemedicine or telehealth, 
this training permits clinicians to assess, analyze, and treat patients 
without requiring any actual collaboration with them. The benefits of 
embracing telehealth strategies have been twofold: 

 (1)	  	 it has diminished the weight on the exhausted medical  clinic 
staff, 

 (2)	 	  it  has decreased the danger of radiation of the infection from 
the contaminated people to the medical care workforce. 

Telemedicine can go far in conceivably disburdening clinics of clinical 
waste and prepare for them to receive all the more earth maintainable prac­
tices. In India, keeping as a top priority its latent capacity and developing 
prominence, the Ministry of Health and Family Welfare, along with NITI 
Aayog and Board of Governors Medical Council of India, has given tele­
medicine rules.22 
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12.4.3 UTILIZATION OF TRACKING APPLICATION 

The utilization of versatile applications has arisen as a noticeable method­
ology in the battle against the COVID-19. A few government and private 
associations around the planet have just built up certain applications utilizing 
a wide assortment of advances, including Bluetooth, Global Positioning 
System, and Geographic Information System, while a few others are 
currently doing as such (refer Fig. 12.5).based media stages. To control the 
proliferation of this counterfeit news and give checked data, innovation 
organizations like Google, Youtube, and Facebook have utilized the utiliza­
tion of AI  procedures. 

FIGURE 12.5 Tracking and contact detection softwares for COVID-19.3 

12.5 RESULTS AND DISCUSSION 

12.5.1 COMPARATIVE ANALYSIS

 Building an AI and IoT product is pointed toward making human existence 
simpler. With the presentation and effective usage of AI  arrangements, 
numerous ventures having unending applications (refer Fig. 12.6) in various 
countries26 (also refer Fig. 12.7) are and will profit by expanded productivity 
which in any case will lead to great financial development rates. Moreover, 
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man-made brainpower openings will focus on inventive, human-focused 
methodologies and estimating rise in the materialness of automated innova­
tions like IoT (refer Fig. 12.9) to gain different benefits and ease-of-use. 
Development of AI frameworks for the products delivering Internet of 
Things facility will help the whole world to surmise the accessible represen­
tative designs.20 The authors believe that the said technologies in different 
areas on the planet might be because of different examination advancements 
and are likely to benefit every second person on the earth. Overall, the 
work comprised on a database of 3465 companies2 whose visual analysis is 
shown in Figures 12.6 and 12.7. Next, figuring out the applicability of IoT 
in different domains, those having the most percentage share at present, have 
been shown in Fig. 12.8. 

FIGURE 12.6 Number of artificial intelligence companies in various industries. 

12.5.2 FUTURE PERSPECTIVE ON IOT 

The authors analyzed that the estimated rise of connected IoT devices will 
rise up to 65 billion by 2032, which was calculated based on these devices 
from the past and the results have been portrayed in Figure 12.9. 
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FIGURE 12.7 Count of artificial intelligence based startups across various nations 

FIGURE 12.8 Share of Top 10 IOT application areas in percentage. 



 

 

 

 
 
 
 
 
 
 
 
 
 
 

 

171 Impact of Artificial Intelligence and the Internet of Things 

FIGURE 12.9 Exponential curve showing the estimated rise of connected IOT devices by 
2032. 

12.6 CONCLUSIONS 

AI is programming that can reason, learn, accumulate information, impart, 
control, and see the items. With the assistance of IoT, AI changes over the 
aggregate information into applications. AI alludes to the capability of 
PC-controlled machines/robots toward performing assignments that are 
practically like individuals. IoT is a network of innovations or sensors that 
contains some development innovation implanted into it. As per the WHO and 
the CDC, computerized advancements like AI  and IoT act as a fundamental 
part in improving general well-being reaction to the COVID-19 pandemic. 
Moreover, Artificial Intelligence openings will focus on inventive and 
human-focused methodologies. The estimated rise of connected IoT devices 
provides an insight of how this impact of technology can double the number 
of connected useful devices than present by 2032. 
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ABSTRACT 

This chapter describes a unique approach to solve the issue of maintaining 
social distance while traveling due to the COVID 19 outbreak and also 
to make public transportation function like it used to function early. The 
COVID 19 pandemic is a worldwide pandemic because of which it became 
risky to allow the public transportation without proper mechanism to main­
tain social distancing. So, to resolve this problem we came up with an idea of 
making an intelligent application to schedule the timings of transportation, 
avoiding over occupancy of public transport, providing them the shortest 
route to reach their desired destination, providing them proper guidelines, 
and also providing them with the information of the nearest hospitals for 
any emergency. It will find the shortest possible route from the source to the 
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destination and seats will be booked following the social distancing and our 
web app will notify people with an alert as an alarm. 

13.1 INTRODUCTION 

The outbreak of Coronavirus pandemic, 2019 (COVID-19) has created a 
global health crisis that has had a deep impact on the way we perceive our 
world and our everyday lives. COVID-19 is highly contagious and mortality 
is also very high; this makes the disease all the more dangerous. One of the 
major preventions is to maintain social distancing, which would smash the 
chain of the expansion of the disease. Lockdown has been implemented to 
implement this idea, but we cannot keep lockdown in a country for a very 
long time; otherwise, the country’s economy will drastically decline. Post 
lockdown many things will change around us. And after the daily routine 
resumes post lockdown, the public transportation system will play a crucial 
role, as it is most commonly used by people and to prevent the further spread 
of COVID-19 cases, social distancing needs to be maintained at all the public 
places. So there has to be a proper management for public transportation 
which can allow its use, without further producing more COVID-19 cases. 

To solve this problem we have been implementing a solution, by building 
an intelligent app to schedule the timings of various transports, avoiding the 
over occupancy of buses/railway stations etc.1 

This app also finds the possible shortest route from a particular source 
to the destination for a customer and monitors whether the people are main­
taining social distance or not by using the Bluetooth frequency manipulation 
technique.2 

13.1.1 SCOPE AND OBJECTIVES 

The goals of the proposed work are as follows: 

a) It will help in preventing people from getting vulnerable to 
COVID-19. 

b) It will provide the shortest route for the traveler’s desired destination 
thus saving time. 

c) This app will be used to make public transportation possible while 
maintaining social distancing. 

d) It will help in avoiding over occupancy of public transport. 
e) It is user friendly so many people can easily use it. 
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13.1.2 RELATED WORKS
 

This section includes methods that formulated the problem, addressed a 
central or related problem, used a similar methodology as our work to a 
similar problem, and also how our work is inspired by their work. 

By clearly describing previous work, we can better describe the current 
limitations and the need for a new methodology. It also gives an oppor­
tunity to demonstrate our area of work and will help others to relate our 
current work to other scientific areas. We collected, analyzed, and coded 
the author-assigned keywords of other research papers to start a discussion 
on the topic “Intelligent post lockdown transportation management system.” 
Presently, how to maintain social distancing while traveling is a boiling area 
of research. Managing traffic, safer routes, and also telling the public about 
the shortest route to reach out their destination have been used in designing 
many applications in the past.3 Some of those existing approaches from the 
past are discussed in this section. 

Existing work in the field motivated our design idea to tackle the needs 
of a safer traveling environment for the public. A handful of solutions have 
been suggested pertaining to the issue in discussion. 

Transit app was designed for aggregating and mapping real-time public 
transit data, crowdsourcing user data to determine the actual location of 
buses and trains. This app was first released for iPhone users; then, it was 
launched for the android users as well. It offers upcoming departure times 
for all nearby transit lines and alerts for various types of transportation where 
available, including both bus and train. If it is found that public transit is not 
cooperating, people can easily request an Uber or grab the closest bicycle. 

Whether you ride the train, subway/underground /tube, bus, light rail, 
ferry or metro, use bikes, ride-sharing like Uber, getting the best urban 
mobility information is critical.4 

Moovit5 guides you from point A to B in the easiest and most efficient 
way. Get train and bus times, maps, and live arrival times with ease so you 
can plan your trip with confidence. Find critical alerts and service disrup­
tions for your favorite lines. Get step-by-step directions of optimal route bus, 
train, metro, bike, or a combination of them.6 

GoTo is the First ever Real-time Bus Booking Platform for Intercity 
Travels.7 It is focused on saving your precious time which is generally wasted 
waiting for buses at the Boarding point, with No Clue of bus arrival. Though 
on booking operators claim that you can track the bus, in most of the cases 
you are unable to get its actual expected time of arrival. 
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All the above-mentioned applications help people to book tickets, reach 
their destination in time, provide them with a scheduled time table, and notify 
them of numerous modes of transportation. There are several such applica­
tions like Chalo, UTS, and NextBus. So, after exploring all the previous 
works we have come up with an application that in addition to existing 
features provides new and innovative ways to implement social distancing 
in public transport.8–10 

After exploring several design options, we eventually decided to develop 
a website that will have features from several of our brainstormed and 
existing ideas named COVID TRAVEL COVER. By integrating the features 
of distinct applications together in one platform, COVID TRAVEL COVER 
offers a more holistic and effective solution than the existing applications by 
providing them with a variety of tailor-made features as per user’s require­
ments. Another highlight is that the currently available applications fail to 
provide a solution to the COVID-19. 

13.1.3 NOVELTY 

a)	 We all are aware of Arogya Setu application that keeps the record 
of people’s health conditions and makes us aware about the nearby 
COVID-19 patients, but it does not monitor whether the social 
distancing is being maintained or not which is equally important to 
stop the spreading of the virus. So, to cover those gaps our applica­
tion would monitor whether the social distancing is being maintained 
by the public or not in public transportation and additionally this 
application is also going to notify public as soon as they violate 
social distancing. 

b) Our application will check the user’s authenticity and accountability 
by asking for their details to enter while they login to our app. 

c) This application will provide services based on the preference of 
people’s urgency or purpose of their work. 

13.2 EXPERIMENTAL METHODS AND MATERIALS 

13.2.1 ARCHITECTURAL DESIGN 

The block diagram of the proposed methodology of our work is presented 
in Figure 13.1. The main idea is to design an App which will smartly 
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manage the social distancing and decide the route of the transport based 
on crowding and shortest route. First, the App will ask to sign up, which 
means that registration will take place for all passengers and after signing 
up, an authentication page will be launched, which will ask for the ID 
proof of the customer, so that our app could be used in the desired way. 
Then the customer has to enter his address details in Address Page and 
then destination details in Destination Page. Ticket booking page would 
be launched to book the tickets and it would show the available timings 
and seats observing the social distancing method. The app would contain a 
page of Guidelines, another feature. 

13.2.2 REGISTRATION AND LOGIN 

This would be the first step for a new user. This step would enable the user 
to create an id and for maintaining the authenticity every user would be 
required to upload the credentials of any address proof and workplace or 
institutional details (employee id /student id card, etc.) 

FIGURE 13.1 Block diagram of Covid travel cover. 
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13.2.2.1 TICKET BOOKING 

Whenever a user needs to travel he or she will have to book a ticket online 
through our app at least 5 h before they intend to start their journey. So, there 
will be a booking page where the users can mention the purpose, places, 
and timings of their travel and will receive the tickets on the grounds of 
availability. 

13.2.2.2 GUIDELINES PAGE 

There will be a page to which any user can refer to, any time for viewing the 
safety guidelines to be taken to ensure they are having least risk of infection. 

13.2.2.3 FACILITIES NEARBY 

This page will be showing all the hospitals, medical shops, and other health­
care and emergency facilities nearby even when the users are in transit. 

13.2.2.4 ALERT 

There will be an alert on the user’s screen if they are not following the social 
distancing criteria (using Bluetooth proximity), so that they can be aware 
and can safeguard themselves. 

13.2.3 METHODOLOGY 

The flow chart of the proposed method used to find the shortest path is shown 
in Figure 13.2. 

13.2.3.1 SSSSCHEDULING 

• Shortest Path Algorithm 

If there will be more than one person requesting for the same path, they 
will be allocated ticket through the shortest route on first come first served 
basis.11–14 
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• Traffic Management 

The app will try to improve the travel of people in a way that most people are 
able to go through the best possible route and also avoiding traffic conges­
tion in all routes as long as possible.15,16 

FIGURE 13.2 Flow chart of proposed methodology for finding shortest path. 

• Timetable Generation 

While booking tickets the users would be able to see the preset timings of the 
transport availability which would help them make decisions about the finest 
hour to start their journey.17 As the architecture is designed, now the imple­
mentation of this comes: We will design our frontend using HTML, CSS, 
and JAVASCRIPT in BOOTSTRAP. It will contain: Login Page, Categories 
Page, Ticket Booking Page, Guidelines Page, and Payment Page. 
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FIGURE 13.3 Prototype of login and registration page. 

Backend we will code on working on pages mentioned above and all pages 
would be made dynamic. We will use Java for backend coding. (Atom/Visual 
studio code). We will code a scheduling algorithm to schedule the timings 
and routes of the buses and another algorithm to manage the traffic for the 
ease of the working of the buses. A feature would be coded in the backend 
which would notify the person who would violate the social distancing rules 
using the Bluetooth detection technique/algorithm. By this we will be able to 
identify data items and concepts and find relations between them. 

13.2.3.2 PROTOTYPE OF UI 

•	 The front page or Welcome page—It would contain login and signup 
button. 

•	 Sign up page—for a new user. 
•	 Login page—for existing users. 
•	 Authentication Page—I will ask for ID proof of the customer, so that 

the authenticity of the customer can be verified and he/she can use the 
category feature in our app without any issues. 

•	 Address Page will ask the address from where the customer will board 
or the home address. 
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• 	 	 Destination page will look for the address of where the customer 
wants to go most often maybe on a daily basis (if any); therefore, 
his usual destination like office address, college address, or hospital 
address, etc. Figure 13.4 shows the pictorial view of prototype UI for 
authentication and user address details. 

• 	 	 Ticket booking page, the user will have to come to this page when
ever he/she wants to book tickets for their journey. The user will be 
required to enter the source and destination which can be the same as 
entered while registration or different according to the requirements; 
the underlying algorithm will then find the shortest possible route 
and availability of seats considering social distancing and the book 
tickets.18 

­

FIGURE 13.4 Prototype of user authentication and address details. 

13.3 RESULTS AND DISCUSSION 

13.3.1 SCHEDULING MANAGEMENT 

A basic scheduling according to the guidelines from the government will 
have to be maintained on a daily basis; on the basis of the additional demand 
by the citizen additional services can be employed.1 



 

 

 

184 Advanced Computer Science Applications 

13.3.1.1 TRANSPORT DISTRIBUTION 

Essential facilities will be facilitated by most frequent bus timings. The 
commuters of school, colleges, companies, and factories usually travel 
during the morning and evening so frequency of buses has been kept highest 
in those periods. 

Assuming that we have 100 buses available in a particular area. The 
bus services will be provided for citizens from 6:00 am to 12:00 pm. We 
have divided the buses into three categories based on the type of service 
of its commuters. Category A: Essential services (doctors, police, and army 
officials, etc.), Category B: Less essential services (college students, office 
workers etc.), Category C: Least essential services (people who want to go to 
salons, marketing, etc. ). The distribution of buses has been done as follows: 

Category A–30, Category B–50, Category C–20. The primary fixed 
schedule will be facilitated by the data obtained from the users (after the 
initial launch of the app). As people would be filling their daily requirement 
of public transport in a particular time interval that will help us determine the 
number of buses efficiently. 

Let us understand with the help of an example. Suppose in a particular 
time slot (say 8:00 am to 9:00 am), five people (P1, P2, P3, P4, P5) belonging 
to category B want to go from the same pincode (say Code1) to the same 
destination (say Code2). As the number of people is considerable so we will 
analyze the possible routes from Code1 to Code2. Let us assume in this case 
there are two possible routes (R1 and R2). In every possible route we will now 
observe the number of stops for a bus and users willing to board from those 
stops, respectively. Now we will observe the total number of commuters in 
both the routes. Let us say, in our example, number of commuters along R1 
= 20 and number of commuters along R2 = 40. If the maximum occupancy 
of a normal bus is kept 25 people per bus keeping social distancing in mind, 
then R1 will be allotted one bus and R2 will have two buses(with a gap of 15 
min between them) running between 8:00 am to 9:00 am. This will avoid the 
rush of people in bus stops also. 

13.3.2 RESCHEDULING CRITERIA 

Now if suddenly due to some reason there is a demand for buses in timings 
other than the ones already being implemented or in areas where there are no 
frequent buses scheduled then an additional bus can be rescheduled accord­
ingly, provided that there should be a minimum number of people willing to 
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avail that service. All the available buses will not be run daily as the buses 
once used for commuting will have to be sanitized and cleaned as preventive 
measures for the COVID-19 outbreak. Similarly, employees should also 
follow precautionary measures from time to time. Similarly, the scheduling 
of auto-rickshaws, trains can also be done. 

13.3.3 TICKET ALLOCATION 

We will ask the user to enter the purpose of travel while booking tickets and 
we will also have the work details of the user beforehand which the user was 
asked to fill during the registration itself. A chart of scheduled timings of 
various transports would be available all the time for the ease of the users. 

When a user requests for booking ticket the shortest possible path 
(analyzing the factor manipulation for availability of seats and traffic conges­
tion already present in that route) will be allocated to him or her keeping 
social distancing in mind using algorithms like Dijkstra Algorithm and A* 
algorithm.19,20 

To better understand the working of the application after this let us assume 
a scenario that a doctor and a college student might have requested to book a 
ticket at the same time during the same time through the same route. Let the 
purposes entered by the doctor and college student be as follows: 

Doctor: Heart surgery of a scheduled patient 
Student: Attending regular classes 
Now the ticket allotment algorithm will first compare the two purposes 

on the basis of urgency and associate priority accordingly to both of them 
(lowest index being the highest priority). On the basis of priority it will check 
for availability in possible routes and vehicle options along those routes to 
complete the journey. First, the seat would be allotted to the doctor then only 
the algorithm will check availability for the student as doctor would have 
been associated with the highest priority at that time. After the allocation of 
tickets the allotted seats would be displayed on the user’s screen, simulating 
the actual arrangement of seats on that particular vehicle, so that there is 
no confusion regarding the seating pattern sanctioned for maintaining 
social distancing by the concerned authorities. Also, the guidelines would 
be mentioned so that the users do not fall into the trap of negligence of not 
paying attention. The payment would be done by an electronic gateway that 
could be linked to the users’ bank, e-wallets or the user can choose to use 
various cards for the payment. 
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13.3.4 MAINTAINING SOCIAL DISTANCING 

The users would be required to keep their Bluetooth on especially during 
travel. We can keep a standard distance closer to which the social distancing 
criterion would be assumed to be violated. 

Let us suppose that 1 meter is the accepted closest distance with a 
view to keeping social distancing in mind. Assume that the frequency 
exchanged between two devices (device A and device B) 1 m apart is ‘x’ 
MHz. We are aware of the fact that distance is inversely proportional to 
frequency detected, that is, as the distance between the devices increases 
the frequency between them would decrease. Using the above-mentioned 
principle we can devise an algorithm in a way that if the frequency input 
in any of the devices is more than the expected minimum frequency (i.e., 
observed frequency > x), then an alert would be popped up on the user’s 
screen as a warning that social distancing has been violated and immediate 
action is required. 

13.3.5 ADVANTAGES 

•	 The app will have two user interfaces with distinguished utility—(a) 
General Public, (b) Healthcare Officials. 

•	 The authentication of the user would be guaranteed by ensuring that 
the user should upload id proofs like Aadhar card, PAN card, etc. 

•	 The app would be implementing the idea of frequency observation 
using Bluetooth to maintain social distancing by popping an alert 
whenever a person would be violating the minimum distance from 
other people. 

•	 User-friendly  
•	 A chart or table showing available buses, auto-rickshaw, metro, and 

local trains with timings in the nearby areas will always be displayed 
for the user’s convenience (listing on the basis of pin codes). 

•	 Users will be able to book tickets or monthly passes for both short- 
and long-route distances through this app. 

•	 A visualization of seating arrangement will be provided beforehand so 
that the users can easily get acquainted with the newly implemented 
patterns. 

•	 The app will also be able to suggest nearby medical shops, hospitals, 
etc. whenever necessary. 
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•	 To minimize the rush on roads categorization of buses has been done 
on the basis of essentiality of services. 

•	 Guidelines for maintaining social distancing inside the vehicle like 
modified sitting arrangement will be available with the officials as 
well as the commuters. 

•	 There will be a complaint registration form where anyone can put up 
their issues with the app or some incidents happening around them so 
that assistance can be provided accordingly. 

13.4 CONCLUSIONS 

Our work has provided a dependable solution to tackle the growth of 
infections of COVID-19 and would facilitate proper public transporta­
tion management post lockdown. Once the lockdown ends, there needs 
to be elaborate planning to manage all the people using public transport 
as offices, factories etc. will start functioning. So, to ensure everyone’s 
wellbeing and safety we are introducing an intelligent post lockdown 
management system for public transport which will help in avoiding over 
occupancy of public transport and will help people to maintain social 
distancing which will lower their risk of getting infected by COVID­
19. In our application, we will have ticket allocation on the basis of 
urgency of the purpose of travel; this will help the doctors and other 
health workers get to their destination in time as in tough times of the 
COVID-19 pandemic these people hold the highest priority. Through our 
ticket booking system we will try to reduce the transit time for users as 
much as possible, thus saving time and comparatively reducing the risk 
of the individual getting infected. We will also strive to avoid over-occu­
pancy of the public vehicles and ensure social distancing by allowing the 
commuters to board only the allowed seats as available seats would be 
arranged in a pattern to facilitate social distancing. All the money trans­
actions would be done through e-currency, thus reducing the chances of 
infection being spread through physical currency. All the users will be 
able to view the details of the nearest available healthcare facility in case 
they would need it. An algorithm to have dynamic bus scheduling will be 
present to ensure maximum resource utilization. 

This proposed work is very much useful in maintaining social distancing, 
intelligently scheduling and rescheduling of transport services, and tracking 
the status of passenger. 
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ABSTRACT 

Visually challenged people face a lot of problems while walking on the roads 
finding hindrances in their path, which is not safe for them. This walking 
stick provides solution for this problem. We come up with a solution in 
this chapter, embedded in a stick comprising many sensors like ultrasonic 
to detect obstacles of the way and pot holes. Water sensor is placed at the 
bottom to avoid water on the roads and smoke sensor to guard from fire or 
heat. A buzzer and alarm system is there to warn the person when obstacle is 
detected. Arduino Nano is used as a microcontroller in the system for all the 
working. It is economic, responsive, power efficient, and foldable. 

14.1 INTRODUCTION 

People who are visually challenged are the people who are not able to recog­
nize any minor detail with their eyes. The horizontal extent of the visual field 
with both eyes open less than or equal to 20 degrees and acuity of vision is 
6/60, people with these symptoms are considered blind.1 These people need 
digital devices which help them in coping the disability. As explained in 
Reference [2], around 10% of people have unusable eyesight so that they 
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can move around safely and on their own. These embedded devices are 
manufactured to tackle such issues. 

Active or passive sensors can be used to keep the information about 
hindrances present on the road. Sensors that only receive signal are passive 
ones. Radiations emitted from natural energy sources are detected by these 
sensors. Active sensors can detect near and far objects and give actual 
measurement between an obstacle and a blind person. 

We tried overcoming some disadvantages in our product: 
•	 The smart walking stick is developed to detect stairs, obstacles, and other 

hindrances and gives warning (Figure 14.1). 
•	 Our product is aimed to be practiced at lower costs and is comfortable to use 

in position. 
•	 The buzzer and alarm are used to give warning to the blind person and are 

also user friendly in public places. 
•	 The embedded GPS also provides the geographical location of the blind 

person to the registered number of their guardian. 
•	 It gives warning of obstacle hitting in an average distance of ≤50 cm before. 
•	 ‘‘Find my stick” feature is also added to search for the stick with a remote 

by pressing a button on it and the stick will make a beep sound to follow it. 

FIGURE 14.1 Working of smart stick for blind. 
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14.2 PROPOSED WORK 

There are a plenty of reasons to design a product like smart stick for blinds, 
that is: (I) the person just has to handle a stick and not any bulky system. (II) 
The system detects outdoor as well as indoor obstacles like pot holes, stairs, 
footpaths, sidewalks, etc. 

In Figure 14.2, an integrated embedded system is illustrated that makes 
ultrasonic sensor (HC-SR04) work for sensing obstacle for the blind person 
from a height till ground level in the range of 50 cm ahead; ultrasonic sensor 
provides real-time values and shares it with Arduino Nano (Microcontroller). 
Then after sensing any obstacle it gives a beep alarm warning to the blind 
person. Smoke sensor detects heat or fire, water sensor is for the detection of 
water, GPS detects live location along with finding my stick feature, and a 
rechargeable lithium-ion battery provides power to whole circuit. 

FIGURE 14.2 Design of smart walking stick. 
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FIGURE 14.3 Block diagram of smart walking stick. 

14.2.1 APPLIED SENSORS 

The various factors on which sensors are selected are detection of range, 
condition of atmosphere, cost efficiency, types of obstacles, precision range 
of measurements, and frequency of transmission as shown in Table 14.1. 

TABLE 14.1 

GSM&GPS Smoke Water Ultrasonic 
Principle Transmission and 

reception cellular signal 
and location 

Detection of 
heat and fire 

Detection of 
water and wet 
surface 

Obstacle 
Sensing 

Range Geographical location From 30 to 
100 cm 

20 cm From 2 to 400 
cm 

Affect from YES YES YES NO 
Atmosphere 
Cost High Low Low Low 
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14.2.1.1 ULTRASONIC SENSOR 

Unlike laser one ultrasonic sensors are more accurate for close obstacles, 
when an object is very much closer, laser sensor (less than 10 cm) is not able 
to give exact reading. At 40 kHz an ultrasonic pulse is sent out and it passes 
through air and object or obstacle and reflects or bounces back to the sensor. 
The calculation of time and the speed of sound for the calculation of distance 
are given. We use ultrasonic sensor at the middle position of the stick so that 
it can catch the objects that are at height as well as on the level of ground. 

Working of an ultrasonic sensor relies upon the following factors: 

•	 (TOF)Time of flight: The arrival of an echo that depends on the 
distance of an obstacle and delay amount between emissions of sound 
is directly proportional to distance. 

•	 Size of beam: Size of an obstacle depends upon reflected wave amount. 
Sound waves of the obstacles having dimensions greater than beam size 
will be reflected to the receiver. Then portion of ultrasonic sound wave 
will be reflected to the receiver and the remaining will be lost. 

14.2.2 ARDUINO NANO MICROCONTROLLER ATMEGA328 

Researchers in (17, 18) used the microcontroller. It has three disadvantages: 
(1) It has memory 32 kB (2 kB used by bootloader). (2) It has no internal oscil­
lator so we will need an external crystal as a clock source. (3) Clock speed at 
16 MHz. The Arduino Nano microcontroller ATmega328 is a mini, complete 
breadboard. It has similar functionality as Arduino Uno, but in a different 
package. It is only short of a DC power jack but works with a mini USB effi­
ciently. It can be easily mounted on any surface due to its small size and light 
weight and can be used with little power due to its less power consumption. It 
also has a blue color placed on the top to show the power indication. 

14.2.3 BUZZER ALARM AND WARNING 

Many researchers5,6,14 use different buzzer frequencies and audio patterns 
to warn the impaired person about different hindrances and obstacles. The 
device uses preloaded and different alarming patterns for all the installed 
sensors uniquely to avoid getting confused with sensors. In the proposed 
system, we have given different  alert warning tones depending on the 
distances to aware the user. 
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FIGURE 14.4 Circuit diagram. 

14.2.4 WATER SENSOR 

To determine wet surfaces and to detect water in the way the water sensors 
are being used in the device; it is also used to sense water spread, water pits, 
and puddles. The moment water gets into the contact of the sensor, it sends 
the information to the microcontroller and after that it generates attention 
warning that will come out from the buzzer as a medium. 

14.2.5 GSM AND GPS 

The GPS and GSM modules work together to give the live location of the 
person when the hazard button situated on the stick is pressed. A sim card is 
being installed in the GSM module and on pressing the button it will generate 
the notification and a message is being sent to the number of the guardian 
of the blind person that is being stored in the code and a live location link is 
being sent through the GPS module. 
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14.2.6 FIND MY STICK


Frequency modulation (FM) module along with wireless remote commu­
nication is provided to a blind person if the stick is far away from him. 
Frequency waves are being generated in the circuits of RF transmitter and 
“carrier signal,” information is added by modulating the carrier signal. The 
generated signal is then given to antenna. From atmosphere the RF receiver 
receives the same frequency signal, by altering the Magnetic and Electric 
fields from antenna. The circuits of the receiver then give the information of 
signal to the carrier, and give an audio after amplifying it. 

14.3 RESULTS AND COMPARISON 

Smoke sensor, ultrasonic sensor, water sensor, GSM, and GPS are tested in 
an individual manner as well as in an integrated one. Checking ultrasonic 
sensors on various obstacles is must. We have calculated and checked the 
sensor at different values and distance for the results as shown in Table 14.2. 

TABLE 14.2 Comparison and Result of Ultrasonic. 

Distance (cm) Analog value calculated Analog value measured Error 
(mV) (mV) 

5 25 23 1 mv 
10 50 48 1.9 mv 
20 100 98.1 2.3 mv 
30 150 145.6 3.8 mv 
40 200 194.8 4.6 mv 
50 250 246.3 5.8 mv 
75 375 369 9.1 mv 
100 500 491 11 mv 

TABLE 14.3 Comparison of Other Devices. 

Devices Detection Time Power Stairs and Portable 
range response consumption water detection 

Proposed Stick High Fast Medium Yes Yes 
Warning System High Medium Low Yes Yes 
GSM & GPS High Fast Medium NA Yes 
Ultrasonic Low Fast Low Yes Yes 
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For getting the actual results the testing of the model has been done at the 
ground level or real world. Many experiments have been done by generating 
different circumstances and varying the types and pattern of obstacles. Along 
with the system the test for the battery has also been conducted in which the 
power lasts for about 2 h and 30 min which is a good backup considering the 
functionality provided. 

System that is proposed can be compared with existing technologies as 
well. Some parameters can be evaluated: 

•	 Starting with the range that is the first parameter, we have kept our 
system in between a low range of 2 m to a maximum of 75 m. 

•	 Coming to second should be response time that our system is 
providing a very high response time of 0–100 ms. 

•	 The third parameter is durability, light in weight, portable, and fold­
able to carry it anywhere easily. 

•	 Fourth parameter that is important is the consumption of power of the 
system on which we have worked really well to get a decent power 
output or backup. 

14.4 CONCLUSIONS 

The Smart Walking Stick is a future aiding device for new generation which 
will grant a decent help to the visually challenged people around the world, 
giving near to accurate results for the user in the water pits with a good range 
of obstacle detection. 

It is really economical, portable, reliable, and robust with a power-effi­
cient capabilities system which also gives a real-time navigation experience 
to the user giving security aspects as well as quick response for every sensor 
enabled and also finding the stick when lost with a click on a remote. Blind 
people’s concern was on top priority while developing the following product. 

14.5 FUTURE SCOPE 

We can collaborate with nursing homes, hospitals, surgical item manufac­
turers for the production and get it available to the needy ones easily and at 
a very reasonable price. 
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ABSTRACT 

It has always been difficult to communicate and interact with those people 
who are unable to speak or listen. Human translators somewhat try to 
bridge the communication gap between the deaf-mute community and those 
who do not know how to read and use the sign language. However, they 
are limited in number and are not available everywhere, all the time. So, 
to solve this problem, we can use various computer science technologies 
to detect and classify the sign language gestures. This chapter proposes a 
system to detect and recognize dynamic Nepali Sign Language (NSL) in real 
time using a deep learning technique with the help of computer vision. The 
proposed approach takes video input from the user, extracts its frames, and 
classifies the sequence of images using a combined model of Convolutional 
Neural Network (CNN) and Long Short-Term Memory (LSTM). We have 
used InceptionV3, a transfer learning approach to extract spatial features 
and LSTM, a type of Recurrent Neural Network (RNN) to recognize the 
temporal features. The dataset is collected manually by capturing videos 
using a smartphone for five different classes. 
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15.1 INTRODUCTION 

Nepali Sign language (NSL) is a visual language used by physically impaired 
individuals in Nepal who cannot speak or hear for communication in their 
day-to-day conversational activities. 

They communicate by performing signs using their hand shapes, orienta­
tion, and movement of hands. It requires the usage of fingers, hands, face, 
and sometimes head. To perform a sign language gesture accurately, there 
are five main factors to be considered: hand shapes, orientation, location, 
movement, and facial expression. However, despite having this mode 
of communication, there is still a huge communication gap between the 
deaf-mute people and the hearing-speaking public. It is not actively used 
by most of the nonhearing and nonspeaking people in Nepal. It is because 
the majority of deaf people are born in the family and society where there 
is not a single NSL user. They only get a chance to learn this language at 
the primary level of their education. Hence, deaf-mute people do not have 
the opportunity to learn and acquire Nepali Sign Language under normal 
situations. To some extent, there are instructors and translators who teach 
and interpret sign language respectively, but they are scarce in number and 
cannot be available all the time and everywhere. In this scenario, there is an 
inevitable need for science and technology. With its advancement, we can 
think of developing a system that can translate gesture signs into human 
understandable text and vice versa. This can help bridge the conversational 
gap between the two groups. 

15.2 EXISTING SYSTEMS 

Hand gesture recognition for sign language classification is an active and 
demanding research area. It is not an easy field to deal with, as working with 
hand gesture recognition in real time poses various factors that can affect the 
efficiency of the system such as lighting conditions, gesture performance, 
gesture momentum, variations in language structure, and so on. Many 
different researches have been done regarding sign language recognition in 
different countries such as the USA, the UK, and India; however, this field is 
still in its rudimentary stage in Nepal. Some researches that have been done 
in this field of NSL are stated below: 

1.	 Nepali Sign Language Translation Using Convolutional Neural 
Network used a CNN model to build a Nepali Sign Language 
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translation system to identify and predict seven different signs stati­
cally. The data acquisition was done through a one-megapixel camera 
and a red glove was used for hand segmentation, which was then fed 
into a CNN model consisting of a total of two convolutional layers, 
a max-pooling layer and finally one fully connected layer. First, they 
developed a model for five classes which gave an accuracy of 95.4%. 
Later, another model was created for seven classes and due to this 
addition of two new signs, it was noticed that the model’s accuracy 
was reduced by 0.83% 

2.	 Hand Gesture Vocalizer for Dumb and Deaf People used glove 
controller to recognize sign alphabets and some words, and then 
translate sign language into text and voice. In this system, classifica­
tion is done using the Random Forest Algorithm. Random Forest 
Algorithm is a supervised classification algorithm, which is oper­
ated by constructing a large number of decision trees at operating or 
training time. This algorithm creates some sets of decision trees from 
different subsets of the training data and overall votes are collected 
from all sets of decision trees to select the output class. When the 
testing was done in Nepali sign language, it was able to give an 
accuracy of 96.8%. 

3.	 Hand Gesture Recognition for NSL Using Shape Information was 
obtained using digital image processing. Image acquisition is done 
by using a four-megapixel camera and manually preprocessed 
according to the need and hand segmentation is done to detect the 
concerned part. Erosion and dilation and fill operation are applied 
to improve the quality of the segmented image. Freeman chain code 
is applied to segmented images to prevent lossless data and feed in 
the image database. Freeman chain code draws a boundary from the 
starting point of the image until a blob is formed or the starting point 
is met. They have fed 13 vowels and 49 alphabet sets in the database. 
Classification was done by simply finding the maximum count of the 
matching sequence between the shape numbers of the database with 
the hand gesture to be classified. 

4.	 This chapter has proposed a system to recognize NSL where the hand 
gesture is recognized using shape information. Here, Vertex Chain 
Code (VCC) and Freeman Chain Code are used as the feature extrac­
tors to identify distinguishable information from the hand gesture 
which is later used by the K-Nearest Neighbor (KNN) for classifying 
the gestures. 
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The accuracy is determined by dividing the total number of correctly 
predicted gestures by the total number of tested gestures. The accuracy of 
recognition using the radial approach for sampling along with the Freeman 
chain code was 56%. Similarly, when the grid line method was applied for 
sampling along with Freeman chain code, the accuracy was 48% and for the 
radial approach with the VCC method, the accuracy was 44%. Hence, the 
methodology where radial approach was used for sampling and Freeman 
chain code for extracting features was found to be comparatively better than 
the other two approaches. 

15.3 DATA ACQUISITION 

Since the research work on Nepali Sign Language recognition is still in its 
initial phase, there are no video datasets of NSL on the Internet. Hence, we 
generated a dataset of five different signs (father, food, promise, tea, wife) 
from the NSL by ourselves. 

The videos were recorded using smartphones in landscape mode with a 
minimum frame rate of 30 fps. Each sign is performed 20 times by a single 
signer in different lighting conditions, background and speed of signing so 
that we can achieve variations in the dataset. We generated 80 videos per 
class (66 for training and 14 for testing). 

15.4 PREPROCESSING 

To introduce variability and eventually achieve better generalization, we 
have augmented the training video dataset using various operations like flip­
ping the frames horizontally, rotating, increasing (multiply), and decreasing 
contrast (add). Applying such augmentation allowed the dataset size to 
increase from 66 videos per class to 330 videos per class allowing the overall 
dataset size to increase from mere 330 total videos to 1650 total videos. 

FIGURE 15.1 Sample frames for a video with multiply augmentation. 

Frames are extracted from all the video files belonging to both train and test 
datasets using a command-line tool called “FFmpeg” and then saved in the same 
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directory. Simultaneously, metadata in CSV format is created to contain video file 
details like whether it belongs to a train or test dataset, its class name, filename, 
and a total number of frames in that video. This file is later used while extracting 
features from video frames using transfer learning. Now, while extracting features, 
the number of frames is down sampled to 40 for each video file to avoid overfitting 
and reduce computational cost. Now, distinguishable information is extracted from 
each frame using the InceptionV3 model and saved into a NumPy array. Eventually, 
this array is used for training the LSTM model. 

15.5 METHODOLOGY 

In this system, we are predicting sign language dynamically, which means 
that we have to classify the gesture from a set of sequential frames. For this 
task, a model is needed to learn two aspects: 

• Features of the images 
• Features of the sequence (temporal or time-related features) 

1. For extracting features from images: 

Convolution Neural Networks (CNNs) is the best choice for this task. They 
are excellent at extracting distinguishable information from the input frames 
through the application of relevant convolution filters. For our system, 
we have opted for a transfer learning approach. This supervised learning 
technique helps to get the final layer of a pre-built model which leads to a 
remarkable drop in training time as well as the amount of dataset required. A 
popular model used in transfer learning is Inception V3. It has 48 layers in a 
network and is trained on the ImageNet dataset having 1000 classes. 

We have fed 40 frames for each video to the InceptionV3 architecture 
whose top classifying layer is removed, and got a feature vector of shape (40, 
2048) for each video that will be used as an input for LSTM architecture. 

2. For extracting time-related features from sequences: 

We have used LSTM, which is an improved version of RNN, to extract the 
temporal features of image sequences. 

The features we obtained from Inception-V3 are passed to this LSTM 
architecture. After that, we defined some of our own layers. We tried with 
dense layers with ‘‘relu” activation with some dropouts between multiple 
layers. After trying with different layers, we settled down to a 256-wide 
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LSTM layer along with batch-normalization and 0.4 dropout followed by 
another LSTM layer with 128 units. After that, a 16 dense layer along with 
ReLU as an activation function is used and a dropout of value 0.5 is applied. 

The last layer consists of a dense layer with nodes equal to the number of 
labels along with a SoftMax activation function which basically provides a 
class as output in terms of probability. 

We have used “categorical_crossentropy” as a loss function and “Adam” 
as an optimizer with a learning rate of 1e-5 and decay of 1e-5. Similarly, 
“accuracy” and “top_k_categorical_accuracy” are used as metric functions 
for training and testing. Finally, we compiled and trained our model using 
these parameters. 

15.6 EXPERIMENTAL RESULT 

In this project, we have trained our model on Google Colaboratory with the 
help of GPU provided by Google. The number of epochs used while training 
was 100 with the patience value of 10. A batch size of 32 was set for main­
taining the weight of the LSTM model. The model was trained with an Adam 
optimizer with a learning rate of 1e-5 and categorical cross entropy as a loss 
function. It took around 10 min to train the model on Google Colaboratory. 

First, we trained the model on a small dataset of 66 videos each class 
where we got an accuracy of 98% on training data and an accuracy of 20% 
on validation data which indicated that our model was overfitting. Then we 
increased the dataset size by applying different augmentation operations to 
330 videos per class. Then we got 89% training accuracy, and 59% valida­
tion accuracy which is a huge improvement compared to the previous result. 

FIGURE 15.2 Validation curve. 
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15.7 CONCLUSIONS


The proposed system has given considerable outcome for the recognition 
of Nepali sign language gestures. We have taken both spatial and temporal 
features of the videos into account while training our model. That is why, it 
is successful to classify the sequence of video frames into its actual class. 

Even though the model implemented using CNN-LSTM architecture 
gave a validation accuracy of 60% with a loss of 1.32% which is very less 
compared to that of other state-of-the-art techniques, it is not bad consid­
ering our limitations like unavailable datasets, lack of high-end devices, and 
insufficient knowledge of other better techniques. 

KEYWORDS 

• Nepali Sign Language (NSL) 

• convolutional neural network (CNN) 

• long short-term memory (LSTM) 

• recurrent neural network (RNN) 

• InceptionV3 

• computer vision 

• spatial features 

• temporal features 

REFERENCES 

1. Mali, D.; Mali, R.; Sipai, S.; Panday, 	S. Two Dimensional (2D) Convolutional 
Neural Network for Nepali Sign Language Recognition, 2018; 1–5. DOI: 10.1109/ 
SKIMA.2018.8631515. 

2. Manandhar, S.; Bajracharya, S.; Karki, S.; Jha, A. Hand Gesture Vocalizer for Dumb 
and Deaf People. SCITECH, Nepal 2019, 14 (1), 22–29. https://doi.org/10.3126/scitech. 
v14i1.25530 

3. Sunuwar, J.; Pradhan, R. Hand Gesture Recognition for Nepali Sign Language Using 
Shape Information. Int. J. Comput. Sci. Eng. 2015, 3 (6), 129–135. 

4. Thapa, V.; Sunuwar, J.; Pradhan, R. Finger Spelling Recognition for Nepali Sign 
Language. In Recent Developments in Machine Learning and Data Analytics. Advances 
in Intelligent Systems and Computing; Kalita, J., Balas, V., Borah, S., Pradhan, R., Eds., 
Vol. 740; Springer: Singapore. https://doi.org/10.1007/978-981-13-1280-9_22 

https://www.doi.org/10.3126/scitech.v14i1.25530
https://www.doi.org/10.1007/978-981-13-1280-9_22
https://www.doi.org/10.3126/scitech.v14i1.25530
http://www.doi.org/10.1109/SKIMA.2018.8631515
http://www.doi.org/10.1109/SKIMA.2018.8631515


 

 
 

  
 

 

 

 

 

 

  

 

  

	

208 Advanced Computer Science Applications 

5. Huang, C-L.; Huang, W-Y. Sign Language Recognition Using Model-Based Tracking 
and a 3D Hopfield Neural Network. Mach. Vis. App. 1998, 10, 292–307. 

6. Davis, J.; Shah, M. Visual Gesture Recognition. IEE Proc. Vis. Image Sign. Proces. 
1994, 141 (2), 101106. 

7. Starner, T.; Pentland, A. Real-Time American Sign Language Recognition from Video 
Using Hidden Markov Models. In SCV95, 1995; p 265270. 

8. Chen, F-S.; Fu, C-M.; Huang, C-L. Hand Gesture Recognition Using a Real-Time 
Tracking Method and Hidden Markov Models. Institute of Electrical Engineering, 
National Tsinghua University, Hsin Chu 300, Taiwan, March 2003. 

9. Deora, D.; Bajaj, N. Indian Sign Language Recognition. In 1st International Conference 
on Emerging Technology Trends in Electronics, Communication and Networking 
(ET2ECN), 2012; pp 1–5, 2012. 

10. Kirillov, 	A. Hand Gesture Recognition, 2008. http://www.codeproject.com/ 
Articles/26280/Hands-Gesture-Recognition (accessed 9 Sept 2014). 

11. Shamaie, A.; Sutherland, A. Accurate Recognition of Large Number of Hand Gesture. 
Machine Vision Group, Centre for Digital Video Processing School of Computer 
Applications, Dublin City University, Dublin 9, Ireland, 2003. 

12. Hurlbut, H. M. A Lexicostatistic Survey of the Signed Languages in Nepal. SIL 
Electronic Survey Reports, June 2012; p 23. 

13. Chai, X. et al. Sign Language Recognition and Translation with Kinect. Institute of 
Computing Technology, CAS, Microsoft Research Asia, Beijing, China, October 2013. 

14. Quan, Y.; Jinye, P Application of Improved Sign Languages Recognition and Synthesis 
Technology. Industrial Electronics and Application, 2008, ICIEA 2008, 3rd IEEE 
Conference, June 2008; pp 1629–1634. 

http://www.codeproject.com
http://www.codeproject.com


Advanced Computer Science Applications: Recent Trends in AI, Machine Learning, and Network 
Security. Karan Singh, PhD, Latha Banda, PhD & Manisha Manjul, PhD (Eds.)
© 2023 Apple Academic Press, Inc. Co-published with CRC Press (Taylor & Francis)

CHAPTER 16



PERFORMANCE EVALUATION OF A 
MULTIBAND EMBROIDERED FRACTAL 
ANTENNA ON THE HUMAN BODY 

SHRUTI GITE and MANSI SUBHEDAR 

Electronics and Telecommunication Engineering, Mumbaı University, 
Pillai HOC College of Engineering and Technology, Rasayani, India 

ABSTRACT 

Several recent technologies are emerging that integrate the wearable system 
with antenna technology. The wearable antennas embedded into textiles are 
the most promising and fully integrative ones in the field of wireless body 
area networks (WBAN). In this chapter, a fully textile wearable antenna 
operating at 2.4 GHz with Minkowski fractal design is presented. The 
antenna is fabricated using a pure silver conductive thread on the polyester 
substrate using the embroidery technique. A 3D full-wave electromagnetic 
simulation tool is used to simulate the design. The antenna is placed onto the 
human body to obtain a specific absorption rate (SAR) result. Simulation 
results are demonstrated using different antenna parameters like S11 return 
loss, VSWR, Gain, and Directivity. Results showcase the multiband antenna 
performance for various applications with four resonant frequencies 2.68, 
4.06, 4.32, and 4.46 GHz. The SAR value for the simulated embroidered 
textile fractal antenna is 1.32 W/kg when placed along with the realistic 
human male torso model in HFSS. 
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16.1 INTRODUCTION 

The usage of wearable devices has been rising with regard to growing 
demand for wearable electronics. They have become a part of our daily 
lifestyle. We very much rely on these wearable devices as they will not only 
keep us in touch with our social circle but also provide additional features 
of monitoring daily activities. Thus, these devices are enhancing the perfor­
mance of our day-to-day tasks by providing us with some accountability for 
it. There is a wide range of applications for wearable antennas that receive 
a tremendous response from the market. Some of the body area network 
application areas include health monitoring, military, navigation, RFID 
tracking, security, emergency, intelligent child protection, smart garments, 
transportation system, astronaut space monitoring, social networking, etc. 
Effective antenna design is crucial for wireless body area network commu­
nication. This involves improved performance characteristics of antenna like 
multiband, wideband, compact, low cost, ease of fabrication, and so on. The 
designed wearable devices must be comfortable to wear, compatible in size, 
as well as flexible for best performance. It should not be bulky in size so as 
to avoid tangling with garments as well as appearance of antenna should be 
aesthetic and ornamental when placed on the body. 

To meet the above requirements for a reliable wearable antenna, fractal 
geometry is adopted for the proposed antenna. Fractal geometry fulfils all 
these requirements due to its properties like self-similarity, space filling, and 
ability of miniaturization. It is desirable that the wearable antenna will be 
functional at more than one band and hence the multiband wearable antenna 
is being proposed along with fractal geometry. This work focuses on the body 
area network applications mainly the e-health monitoring sector. The proposed 
antenna can be integrated onto the aprons of doctors as well their assistants to 
monitor the health condition of patients anytime from anywhere even outside 
the hospitals. This can ensure 24 h health monitoring of patients under experts 
as well as it can prove to be beneficial in life-endangering emergency situations. 

Impact of antennas on the human body is an essential aspect of antenna 
design as wearable antennas function in close proximity to the human body. 
The man’s body tissues captivate the electromagnetic energy emitted by the 
antennas to produce heat. Such exposure to electromagnetic waves can lead 
to several health hazards and also cause permanent damage to functioning 
of body parts. The measurement known as Specific Absorption Rate is used 
to determine how much electromagnetic radiation is absorbed by the human 
body (SAR). This work presents SAR analysis on the human body. 
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16.2 LITERATURE REVIEW 

As the wearable antenna market is rapidly expanding, various wearable 
antennas have already been developed. These antennas are fabricated 
on different types of dielectric substrates. A plethora of flexible type of 
substrates are developed for wearable antennas like paper,1,2 textiles, plastic,3 

and so on.4,5 Several studies are available demonstrating wearable antennas 
showcasing its design and fabrication applicable to various fields.6–9 Imple­
mentation of certain textile materials for body area applications has also 
been studied.10,11 Amaro et al. published wearable antenna design with simple 
planar microstrip geometry on felt fabric which shows significant loss of 
bandwidth.12 Khaleel et al. showcased a simple monopole antenna fabricated 
on artificial magnetic conductor ground plane using the simple printing 
technique.13 The work presented in14,15 shows a flexible wearable antenna 
fabricated using the inkjet printing method. This method also involves ink 
compatibility issues when combined with different types of substrates. 

Elias et al. presented a single-band dipole antenna and its performance 
was studied using CST Microwave Studio. The outcomes showed that the 
SAR values were affected due to antenna position.16 A rectangular patch and 
planar inverted-F antenna is implemented on a jean textile substrate (thick­
ness h=1 mm, dielectric constant εr=1.7, loss tangent tan δ=0.025) using an 
adhesive copper sheet. This antenna is being analyzed for SAR results that 
depict the on-body SAR value of 2.85 W/kg, not permitted for public expo­
sure.17 An SAR analysis of a planar inverted-F antenna utilizing a mobile 
phone on a human head and hand model is provided, revealing a nearly 40% 
reduction in the antenna’s radiation efficiency.18 A wearable planar dipole 
antenna with a single band was built, resulting in high values of specific 
absorption rate. To compensate this, an additional EBG layer is to be added 
that causes increase in the size of antenna.19 Two different wearable antennas 
are being investigated for SAR results by Ramli et al. These antennas show 
the use of additional reflectors in antenna structure to reduce back radiation 
and attain satisfactory SAR value.20 

16.3 PROPOSED ANTENNA DESIGN AND METHODOLOGY 

The emergence of the wearable technologies is enhancing the lifestyle of 
humankind. Several recent technologies are emerging which integrate 
wearable system with antenna technology. Furthermore, the most promising 
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and fully integrative wearable antennas are the ones that are embedded into 
textiles. Wearable systems are rapidly gaining importance and appeal as a 
result of a variety of benefits and applications. They can be used to sense 
biological information from the human body and send it wireless, especially 
for body-cantered applications in healthcare. The biological data obtained 
by the sensors is communicated to the control device by the sensors. The 
data gathered by the control device can then be remotely sent to a bodyworn 
wearable antenna for further patient diagnosis. Flexible substrates may be 
advantageous for wearable antenna applications, given the high demand for 
them. As a result, the use of various flexible substrates for such applications 
is increasing. 

16.3.1 PROPOSED DESIGN 

There has been rapid and revolutionary advancement in the biomedical field 
in recent years. Due to this, today the doctors can monitor the patient health 
condition wirelessly in real time from anywhere. To support this an efficient 
body area network communication is needed. This can be done by designing 
a reliable wearable antenna that will enhance the communication between the 
doctors and patients. To match the growing speed of technology, a wearable 
antenna is proposed which is being attached to the pocket of doctor’s apron. 
This will ensure the effective communication between doctors and patients 
as they will be continuously updated with the health parameters. This will 
ensure that the patient is safe as they can be rescued and diagnosed if a 
medical emergency occurs. Figure 16.1 depicts an apron where the proposed 
antenna is to be integrated. 

FIGURE 16.1 Medical apron for integrating proposed antenna. 
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Figure 16.2 depicts the proposed antenna approach, which is further 
explained in the following subsections. 

16.3.2 MATERIAL SELECTION 

Dielectric Substrate material: The parameters to be considered for selecting 
a fabric for antenna design are flexibility, availability, cost effectiveness, 
comfort, softness, long-lasting properties, and ease of production. Textile 
materials is a good choice for antenna substrate as they have very low 
dielectric constant for boosting antenna impedance along with reduction of 
surface losses. Because the performance of the antenna is based on these two 
parameters, a thorough evaluation of the substrate material, particularly the 
permittivity and loss tangent, is critical. The substrate of antenna is made of 
fully textile polyester material. 

FIGURE 16.2 Methodology for proposed antenna. 
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Conducting Materials. The suggested antenna’s conducting portion is 
made of pure silver conductive thread. It allows the electric current to pass 
through the antenna; hence, it can also be called an “E-textile” or “electro 
textile.” For E-textiles, the most important parameter is conductivity. 
Conductivity (σ) is inversely proportional to the surface resistivity (R_s) of 
the material. For the selected thread the surface resistivity is less than 300 
Ω/m, so a good amount of conductivity is obtained. E-textiles can be consid­
ered to be the best option for textile wearable antenna applications when 
compared with the design issues of copper adhesive patches or sheets that 
are not suitable for heat exposure as well as washing. They are not aesthetic 
in look and also damage the antenna performance on bending. 

Ekatrina12 introduced a detailed study on queues pending with customers 
and their relationship with impatience caused. Our study takes these scores 
into consideration. 

16.3.3 MAJOR CONTRIBUTION 

Realizing following points with the smart apron, further leverage to health­
care industry can be obtained: 

•	 Early diagnosis: Doctors can detect early symptoms of a life-
threatening disease or circumstance based on the patient’s clinical 
parameters by using smart apron. 

•	 Remote access: Doctors can monitor patients remotely and in real 
even though they are out of reach of hospital and patient. Thus smart 
apron will allow the doctors to treat the patients by accessing them 
remotely. 

•	 Patient’s Data: The patient’s data medical statistics and history is 
recorded real time and stored in database during each visit to hospital. 
This will enable us to track the overall health and treatment of 
a patient. This will result in a more perfect and detailed diagnosis 
analysis by the doctor. 

•	 Customized record: The doctor can maintain the database of an indi­
vidual patient in real time and can have access to his or her complete 
medical history. This can be helpful for doctors to customize the 
treatment for every patient accordingly depending on the needs of the 
patient. 

•	 Flawless Diagnosis: Having access to the patient’s current data and 
previous reports digitally will provide clear condition of the patient to 
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the doctor. This will further help the doctor to compare, analyze, and 
give the optimum treatment. 

•	 Reminder: Patients sometimes fail to take regular medicines, treat­
ment and ignore the instructions given by doctors. So in such cases 
smart apron can act as a reminder as it will update doctors if patients 
fail to take treatment on time. 

•	 Affordable healthcare: Usage of smart apron can save a lot of time 
and transport facility for a patient to visit the hospital again and again 
for the treatment. 

•	 Patient engagement: Due to continuous and effective monitoring of 
health condition by doctors, the patients are satisfied and relieved 
and are engaged into the treatment process. This will enable a faster 
recovery of patients. 

16.3.4 FABRICATION 

The proposed antenna is a wearable antenna embedded in smart textile. To 
achieve better efficiency, flexibility of an antenna is an important aspect. 
Wearable antennas fabricated on epoxy-based substrates lack this aspect of 
design. In screen printing fabrication, conductive ink is used onto textile 
substrates that tend to permeate through the fabric during the process. There 
is also a possibility of oxidation reaction on the surface of substrate that 
results in degradation of antenna performance. 

To overcome these issues during fabrication, a better wearable antenna 
fabrication method is chosen for the proposed work. Embroidery is an alter­
nate fabrication approach for fractal wearable antennas that has never been 
explored before. The proposed antenna uses a pure silver conductive thread 
onto polyester substrate, fabricated using the embroidery technique. The 
fabrication is done on Brothers Embroidery machine F440E. The fabrication 
technique of the proposed antenna is depicted in Figure 16.3. 

There is a need of fully integrative wearable antennas. As a result, the 
proposed antenna is constructed with a polyester fabric substrate and a 
silver conductive thread patch. The silver conductive thread and the textile 
substrate claims the antenna to be fully textile wearable antenna. The antenna 
design is Minkowski fractal designed at 2.4 GHz frequency. The antenna 
is being designed to operate at various frequency bands like GPS, LTE, 
Bluetooth, and WiMAX. The proposed antenna measures 44.17 × 52.72 × 
1.6 mm3. The antenna is being fed using a microstrip feed line. The fractal 
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geometry enables the miniaturization of the antenna along with multiband 
characteristics. 

FIGURE 16.3 Embroidery machine for the fabrication of proposed antenna. 

16.4 EVALUATION OF ANTENNA AND IMPACT ON HUMAN 
TORSO MODEL 

16.4.1 ANTENNA UNDER TEST (AUT) 

The Antenna Under Test (AUT) is Minkowski fractal that needs to be evalu­
ated for the study of overall antenna performance. The suggested antenna 
is created using a finite-element finite-difference 3D electromagnetic 
simulation tool. The commercial Ansys HFSS simulation software was used 
to simulate the antenna’s performance. The results are obtained in terms of 
antenna parameters. The AUT is illustrated in Figures 16.4 and 16.5. 

FIGURE 16.4 HFSS top view of AUT. 
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FIGURE 16.5 HFSS side view of AUT. 

16.4.2 IMPACT OF HUMAN TORSO MODEL 

Specific absorption rate analysis. When AUT is placed near the human body, 
some of the power is reflected back and absorbed by the human body; this 
value can be quantified and termed Specific Absorption Rate (SAR). It is 
given by the equation 

SAR= (σ E^2)/(2 ρ) (16.1) 
where σ and ρ are conductivity and density of human body respectively and 
E is the rms value of electric field strength. To obtain accurate results in 
terms of Specific Absorption rate (SAR), AUT is evaluated using the ANSYS 
Human Body Model (HBM). The geometrical and material properties of 
HBM are the same as the human body. This software has both adult human 
models for male as well as female with fine accuracy (up to millimeters) in 
dimensions. It is frequency dependent and functions from around 10 Hz to 
10 GHz. The male HBM that is utilized for the proposed work has around 
300 body parts including organs, muscles, and bones. The HBM can be used 
to analyze the antenna design with three levels of accuracy by changing 
the resolution. Figures 16.6 and 16.7 show AUT placed in chest position of 
HFSS male phantom model. 

FIGURE 16.6 Front view of human torso model. 
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FIGURE 16.7 Side view of human torso model. 

16.5 SIMULATION RESULTS 

The simulated results can be seen in Figures 16.8–16.15. The various antenna 
parameters that are observed to study the performance of the proposed 
antenna are S11 return loss, VSWR, Gain, and Directivity. The proposed 
antenna resonates into four different resonant frequencies that are 2.68, 
4.06, 4.32, and 4.46 GHz. This can be observed from Figures 16.8–16.10 
respectively. 

FIGURE 16.8 S11 return loss graph of the proposed antenna. 

FIGURE 16.9 S11 Smith contour plot. 



 

 

 

 

219 Performance Evaluation of a Multiband Embroidered Fractal Antenna 

FIGURE 16.10 S11 3D rectangular plot. 

The VSWR results for the proposed antenna can be seen in Figures 
10.11–16.13, respectively. The 3D plots of gain and directivity of the 
proposed antenna can be seen in Figures 16.14 and 16.15, respectively. 

FIGURE 16.11 VSWR graph of the proposed antenna. 

FIGURE 16.12 VSWR Smith Contour plot. 
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FIGURE 16.13 VSWR 3D rectangular plot. 

FIGURE 16.14 3D polar gain plot. 

FIGURE 16.15 3D polar directivity plot. 
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It can be observed that at 1.7 cm distance, the wearable textile antenna 
safely gives the SAR value as 1.32 W/kg. Evaluation of SAR of AUT shows 
a satisfactory safety margin. It does not exceed the permitted limit of 2 W/kg 
averaged over10 g of tissues. 

16.6 CONCLUSIONS 

This chapter demonstrates a wearable textile antenna suitable for different 
applications demanding a compact, flexible, low cost, and efficient antenna. 
The proposed antenna operational at 2.4 GHz uses a fractal geometry that 
enables the miniaturization of an antenna. The antenna is fabricated onto a 
fully textile polyester substrate. The radiating element of the antenna is the 
highly conductive silver thread embroidered onto the fabric. This E-textile 
antenna is tested for its performance and also for the impact on the human 
body when placed in the vicinity of it. Simulated results indicate multiband 
characteristics and better gain. The proposed antenna resonates into four 
different resonant frequencies that are 2.68 GHz, 4.06 GHz, 4.32 GHz, and 
4.46 GHz. The SAR results are obtained using a phantom model of male 
human torso that indicates a 1.32 W/kg value. The proposed antenna can be 
potentially used as safe, flexible, and efficient wearable antenna for several 
Wireless Body Area Networks (WBAN) applications. 
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ABSTRACT 

The real estate industry is going digital by transforming its entire project 
workflow, such as planning, modeling, and designing. One of the pivotal 
requirements of the early design stage of any infrastructure design is 
coming up with a floor plan. For an experienced architect also, referring to 
the existing model to get inspirations and ideas is very common. Searching 
through a database of floor plan images manually and identifying the plan 
of interest is a cumbersome process. This chapter presents a system for the 
retrieval of similar floor plan images from a large-scale database under the 
query-by-example paradigm that is proposed. The proposed method uses 
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deep representation learning to extract essential features from the floor plan 
images. These features are then used for similarity measurement for image 
retrieval. We contribute to the research in two ways. First, by proposing a 
new query-by-example-based floor plan retrieval framework for a large-
scale dataset. Second, a fully convolutional auto-encoder architecture is 
proposed for discriminative feature representation and fast retrieval. An 
experimental study, followed by qualitative and quantitative comparison 
with state-of-the-art methods, authenticates our proposed floor plan image 
retrieval system. 

17.1 INTRODUCTION 

Real-estate industries have started adapting to online platforms for searching, 
buying, and selling properties. It is common for potential buyers to browse 
through properties on the Internet and shortlist the ones that satisfy their 
requirements. Digitization has not only affected the real-estate industry in 
its commerce but also has transformed the project workflow. A large portion 
of the planning, modeling, and design is carried out using different software 
tools. Thus, a lot of digital data is generated and used by architects and 
designers. This data has an immense potential to be effectively used to aid 
buyers, sellers, designers, architects, and other stakeholders of the real estate 
industry. 

Keeping that in mind, researchers have also started contributing in 
this domain. A variety of work has been conducted on one key aspect of 
any property, that is, building floor plans. Examples include the construc ­
tion of 3D floor plans,5 development of navigation systems in historical 
buildings and monuments,6,7 automatic rendering systems to convert the 
textual description into real-world images,9 and automatic interpretation 
and retrieval of floor plan images.1,14,15,17,18 However, for most of these 
applications, experiments were conducted on small and relatively simple 
datasets. 

Room layout segmentation, adjacent room detection, and graph spec­
tral embedding feature for unique floor plan layout representation were 
proposed.16 In Ref. [11],  a system to detect rooms in the architectural 
floor plan by using room and door hypothesis is discussed. An automatic 
system for the detection and labeling of rooms from architectural floor 
plans has been introduced in Ahmed et al.2 In Aoki et al.,3 a system for the 
interpretation of hand-sketched floor plans into a computer-aided design 
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format is presented. Later in graph-based methods were introduced10,12. 
A deep learning-based floor plan retrieval framework was proposed in,16 

where the experiments were conducted on a relatively smaller dataset, 
ROBIN. 

This chapter focuses on one of the aspects of automated floor plan 
analysis, which is automated floor plan retrieval. We propose an unsu ­
pervised deep representation learning technique for transforming the 
floor plan images into a more compact form, suitable for querying and 
retrieval. A fully convolutional autoencoder is used for this purpose. We 
conduct our experiments on the BRIDGE6,7 and ROBIN16 datasets. The 
proposed technique significantly outperforms the traditional unsupervised 
techniques in the task of retrieval of floor plan images on this real-world, 
complex dataset. The critical contributions are (1) A new query-by­
example-based floorplan retrieval framework; (2) A fully convolutional 
auto-encoder architecture for feature extraction and dimensionality 
reduction of floor plan images. 

17.2 MATERIALS AND METHODS 

17.2.1 PROPOSED FRAMEWORK 

We have proposed a methodology using a convolutional autoencoder 
for the effective retrieval of the floor plan images. The first phase is the 
training of the autoencoder using the BRIDGE dataset. In this phase, the 
raw dataset images are first preprocessed to make them uniform and suit­
able for training. These preprocessed images are used for training the auto-
encoder. After the model has been trained, it is used for feature extraction 
in the second phase. The feature vectors thus obtained are stored for future 
use. The third phase is the retrieval of the most similar floor plans from the 
dataset, given a query image. Whenever a query image is provided, it is 
first preprocessed using the preprocessing method used in phase one. Then, 
features are extracted from this image using the trained autoencoder. Thus, 
we obtain the query feature vector. The distance between the query feature 
vector and each of the feature vectors stored in the database is calculated. 
The images corresponding to the feature vectors giving minimum distances 
are returned as the output of retrieval. This process is outlined in the block 
diagram shown in Figure 17.1. 
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FIGURE 17.1 Block diagram of the proposed framework. 

17.2.2 DATA PREPROCESSING 

Our proposed framework is evaluated on the BRIDGE dataset. This dataset 
contains many images of different sizes and shapes. Thus, to maintain 
uniformity, all images are resized to size 256 × 256 as a part of data prepro­
cessing. To have all images centered around a common mean, zero-mean 
normalization is used. Let N be the total number of pixels in an image I. Let 
xi represent an individual pixel of an image. The value of each pixel (xi) in 
an image (I) is updated as follows: 

( xi − µ ( ) I )
x = i (17.1)σ ( )I 

Here, the mean pixel intensity of image I is subtracted from each individual 
pixel value xi. Then feature scaling is performed, to bring all the pixel values 
on the same scale (between −1 and 1). This is achieved by dividing each pixel 
value in every image by the standard deviation of pixel intensity. The mean 
pixel value of the resultant image is 0 and the standard deviation is 1. 

17.2.3 AUTOENCODER ARCHITECTURE 

As shown in Figure 17.2, the proposed autoencoder consists of 20 layers. The 
input layer is placed as the first layer, which is the 256×256×1 input feature 
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map. This feature map is then passed to a convolutional layer followed by a 
max-pooling layer. This gives a feature map of dimension 28×128×8. This is 
further passed through two convolutional layers followed, and then through 
a max-pooling layer. Afterward, the resultant feature maps are then passed 
through another pair of convolution-max pool layers. The part of the archi­
tecture up to this point is called the encoder. The output of the encoder is a 
feature map of dimensions 16×16×16. The architecture of the decoder is just 
the mirror of the architecture up to the encoder. Instead of the max-pooling 
layers, upsampling layers are used in the decoder. All convolutional kernels 
are of size 3×3. The stride  of the max-pooling and upsampling layers is 2. 

17.2.4 TRAINING OF THE NETWORK 

For training, we pass the input images to the network with a batch size 
of 64. The input is  forward propagated through the network. The rectified 
linear unit (ReLU) activation function is used for each of the convolutional 
layers. The activation for the output layer is sigmoid. The mean squared error 
between the output of the last layer and the input image is calculated. This 
error is back-propagated and the weights are updated using Adam optimiza­
tion. The training is carried out for 200 epochs. 

FIGURE 17.2 Network architecture of the autoencoder. 

17.2.5 IMAGE RETRIEVAL 

The feature maps of size 16×16×16 obtained from the trained encoder are 
used for image retrieval. The feature maps corresponding to each image in 
the database are unrolled to form feature vectors, each of length 4096. The 
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input query image is also converted into a 4096-dimensional feature vector 
after preprocessing it and passing it through the trained encoder. Then, the 
distance between the features of the query image and those of the images in 
the database is calculated. These distance values are sorted in an ascending 
order and the corresponding images are given ranks accordingly. The first 
‘‘n” images are retrieved as a result. 

We have used cosine distance as a measure of dissimilarity between the 
vectors as it gives more relevant results. Let F(q): F1(q), F2(q), …FL(q) be 
the set of encoded features of the query image q and x be a sample image of 
the dataset. Then the cosine similarity between features of q and x is given as 

    
f (    q f).   (    x)  

 CosineSimilarity  =       (17.2) 
f (    q f).   (    x)  

 Cosine  Distance  =  1− Cosine  Similarity   (17.3) 

17.3  RESULTS 

We performed our experiments on the BRIDGE dataset to demonstrate how 
our proposed framework performs with respect to other state-of-the-art. To 
train the autoencoder, we used the NVIDIA Quadro P4000 graphics card 
with 8GB GDDR5 memory. 

17.3.1  DATASET DETAILS 

The publicly available datasets for floor plan analysis are CVC-FP,8 FPLAN­
POLY,13 SESYD,4 and ROBIN.16 CVC-FP has 122 scanned floor plans, while 
FPLAN-POLY contains 42 vectorial floor plan images. The numbers of floor 
plans in SESYD and ROBIN are 1000 and 510, respectively. ROBIN is a 
structured dataset with 510 images and has three categories  of layout namely 
layout with three, four, and five rooms. These datasets are quite small and 
simple, having a little variation. Architectural floor plans are much more 
complex and extremely varied. Very    recently,6,7 a novel dataset named 
BRIDGE was introduced. It contains 13k unlabeled, unstructured, and 
complex floor plan images. All the images are web-scraped and compiled 
together. We conduct our experiments on the BRIDGE6,7  and ROBIN16 data-
sets. A few samples of these two datasets are shown in Figure 17.3. 
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FIGURE 17.3 Sample floor plan images from the two datasets used for experiments. 

17.3.2 EXPERIMENTAL SETUP 

During the experiments, we split a dataset into training and testing sets. 
All the samples in the dataset are resized to 256 × 256. This is done for 
training as well as retrieval (testing). We have taken into consideration 
the deep model depicted schematically in Figure 17.2. For a quantitative 
evaluation of our model and comparison with other techniques, ground truth 
labels would be required. However, manually labeling the floor plan images 
for the BRIDGE data set is difficult due to the size of the data set and the 
complexity of the floor plans. Thus, k-means clustering is used to structure 
the data set. The cluster labels thus obtained are considered ground-truth 
labels for recording performance measures. We compare the performance 
of the proposed technique with the following techniques: (1) feature extrac­
tion by pretrained models like VGGNet, ResNet, and Inception; (2) using 
handcrafted features like HOG, SIFT, SURF, BRISK,  and ORB. Table 17.1 
lists out the comparative results. 

TABLE 17.1  Comparison Feature Dimensions Obtained from Various Techniques. 

Feature extraction technique Size of feature vector obtained for an image 
VGGNet 25,088 
ResNet 100,352 
Inception 51,200 
HOG 34,020 
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TABLE 17.1 (Continued) 

Feature extraction technique Size of feature vector obtained for an image 
SIFT 8192 
SURF 4096 
BRISK 1024 
ORB 512 
Ours 4096 

17.3.3 VISUALIZATION OF RESULTS 

The proposed framework efficiently retrieves similar images from the 
BRIDGE dataset. The top 10 rank-ordered retrieval results for four different 
queries on BRIDGE are shown in Figure 17.4. As  we can see, the retrieved 
images have a similar outer shape as that of the query images. 

For all the results shown in Figure 17.4a and b, we have used the features 
extracted from the trained model of the autoencoder. The top-ranked 
retrieved result appears very similar to the query image. Only the internal 
details slightly differ. Because of less distance (Cosine distance) value 
between the retrieved layout and the query layout, the retrieved images are 
efficiently tank ordered. The subsequent results differ more in the distance 
values and are thus, ranked lower. In the case of Figure 17.4a, the top nine 
results belong to the query class, because the global layouts of all the floor 
plans are identical. The individual plans differ in terms of the number of 
objects present in the room and their position. The 10th sample belongs to a 
different category. In contrast, Figure 17.4b shows the failure cases, where 
the 6th and 10th rank result is incorrectly retrieved (highlighted by “red”) by 
our proposed framework. 

Figure 17.5 denotes the qualitative results for the ROBIN dataset. From 
the two example queries it can be observed that our proposed technique is 
able to retrieve the floor plans correctly. In Figure 17.5b, the 10th retrieved 
sample is erroneously retrieved. In the next subsection, we present the quan­
titative evaluation. 

17.4 PERFORMANCE EVALUATION 

Quantitatively, we evaluated the performance of the proposed image retrieval 
framework by considering the Precision-Recall (PR) metric as the evaluation 
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method. We plotted the average precision and average recall scores by 
varying the number of images retrieved. Given a query floor plan image, 
the retrieved images should have a similar layout as that of the query image. 
Thus, the contour of the layout is a measure of similarity among the samples 
of the dataset and hence influences the class belongingness of a given floor 
plan. Figure 17.6a shows that our proposed technique (the “green” curve) 
significantly outperforms the traditional techniques on BRIDGE. 

FIGURE 17.4 Top 10 rank-ordered images retrieved using our proposed framework on two 
different query images of the BRIDGE dataset. The red bounding box denotes an erroneously 
retrieved sample. 
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FIGURE 17.5 Top 10 rank-ordered images for two different queries on ROBIN. The red 
bounding box denotes an erroneously retrieved sample. 

We have also compared our results with other existing methods in 
the literature. Table 17 .2 shows the comparison of the Mean Average 
Precision (MAP) values between ours and the other existing techniques. The 
MAP value of our proposed technique (0.603) is the best on the BRIDGE 
dataset. However, it can be observed from Figure 17.6b and Table 17.2 that 
our proposed method is not the best in the case of the ROBIN dataset. 

One possible reason behind this is that the ROBIN dataset is quite small, 
with only 510 images. Since our method involves training the autoencoder 
before feature extraction, this  number of images is not adequate for it. Thus, 
our proposed method is more suitable for large datasets. Whereas for the 
methods that use pretrained networks or hand-crafted features, there is no 
training phase, making them more suitable for smaller datasets. The perfor­
mance of our proposed method can be improved by data augmentation and 
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by tweaking the autoencoder parameters for training it on a small dataset like 
ROBIN. 

FIGURE 17.6 Precision-Recall (PR) plot, comparing the result of our proposed technique 
(the “green” curve) on the BRIDGE and ROBIN datasets. 

TABLE 17.2 Mean Average Precision Values for 500 Query Images of BRIDGE and 100 
Query Images of ROBIN Dataset Using Different Feature Extraction Techniques. 

Feature extraction technique BRIDGE ROBIN 
VGGNet 0.444 0.741 
ResNet 0.440 0.644 
InceptionNet 0.348 0.341 
SIFT 0.463 0.651 
HOG 0.427 0.528 
SURF 0.470 0.517 
BRISK 0.269 0.328 
ORB 0.244 0.334 
Ours 0.603 0.588 

We have also compared the time required for retrieval using different 
algorithms such as brute force, Kd-tree, ball tree for different types of features. 
Table 17.3 denotes the comparison of time taken in seconds by various 
retrieval techniques for various features on the two datasets. The bold value 
in the table denotes the quickest of them, all for a given retrieval method. 
It shows that our trained model requires less time compared to VGGNet, 
ResNet, InceptionNet, SIFT, HOG, SURF for all three retrieval algorithms 
because as seen in Table 17.1, the size of the feature vector obtained by 
our method is comparatively lower whereas it is higher than those obtained 
by ORB and BRISK, hence the time required is higher. However, if we 
compare the time taken by the VGGNet, which is our closest competitor 
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in terms of performance on floor plan retrieval, our timing is very less. This 
also shows the efficiency of our technique. 

17.5 CONCLUSION AND FUTURE SCOPE 

This chapter proposes an autoencoder architecture for the image retrieval 
task that was observed to be better compared to the traditional techniques 
on the complex BRIDGE dataset. It was seen  that the retrieved images had 
a similar overall shape or layout as that of the query image in most of the test 
cases. Using the autoencoder also helped in making the retrieval faster, since 
the reduced number of dimensions of the feature vectors made the distance 
calculation quicker. 

Labeling the BRIDGE dataset partially or completely can help us explore 
semi-supervised or supervised techniques, respectively. In the future, we are 
also planning to investigate room semantic-based retrieval, which would 
address the functional aspects of the floor plan for measuring similarity such 
as the placement of the various interior components like bedrooms, kitchen. 

TABLE 17.3 Time (in Seconds) Required for Retrieval of 500 Query Images of Two 
Datasets Using Different Feature Extraction Techniques and Different Retrieval Algorithms. 

Method Algorithm 
Brute force K-d Tree Ball tree 

BRIDGE ROBIN BRIDGE ROBIN BRIDGE ROBIN 
VGGNet 1.71 0.14 151.45 2.85 121.20 2.03 
ResNet 4.68 0.35 627.07 11.56 508.12 8.48 
InceptionNet 2.67 0.17 314.94 5.83 243.13 4.39 
SIFT 0.80 0.03 49.31 0.89 39.79 0.75 
HOG 2.04 0.13 200.14 3.76 161.53 2.80 
SURF 0.54 0.03 24.51 0.45 19.41 0.38 
BRISK 0.47 0.03 6.68 0.11 6.03 0.09 
ORB 0.36 0.02 3.74 0.06 3.10 0.04 
Ours 0.52 0.02 24.04 0.45 19.47 0.34 
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CHAPTER 18



SMART CARD-BASED PRIVACY 
PRESERVING LIGHT-WEIGHT 
AUTHENTICATION PROTOCOL FOR 
E-PAYMENT SYSTEMS 

N. SASIKALADEVI 

Department of CSE, School of Computing, SASTRA Deemed 
University, Thanjavur, Tamil Nadu, India 

ABSTRACT 

Traditional transactional techniques have been gradually supplanted by 
electronic transactions in recent years. To protect transactional details and to 
ensure secure electronic transactions, various e-payment mechanisms have 
been introduced. However, we discovered that earlier electronic payment 
mechanisms did not need non-repudiation from the customer and thus had 
several weaknesses. Hence, an authentication protocol satisfying the user’s 
requirements without having vulnerabilities should be designed. To enhance 
the security and robustness in protocol, biometric-based authentication is 
required. Biometrics has been widely preferred as a third authenticating 
factor in password and smartcard-based user authentication protocol. Hence, 
mutual authentication protocol using Biometrics along with password and 
smartcard has been designed. To strengthen it, an absolute light-weight 
protocol has been designed based on ECC that provides low computational 
cost with high security, high speed and makes it suitable for practical 
application. We preferred to utilize AVISPA and SPAN animator tool for 
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protocol validation. Informal analysis is also done for protocol verification 
and validation. 

18.1 INTRODUCTION 

As the world is moving forward with technology development, the use of 
electronic payment systems as a payment processing device has also been 
increasing. As the usage of online shopping increases, payment systems are 
also provided with secured transactions and reduced cash transactions. One 
of the most popular forms of e-payment methods are credit and debit cards. 
There are some alternative payment methods such as net banking, electronic 
wallet, smart card, bitcoin wallet. Security is an indispensable candidate for 
any transactions that take place over public network. Following are some 
of the essential requirements of any e-payment transactions: confidentiality, 
integrity, availability, authenticity, nonreputability and encryption. To 
enhance the security, encryption can be done in a very efficient and realistic 
way to preserve the information being communicated over public network, 
that is, the sender encrypts the information with a secret code so that only 
the corresponding receiver can decrypt it using the same code. Likewise, 
to make any purchase on Internet, the online user needs to share some 
secret information through public links. If these details are transferred as 
a plain text, then there is a chance of eavesdropping. This is because any 
person listening to network can gain access to such sensitive data like card 
numbers and type and also the complete details of card holder. Denial of 
service attacks, impersonation attacks, replay attacks, and spoofing attacks 
are among the additional dangers. The customer may lose faith if the system 
compromises on his privacy issues. To improve the security of e-payment 
system, to resist these types of attacks a secured authentication protocol for 
a payment system should be designed. 

18.2 RELATED WORK 

A light-weight authentication scheme is used in any applications, because 
simple symmetric cryptography primitives are used which requires less 
computations but produces improved results than others. In RFID (Radio 
Frequency Identification) systems, RFID tags are used for automatic identi­
fication. But it gives space for some security issues like easy access of RFID 
tags by an adversary leading to privacy and forgery problems. In addition, 
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the computational capacity of RFID tags is also limited. To overcome 
such problems, “Gope and Hwang”1 introduced a new realistic lightweight 
authentication scheme for the RFID system which protects security features 
such as untraceability, forward security, and anonymity in RFID tags. To 
handle large databases in the environment of Internet of Things (IOT), Cloud 
Computing has been emerged as a key technology. User authentication in 
Wireless Sensor Network (WSN) is a severe security issue, since sensor node 
has limited storage and computing capabilities. Thus, designing a lightweight 
authentication protocol is very difficult. Gope et al.3 developed for WSN 
a realistic lightweight authentication system that enables user anonymity, 
forward/backward secrecy, complete forward secrecy, and untraceability. 
Ruhul et al.2 introduced a novel “lightweight user authentication and key 
agreement scheme” for WSN which provides “session key agreement” 
and “mutual authentication property.” Since security of data is very crucial 
for the RFID system, an ultra-lightweight validation convention called 
Succinct and Lightweight Authentication Protocol (SLAP) has been created 
in.4 This protocol only consists of operations like XOR, left rotation, and 
conversion where these are very easy to implement in tags. Li et al.5 created 
an authentication system based on smart cards. Kumari et al.6 presented a 
biometric-based authentication system. Jiang et al.7 proposed a three-factor 
authentication protocol. 

FIGURE 18.1 Architecture of payment system. 
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18.3 PROPOSED SCHEME 

Our proposed authentication scheme for an electronic payment system 
consists of three phases, namely, user registration phase, payment gateway 
registration phase, and mutual authentication and session key distribution 
phase. 

18.3.1 USER REGISTRATION PHASE 

In this phase, the user registers its details such as its user id, password, and 
biometrics with the bank server. The bank server encrypts the user creden­
tials and saves it in the smart card and then sends it back to the user. 

FIGURE 18.2 User registration phase. 

18.3.2 PAYMENT GATEWAY REGISTRATION PHASE 

Then the payment gateway should be registered with the bank to make the 
payment securely via the payment gateway. In this phase initially the payment 
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gateway registers its id with the bank server. The bank server encrypts it and 
keeps it secret between the bank server and the payment gateway. 

FIGURE 18.3 Payment gateway registration phase. 

18.3.3 MUTUAL AUTHENTICATION AND SESSION KEY 
DISTRIBUTION PHASE 

In this phase, the user encrypts its credentials and sends it to the payment 
gateway for logging into the bank server. Now payment gateway encrypts 
its credentials and sends both user credentials and its credentials to the bank 
server. Finally, the bank server verifies both the credentials and then sends 
the authentication message to the payment gateway and the user. 

FIGURE 18.4 Login phase. 
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FIGURE 18.5 Mutual authentication and distribution of session key. 

18.4 INFORMAL SECURITY ANALYSIS 

18.4.1 ANONYMITY 

U ’s identity is included in DIDi   =  IDi   ⊕  h ( Eia   )  i and AIDi  =  IDi    ⊕  h (  Fja  )  where
Eia   =  Ee. ,  P  F  ja  = Ff  .P  in our scheme. If adversary wants user’s real iden
tity, he needs to compute Eia from (Ee,P) and Fja from (Ff,P) which means 
that he needs to compute the ECDH problem, else it is impossible to get 

­



 

 

 

 

 

 

 

 

        
            

                              

         

       

245 Smart Card-Based Privacy 

Ui’s identity. Likewise, PG’s identity is included in DIDj = IDj ⊕ h Fja ) and( 
BID = IDj ⊕ h E )(j ia where Eia = Ee P F. ,  ja = Ff .P  in our scheme. If the adver­
sary wants payment gateway’s real identity, he needs to compute Fja from 
(Ff,P) and Eia from Ee,P. It implies that he will have to do some more math. 
ECDH problem, else it is impossible to get PG’s identity. 

18.4.2 MUTUAL AUTHENTICATION 

Bank server (BS) can authenticate Ui and PG’s by verifying (Qq, Xx) respec­
tively. If both of them are correct then BS generates the authentication code 
(Yy, Ww) and transfers it to the Ui and PG for future verification. With the 
help of Bank Server (BS) PG could authenticate the BS and Ui by checking 
the validity of Yy. And Ui can be able to authenticate BS and PG by checking 
the validity of Ww. 

18.4.3 FULL FORWARD SECRECY 

In the mutual authentication phase, both Ui and PG should agree with shared 
session key KAij = ( i ID Ff E )= KA ji .h ID ID Ee F ja )= h IDi ID Ee Ff P . .  )= h IDi(. ( j . iaj j 

Even if an adversary intends to compute session key, he requires real identi­
ties of Ui and PG. As well as he has to compute Ee,Ff,P from Eia = Ee.P and 

= Ff.P. As we understood before he needs to solve the ECDH problem Fja
to get those parameters. Otherwise, he or she knows the long-term secret 
parameters, she cannot deliver a substantial meeting key. 

18.4.4 RESISTANCE TO PRIVILEGED USER ATTACK 

In this phase, Ui submits M1 to BS instead of PWi. Then the privileged user 
of BS cannot compute PWi from M1 = FP H ( ID PW Fi )  because of the 
uniqueness of Fi and secure one-way bio-hashing. By the way, our scheme 
resists privileged user attack. 

i i i 

18.4.5 RESISTANCE TO MASQUERADE ATTACK 

During mutual authentication, the user initially generates a legal request 
Msg1 = {DIDi , Qq M } . To masquerade user, an adversary needs to Eia , , 1
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Qq = h ID E Ocompute ( i i ) . We have already shown that the adversary 
cannot get correct Oi and Qq even adversary has any two of three factors 
such as smartcard, password, or biometric information. 

ia 

18.4.6 RESISTANCE TO REPLAY ATTACK 

Let us assume that an adversary intercepts the message Msg1 = 
{DIDi, Eia, Qq, M1} in an intention to impersonate Ui and replay back 
to PG. But PG will be aware of this replay attack, while verifying 
Zz = h BID Ww F Tt ID ID KAij ) . So given that the adversary has no 
idea about the nonce {Ee, Ff}, the adversary cannot be able to generate the 
valid session key KAij = h ID

( j ja i j 

ID EeFfP)( i j 

18.4.7 RESISTANCE TO PAYMENT GATEWAY SPOOFING ATTACK 

(To impersonate PG, an adversary needs Z j = h IDj || S)  to generate verifi­
( E Qq Fcation challenge Xx = h DIDi IDj | |Z j ) . Here, h(·) is a secure 

one-way hash function and S is kept secret by BS, spoofing the payment 
gateway is challenging. 

ia ja 

18.4.8 RESISTANCE AGAINST DOS ATTACK 

In DOS attack, the attacker may prevent to establish the secure communi­
cation in between user and payment gateway, payment gateway and bank 
server. Our proposed protocol resists against Dos attack, since we are using 
an EAP-IKEv2 (which is Extensible Authentication Protocol—Internet Key 
Exchange Version 2) which provides mutual authentication and establishes 
session key. 

18.5 SIMULATION RESULTS USING AVISPA 

The simulation result of the suggested method in AVISPA is provided in this 
section. AVISPA is a robust security verification tool that may be used to 
ensure that an authentication mechanism is secure. 
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18.6 CONCLUSIONS 

Our proposed three-factor authentication scheme is designed using ECC 
which gives low computation and communication costs. In addition, AVISPA 
simulation results show that the proposed system can survive both passive and 
aggressive assaults. In addition, informal security analyses were performed 
to prove that the proposed scheme counters various malicious attacks like 
masquerade attack, privileged user attack, and replay attack. In addition to 
this, our proposed work ensures user nameless, mutual authentication and 
secrecy in full forward. In the future, we will minimize the computational 
complexity of our protocol without compromising security properties. 
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DEC-GA: GENETIC ALGORITHM­
BASED DETERMINISTIC ENERGY­
EFFICIENT CLUSTERING PROTOCOL 
FOR IOT TRANSACTIONS IN 
CUSTOMER MANAGEMENT TOOLS 

INDU DOHARE and KARAN SINGH 

School of Computer and Systems Sciences, Jawaharlal Nehru 
University, New Delhi, India 

ABSTRACT 

Deterministic energy-efficient clustering protocol (DEC) is a dynamic, 
distributive, and self-organized method to reduce the energy consumption 
in the network. The DEC protocol promises a better and fixed number of 
Cluster Heads (CH) selections based on the remaining energy in its every 
round. DEC has various demerits like non-consideration of intra-cluster 
distance, disregard of the degree of the node. To address these issues of DEC, 
this chapter proposes Genetic Algorithm (GA)-based Deterministic Energy-
Efficient Clustering Protocol, DEC-GA. In this work, K-means clustering is 
used for initial clustering on the homogeneous network and hybrid DEC-GA 
is used for CH selection. MATLAB-based recreation output shows that 
DEC-GA outwits on conventional DEC and improves the lifetime of the 
network. The performance matrices are evaluated and the calculated results 
indicate a significant improvement over the conventional protocols. 
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19.1 INTRODUCTION 

At the base degree of IoT design, all devices by and large structure a remote 
sensor network that detects the atmosphere and gathers the information from 
it. Sensor hubs can accomplish correspondence among them or to unceasing 
base stations. These sensors play out the detection of information, handling 
of information and likewise accomplish steering of the information.1 By and 
large, sensor hubs are sent in a unattended and assorted antagonistic network 
that makes the force stockpiling basic and makes it extremely challenging 
to re-energize them for reuse.2 In this manner, for supporting the power of 
sensor organization, elongation of organization lifespan, better organization 
correspondence, preservation of organization’s energy, and saving the adapt­
ability of hubs are required.3 

The network can be divided into leveled or flat design wherein progres­
sive construction prompts an alternate utilization of hubs, for example, hubs 
having high energy are utilized to measure and transmission of the message 
while hub having little energy used to detect the objective region in-line. A 
portion of the various hierarchal routing protocols are DEC,4 LEACH,5 SEP.6 

Cluster-based energy effective procedure ended up being a capable strategy 
for a major size organization. Figure 19.1 portrays clustered design of sensor 
network; it remembers sensor gadgets for tremendous number which are 
coordinated in grouped organization. Every source node transmits data to 
CH in all clusters and CH transmits this data to the sink which is established 
within the radio range. 

FIGURE 19.1 Clustered construction of sensor-assisted IoT. 
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The enormous amount of energy is used for the communication in WSN 
by each node and nodes consume energy in forwarding the information 
from the sender node to the sink node in terms of battery power. In clustered 
routing protocols, each cluster has some of the nodes grouped together and 
each cluster has one of the head nodes identified as a CH. CH collects the 
data from neighbor nodes and transfers these data packets with the minimum 
cost of transmission to the sink node or base station.3 

A few methods have been produced for power proficient organization 
in that grouping-based protocol is ended up being an effective procedure 
for a major size organization. Sensor network climate can be of progressive 
or in a level construction in which progressive design prompts an alternate 
utilization of hubs, for example, nodes with high battery power are helpful 
in transmitting the data when hub consuming lower energy used to detect 
the objective region data. A portion of the various leveled and homogeneous 
directing calculations are LEACH,5 PEGASIS,7 and HEED.8 In a heteroge­
neous organization structure, SEP6 utilizes typical and advanced two sorts of 
hubs, in which energy circulation is different as per the hubs. 

Genetic Algorithm (GA) is an optimization method that solves the 
problem on the basis of natural selection process with a large number of 
solutions.9 GA randomly generates the population as chromosomes and 
length of each chromosome is equal. This protocol viability is in tackling 
NP issues. In this chapter, we proposed an upgraded capacity of DEC by 
GA. This chapter initially partitioned the organization by the utilization of 
k-implied grouping and then after DEC-GA it is used for group head choice. 
It ensures a steady number of CH in each cycle. 

The rest of the chapter is divided into six sections: Section 19.2 analyzes 
the literature of WSN directing conventions and foundation and summary 
about GA. Section 19.3 gives a concise portrayal of the framework model 
depiction. Section 19.4 discusses the proposed model. Recreation results 
and relative investigation are outlined in Section 19.5. At last, our work and 
future not really set in stone in Section 19.6. 

19.2 LITERATURE REVIEW AND BACKGROUND 

Different clustering and routing strategies are set up in WSN and these 
methodologies demonstrate the exhibition of WSN yet at the same time 
confronting a portion of the disadvantages. Dispersed clustering-based 
steering convention LEACH5 utilizes randomized pivot for the determination 
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of CH that turns in all hubs. CH in each bunch make and give TDMA to all 
its part hubs for adjusted power utilization and to stay away from the crash. 
LEACH does not discuss about the outstanding energy in the determina­
tion of CH and group, likely any hub can be CH. The SEP6 protocol is the 
extension of the LEACH algorithm in terms of energy distribution among 
nodes. SEP divides the energy into two levels of hierarchy. Advanced nodes 
more often have probabilities to become CH as they have high energy than 
normal nodes. The central version of LEACH is (LEACH-C),11 in this, all 
node sends their local statistics like location, energy status to the base station 
which classified these nodes for the clusters and cluster head. This protocol 
produces better results in energy consumption and packet delivery rate than 
LEACH. Another extended version of LEACH which uses iteration for the 
formation of the cluster is Hybrid Energy-Efficiency Distributed Clustering 
(HEED).8 It is a clustering protocol that uses the residual energy of every 
node for CH selection. 

DEC4 is a deterministic clustering algorithm that utilizes the leftover 
power for the choice of CH. This calculation limits the doubts during the 
time spent CH determination. In this convention, the arrangement stage is 
improved yet the consistent state stage has been set like that of LEACH 
convention. The nodes having the base excess power are chosen as a CH. 

GA9 is proved to be superior than the existing optimization problem 
and also shows the stability in solving the combinatorial optimization 
problems. GA is used in WSN to solve many problems, in solving the 
energy problem of sensor network it proved to be efficient. GA initializes 
the population as the same length of the chromosomes and evaluates the 
fitness value for every chromosome. Chromosome with a better objective 
value is closer to the optimal solution. To attain a better result mutation 
is applied which randomly selects the chromosomes to evaluate a better 
solution. The next population is generated with the help of crossover 
and mutation. The new generation always selects some better solution 
from the previous solution to confirm that new solution is at least as fit 
as previous. The entire process is repeated till the stopping criteria do not 
meet. 

Customarily in WSN, GA plays an extraordinary part as it is utilized 
in bunching, ideal hub organization, hub situating, and information accu­
mulation. A significant number of the creators use GA for grouping and 
bunch head determination. In this setup, in LEACH-GA,10 is a hybrid 
technique of genetic algorithm and LEACH. In this, GA is used to predict 
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the optimal value of probability effectively. In11 the author proposes a 
clustering technique for heterogeneous network based on the genetic 
algorithm. The performance of the algorithm has been evaluated on the 
basis of first node die and last node die. In Ref. [12], author proposes 
LEACH like genetic algorithm based clustering method for the lifetime 
maximization of the network. The algorithm has two phases: set-up stage 
and steady phase. The set-up phase is initial cluster phase and in steady 
phase all the clusters remain the same, only cluster head rotation takes 
place. 

Motivated by these research strategies, we present a methodology that 
can create a further developed life expectancy and guarantees that the best 
reasonable group head will get chosen. This methodology conveys a more 
perfect way out for power exhaustion in nodes empowered IoT. The article 
can be outlined in the accompanying focuses: 

(1) Cluster head is chosen based on the cost capacity of every node and 
each step is self-deciding of the ensuing round like DEC. 

(2) DEC-GA guarantees a stable Nopt CH is selected. 
(3) The k-means is used to create a group of nodes in the first round of 

simulation and these groups are steady in different rounds, so the 
proposed model decreases the overhead expense of making clus­
tering in further rounds. 

(4) Genetic algorithm is applied in various steps of the DEC-GA model 
to select the cluster head by the use of crossover and mutation 
operators. 

19.3 SYSTEM MODEL 

This segment portrays the energy model and the network model which are 
used in the simulation. 

19.3.1 NETWORK SCENARIO 

The elements of the simulation region  are taken as 100 × 100m2 and N nodes 
are randomly organized in this region. The sink node is deployed at (75,150) 
in the network. We have taken homogeneous network in which initial energy 
of the nodes is 0.5J. 
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19.3.2  ENERGY MODEL 

We deliberated a similar energy model for power consumption and informa
tion conglomeration energy as utilized in a portion of the prior investiga
tions.4  The scheme is planned at the physical layer of WSN that utilized 
ascertain energy loss of all nodes at the hour of correspondence of nodes. 
Over the distance(d), the proliferation method is applied among two stations, 
the intensification energy (E) is disseminated for free-space and over the 
multipath; it is multi-hop communication used for transferring a pack. So, 
the power ingesting can be considered for transferring (b) bit packet over 
distance dis as 

(b,   dis )  =  ETx −elec  (k  )  +  ET x −elec  (b ,  dis ) 
bE  2 
 

 elec  +  bE  fs  dis    if   dis  <  d  0 ;
   

  bE   e  lec  + bE  4
fs  dis     if   dis  ≥  d0  (19.1) 

All the parameters that are curtailed in the equation are portrayed in Table 
E

19.1. Here d  fs
0 = . The power disbursed on the communication for 

Eamp  

getting a packet is 

  ERx  ( b  ) = Eelec b   (19.2)

For transporting the b – bit data among nodes we expected a symmetric 
communication channel. 

19.4  DEC-GA SCHEME 

This part illustrates a definite clarification of our recommended model. The 
model is separated into three phases, in the first phase of the DEC-GA model, 
NOpt numbers of nodes are randomly selected from all nodes so that selected 
nodes are not coming communication range of previously selected nodes. 
That indicates that DEC-GA fixes the number of CHs. The second phase is 
K-means clustering phase; in this phase whole sensor nodes are clustered 
around the nodes which are selected in phase 1 of the model. The third phase 
of the model is the main DEC-GA algorithm for the cluster head selection. 

­
­
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Each phase of the model is shown in Figure 19.2 and the description of the 
model is given in subsections. 

19.4.1  NOpt  SELECTION PHASE

We named this phase as NOpt selections phase because of the assurance of the 
specific number of NOpt CH. NOpt are fixed number of CHs. These N  are  Opt
not under correspondence scope of one another. For NOpt choice first hub N   Opt
haphazardly elected from developed hub as cluster head and for the next CH 
the hub that isn’t coming in the scope of right off the bat chosen CH appoint 
as second bunch head. This cycle rehashed until NOpt CH selected. This cycle  
functions distinctly for the first cycle of DEC-GA calculation. These CHs 
develop driven for the subsequent stage to group part choice. 

19.4.2  K-MEANS CLUSTERING PHASE 

K-Means is utilized to cluster the nodes of network area. In this phase 
NOpt nodes are already identified from phase first of the proposed model; 
these nodes act as the initial cluster centers. Further, when N  – NOpt 
nodes discover any nodes from NOpt at least possible Euclidean distance  

((  x1 − x2)  2 +  2
 ( y1 − y2) )  it becomes the member of that node. 

19.4.3  DEC-GA PHASE 

Phase 3 is the main phase of the proposed model; in this phase we offered a 
complete DEC-GA algorithm 1 for CH election. The algorithm begins with 
the introduction stage, in this stage first and foremost work out the fitness 
value of every chromosome (eq 19.3). In the event that halting rules are 
fulfilled stop the emphasis, in any case repeat for t + 1. In every round the 
node that gave the best global result is selected as the CH for the cluster that 
is having a place. The proposed algorithm relies upon the accompanying 
fitness function: 
     Minimize  : fit   = c1×  f  1+  c2 ×  f  2 +  c3×  f  3  (19.3) 

where c1 + c2 + c3 = 1, f1 is the residual power (eq 19.4) of node, f2 is the 
distance among cluster members, and f3 is the node degree. Every parameter 
can be determined by subsequent conditions: 



 

 

256 Advanced Computer Science Applications 

1 = ∑
K  

 f   
 i=1 

 1 
 (19.4)

Eni  

K  

 f  2
= ∑
=1 
 CMi   (19.5)

i

The node degree (eq 19.5) demarcated as the summation of all the nodes 
is in its radio communication range. 

K  

  f  3 = Dis   N ,CM   ∑ ( i  i  )  (19.6)
i=1 

Intra-cluster distance (eq 19.6) can be demarcated as the average distance 
among node and its CMs. The objective value determined in the premise of 
these boundaries and this calculation runs in a few cycles and when a CH 
discovered lesser power than other, GA’s factors, the whole process runs thus 
and CH is created. 

FIGURE 19.2 Flowchart for DEC-GA model. 
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Selection, Crossover, and Mutation operator of genetic algorithm plays 
a vital role in optimal solution generation. In selection operation combine 
Roulette wheel election method has been used to elect the chromosome with 
high fitness value as a parent. Chromosomes with best fitness value are also 
secured for the next generation. To generate new individual crossover is used 
in such a way so that it can cross neighboring individuals. If cluster head 
is affected during crossover a new cluster head selection takes place from 
cluster members only. The mutation digits are 0 to 1 and 1 to 0 in our work. 
These all process has been repeated till the maximum limit has been reached. 
Finally, the best chromosome with best fitness value has been selected for 
the CH. 

Algorithm 1: Propose DEC-GA Algorithm for Clustering 
Input: 

Set of nodes S = {S1, S2, …, SN}
 and N
 is total number of Chromosomes 
The measurement of atoms d 
Output: NOpt
number of CH. 

Step 1) Initialize chromosomes, pop(t) pi , i j  ≤ ≤  d 
and fixed the NOpt
number of CH. 

Step 2) Initially; randomly elect NOptn =

∀ , ,1 i N ,1 ≤ ≤  j 

NOpt
 nodes from the set of nodes that are not in the communication range of one another. 
Step 3) Apply K-means to isolate all nodes in clusters by consolidating NOptn
 nodes from step 2. 
Step 4) For i = 1 to N

               Calculate objective function of each chromosome by eq (19.3)
 End 

Step 5) Perform Selection, crossover and mutation operators. 
Step 6) update population pop(t+1) 
Step 7) for t = 1 to tmax 

Repeat step 5 and 6.
 Endfor 

Step 8) For i = 1 to NOptn

 For j = 1 to |CM|j 
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 If ( RECH i  <  RECM ij  

)
 Recap steps 4–7. 

Endif
 Endfor

 Endfor 
Step 9) Repeat step (8) until all energy of all nodes finished.  

19.5 SIMULATION RESULTS AND PERFORMANCE ANALYSIS 

This section assesses DEC-GA algorithm exhibition as far as network life­
time and remaining energy. This part likewise portrays the exhibition lattices 
in a word. At long last, a far-reaching result investigation of the presented 
scheme model with near outcomes to standard calculations is illustrated. 
Table 19.1 depicts the significant boundaries utilized in the reproduction of 
DEC-GA model. The organization is planned and reproduced on MATLAB. 

The suggested scheme contrasted the schemes from literature DEC4 and 
LEACH-GA.10 The exhibition frameworks are utilized; network lifetime 
and leftover energy of the hubs. We extend network lifespan as far as Half 
Node Die (HND) and First Node Die (FND). The outcomes accomplished 
by the implementation of the suggested DEC-GA calculation are portrayed 
in Figures 19.3 and 19.4. Table 19.1 discusses the simulation parameters 
description. 

TABLE 19.1  Simulation Parameter. 

Parameter Value 
Network area 100*100 m 

Number of nodes 100 nodes 
Size of population 100 
Chromosome length 100 
Selection type Roulette wheel 
Crossover rate 0.7 
Mutation rate 0.1 
Sink location (75,150) 
Eele 50 nJ/bit> 



 

 

 

 

 

259 DEC-GA: Genetic Algorithm-Based Deterministic Energy 

TABLE 19.1 (Continued) 

Parameter Value 
E amp 100 pJ/bit/m2 

b 4000 bits 
Dth 30 m 

19.5.1 PERFORMANCE EVALUATION IN TERMS OF NETWORK 
LIFESPAN 

In our suggested model lifespan is estimated in half node die and first node die 
that are illustrated in Figure 19.3a and b. This shows that DEC-GA achieves 
a better lifetime than LEACH-GA and DEC as the first node and half of 
the nodes are dying earlier in these algorithms. The figures delineate the 
effectiveness of the proposed convention in improving the network lifetime. 
This is because the ensuing target work doesn’t just uses remaining energy 
yet, but utilizes inter-cluster distance and the node degree. 

FIGURE 19.3 Network lifespan in terms of (a) FND, (b) HND. 

19.5.2 PERFORMANCE EVALUATION IN TERMS OF REMAINING 
ENERGY 

We evaluate the outcomes of the simulation in terms of the remaining energy. 
The assessment of DEC-GA is performed with DEC and LEACH-GA. It is 
seen that DEC-GA beats these current estimations in Figure 19.4. This is 
a direct result of the way that DEC-GA searches for a higher extra energy 
center to each pack in every round. 
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FIGURE 19.4 Performance evaluation in terms of remaining energy. 

19.6 CONCLUSIONS 

In this article, we present the DEC-GA model for cluster head selection to 
enhance the lifetime of the network. This is further developed; scheme has to 
get ridded of a few insufficiencies of the regular convention by captivating 
different factors in objective function separated from remaining energy. The 
baseline protocols utilize residual energy for the determination of CHs; our 
proposed DEC-GA algorithm upgrades the method of choice for cluster head 
by utilizing an objective function that relies upon the inter-cluster distance, 
residual energy of the nodes, and the node degree. The simulation result of 
propose algorithm DEC-GA demonstrates that energy depletion for the first 
node is achieved at around 605 rounds, while in the conventional (DEC) 
algorithm it is at around 450 rounds, so our algorithm performs better. 
Finally, the proposed model effectively expands the network lifespan against 
the DEC algorithm. 

KEYWORDS 

• IoT 

• wireless sensor networks (WSN) 

• genetic algorithm 

• deterministic energy-efficient clustering protocol (DEC) 
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ABSTRACT 

Social media is becoming an increasingly important tool for journalists to 
find news content and to distribute the stories to their audience. Social media 
often releases news about current affairs that are trending, which the main­
stream media might not have been aware of. The newsrooms hence rely on 
social media feeds to broadcast and publish the news. For the media to track 
news, hashtags are used. The term “Hashtag” allows users to group messages 
from the Internet and extract information that pertained to a specific theme 
of context. The group of words can be combined and prefixed by a hashtag. 
Hashtags contextualize the entire story in minimum words, which helps in 
keeping track of the news. In this work, we propose a model to find the 
most suitable hashtag for news articles and tweets using a probabilistic 
approach. The proposed probabilistic neural network (PNN) model provides 
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the probability metric for each hashtag that can be appropriate for a specific 
event. As a result, for data segmentation, this model can integrate news and 
social-stream in real time and further processing. The proposed model can 
deliver recommendations and narrate the incidents that happened before and 
after the current hot event. This can aid the media industry to streamline 
its delivery. The recommended hashtags can be used by the journalist for 
associating the news stream with the social stream. This strong association 
can address challenging real-time issues and can capture the dynamic evolu­
tion of news. Our model is implemented using news articles from RSS feeds 
and tweets from Twitter Streaming API. 

20.1 INTRODUCTION 

Microblogging plays an ardent role in promoting and universalizing news 
content. People broadcast their views as microblogs.1 Twitter is one of the 
most prevalent social media platforms for information distribution and 
gathering. A recent study says that around 336 million users are active on 
Twitter, and 76 percent of these people use Twitter for news. Due to the 
vast amount of users Twitter has helped predict the trends.4 For media such 
as Newsrooms, it is very important to keep track of the current events and 
trends. Various newsrooms are using Twitter as a method for obtaining 
information.2 Almost every story on Twitter is associated with a hashtag. 
These hashtags can be regarded as the description of the story in a word or 
two prefixed with a hashtag. For example, #MeToo. In literature, hashtags 
have been used for advocacy and story tracking.5–7 In this work, we propose 
a hybrid recommender system that recommends the best hashtags to search 
with to get the most suitable tweets for the current news article. Hence using 
these recommended hashtags, the entire story can be tracked. 

20.2 RELATED WORK 

Many of the researchers doing work have gone into developing a hashtag 
suggestion system for Twitter. In,8 a low-rank weighted matrix factorization-
based method has been introduced to suggest hashtags purely depend on a 
history of the users rather than the context of the tweets. A ranking method 
called the HF-IFU, which is a variant of the TF-IDF, has been proposed 
to overcome the challenges such as data sparseness and relevance.9 Few 
other works10–12 regard hashtags as topics and map the other content to them 
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using content similarity. Many works in literature use LDA (Latent Dirichlet 
Allocation) and LSI (Latent Semantic Indexing) to capture the topics. 
Alvari3 proposes a matrix factorization-based approach for Twitter hashtag 
recommendation. 

Twitter hashtags have been mapped with real-time streaming news with 
excellent precision and coverage.7,13 A Learning To Rank (L2R) model has 
been proposed in13 which recommends the best set of hashtags for news 
articles. Sixteen classification algorithms have been compared in7 and it is 
found that the pointwise Random Forest approach outperforms other pair-
wise and list-wise approaches. In this work, a set of relevant hashtags are 
identified using the Random Forest-based L2R model and the probability 
of the most suitable hashtag among the set of relevant hashtags is identified 
using a probabilistic neural network. 

20.3 PROPOSED METHODOLOGY 

We propose a hybrid recommender system to recommend the best possible 
hashtags to relate news and tweets. 

FIGURE 20.1 System architecture. 

20.3.1 COLLECTING NEWS ARTICLES FROM RSS FEEDS 

RSS (Rich Site Summary) is a web feed that can be used to retrieve updates 
of online content in a computer-readable format. RSS feeds have data in 
a semi-structured format, that is, XML. Six reputable newspaper feeds are 
considered for data collection. The feeds are collected using python pack­
ages such as feedparser and Newspaper. 
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20.3.2 EXTRACTION OF THE FEATURES FROM FEEDS 

Query generation mechanism is very important to boost the number of 
relevant tweets for the news article. Shi7 presented four alternative query-
generating techniques, namely, (i) TF-IDF +POS, (ii) TF-IDF+POS+NER, 
(iii) Alchemy API, and (iv) URL. Alchemy API is a commercial tool that 
consumes a lot of time. We consider the TF-IDF +POS tagging approach in 
this work as it is suggested to give good results next to Alchemy API. 

20.3.3 TF-IDF 

Processing unstructured data is complicated as it involves additional work 
of looking for a methodology to represent the unstructured in a structured 
format. TF-IDF is a weighing technique that provides weight for the words 
in the document based on their frequency and occurrence throughout the 
corpus. Term Frequency compares a word’s frequency in a single text to 
its frequency throughout the whole corpus. Considering only frequency 
may not be accurate because words like “is”, “the” occur in more frequency 
than important words. To weigh down such words IDF (Inverse Document 
Frequency) is used. IDF is the size of the no. of documents to the no. of 
words containing that document. Hence this provides the rareness of the 
word. By combining both TF and IDF, we arrive at a suitable weight for the 
words. More the weight, more significant is the word. 

 f(t d  )  
TF (t d , ) =  

, 
 (20.1) no of words ind 

  . 


 n documents IDF ( )t = ln   (20.2) 
 ndocuments containing t  

TF-IDF= TF (word) * IDF(word). (20.3) 

20.3.4 PART OF SPEECH (POS) 

The technique of identifying a word in a text as belonging to a certain part 
of speech is known as POS tagging. This methodology selects the top nouns/ 
phrases in the document by giving precedence to noun phrases, proper nouns, 
and other nouns. The chosen nouns are ranked based on the TF-IDF scores. 
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A comparison of TF-IDF and POS+TF-IDF methods is shown in the table. 
POS+TF-IDF is found to be good outcomes. 

The top words from these articles are used as hashtags and are later 
recommended as suitable keywords for story tracking. 

20.3.5  TWEETS COLLECTION 

Twitter provides various API to extract data. We used the streaming API 
of Twitter to extract relevant tweets based on the keywords extracted with 
the previous method. With streaming API each article is allocated a certain 
amount of time to extract data. The tweet data collected are preprocessed 
using various methodologies as mentioned in Wisdom.14 

20.3.6  ESTABLISHING RELEVANCE 

The similarity measure is a distance measure that reflects the degree of 
closeness between two target objects. There are several similarity metrics. 
Choosing a suitable similarity metric is very important for our application as 
not a single similarity metric is suitable for all the works. Different similarity 
measure techniques are discussed in Huang.16  According to the literature 
cosine and Jaccard coefficients are said to be the best approaches. We have 
considered the cosine and Jaccard similarity approach in this work. Different 
results were observed with both methods which are discussed in the next 
section of this work. 

20.3.7  COSINE SIMILARITY 

By calculating the cosine of the angle the two vectors create in respective dot  
product space, cosine similarity returns the similarity between them. If the  
angle is zero, then it is most similar, the larger the angle, the least the similarity.  
This method is independent of the vector length as two vectors can be of any  
length.15  The formula for the cosine similarity coefficient is given by Eq. (20.4) 

n  
 A B

 A B.   =
∑ i i

 cos  (Θ) =  i=1  A  B  ∑  n n (20.4)
A2 2 

i    √ ∑  Bi   i=1 i=1 

where “Ai and Bi are the components of vector A and B” respectively. 
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20.3.8 JACCARD SIMILARITY 

The Jaccard coefficient, sometimes called the “Tanimoto coefficient,” 
calculates the similarity value as the ratio of object intersection to object 
union. The Jaccard index is referred to as the Jaccard similarity coeffi­
cient and intersection over union is a measure for calculating the likeness 
and difference of sample sets. This can be calculated by given formula 
(20.5). 

P Q∩J(  ), =
∪ 

(20.5)A B  P Q  

J(P, Q) refers to the Jaccard similarity among any two P and Q documents. 
The Jaccard distance estimates the uniqueness between test sets, corre­

sponding to the Jaccard coefficient, and is obtained by removing the Jaccard 
index value from 1. This is shown in (20.6). 

d j = 1− J(  ), (20.6)P Q  

where dj is the distance and J(P, Q) refers to the Jaccard similarity between 
any two documents like P and Q. 

The factor relevance is used as a characteristic for Learning to Rank 
Model. The relevance here is established through the similarity coefficient. 
The similarity matrix is constructed between both news articles and each 
tweet of that news article. The value is considered for the feature label of 
relevance class based on the threshold value. 

20.3.9 LEARNING TO RANK MODEL 

Learning To Rank (L2R), which is also known as “Machine Learned 
Ranking,” is used in the construction of ranking models for information 
retrieval systems. The significance of this method is that it can be reused 
several times after training with few manually labeled data. There are 
different types of L2R models namely listwise, pairwise, and pointwise. 

Listwise approach: This approach is the most complicated compared to 
the other two types. The algorithms in this approach directly look into the list 
of documents and come up with an optimal ordering. 

Pairwise approach: This works with pair and cost function. The algo­
rithms look at each pair of documents with the cost function at every instance 



 

 

 
 
 

 

 

 
  

 

269 Hashtag Recommendation System to Track Streaming News 

and come up with the optimal pair of rank and compare it with the ground 
truth. 

Pointwise approach: The pointwise approach essentially takes a single 
document and trains the classifier on it and predicts the relevance for the 
current query. Hence, in this approach score of each document is indepen­
dent of other documents of the query. 

According to the literature, the Pairwise L2R approach is found to give 
better results compared to the rest two approaches. For real-time streaming 
data, the pairwise approach is found to give the best result due to less training 
data.7 Since it is real-time, the pointwise approach seems more relevant as 
the ranking is based on the current query. We have implemented the pairwise 
RandomForest L2R method in this approach to get the set of relevant words 
that can be suggested for story tracking. 

Ensemble learning is a methodology that combines various types of 
algorithms or the same algorithm more times to arrive at suitable predictions. 
Random Forest is one such ensemble technique for supervised learning. We 
use the inbuilt sklearn python package for implementation as it is found to 
give better results than rankLib according to Shi.7 

20.3.10 PNN CLASSIFIER 

The simplest type of artificial neural network is a feed-forward neural 
network (FFNN), in which connections between nodes do not form a 
cycle. PNN is a FFNN, developed by D. F. Specht.17 It is a realization of 
the statistical algorithm Kernal discriminate analysis, which has all opera­
tions that are categorized into a four-layer “multi-layered feed-forward 
network.” The significant meaning of this neural organization based clas­
sifier incorporates: fast training method, an intrinsically parallel structure, 
ensured to join to an ideal classifier as the size of the preparation set incre­
ments, and extra preparing tests can be embedded or taken out without vast 
retraining.18 The basic architecture of PNN consists of four layers, an i/p 
layer, pattern layer, summation layer, and o/p layer. Figure 20.2 depicts the 
architecture of a PNN where ×1, ×2, ×3, ×4 represent the inputs. 

Input layer (i/p): The input layer nodes are passive, that is they do not 
amend changes in the data. They generate multiple values at the output from 
a single input value. Each neuron is completely connected to the neurons of 
the next layer. 
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FIGURE 20.2 PNN architecture. 

Pattern layer: This is a hidden layer that contains the pattern units. The 
number of patterns in this layer equals the classes of the training set. Each 
pattern node forms a product of the input pattern vector x with the weight 
vector Wi, Zi=xWi, which are given as an input for an activation function 
such as sigmoid given by S x( )  = 

1 
(− x) )(1+ e 

Summation layer: For each given class, the output of the pattern layer 
is given as input in this layer.19 It merely sums the inputs from the pattern 
layer, which correspond to the class from which the pattern for training was 
selected. It provides the probability for input vector x to belong to class Ci. 

Output layer: One neuron in the output layer makes a classification 
judgement for the input using the Bayes classification algorithm. The output 
is calculated by prob for class 

  i t i  x x x x−− 1 1 N j  ( j ) ( j ) ( ) = arg [max j = 1..  d /2  ∑ j exp  − 
2  (20.7)x = C x  m

d N =1 2σ(2π ) σ   
   

where m is the number of classes. 
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The most vital advantage of PNN compared to other classifiers is that 
training is instantaneous. The probabilistic neural network proposed in 
Specht17 can be used to estimate the posterior probabilities of each class. 
The activation function used can be of linear or nonlinear type. Nonlinear 
activation functions are the most used, as the linear activation functions are 
not confined to a range. The range of nonlinear functions is from ∞ to +∞. 
For each class label, we want the posterior probability of each cluster. The 
sigmoid function is suitable for models where we have probability as an 
output. Sigmoid exists between 0 and 1, and probability also ranges from 0 
to 1. Hence sigmoid is the suitable transfer function. 

The set of important words extracted using the query generation method 
are considered class labels and they are trained with the suitable news data. 
Hence for every tweet, the model gives out the most suitable keyword that 
can be used for story tracking. 

20.3.11 ALGORITHM 

Input: News articles collected from RSS feeds. 
Output: list of keywords for each news article. 
for each news article. 

(a)	 Generate important word list using tf-idf + pos tagging scheme, say 
w=[w1,w2,..wn] 

(b)	 Using streaming api, collect tweets using w for 40 seconds 
(c)	 Calculate the similarity value between the news article and each 

tweet collected. 
(d)	 Input the similarity column for random forest classifier to classify 

the set of words as w-relevant or w-irrelevant 
(e)	 Train w-relevant with a news article in PNN 
(f)	 Input the tweets to PNN to figure out the most suitable keywords 

using the probability 
end for. 

20.4 EXPERIMENTAL ANALYSIS 

a. Data Collection 
News channels and newspaper proprietors that update news online allow 
users and applications to track news through RSS feeds. APIs are available 



 

 

 

News article Words 
“MJ Akbar is the most high-profile person to exit 
his job in the wake of the #MeToo campaign.\n\ 
nMJ Akbar, who is accused of sexual harassment, 
has filed a defamation case against journalist 
Priya Ramani, the first woman to name him in the 
growing #MeToo movement in India.” 
“Neena Gupta, AyushmannKhurrana and the cast 
of Badhaai Ho (Courtesy badhaaihofilm)\n\nCast: 
AyushmannKhurrana, Sanya Malhotra, Neena 
Gupta, Gajra Rao, SurekhaSikri\n\nDirector: Amit 
Ravindernath Sharma\n\nRating: 3.5 stars (out 
of 5)\n\nDirector Amit Ravindernath Sharma\’s 
Badhaai Ho deserves unstinted kudos.” 
In India, cybercrime is on the rise and Mumbai 
Police wants you to stay alert.\n\nRiding on the 
topical wave yet again, Mumbai Police has won 
netizens over with their latest tweet on Dussehra. A 
graphic shared by them has started a conversation 
about the “new age Ravana” in the cyber world. 
Urging Mumbaikars to stay alert, the tweet 
points out that the demons of today\’s times are 
“cyberbullying” 

“Akbar,” “Ramani,” “MJ,” 
“MeToo,” “sexual,” “name,” “Ms,” 
“capacity” 

“Badhaai”

 “Ho”

 “mother”

 “Khurrana” 

“Mumbai”

 “alert”

 “evil”

 “happy”

 “Dussehra”

 “strength” 
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today for easy access to news articles. We have considered few reputed news 
articles mentioned in Table 20.1. 

TABLE 20.1  Dataset. 

Newspapers Rss feed links Date 
NDTV “http://feeds.feedburner.com/NDTV-LatestNews” 18/10/2018 
Times of India “https://timesofindia.indiatimes.com/rssfeedstopsto

ries.cms?x=1” 
12.03 PM 

The Hindu “https://www.thehindu.com/news/ 
national/?service=rss” 

Deccan Chronicle “https://www.deccanchronicle.com/rss_feed/” 
India Today “https://www.indiatoday.in/rss/1206578” 
TheIndian Express “https://indianexpress.com/feed” 

­

The important words resulting through TF-IDF and POS-Tagging are 
shown in Table 20.2. 

TABLE 20.2 Resulting Important Words. 

http://www.feeds.feedburner.com
https://www.timesofindia.indiatimes.com
https://www.thehindu.com
https://www.deccanchronicle.com
https://www.indiatoday.in
https://www.indianexpress.com
https://www.thehindu.com
https://www.timesofindia.indiatimes.com
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Table 20.3 shows the comparison between two query generation mecha­
nisms. It can be seen that TF-IDF + POS Tagging outperforms TF-IDF in 
terms of outcomes. The TF-IDF mechanism involves words such as “with,” 
“her” which are not keywords. On adding POS Tagging we get only nouns. 
We have considered only “NN,” “NNP,” “NNP,” “NNPS,” “JJ,” “JJR,” “JJS” 
tags in POS Tagging. 

TABLE 20.3 Results of Preprocessing. 

Article TF-IDF TF-IDF+POS tagging 
Neena Gupta, AyushmannKhurrana 
and the cast of Badhaai Ho 
(Courtesy badhaaihofilm)\n\nCast: 
AyushmannKhurrana, Sanya Malhotra, 
Neena Gupta, Gajra Rao, SurekhaSikri\n\ 
nDirector: Amit Ravindernath Sharma\n\ 
nRating: 3.5 stars (out of 5)\n\n”Director 
Amit Ravindernath Sharma\’s Badhaai Ho 
deserves unstinted kudos. 

Badhaai 

Ho 

With 

Her 

That 

From 

Mother

 In 

She 

Khurrana 

“Badhaai” 
“Ho” 

“mother” 
“Khurrana” 

To collect Twitter content, Twitter’s streaming API was used and tweets 
were collected using the important words as a filter. The article was given a 
40-second window to collect as many tweets (in live streaming) containing 
at least one of the important words of the news article. A different number of 
tweets has been collected for each article as shown in Table 20.4. 

TABLE 20.4  Articles and Tweets Collected. 

News article The topic of the article Number of tweets collected 
in a 40s time window 

1 Badhaai Ho release 199 
2 MeToo 693 
3 Navami 156 
4 Mumbai cybercrime 808 
5 Rise in petrol price 176 
6 Water tanker strike 333 
7 Sabarimala case about women 164 
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TABLE 20.4 (Continued) 

News article The topic of the article Number of tweets collected 
in a 40s time window 

8 Urban Naxals 72 
9 Ashish Pandey surrender 676 
10 Ayodhya Ram temple 339 
11 Xbox collaboration with Microsoft 1725 
12 Twitter about deleted tweets 1501 
13 Facebook about spam ads 620 

20.4.1 RELEVANCE ESTABLISHMENT 

To further filter out more relevant tweets out of the collected ones, similarity 
indices were used. Relevance was established between the news article 
and each tweet extracted through the keywords. We have considered two 
similarity indices. Detailed results of the cosine and Jaccard similarity coef­
ficients are shown (See Tables 20.5 and 20.6). 

For the same article and the same set of tweets, both cosine and Jaccard 
similarity coefficients have been implemented. 

TABLE 20.5 Relevance of the Tweet, an Observation for Jaccard Similarity. 

Maximum value Tweet corresponding Jaccard value for the 
same tweet 

0.46984843351399486 RT @IYC: IYC is honored to be able 
to represent the voice of women in 
India.\nThe road ahead is difficult, 
but we will journey on in the fi… 

0.051470588235294115 

TABLE 20.6  Relevance of the Tweet, an Observation for Cosine Similarity. 

Maximum value Tweet corresponding Cosine value for the 
same tweet 

0.08396946564885496 “RT @KPadmaRani1: BJP’s Union 
Min @mjakbar has been accused 
of “sexual harassment and assault” 

0.2957887112070247 

by as many as 20 women, who have 
absolutely n…” 
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It can be observed that the magnitude of cosine is quite greater than the 
Jaccard coefficient. According to literature, this is due to the ignorance of 
the same words by the Jaccard index. A threshold was set to filter out more 
relevant tweets and the tweets resulting in higher similarity are shown in 
Table 20.6 with important words found again through TF-IDF. These are the 
possible words for hashtags recommendation (See Table 20.7). 

20.4.2 RANDOM FOREST 

These words were run through the Learning-To Rank model. Random Forest 
Classifier was implemented on these words using the similarity value found 
of the tweet as the feature vector. The test set was classified correctly and the 
confusion matrix on the test set is shown in Table 20.8. 

20.4.3 PNN 

After establishing relevance and finding the most suitable words for the 
hashtag recommendation, PNN classification was done to assert which word 
out of them was more suitable as a hashtag. The random forest technique 
could only assert if a word is appropriate as a hashtag or not. The result of 
PNN is shown in Table 20.9. 

TABLE 20.7 Recommended Hashtags. 

TWEET 7 TWEET 13 TWEET 15 
Even ramprasad_c Atheist_Krishna 
aartic02 Still Everyone 
Hats Employ Except 
Brave Harassment Father 
Women Only Brother 
Intimidated Media Molesters 
97 Lower Feminists 
Lawyers Standards Supporting 
Testify Politicians Movement 
Court While 

TWEET 31 
TWEET 27 TWEET 30 ANI 
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Harassment TheRestlessQuil Gone 
Workplace More Shahnawaz 
t.co/cdUGD88MIE t.co/cq0FoKmMes Hussain 
Sexual Jatin Minister 
https Das Modi 

MeTooIndia govt… 
TWEET 38 MeToo t.co/XjJnjZyasU 
Shattered MeTooIndia 
Glass TWEET 154 
t.co/WwUc7G2pAJ PhilMcCrackin44 TWEET 47 
Thanks Dianne desh_bhkt 
CBCNB Wants Yuck 
GrippedMagazine Misconduct Plant 
Mentosibo Investigation Seed 
Metoo Reopened Matki 
Maga Democrats t.co/zRGwalhVHb 
Latest Take Let 

Control Jatin 
Senate Das 

MeTooIndia 

TABLE 20.8  Confusion Matrix. 

size of test set: 169 
size of training set 
Confusion Matrix 

Predicted-> Relevant Irrelevant 

Actual 
Relevant 164 0 
Irrelevant 0 5 

TABLE 20.9  PNN Results. 

Tweet #MeToo #MS #capacity #Sexual #Akbar #name #MJ #ramani 
Harrasement 

1 0.7158 0.3882 0.2748 0.1686 0.1552 0.1216 0.1105 0.0199 
2 0.5077 0.3873 0.4529 0.1580 0.0854 0.1260 0.1500 0.0317 
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TABLE 20.9  (Continued) 

Tweet #MeToo #MS #capacity #Sexual #Akbar #name #MJ #ramani 
Harrasement 

3 0.6867 0.3243 0.4122 0.0944 0.1098 0.3470 0.2398 0.0169 
4 0.7663 0.2716 0.2078 0.1149 0.0935 0.1123 0.2792 0.0076 
5 0.4851 0.2087 0.1556 0.2267 0.2418 0.1441 0.1137 0.0350 
6 0.4851 0.2087 0.1556 0.2267 0.2418 0.1441 0.1137 0.0350 
7 0.4851 0.2087 0.1556 0.2267 0.2418 0.1441 0.1137 0.0350 
8 0.4851 0.2087 0.1556 0.2267 0.2418 0.1441 0.1137 0.0350 

A graph on the possible usage of a hashtag for the tweet considered is 
shown in Figure 20.3. 

FIGURE 20.3 PNN statistics. 

20.4.4 TWEETS 

Figure 20.3 displays the probability of a hashtag that can suit well for the 
considered tweet. For the want of space, the number of tweets considered for 
portrayal has been reduced to eight. Journalists can easily infer the hot event 
to be flushed from the maximum value attained by the hashtags. This can 
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promote their activities in tracking the details for that hashtag. It is obvious 
from Figure 20.3 that #MeToo has got significant reach and hence can be 
used for further tracking of the news related to that. 

20.5 CONCLUSIONS 

In this work, we presented a hybrid system that recommends suitable 
keywords as hashtags for tracking a story. We also presented the contrasting 
results of two similarity metrics with precise results. Further, the implemen­
tation of the L2R approach followed by the PNN classifier resulted in suit­
able words. This system has a limitation for the size of data. The processing 
time is huge for even a single article. 

At present Hashtags can be found on even YouTube channels. Also, many 
websites add tags at the end of their pages to improve their results during 
Google searches. Science journals have publications that contain keywords 
about the focus of research in that paper. Hence, an author writing some 
content can get recommended with similar articles and journals. An efficient 
tracking approach to these kinds of content on the websites must be available 
so that more data analytics, inferences from results, and recommendations 
based on the content can take place. For a huge data size, the time taken for 
processing grows enormously, and hence Hadoop platform can be recom­
mended for efficient processing. 
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ABSTRACT 

As wireless network usage is expanding, attempts are being made to disrupt 
the smooth functioning of the network. Due to power and memory constraints 
inherent in the Internet of Things (IoT) devices, implementing security 
measures becomes an even more significant challenge. There are many ways 
in which confidential information can be extracted from networks. IP address 
spoofing is one such attack. IP address spoofing is an illegal, unauthorized 
change of IP address. Malicious elements in the network impersonate as a 
genuine client by copying their IP address. As a result, attackers can intercept 
network communication between genuine clients. A false IP address makes 
it possible for the attacker to bypass existing security mechanisms, which 
creates severe security and confidentiality problems. This chapter proposes a 
method to resolve the issue by ensuring that an incoming node in a network 
always gets a unique IP address, thus making it difficult for the attacker to 
disguise itself as a genuine client and carry out the attack. 
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21.1 INTRODUCTION 

The Internet of Things (IoT) is a network of devices used in daily life 
like home appliances, gadgets, vehicles, etc. These devices are embedded 
with sensors, software, and connectivity, making it possible for them to 
communicate with each other. It is also possible to activate and control 
such devices remotely. Such technology has abundant applications 
in different fields like home automation, security, fashion, sports, and 
fitness.1–3 IoT devices come with specific inherent challenges, and hence, 
working with them is more complicated than working with standard 
devices like laptops and desktops. These devices are constrained with 
lower memory, processing, communication, and energy capabilities, 
while offering high mobility and portability. Due to their power and 
memory constraints and high mobility, a separate protocol, called the 
Routing Protocol for Low-power and Lossy Networks (RPL), is used for 
network topology formation and routing. 

RPL uses Stateless Address Auto-Configuration (SLAAC) for config ­
uring the devices. Whenever a new node joins the network, it captures 
the network prefix through the Router Advertisement (RA) and attaches 
interface address to it in order to obtain its IPv6 address. However, this 
feature can be exploited if a third-party node knows the interface address 
of the actual client. It can easily configure itself with the IPv6 address of 
the original node and join the network as an imposter compromising its 
security. The proposed solution aims to alleviate this issue and is demon­
strated in Contiki OS. Contiki4 was one of the first operating systems 
to provide IP connectivity for sensor networks. It is an open-source 
operating system which is implemented in C. The application programs 
can be dynamically loaded and unloaded on an event-driven kernel at 
run-time. 

The chapter is organized as follows: In Section 21.2, additional literature 
that examines the problem of IP spoofing is compiled. Section 21.3 elucidates 
the working of the RPL protocol. Section 21.4 explains how SLAAC works 
in Contiki. Section 21.5 describes how the attack is carried out. Section 
21.6 describes the simulation setup carried out for demonstrating the attack. 
Section 21.7 puts forth the proposed solution to the problem of IP spoofing. 
Section 21.8 concludes the chapter and mentions the possible work that can 
be carried out in the future. 
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21.2 EXPERIMENTAL METHODS AND MATERIALS
 

IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) has 
made it possible for IoT devices to communicate using IPv6. It enables the 
IPv6 packets to be sent and received over a network, by encapsulation and 
compression technique.7 A lot of research work is carried out on security, 
associated with 6LoWPAN, which is very intricate due to IPv6. Demonstra­
tion on IP spoofing attack is also available. 

The topology in RPL is built using Destination Oriented Directed 
Acyclic Graph (DODAG). An algorithm to carry out attacks using spoofed 
DODAG Information Solicitation (DIS) message is described in (6). As 
defined in the algorithm, with the help of the DODAG Information Object 
(DIO) packet, the attacker first learns the IPv6 address of nodes in the 
network. Section 21.3 provides details about DIS and DIO messages. 
Further, it selects one of the nodes and sends a probe packet to check 
whether the node is in sleep or wake-up mode. Depending on the state 
of the victim node, the attacker will send a spoofed DIS message to the 
border router if the node is in sleep mode else it waits. The border router 
gets the IPv6 and Media Access Control (MAC) address that is used to 
make changes to its routing table using spoofed RPL message. The attacker 
switches an entry with the victim node in the routing table, which results in 
sending data to the attacker node. 

Yong-Joon Lee et al.7 discuss different detection methods using spoofed 
IP address against Distributed Denial of Service (DDoS) attacks. The 
method includes the Bogon filtering, Unicast Reverse Path Forwarding 
(uRPF), Transmission Control Protocol (TCP) intercept, and Hop Count 
Filtering (HCF) Techniques. The method suggested in the paper discusses 
detecting spoofed IP addresses for IoT devices. It distinguishes reliable TCP 
packets from regular traffic flowing into the DDoS shelter. Hence when the 
attack occurs, the DDoS shelter identifies whether it is counterfeit or not by 
identifying the packets from the traffic and by analyzing the data about the 
Operating System (OS). If the node is found as counterfeit, the relevant IP 
traffic is blocked by the shelter. 

Mitigation of Denial of Service (DoS) attacks on wireless sensor networks 
(WSN) with IPv6 is examined in Oliveira.8 The authors have proposed a 
countermeasure system that reduces the DoS and DDoS attacks triggered 
remotely. The approach is built on 6LoWPAN neighbor discovery, which 
works only at edge routers. The mechanism protects the Wireless Sensor 
Network (WSN) from the attacks like DoS and DDoS. 
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21.3 RPL PROTOCOL 

RPL is an IPv6 routing protocol used for low power and lossy networks. It 
is based on distance vectors and operates on IEEE 802.15.4; it uses multi-
hop and many-to-one and one-to-one communications. Figure 21.1 shows a 
sample DODAG that is formed as a result of the RPL protocol.9 

FIGURE 21.1 RPL DODAG formation. 

Network topology is created according to the Directed Acyclic Graph 
(DAG), which segregates to numerous DODAGs, and each DODAG has one 
sink or router or root. In case if more roots are present in a DODAG, they are 
aligned in common backbone link. 

To create a DODAG, exchange of three types of messages takes place:­

•	 DODAG Information Solicitation (DIS)—This message is used to 
request information from nearby networks, each network defined by 
a DODAG. 

•	 DODAG Information Object (DIO)—This message is sent in 
response to the DIS messages from the DAG. It periodically updates 
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the information of the nodes of the network. This message is periodi­
cally multi-casted to neighbor nodes. 

•	 DODAG Advertisement Object (DAO)—This message is used to 
propagate the destination information in the direction of DODAG. 

Since RPL runs in power and memory-constrained nodes, it is a reactive 
protocol. The routes are created when they are needed, rather than main­
taining the routing tables over time. 

The nodes are connected to the root devices through a multi-hop path. 
These root devices (also called sinks) are responsible for data collection 
and coordination duties. For each of them, a DODAG is created, taking into 
consideration the link cost, status information, and objective function. 

21.4 STATELESS ADDRESS AUTO-CONFIGURATION 

IPv6 defines mechanisms for the assignment of both stateful and stateless 
address auto-configuration. In stateful address auto-configuration, the server 
dynamically assigns the addresses to devices, drawing it from a pool of avail­
able addresses. This approach is similar to the Dynamic Host Configuration 
Protocol (DHCP) used in IPv6. 

The stateless autoconfiguration allows various devices to connect to 
the network without any help from the server like DHCP. Using the DIO 
messages, the DODAG root sends the network prefix via the Prefix Infor­
mation Option. The RPL nodes use this option for the purpose of Stateless 
Address Auto-Configuration (SLAAC) from a prefix advertised by a parent 
and advertise its own address. DIO messages are sent at regular intervals 
and in response to device solicitation messages. By conjoining the interface 
of the node with the prefix given in the DIO messages, a node configures its 
global IPv6 address. 

The inherent vulnerability of this mechanism is discussed in Section 21.5. 
There have been works optimizing the security feature of SLAAC. Further 
analysis of SLAAC in Low power and Lossy Networks (LLN) is provided 
in Montavont.10 

21.5 IP SPOOFING ATTACK 

IP spoofing is a procedure for altering the IP address of any device which 
connects to a network. The IP address of a node is generated by the operating 
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system and should not be changed. But, there are many tools that can enable 
attackers to change the IP address. As a result of IP spoofing, the attacker 
can circumvent general authentication procedures and masquerade as an 
authorized user thereby gaining access to the network elements. The attacker 
can now launch all kinds of attacks like Denial of Service (DoS) and Man in 
the middle attack disrupting the normal network operations. 

The DIO messages are disseminated throughout the network at regular 
intervals of time. Whenever a new node joins the network, with the help of 
SLAAC, the node captures the network prefix through the DIO messages. 
An IP address is generated by combining the 64-bit network prefix supplied 
by the router and the 48-bit MAC address which is unique for every device. 
However, this feature can be exploited if a third-party node knows the inter­
face address of the actual client. It can easily configure itself with the IPv6 
address of the original node and join the network as an imposter compro­
mising its security. 

FIGURE 21.2 Topology for demonstrating the IP address spoofing attack. 
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21.6 SIMULATION SETUP
 

The topology shown in Figure 21.2 will be referred for the purpose of this 
demonstration. In this topology, there are four nodes. The first two nodes act 
as the routers. These routers form their own independent networks and have 
their own prefixes. The routers are connected to a common external host, 
which means that the networks formed by both the routers can be accessible 
from the external host. In fact, what these routers create is a form of interface 
between the external host and their own respective networks. Nodes 3 and 
4 are clients that are connected to or are attempting to connect to these two 
routers. Node 3 is a genuine client. Node 4 is a malicious client. The mali­
cious client knows the IP address of the genuine client. Now, the attacker, 
who is in possession of information about the genuine node, changes (or 
spoofs) its MAC address to that of the genuine node. At this instant, both the 
nodes, node 3 (genuine node) and node 4 (malicious node), have the same 
MAC address. IP address is formed by combining the prefix with the MAC 
address. As was mentioned in the previous section, first 64-bit of network 
prefix (which are sent by the router to the node) and the 48-bit of the node’s 
individual MAC address are combined to obtain the 128-bit Global IPv6 
address of the node. 

At present, node 3 is in the network of router 1 and node 4 is in the 
network of router 2. Since both the clients are in separate networks, they 
both receive different prefixes from their respective routers, but their MAC 
addresses are the same. Now consider the scenario where node 3 tries to 
move to the coverage of router 2. This movement of node 3 is depicted by a 
dotted line in Figure 21.2. When both nodes 3 and 4 are in the coverage of 
router 2, they receive the same prefix that is supplied by router 2. Since IP 
address is formed by the combination of the prefix and MAC address, both 
nodes 3 and 4 will have the same IP address owing to the fact that both have 
the same pair of prefixes and MAC address. This creates a conflict in the 
network. 

Contiki allows the user to check the neighbors of the router via the 
browser. Figure 21.3 shows that there is just one neighbor, where in fact 
there are two neighbors but with the same IP address. 

To attempt to understand which nodes can communicate with the 
network, a ping is initiated from the external host. The result of the ping can 
be verified from the built-in pcap packet analyzer in Contiki. Figure 21.4 is 
a snapshot of the same. 



 

 

 

290 Advanced Computer Science Applications 

FIGURE 21.3 Browser Window listing the neighbors and routes from router 2. 

In Figure 21.4, in the area highlighted by the topmost rectangle, it can be 
seen that router 2 sends an ECHO REQ (echo request) to node 4 and receives 
an ECHO RPLY (echo reply) after a few messages are exchanged. Further, 
after the exchange of a few more messages, in the area highlighted by the 
bottom-most rectangle, it is seen that router 2 sends an ECHO REQ to node 
3 as well. After the exchange of a few messages, router 2 receives an ECHO 
RPLY from node 3. Thus, we can infer that both nodes 3 and 4 can be pinged 
from the external host via router 2. This means that router 2 is communicating 
with both the nodes as is evident from Figure 21.4. Therefore, whatever 
information is sent from the router to the actual node is also being sent to the 
malicious node. As a result, in scenarios where confidential information is 
being passed from the router to the client, a malicious client having spoofed 
its MAC address will be able to obtain the confidential information. This 
endangers the confidentiality of information. 

FIGURE 21.4 Packet capture analysis of IP address spoofing attack. 
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21.7 PROPOSED METHOD TO PREVENT IP SPOOFING 

IP spoofing is an attack that needs to be prevented to ensure the safety of 
the network. The attacker is able to spoof its IP address because it can easily 
predict the IP address of the genuine client. Since IP address is a combina­
tion of the prefix and the MAC address, and since the MAC address of the 
genuine client is already known to the attacker, it is very easy to predict the 
IP address of the client. 

FIGURE 21.5 File structure and flow chart. 
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To make the MAC address unpredictable, a system to randomize the 
MAC address is proposed. Randomizing the MAC address will make it 
impossible for an attacker to predict the MAC address and in turn the IP 
address of the actual node. Whenever a node is moving from network to 
network, the IP prefix will keep changing according to the network, but the 
MAC address is constant. To prevent attackers from copying the true client’s 
MAC address, the MAC address needs to be randomized whenever a node 
moves from network to network. In this way, the attacker will not be able to 
spoof its MAC address because it is impossible for him to predict what the 
true client’s MAC address will be. 

This system for randomizing the MAC address will have to be integrated 
with the existing RPL protocol. Since the RPL protocol handles the process 
of stateless address auto-configuration, it automatically assigns the nodes 
their IP address based on the prefix which is received from the router and 
the nodes’ in-built MAC address. In effect, the proposed system amends the 
RPL protocol to prevent MAC address spoofing attack. Figure 21.5 explains 
where and when to implement the system of randomization of MAC address 
in Contiki. 

The procedures to set the IP address from the prefix and the MAC address 
are defined in the file rpl-dag.c, as can be seen from Figure 21.5. To implement 
the RPL protocol, control is transferred from border_router.c to rpl-dag.c . 
To decide when to randomize the MAC address, a flag variable is used. This 
variable is set to one when the conditions are favorable to randomize the 
node’s MAC address. When there is no need to randomize the MAC address, 
this flag variable is set to zero. To track changes in the movement as well as 
to check the stability of the network, two fields, last_prefix and new_prefix, 
are used. The last_prefix field indicates the most recent prefix that was 
obtained before the node joined this router. The new_prefix field indicates 
the new prefix that is to be adopted by the node. As a result of having a 
randomized MAC address, the IP address of the node would be difficult to 
predict for an attacker. The flag is set to zero once the randomization process 
is completed. Further, at times, because of the movement of a node and due 
to network fluctuations, the rank of the router (parent to the node) changes. 
These changes are tracked by recalculating the ranks periodically. During 
the recalculation of ranks, the rank of the parent is checked based on the 
distance between the node and the router and the time it takes to reach the 
router from the node. If the rank is different from the previous rank, it is 
noted. If the rank change is drastic and the node is out of the coverage of the 
parent (router), this implies that the node has moved (the rank of the parent 
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is infinity). Accordingly, the parent is removed and a new parent is chosen by 
selecting a new DODAG. Since the parent is changed, the new_prefix field is 
set to zero. Further, while checking prefixes, after noting that the new_prefix 
field has been set to zero, the node understands that the old prefix must be 
purged. 

After purging the old parent, the flag variable is set to one, because a new 
IP will be assigned to the node depending on the router it joins. Since the flag 
is set to one, a random MAC is assigned to the node and a new IP address is 
generated from this MAC address. 

If the rank change during rank recalculation is not drastic, that is, the 
node has just moved within the network the new rank is noted (not infinity). 
After any rank change, the prefixes are checked again but now both the fields 
are nonzero and equal. When this happens, no change takes place. 

In Figure 21.2 while using the randomization of the MAC address, if node 
3 moves to the coverage of router 2, there will not be any network conflicts 
because the IP address of node 3 will be difficult to predict on account of the 
randomization that happens when it moves from one network to the other. 

FIGURE 21.6 Browser Window listing the neighbors and routes from Router 2 after 
implementing the solution. 

Contiki enables users to obtain information about the routes of the routers 
via the browser. On typing the router address on the browser address bar, we 
get the result as shown in Figure 21.6. 

As is evident from Figure 21.6, there are now two routes listed from the 
router instead of just one. This means that the genuine client was able to 
successfully make a connection with the router. Thus, the attack orchestrated 
by the malicious client did not affect the ability of the genuine client to make 
a connection with the router. 
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21.8 CONCLUSIONS 

Despite the convenience of RPL’s stateless address auto-configuration, we 
are faced with issues in some cases. A vulnerability in RPL’s stateless address 
auto-configuration makes it possible for attackers to impersonate other 
nodes; this attack is called the IP spoofing attack. IP spoofing, therefore, 
leads to loss of security and confidentiality of data. We put forth a solution 
in terms of our proposed system. The proposed system prevents IP spoofing 
attack by randomizing the MAC address as and when required, mainly when 
it leaves from one network to join another network. Preventing IP spoofing 
ensures that nodes will be able to move freely from network to network 
without the threat of an attacker spoofing their IP address. 

Hashing of MAC address, as opposed to just randomization of MAC 
address, will be more efficient. Hashing the MAC address by any SHA 
algorithm will make it tougher for an attacker to predict the IP address of 
any node. Implementation of the hashing function will have to be done, 
while making sure that it does not violate the lightweight property of the 
RPL protocol for IoT devices. IoT devices are supposed to be lightweight; 
hence, care should be taken to ensure that the implementation of hashing 
does not overload the IoT devices. A proper lightweight hashing function is 
something that will make it fundamentally impossible for attackers to predict 
IP addresses of nodes. 
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ABSTRACT 

Coronavirus (COVID-19) is the major outbreak in the whole country or we 
can say across the globe. Till now, no vaccine has been discovered to prevent 
this epidemic. Quarantine and self-isolation is the only preventive option 
from this epidemic/pandemic. COVID-19 is spreading through human touch 
or by touching the things that came in contact with an infected person. This 
situation is very critical for those people who are staying alone, that is, elder 
people without their kids, working youth in different city than their home 
town, and quarantine people due to their travel history. Real-time monitoring 
of these types of people is very important. Because in this pandemic situation 
nobody knows that when and how anyone can get infected (due to touching 
the daily necessary food supply items and many more reasons are possible) 
and those newly infected people need medical help on an emergency basis; 
also authorities (medical/WHO/police) should be aware of the medical situ­
ation of quarantine people due to their travel history. 
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In this chapter, we proposed a model that will monitor real-time 
activity of people who are either living alone or quarantine. If any unusual 
health situation occurs and it is captured into online monitoring video like 
continuous sneezing, throat infection, and person laying down in the same 
position more than 3–4 h (symptoms of COVID-19) and they also send 
help-needing symbol like Victory sign by fingers then automatically our 
system will send an alert message to registered numbers, that is, relatives, 
neighbors, and nearest hospital or family doctor for medical help. For 
privacy reason, image processing will be applied on real-time monitoring 
video and for security and confidentiality purpose, alert message will be 
encrypted by security algorithm so that no unauthorized person changes the 
value of alert message. To detect the health condition, our algorithm uses 
a two-way approach. Initially, the sensor collects information regarding 
symptoms such as Roll, Pitch and Net acceleration of body, Pitch and Roll; 
it helps to identify health status. Secondly, to identify the fingers’ sign, 
image processing has been used. Here, victory sign made by fingers is 
used to identify when someone wants to tell that they need help. Thus, our 
work in this chapter (Extended Algorithm for fall detection using IoT and 
Image Processing(EAFDI2) works on all possible situations and gives 97% 
correct results. 

22.1 INTRODUCTION 

Since the existence of earth many kinds of virus and bacteria were associ­
ated with earth. Few of them (virus/bacteria) were considered pandemic/ 
epidemic and created a disaster in human life and nature. It destroys the 
families and also raises the economical problem throughout the world. To 
control such kinds of pandemic, primarily focus of scientist and doctors are 
cleanness of human body surrounding. Thereafter, they invent the vaccine of 
the particular disease after a long experiment on living hoods. 

The coronavirus is also such type of pandemic which has again created 
such type of problem. This virus was first discovered by group of virologists 
(J D Almeida, D M Berry, C H Cunningham, D Hamre, M S Hofstad, L 
Mallucci, K McIntosh, and D A J Tyrrell) in 1968 in a bat, and they reported 
that there is no communication between bat and human bodies; therefore, no 
vaccination was required at that time.1 It was published in Nature journal in 
1968. The name of corona is taken from the word crown because its structure 
appears like a crown. 
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FIGURE 22.1 Virions of coronaviruses, Sun’s corona appeared at the time of an eclipse. 

In 2019 as per available records and data, first identified in the city of 
Wuhan, the novel coronavirus disease, or COVID-19, is a member of the 
family of coronaviruses which can cause mild conditions like the common 
cold to potentially lethal ones like the severe acute respiratory syndrome or 
SARS. The COVID-19 strain found in Wuhan has been found to be closely 
linked to those found in bats, and could have initially spread in the Wuhan 
seafood wholesale market, where live animals are sold and slaughtered. 

However, according to China this infection is spread through human to 
human contact, similar to seasonal influenza, and thus its fast spread around 
the world. This is all the more so given the way that the episode occurred 
during the Lunar New Year season, when 3 billion outings are relied upon 
to be made. As communicable property of this disease it spread out in the 
Wuhan city, China and later on this virus touched the boundary of other 
countries and created pandemic situation within those countries.2 COVID-19 
virus changes its mutation that is more problematic for researchers and 
scientists involved in innovation of vaccine. 

FIGURE 22.2 Spread of coronavirus. 
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A wide research is continuously going on to get rid of from this virus. 
In this view, scientists and doctors are working day and night to make an 
effective vaccine, to avoid a huge economic and life loss but still no success 
has been found. If we look into the data available in world meter website 
then total numbers of active cases are approx 2 million in the world. In total 
3 million cases have been reported and death cases are more than 200 k as 
per data available in the website.3 

FIGURE 22.3 Active cases, total cases, and total deaths. 

As per the data available on the same website total number of reported 
cases is 31 k, active cases in India are more than 21 k, and total deaths are 
more than 900 till date. 

FIGURE 22.4 Total number of active cases and deaths in India. 

No vaccine has been developed till now to get rid of this coronavirus. 
And due to its transmissible nature, it is spreading very fast within the 
human beings in all over the globe. Lots of research is going on to predict the 
number of possible cases in next few months so that governing bodies can 
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arrange the required facilities and can take necessary steps to run the country 
in smooth functioning. Otherwise, in the lack of food and medical facility 
mob can create disturbance in everyone’s life. Until no effective vaccine is 
to be invented till that time quarantine and self-isolation is the only way to 
stop this virus from affecting human beings. Due to lack of medical equip­
ment as compared to population of India, corona cases are still in control 
and very less as compared to other developed countries because of complete 
lockdown imposed on whole country. Quarantine and self-isolation is 
playing a vital role in stopping spread of coronavirus from infected peoples 
to normal peoples. Actual numbers of infected peoples are still not known to 
the government because it is next to impossible for government to scan each 
and every person in India. Due to lack of complete scanning again sources 
of spreading virus are unknown. People can get infected by street vendors, 
grocery suppliers, and many more sources are possible to spread virus to 
those people who are home quarantine. 

The state of the art of this work is that the given model will observe 
real-time activity of self home quarantine people and if any symptoms of 
COVID-19 will be found in quarantine person then it will send an alert 
message to medical bodies for providing medical facility to infected person. 
Second, those people who are staying alone and if they feel that some medical 
help is required and they are not in position to contact anyone then they can 
show victory sign image by fingers to the camera and the moment camera 
will capture this sign immediately it will send an emergency medical help 
message to nearest hospital or registered mobile numbers. 

22.2 KEY CONTRIBUTION 

The key contribution of this chapter is finding the COVID-19 symptoms 
within a quarantine person. First of all, sensors will collect the data whether 
the quarantine person is in a normal position or not; if any abnormal situation 
occurs like continuous sneezing, cough, and abrupt changes in body parts. 
For training and testing purpose 2000 sample data were used and collected 
from 15 people. 

Second, if quarantine person needs medical help then he or she can use 
victory sign made by fingers. For this purpose image processing is used 
and once these types of images will be identified then immediately alert/ 
help message will be sent to registered mobile numbers for help. Also, for 
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security purpose end-to-end encryption algorithm is used so that an intruder 
cannot alter the actual message. 

22.3 LITERATURE SURVEY 

In Chaolin Huang’s paper4 features of corona patients were described on 
the basis of 41 people admitted in Wuhan, China. Mostly people were 
men (30 out of 41), their median age was 49 years. In that one family 
cluster was also found. From there it was observed that it is community 
spread. In their medical reports few common symptoms were identified 
like fever (40 out of 41), fatigue or myalgia (18 out of 41), and cough (31 
out of 41). 

In Anuradha Tomar’s paper2 prediction of upcoming infected cases in 
India was given on the basis of data-driven approach based on long short-
term memory concept. They predicted the number of cases in next 30 days 
and numbers were quite correct. For prediction they used previous data and 
applied their mathematical-based model to get the numbers. It was very 
helpful for government and health officials to take preventive steps before 
the time. 

In Arti M.K.’s paper,5 a mathematical model is used to predict number of 
possible corona cases in India. A tree-based model was used to predict the 
coming cases. In paper the author assumes that lockdown is working effec­
tively to stop virus into community spread. Results are quite satisfactory 
when we consider only cases reported by governing bodies, but situation is 
more critical reason being cases not detected due to lack of random testing 
into all areas. 

The Indian Council of Medical Research (ICMR) is also working on a 
mathematical model6 which will help to tell the number of infected people in 
next few months. According to the chief of ICMR isolation is the only way to 
stop this infection into community. Their study will use testing and isolation 
as a defence mechanism for ending the virus spreading. 

Experts of ICMR used optimistic and pessimistic concepts in math­
ematical modeling and found good results.7 If isolation and quarantine will 
be followed strictly then up to 62% spread of coronavirus can be reduced. Its 
limitation is that results will be 62% only when scenario will be optimistic 
(Valve of Ro is 1.5); otherwise, this percentage will be reduced that comes 
under pessimistic scenario. 
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In paper [12], the researcher used a device to collect data and used 
transmission medium to send data for analysis. Information was classified 
into different categories, but the main problem with the system is that the 
whole algorithm works for known classification of data. The moment any 
information is processed which does not belong to defined classification, it 
starts giving false alarm. Also if any new human wears the device then again 
it generates false alarm. The whole system needs lot of work to prepare a 
complete system. 

In paper [8], the researcher used two segment feature extraction 
method. First, it extracted features through an online tool and then applied 
a machine learning approach. As per paper, results are correct more than 
99.9% mathematically. The system needs to check against the real-time 
results. Researchers’ main focus was to save power consumption and they 
achieved. The limitation of the proposed model is that it will work on the 
same frequency, that is, heart rate of human should be fixed then only 
power consumption will be achieved. If the heart rate increases then power 
consumption may increase depending upon the heart rate. 

In paper [9], the researcher proposed a model based on thermal sensors to 
detect the fall of elderly persons at home. It is good in the sense that privacy 
will be maintained. They used three algorithms to implement the system, 
that is, GRU, LSTM, and Bi-LSTM and results were accurate up to 93% in 
ideal environment but in real-time observation there are many obstacles like 
the perfect implementation place so that it can detect all the data without any 
interrupt, temperature, etc. It is good but still needs to be implemented and 
tested in real-time environment. 

In paper [13] the author use Microsoft Kinect camera to capture human 
movement based on skeleton. The author proposed a model in which instead 
of object movement, skeleton movement will be captured. 

In paper [10] the author used Microsoft Kinect to collect all data based 
on 3D skeleton from elderly at home. It is good because elderly do not 
need to wear any device and this whole system protects their privacy too. 
In the proposed model, they train all types of possible scenarios and the 
system will generate alarm if any such type of condition will be recorded. 
For the authenticity of the proposed model, available data sets are used 
and results are quite good but still real-time application is not developed 
or not tested. 

In paper [14] the researcher uses a wireless video sensor network for 
monitoring the patients. Their main focus was on saving power consump­
tion, memory, and fast transmission. The researcher uses stationary frames 
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for sensing the environment and the proposed algorithm is able to achieve 
the desired up to three times better than previous algorithms used in other 
papers. They have used test videos as input. Real-time tracking of humans is 
still not implemented and it is in their future work. 

In paper [11] the researcher uses four feature vector combinations to 
collect data from the patient. They used an unsupervised learning approach 
to train the system and the Gaussian mixture model was used to create the 
cluster of different situations. In this approach, the threshold value was used 
to differentiate between fall state and non-fall state. Wristband was used to 
collect all the data from the patient and it is quite effective. False fall detec­
tion was still a big problem. 

These researchers are using different approaches, but the existing problem 
is precision and trust with the system. So, in this chapter, we have used an 
accelerometer to detect the quarantine person’s symptoms and whenever 
any person used victory sign from fingers then that image will also be sent 
on registered mobile numbers to stop continuous watching of quarantine 
person’s video. 

22.4 RESEARCH GAP 

ICMR is emphasizing on isolation and quarantine of corona-infected people; 
also the government is using complete lockdown to reduce the virus spread 
percentage. Many people are staying alone, that is, elder people, working 
people in different cities, and self or forced quarantine people. Specially, 
when nobody is there to take care of them then how governing bodies will 
monitor them. Till now, no solution is proposed yet. In this chapter, a model 
is given which will send alert messages on real time to registered mobile 
numbers or through email with the help of image processing and IoT so that 
medical help can be provided in emergency cases. The used algorithm is 
strong enough to identify the quarantine people’s medical situation and also 
to secure the alert message from intruders. 

22.5 PROPOSED ALGORITHM 

Extended Algorithm for fall detection using IoT and Image Processing 
(EAFDI2). 



 

 

 

 

305 Secure and Early Detection Framework for Covid-19 

22.6 FLOW CHART
 


FIGURE 22.5 Flow chart for algorithm. 

22.7 EXPERIMENTAL SETUP 

Hardware: Arduino UNO: 

Arduino UNO is an open-source microcontroller created by Arduino.cc. 
It is widely used microcontroller in this segment (Arduino range) because 
of its simplicity, ease of use, and its capacity of being interfaced to different 
development sheets. It is created based on ATmega328P computer chip. 
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The board comprises both advanced and simple pins and a programmable 
Arduino IDE. The force supply can be given through a USB cable or an 
external 9 V battery. It can accept the voltages between 7 and 20 V. Some 
other specification includes a 32 kB of flash memory with nearly 16 MHz 
clock speed. 

Accelerometer: 

ADXL335 

It is a three-axis accelerometer. We have used it to find the angular position 
and net acceleration. Some of the specifications are 

• Three-axis sensing 
• Small and compact packaging 
• Works on low power 
• Works on supply (1.8–3.6v) 
• 10,000 g shock survival 
• Good temperature resistance 

Bluetooth module: 

HC-05 

It is used to transmit the data collected by the sensor to PC or device. It is 
easy to use and encapsulated. It can work with any USB Bluetooth adapter. It 
works on very low power supply 3.3 V. It is also known for being compatible 
with master mode, slave mode, and both master–slave mode. 
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Piezo-buzzer: 

It uses piezoelectricity to generate sound and the frequency can be given 
by the user in IDE. 

22.8 RESULT AND ANALYSIS 

The proposed scheme provides instantaneous response that will increase the 
attention of doctor on patients and be helpful in reducing happy hypoxia 
death of COVID-19 people. Image processing and capturing is going on 
continuously so that if any symptom matched with predefined database 
algorithm start working. In the proposed algorithm we will try to automate 
the entire process to reduce the burden and for improving overall efficiency 
of the entire system involved in COVID-19 management. 

22.9 CONCLUSION AND FUTURE SCOPE 

The proposed model can identify sneezing and cough symptoms by 
analyzing body movements. And also it works when a quarantine person 
seeks for immediate help by showing victory sign by fingers onto camera. 
This is a quite trustable model for medical help bodies as well as for family 
members. Limitation of this model is that if somehow we can feel the body 
temperature of a quarantine person then it will be working as a human who 
is observing the health situation of a quarantine person continuously. Also it 
needs network connectivity all the time. In the absence of network it will not 
be able to send alert messages on registered mobile numbers. 
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CHAPTER 23



PROBABILISTIC IMAGE ENCRYPTION­
BASED SECURE SURVEILLANCE 
FRAMEWORK FOR AN IOT 
ENVIRONMENT 

MOHD SHARIQ and KARAN SINGH 

School of Computer and Systems Sciences, Jawaharlal Nehru 
University, New Delhi, India 

ABSTRACT 

With the advancement in Internet and Communication Technologies, the sensitive 
information of the transmitted contents can be easily leaked via insecure commu­
nication from across the globe. In the digital era, different multimedia technologies 
have emerged across the globe.  Moreover, a large amount of data such as images 
and audio-visual documents (such as video, speech, and music) is digitized at a low 
cost and can be stored over a public network. Images have been widely used for 
searching, sharing, and uploading at various platforms, which make them insecure 
against adversaries. To address the security issues, image encryption is becoming 
more prominent from secure image communication aspect. In the last decades, a 
wide range of chaotic map-based image encryption schemes have been introduced 
which suffer from high computation overhead and low-key space. This chapter 
puts forward a probabilistic image encryption-based secure surveillance framework 
for the IoT environment. The proposed scheme has been analyzed under some 
security test measures such as entropy, NPCR, UACI, and correlation coefficient. 
The obtained results confirm that our scheme is resistant to various known security 
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attacks. Furthermore, the proposed scheme consumes comparatively low computa­
tion overhead. 

23.1 INTRODUCTION 

Nowadays, a broad range of the digital images is popularly generated, transferred, 
and stored over the communication network. In addition, the images have been 
widely shared, searched, and uploaded in each organization, which can be attacked 
by some third party or can be an attacker, thus an image is vulnerable to various 
attacks.1,2 Therefore, image encryption is becoming more prominent in the area of 
secure image communication. As the sensitive data of the images is being widely 
used in a variety of multimedia applications, image security is becoming more 
crucial from storage and communication aspects. To mitigate security flaws in the 
storage and communication of sensitive data, many cryptographic techniques have 
been proposed for ensuring secure communication that must satisfy the integrity, 
authentication, and data confidentiality properties.3,4 The transmitted data related 
to encryption can be converted in the form of unpredictable format using some 
secret keys as shown in Figure 23.1. However, it can be vulnerable to an adversarial 
attack targeted at decrypting the data by employing state-of-the-arts cryptographic 
techniques and also performing various other security attacks. 

Over the last decades, several encryption methods have been introduced. 
Encryption is considered to be efficient and classic method to solve such problems. 
Moreover, the conventional cryptographic methods including AES and DES typi­
cally have been used for the textual information. Due to high correlation and large 
data, these methods are infeasible for multimedia information. The major goal of the 
image encryption method is to provide privacy like in video surveillance systems.5 

The main aim is to protect the information and contents of the image with higher 
efficiency which can be attained by employing modern techniques rather than 
conventional cryptographic methods. With regards to privacy protection, Region of 
Interest (RoI) describes encrypting the entire video that can be used to encrypt the 
limited privacy-sensitive areas due to resource-constrained IoT devices. Besides, 
RoI contains the sensitive information of the image. Many cryptographic methods 
can be applied in privacy protection such as RSA and AES but the major drawback 
of these methods is, they cannot efficiently meet the real-time features of the video 
surveillance systems. 

23.1.1 PROBLEM DEFINITION AND MOTIVATION 

In the digital era, images are being widely used on every social media platform. 
The wireless communication channel is vulnerable to various attacks performed by 
adversaries, thus presenting the data privacy and security concerns. In this context, 
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the attacker or adversary can perform several known security attacks and can obtain 
the sensitive content of the useful images. To address such security flaws, image 
encryption approaches have been taken into account. Therefore, we have put forward 
a probabilistic image encryption-based secure surveillance framework for the IoT 
environment in this chapter. The proposed scheme is efficient and robust and also 
prevents various security attacks as compared with the previous existing schemes. 

FIGURE 23.1 Process of image encryption. 

23.1.2 CONTRIBUTION 

•	 This chapter puts forward a probabilistic image encryption-based secure 
surveillance framework for IoT environments. 

•	 We used a video summarization approach issued to extract the contained 
information of frames with the help of visual sensors processing capabilities. 

•	 In case, whenever an abnormal event is being detected by keyframes, then 
subsequently an alert signal has been sent to the concerning authorities. 

•	 The experimental study confirms the effectiveness of our scheme for execu­
tion time and robustness. 

•	 Our scheme shows superiority in terms of security features as to other image 
encryption algorithms. 

23.1.3 ORGANIZATION 

The remaining part of this chapter is structured as follows. A brief study of existing 
related work with their techniques, advantages, and pitfalls is presented in Section 



 

 

 

 

 

  

312 Advanced Computer Science Applications 

23.2. The preliminaries and notations used are presented in Section  23.3. Next, the 
proposed probabilistic image encryption-based secure surveillance framework for 
IoT environment is presented in Section  23.4. Further, Section  23.5 evaluates the 
performance analysis along with experimental setup and result discussion of our 
scheme. Finally, Section  23.6 presents the concluding remark. 

23.2 RELATED WORK 

This section mainly focuses on several image encryption approaches proposed by 
many authors.6–12 The various classes of encryption techniques that are employing 
different kinds of 2D chaotic maps are as follows: 

Mondal and Mandal13 proposed a secure and lightweight chaos and DNA 
computing-based image encryption scheme. Their scheme produces two “pseudo­
random number” sequences with the help of PRNG by employed chaotic logistic 
map. Thereafter, the first and second PRN sequences are used for permutation of the 
plain image and generate random DNA sequences, respectively. The authors ensure 
that their scheme resists known security attacks. 

Hua and Zhou14 introduced a “2D Logistic Adjusted Sine map-based image 
encryption scheme” called (LAS-IES). The used map has better unpredictability and 
ergodicity. The properties of confusion and diffusion have been used in their work 
which efficiently encrypts various types of images. 

Hamza and Titouna15 proposed a novel Zaslavsky chaotic (ZC) map-based 
encryption scheme for securing digital images. The used ZC map utilizes the pseudo­
random generator which generates the key encryption. The permutation-diffusion 
processes have been adopted for ensuring the confusion and diffusion features for 
the obtained encrypted images. The authors have shown that their scheme can with­
stand various security attacks. However, the secret keys have been selected based on 
the real numbers, which is the main issue of their scheme. 

Rafik Hamza16 proposed a novel Chen chaotic system-based algorithm for PRN 
sequence generators for image-cryptographic applications. The algorithm generates 
cryptographic keys and PRNG solves the issue related to the non-uniform prob­
ability distribution by using Chen chaotic system. Their algorithm meets a variety of 
security features including robustness against differential and statistical attacks, key 
sensitivity, and large key space. 

Preishuber et al.17 proposed an empirical security analysis and the main motiva­
tion for employing various chaos-based image encryption as compared to conven­
tional cryptographic encryption. The authors have shown various security measures 
tests experimentally for chaos-based encryption schemes. 

Wu et al.18 proposed DNA and 2D Henon-Sine Map-based image encryption 
called 2D-HSM. This map has better pseudo randomness, ergodicity as compared 
with other existing chaotic maps. The DNA XOR operation and DNA random 
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encoding have been used for improving the efficiency of permutation-diffusion 
images. In this scheme, the authors have shown their scheme can withstand several 
security attacks including differential, exhaustive, and statistical attacks. However, 
Chen et al.19 claimed that their scheme is not secure. To fix the shortcomings, they 
subsequently introduced the substitution boxes to improve the effect of XOR opera­
tions and DNA random coding.  

Kaur et al.20 proposed “a nondominated sorting genetic algorithm” based color 
image scheme and 5D chaotic map-based local chaotic search for image encryp­
tion. The used input image can be split into various sub-bands with the help of a 
“dual-tree complex wavelet transforms (DTCWT).” Besides, such sub-bands can be 
diffused with the help of used secret keys, which are computed from the optimizing 
5D chaotic map. Furthermore, the DTCWT inverse has been employed to compute 
the ciphered image. 

23.3 PROPOSED SCHEME 

The proposed scheme shows a pictorial representation by a flow graph given in 
Figure 23.2. 

FIGURE 23.2 Pictorial representation of our scheme. 

23.3.1 2D-LOGISTIC MAP 

It can be defined as a “discrete dynamic system,” which shows a chaotic 
behavior of the evolution of attractors and orbits.21 Compared to 1D logistic 
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map,22 the used map is having an extraordinary complex random behavior, 
which can be denoted by 

 = r y(3 i +1) x (1− x x )i+1 i i
 
 i+1 = r x(3 i+1 +1) yi (1− yi ) y

where r denotes the system’s parameter and the value of r for the 2D-Logistic system 
will vary in the range between 1.1 and 1.1921 because of its chaotic behavior. The 
value of (xi, yi) in the above equation denotes the point of the loop. 

Algorithm 1. Chaotic Sequences generation Using LASM. 
Input: (x0, y0, u, P) 

Output: Sequence. 
Process: 

1: [a, b, c] ← size (P) 

2: Summation = ∑∑P 
i j  

3: if Summation = 0 

S ← 0; 

else 
S0 = 2 + abs (log10 (sum–1))
 

S = e(S0) × Sum–1g
 

end 
4: x = x0 + S; y = y0 + S; u = u0 + S 
5: Sequence ← zeros (a × b × c, 1) 

6: for i = 1 to  (a × b × c)/2)  

= r(3yi + 1) xi (1–xi)xi+1 


+1)yi (1–yi)
yi+1 = r(3xi 


Sequence (2i) = floor 
 14 mod 25610 × xi+1 

1014 × ySequence (2i + 1) = floor mod 256
i+1 

end 

23.3.2 ENCRYPTION METHOD 

Phase 1: We assume that the keyframe I of size [a × b × 3]. Algorithm 1 produces 
the chaotic sequences of numbers, which are denoted by P1 as follows: 

P  = PRNG(x ,y ,u )1 0 0 0,0 
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Phase 2: In this phase, the initial processing is performed of our scheme as 
follows: 

[I I  ← IR G IB ]• . 
N	 = LSB I ⊕I ⊕ I( )R R G B• 
N	 = N ⊕ IG R B•	 . 
N	 = N ⊕ IB R G•	 . 
N1 ← [N N NB ]R	 G•	 , reshape the three matrices (NRNGNB) into a 1-Dimension 
vector N1. 

•	 Ninitial = C1 ⊕ P1 . 
Phase 3: This phase produces two chaotic sequences of numbers P2 and P3 by 

XORing P1 ) are as follows:with PRNG(x0, y0, u0, Ninitial 

•	 Produce P = PRNG ( x y u N ) .2  1 1 1, , , initial 

•	 Produce P = PRNG x y u N ⊕ P .3 ( 0  0  0  1, , , initial ) 
Phase 4: To compute the indices sequences of π and π′, this phase sorts the 

computed chaotic sequences of numbers P2 and P3 in increasing order. Therefore, the 
permutation matrices of generated sequences are as follows: 

'• 	 Sort ( )P1 = P1 = π π π,  ,  , ,… a b  3 .[ 1  2  3  π × × ] 
' [π π  π , , '  Sort ( )P = P = ' , ' , '• 2 2 1 2 3 … π × × ]a b  3 . 

Phase 5: Performed shuffling N using sort index of new computed sequences. 
Then we employed P-box of P′ 2 and P-box of P′ 3, respectively. 

23.3.3 DECRYPTION METHOD 

The main goal of the decoding process is to retrieve the original keyframe 
by applying the inverse encryption method. The exact secret keys have been 
used to retrieve the original keyframe from encrypted one. The following 
steps are used in this process as given below: 

Phase 1: Reading the encrypted keyframe Ninitial. 
Phase 2: Reshaping the image matrices into a single matrix. 
Phase 3: Applying Algorithm 1, the chaotic sequences P1 2 3

produces as given below: 
•  	 Produce P1   = PRNG  (	 x0  ,  y0 0   , u  , 0  ) .
• 	 	 Produce P2    = PRNG  ( x1 , y1 1, ,u N  initial  ) .

• 	 	 Produce P3 = PRNG  ( x0  , y0    , ,u  0  Ninitial  )  ⊕ P1   .

, P , and P  are 
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Phase 4: For restoring the original pixel’s position, the bijection property of P2 

and P3  permutation matrices are employed. Then, the inverse permutation-box of P3 
and P is employed. 

Phase 5: Repeating Phase 4 by changing P-box order, that is, we are using the 
inverse P-box of P2 first, followed by using the inverse P-box of P. Then we can 
compute a matrix that is represented as N4. 

Phase 6: The steps of the final processing are as given below: 
NFinal  =  N4   ⊕  P1 , reshaping the computed matrix into three N'R N'G N'B matrices 

for the following RGB matrices as follows: 
•  Reshape N  ⊕  N ′R R    ⊕  N  ' G  ⊕  N  ' B  . 

•  Reshape NG  ←  N ′G    ⊕  N  ' R  . 

•  Reshape N  G ←  N  ′G   ⊕  N  'R  .
Phase 7:  The computed matrix is denoted by “N” which consists of NR, NG, and 

NB matrices indicate the decrypted keyframes. 

23.4 EXPERIMENTAL SETUP 

This section demonstrates that the performance evaluation has been performed for 
simulation and analysis with different security assessment metrics. The experi­
mental setup needed MATLAB R2016a in Windows 10 professional, an i7-4790 
CPU of 3.60 GigaHertz, and 16 GigaByte of RAM. Figure 23.3. (a, i), (b, i), and 
(c, i) (where, i = 1,2,3) shows that the resulting keyframes. Furthermore, Table 23.1 
illustrates the various security test measures. 

FIGURE 23.3 (a, 1), (a, 2), and (a, 3): original keyframes; (b, 1), (b, 2), and (b, 3); 
encrypted keyframes, and (c, 1), (c, 2), and (c, 3): decrypted keyframes. 
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23.4.1  SECURITY ASSESSMENT METRICS 

23.4.1.1  KEY SPACE 

The key space size can be computed by the total number of different keys 
used for the proposed image encryption algorithm. To provide resistance 
from brute force and exhaustive attacks, a good image cryptosystem must 
ensure a large key space. 

23.4.1.2  Key Sensitivity 

With regards to a good image cryptosystem, the proposed scheme should 
ensure the property of sensitivity to the used secret keys. More clearly, a 
slight modification can be done in the used secret keys that could be the 
cause of substantial harm in the obtained cipher image. 

23.4.1.3  CORRELATION COEFFICIENT (CC) 

The CC can be represented by r xy . The value of r xy could be 1 or -1, which indicates
a high correlation. The value of rxy is zero, which indicates no correlation.22 To  
overcome statistical attacks, the value of rxy must be zero for encrypted key frames 
or images. This test is perfromed to find out the relation between the same pixels of 
the cipher and plain images. The computation of CC is done by using the following 
formula: 

C ov ( x, y )
rx  y  =  

D x( )  . D ( y)   

∑
n  

(xi −  E ( x))(    yi −    E ( y))  
where Cov ( x, y )  = i=1

 
n  

∑
n  

(x 2 
i  −  E ( x))  

D x( )    =  i=1 

n  

∑
n  

( y 2 
i −    E ( y))   

D y(  )  =  i=1

n  
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( ) = 
∑

n
x

 
	 

E  x  i 
 i=1 

n  

23.4.1.4  DIFFERENTIAL ATTACKS ANALYSIS 

NPCR and UACI tests are performed to provide resistance against the differen
tial attack.23 However, the attackers could slightly modified the plain image for 
performing this attack, for instance, he/she can modify the one-pixel value to get 
some useful information between the cipher and plain images. Let C1 and C2 are two 
cipher images of size M × N  and having one-pixel value change between their plain 
images, the corresponding NPCR and UACI can be calculated by the formulae: 

∑ D i( , j )   
NPCR = i j,

  
 

 M N×  

1  
C1 	(   i j, ) −  C   ( i j, )  

UACI =  
M N  2 

× ∑ ×100%
  255

 i j, 

where “D” is representing the number of pixels. 

23.4.1.5  INFORMATION ENTROPY 

This is considered the most important feature of randomness. This also 
measures the degree of uncertainties of information content. By Shannon’s 
theory, the computation of the information entropy is calculated by using the 
following formula: 

(  )    NH I = −∑ P (mi  )   log2 P (mi ) 
i  

 

Where N is the possible gray level values used to measure the “randomness” of an 
encrypted image and P(mi) denotes that  the occurrence probability of symbol mi. The 
high value of entropy H(I) demonstrates that the images are more uniform or more 
randomness in the image. The entropy is always assumed to be closed to 8 for an 
ideal random image. 

­
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23.4.1.6 HISTOGRAM TEST 

The image histogram test demonstrates the characteristics of the distribution of its 
involved pixel values.24 In other words, Figure 23.4 shows the regularity of pixel’s 
values. 

FIGURE 23.4 Histogram.
 

TABLE 23.1  Various Test Measures of Our Scheme.  
 

Image Entropy Correlation NPCR UACI 
Keyframe1 7.9978 0.9716 99.6149 33.4292 
Kayframe2 7.9977 0.9860 99.6035 33.5352 
Keyframe3 7.9981 0.9376 99.5698 33.1009 

23.5 CONCLUSIONS 

This chapter puts forward a probabilistic image encryption-based secure 
surveillance framework for IoT environments. The 2D logistic sine map is 
employed to generate the pseudo-random numbers sequence. Then we used 
an efficient video summarization approach issued to extract the contained 
information of frames with the help of the processing capabilities of visual 
sensors. After obtaining and analyzing the experimental results, the proposed 
scheme ensures various known security test measures such as NPCR, UACI, 
entropy, and correction coefficient. Furthermore, the obtained results show 
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that our scheme resists various known security attacks with comparatively 
low computation overhead. In context of processing and storage-constrained 
devices, the proposed scheme is better suited in such scenarios for IoT 
systems. 
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CHAPTER 24 

AN ENHANCED APPROACH FOR 
MULTIMETRIC GEOGRAPHICAL 
ROUTING IN VANETS USING A FUZZY 
INTERFACE SYSTEM 

AMARPREET SINGH and NAVROOP KAUR 

Computer Science Engineering, ACET Amritsar, Punjab, India 

ABSTRACT 

A Vehicular Ad hoc Network is a characteristic of mobile ad hoc networks 
where mobile nodes are depicted as vehicles (smart) equipped with network 
cards, computers, and sensors. In ad hoc network, to exchange traffic infor­
mation the communication takes place between the vehicles with each other 
and if there is a need to access internet or request some information then 
communication takes place between vehicles and base stations placed along 
the roads. In this kind of networks, the routing is the tedious task to perform. 
A large number of routing protocols are available. In this study, a novel 
weight-based approach for data transmission is developed. The fuzzy infer­
ence system is applied for evaluating the weight value. Various parameters 
such as node density, mobility, node status, link lifetime, and PDR are used 
for evaluating the weight function. The results are analyzed by using the 
MATLAB simulation platform. 
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24.1 INTRODUCTION 

For the duration of the most recent few ages, the particular incidence associ­
ated with remote control methods continues to be grown easily, resulting 
from a lot more extensive convenience as well as rapid powerpoint presen­
tation associated with remote control mobile phone models within various 
intricate gadgets, by way of example, workstation, PDAs as well as PCs.1 

The considerable variations have already been brought to data methods 
and advertising devices by the usage of remote control correspondence. A 
transmitting channel utilized by remote control frameworks, giving extra 
major adaptability,6 like this it is actually possible for you the system where 
cables are definitely troublesome. Companies as well as household industry 
are finding all these fresh styles of methods in a very vibrant way greatly 
assist lower operating cost and execution. Wired interchanges may very well 
be super ceded through remote control correspondences usually.7 At present 
a-days, voyaging customers could tactic online on a lot of locations similar to 
their places of work, properties, as well as on open locations such as events, 
air flow final, inns, shopping centers, as well as libraries. 

The ad hoc system is among the most well-known sensor network 
primarily based communicating sector.21 It’s a bit totally different from 
WSN. Around WSN this system adheres to a small system whereas, within 
ad hoc system, this system was lacking a small system or maybe topology. 
Such ad hoc system provides a variety of categories for instance Vehicular 
Ad hoc Networks (VANETs), Mobile ad hoc Networks (MANETs), and also 
Flying ad hoc Networks. VANETs 

Typical Targeted visitors management devices are dependent using a 
central structure where by the data within the solidity and conditions of the 
website traffic has been gathered by simply adding cams as well as sensors 
on the road.8 This information is shipped to some sort of key model whereby 
it is actually prepared to create enough decisions. This sort of devices exhibit 
some sort of relatively big cost of deployment and so are distinguished 
using a impulse period of the order associated with about a minute with 
the producing as well as transporting information.3 In times in which the 
contract has a big value to get transmitting of info, this kind of hesitate is 
just not acceptable. Also, the actual occasional and expensive upkeep is 
actually required for kit that comes with the actual road. Therefore, a large 
investment in transmission structure as well as sensors is actually required 
for deploying such a head unit using a larger scale. However, a whole new 
structures decentralized (or semicentralized) derived from vehicle-to-vehicle 
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communications (V2V, Vehicle to Vehicle) was made recently while using 
speedy development of mobile transmission systems pursuing devices and 
data range by simply sensors.9 An incredible attention with the scientific 
area, car makers as well as telecom owners have been enticed from this 
architecture. It really is based on a process distribution, autonomous, and 
also the cars themselves can cause this kind of structures without help of a 
restricted structure sending info as well as messages. Some sort of VANET 
circle is a sign of MANET cpa affiliate networks where by cell nodes usually 
are stated as cars (smart) equipped with circle cards, PCs, as well as sensors. 
With ad hoc network, to change website traffic information the actual trans­
mission happens relating to the cars with each other as well as if you have 
need to have to gain access to internet as well as ask some information and 
then transmission happens among cars as well as starting programs inserted 
across the roadways.14 

Nowadays, there are plenty of effects involving transport for the fiscal 
along with human assets. Such as, in the USA, in 2009, 30,797 fatalities 
ended up being brought on a result of the simply reason- traffic crashes, 
leading to $115 billion expense appeared to be priced to get traffic jams.12 

Consequently, helping the wellbeing along with efficaciousness involving 
readers are an important process. In intelligent transportation system, adding 
transport devices along with information technology is usually essentially 
the most appealing methods, the place VANETs are deemed for a essential 
component. Intelligent cars or trucks are used to build VANETs, which will 
are known as exclusive MANETs. Long run setting involving this product is 
usually visualized mindful about can be smart cars or trucks built with infor­
mation and facts series equipment (on-board sensors),13 on-board demon­
strate equipment, information, and facts producing equipment (on-board 
CPU) as well as mobile transmission devices. 

24.2 PROBLEM FORMULATION 

VANET is a vibrant wireless ad hoc system with regard to communicating 
in between automobiles with no before-started infrastructure. Creators 
associated with1 offered a proficient the navigation process titled AHP-based 
Multimetric Geographical Routing Protocol. That process essentially utilizes 
a computed individual considering performance to identify the upcoming 
hop node inside a explained variety, which could ensure the increased 
forwarding process. The issue that may be confronted with the work is to 
explain the extra weight value. It is not easy to explain truly what pounds 
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price will be best to achieve the best results. Though it is drawing very good 
results in the circumstance they may be concentrating nevertheless it had 
been a challenging difficulty to locate best pounds price so we have a real 
need to bring up to date the extra weight price concept. 

24.3  PROPOSED WORK 

Throughout above area them is determined that this regular direction-finding 
concept functions based on extra weight cost just about all is afflicted with 
many concerns including how to pick the ideal pounds cost among the 
disposable pounds values. Hence the recommended function updates the 
more common function through changing the technique of pounds cost using 
Fuzzy game controller based mostly pounds cost examination function. The 
advantages of this idea are that it does not involve any people assistance, that 
is, it is not necessary to penetrate extra weight values manually. So in the 
work, a new unclear based mostly method is implemented to help complete 
extra weight of each and every node consequently technology-not only 
pertaining to upcoming hope to complete connection in network. As well 
in regular function, the selection parameter is usually not having a security 
issue, as a way an improvement, this node PDR is  provided for a selec
tion element as a possible enhancement to the regular work. Throughout 
regular function, the factors that were useful for examining this CH selection 
chances are listed below: 

Mobility: It refers to the mobility of the node with respect to the speed 
and Distance. 

( ) d   M s i, =   P  Dav g   +    P  (  d )  +  p 
D SP

 A
 
S a vg  (24.1)

A  s i, 

Davg Denotes the distance among the vehicles, SPavg denotes the   
average moving speed (A d  )  

s i, defines the moving angle between lines. 
Link Lifetime: 
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Node Status: It defines the current status of the node with respect to the 
status of the buffer. 
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Where, Q  refers to the maximum buffer size, (
max Q t  ) 

i denotes the number of 
packets in the buffer queue at time t. 

Node density: 

Neighbour   table   size  ()
 T ti (  )  =   (24.4) R  

Other than this, the traditional weight value evaluation formulae are as 
follows: 

( )W d   
s i  , =  P  (  )M  d   +    P Ls i , +  p  (t  ) +   p  

 M s i  Ti, L T Q Qi  (24.5) 

Inside consist of work, the load assessment mechanism may be kept up to 
date utilizing the fuzzy inference program with regard to calibrating the load 
functionality and with this a PDR is actually increased as another element 
with regard to figuring out the selection probability. The next is really a 
layout of the consist of fuzzy primarily based excess fat range scheme. 

FIGURE 24.1 FIS based weight evaluation framework. 

The PDR evaluation is defined as below in eq 24.6. 
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PDR = ∑ 
n R

Si

i (24.6) 
i=1 

Where, Ri is used for packets counts that are received at targeted node and Si 
defines the number of packets send by the source node. 

The methodology of the proposed work is as follows: 

TABLE 24.1 Simulation Setup of Proposed Work. 

Parameters Value 

Time for simulation 400 

Traffic count 10 

Carrier Frequency 5.8 GHz 

Length of Data Packet 512 bytes 

Physical Layer IEE802.11p(11Mbps) 

Propagation–Model Two-Ray ground model 

Transmission Power 10mW 

Traffic Type UDP 

Step 1: The first step is to define the initial network parameters such as 
simulation time, data packet length, carrier frequency, propagation model, 
traffic type, physical layer etc. The proposed work has the following initial 
parameters (Table 24.1) as the network setup 

Step 2: After defining the initial parameters, the network is deployed. 
The source node is elected from the deployed nodes in order to initiate the 
communication process in the network. 

Step 3: Implement the next hop selection criteria by using PDR of indi-
vidual node. 

Step 4: Next hop selection is performed for the route creation to transfer 
the data from a source node to the target node. 

Step 5: At last, the data transmission is performed and the performance 
of proposed work is evaluated. 
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FIGURE 24.2 Framework of Fuzzy AMGRP. 

The proposed work implements the Fuzzy-AMGRP routing protocol for 
VANETs. The fuzzy inference system is implemented for electing the CH 
nodes and the CH is elected on the basis of the major factors as follows: 

• Mobility 
• Link Lifetime 
• Node Status 
• Node Density 
• PDR 

The MATLAB simulation platform is used for experimental analysis. The 
execution of the present work is evaluated in the terms of following factors. 
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Packet Delivery ratio: the packet delivery ratio is a performance evalu­
ation metrics that is specifically used to measure the rate of information 
bundles conveyed to the objective successfully. It is evaluated as follows: 

n R
PDR = ∑ i (24.7) 

i=1 Si 

Where, n defines the number of source nodes, Ri depicts the number of infor­
mation parcels got at the objective node, Si is used to define the quantity of 
information parcels sent by the source hub. 

End-to-End Delay: this parameter is utilized to quantify the normal post­
ponement taken by the information bundles to arrive at the objective hub. 
The end-to-end delay in proposed work is evaluated as follows: 

n R 1End to End delay =  
i TR 

n ∑∑ j=1 ij − TSij  (24.8)∑ Ri  i=1  
i=1 

Where, the TR denotes the time of receiving the jth data packet that has 
been  transmitted by the ith foundation at the target & TSij denotes transfer 
time of the jth data packet by the ith source node. 

Normalized Routing Overhead: It depicts the proportion of absolute 
control packets corresponding to the total delivered packets in the network. 
It is measured by using the following formulation: 

 n  R 1 1 i PijNRL = 
n 


∑ R 


∑∑ k 

Cijk 



=1 (24.9) i=1 i  j=1  

The count of control bytes at the kth hop by the jth packet sent at the ith 
source node is denoted by the variable Cijk. 

Average Hop Count: it is an average number of hops required to transmit 
the data to the base station. 

 n  Ri 1  1  
PijAHC = H  

n ∑ R ∑∑ k =1 ijk  (24.10)
 i=1 i  j=1  

The variable H  denotes the number of kth hop traversed by the jth data 
packet to reach the

ijk
ith source. 
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24.4 RESULT ANALYSIS 

Figure 24.3 depicts the packet shipping ratio of the presented work. PDR 
is analyzed dependant upon the quantity of nodes readily available inside 
network. Back button axis inside data reveals the quantity of nodes and y 
axis calibrates the details for packet shipping ratio and yes it differs amongst 
0 and 1. The data symbolizes any time the quantity of nodes inside network is 
50 the PDR is analyzed in the area 0.5, while the quantity of nodes is 75, the 
PDR is 0.566 and many others when the count number with nodes reaches 
for the 250, as well as acquired PDR is 0.919, respectively. Consequently, it 
truly is turned out that this offered deliver the results provides the greatest 
PDR while using varied quantity of nodes inside network. 

FIGURE 24.3 PDR Analysis for F-AMGRP with respect to the variable number of nodes. 

The graph in Figure 24.4 delineates the end-to-end delay for F-AMGRP 
protocol. The end-to-end delay should be low in order to attain the efficient 
performance of the network. As per the graph, it is obtained that the end-to­
end delay for minimum number of nodes is higher and the end-to-end delay 
for high number of nodes is lower. 
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FIGURE 24.4 End to end delay analysis for F-AMGRP with respect to the variable number 
of nodes. 

Similarly, the chart number 5 makes clear the normalized routing overhead 
obtained by way of using the FAMGRP throughout MATLAB. The actual 
normalized routing overhead specifies the full quantity of regulate packets 
with respect to the whole details packets transported to the destination. The 
actual graph and or chart proves the fact that network having the very best 
quantity of nodes have got the very best normalized routing overhead, that is, 
5.05. The actual graph 6 shows the regular hop add up with regard to consist 
of work. The average hop add-up with regard to 50 nodes is actually 2 for 
250 nodes it can be fewer than 0.2. 

FIGURE 24.5 Normalized routing overhead analysis for F- AMGRP. 
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FIGURE 24.6 Average hop count analysis for F-AMGRP with respect to the variable 
number of nodes. 

FIGURE 24.7 Normalized ROUTING OVERHEAD ANALYSIS for F- AMGRP. 

Similarly, the chart number 5 makes clear the normalized routing over­
head obtained by way of using the FAMGRP throughout MATLAB. The 
actual normalized routing overhead specifies the full quantity of regulate 
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packets with respect to the whole details packets transported to the desti­
nation. The actual graph and or chart proves the fact that network having 
the very best quantity of nodes have got the very best normalized routing 
overhead, that is, 5.05 

The actual graph 6 shows the regular hop add up with regard to consist of 
work. The average hop add up with regard to 50 nodes is actually 2 for 250 
nodes it can be fewer than 0.2 

FIGURE 24.8 Average hop count analysis for F-AMGRP with respect to the variable 
number of nodes. 

24.5 CONCLUSIONS 

The particular VANETs is a car system as well as vibrant throughout nature. 
The following dynamicity brings about different routing difficulties inside 
the network. So that you can prevail over the direction-finding difficulties 
or node range issues, the concept of weight price seemed to be developed. 
Judging by the useful weight price the nodes tend to be selected. The original 
AMGRP approach elects the nodes by the manually assessed weight price 
in which brings about less overall performance inside the output. Therefore, 
the current perform offers an enhanced model associated with traditional 
AMGRP by adding the concept of fuzzy inference system as well as stability 
to be able to it. The particular wooly is usually employed to measure the 
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weight values. For the purpose of stability aspect, the PDR is usually 
increased as a possible extra parameter to your weight function. Later on, 
the current perform may very well be implemented as well as opposed to 
traditional techniques so that the expertise in the consist of perform may very 
well be evaluated. 
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COMMUNICATION IN VANET 
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ABSTRACT 

Vehicles in Vehicular Ad-Hoc Network (VANET) communicate through 
Dedicated Short Range Communication protocol. VANET mainly consists 
of three entities, that is, Roadside Unit (RSU), On-Board Unit (OBU), and 
Trusted Authority (TA). OBUs embedded in vehicles facilitate communi­
cation with other vehicles and RSUs. TA acts as a trusted third party who 
helps in registration of vehicles and identifying malicious identity if any 
dispute happens. The different modes of communication in VANET are 
infrastructure-to-infrastructure (I2I), vehicle-to-infrastructure (V2I), and 
vehicle-to-vehicle (V2V). VANET serves as an application of intelligent 
transport systems which is widely adopted domestically and abroad. VANET 
helps in improving driver’s safety by exchanging information related to 
traffic between vehicles and infrastructures. Here, we propose secured 
lightweight key distribution scheme for VANET using Elliptic Curve Diffie-
Hellman (EC-DH). The proposed scheme prevents eavesdropping of the 
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messages between the TA and the vehicle in a VANET. The informal security 
analysis on the proposed scheme shows the same. The simulation results in 
the AVISPA show that the proposed scheme makes it difficult for the intruder 
to eavesdrop on the messages. 

25.1 INTRODUCTION 

With the technology improving manifold day by day, the interest in Vehicular 
in Ad-Hoc Networks (VANETs) is also increasing proportionally. This is 
mainly due to the wide range of applications it can offer that range from 
traffic management to infotainment services. Real-time communication 
between vehicles for a better driving experience and safety can be achieved 
with the help of VANET.1,2 This communication includes their present status, 
weather conditions, and traffic that provide the driver with a more efficient 
and safer driving experience. 

Every vehicle in a VANET contains an On-Board Unit (OBU), which 
facilitates communication between Vehicle and RSU. Vehicles in a VANET 
communicate through Dedicated Short Range Communication system. And 
different modes of communication in VANET include R2V, V2V, and V2R. 
In R2V, communication takes place between RSUs and a vehicle. While in 
V2V, communication is between two vehicles, and V2R is the communica­
tion between Vehicle and RSU. With the help of communications explained 
above, drivers can come to a proper conclusion about the driving environ­
ment and take the necessary action required. In a VANET, vehicles form the 
majority of nodes which group together to form networks without any prior 
knowledge of each other. Hence, vehicles are the most vulnerable part of 
VANETs which can be easily exploited if no proper security measures are 
taken. 

25.2 RELATED WORK 

A number of researchers have proposed many privacy-preserving schemes 
in the last decade. It includes schemes based on pseudonym, ID-based 
schemes, group signature-based methods, and symmetric cryptography-
based approaches. In Ref.,9 Hubaux and Raya described the privacy and 
security requirements of VANET and also proposed the pseudonym-based 
privacy-preserving algorithm. After that, many researchers have followed 
the work of Hubaux and Raya to propose several group signatures and 
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pseudonym-based approaches. Public Key Infrastructure (PKI) is used to 
implement pseudonym-based schemes. Certificates generated by PKI are 
appended with the message signed by corresponding private key. This 
certificate holds pseudo-identity and the relation between each certificate 
and pseudo-identity is known only to certification authority (CA). In order 
to secure cryptographic parameters stored in On-Board Unit, Raya et al.2 

proposed Temper Proof Device (TPD) or Hardware Security Module. 
But this approach suffers from communication and storage overhead due 
to pseudonym-based certificates. Another major drawback of this scheme 
is Certificate Revocation List (CRL). While revoking particular vehicle, 
all other certificates issued already to that particular vehicle needs to be 
revoked. It significantly grows the size of CRL exponentially. Therefore, 
extra overhead is included in the management of CRL. 

Zhang et al.6 proposed the scheme to ensure conditional anonymity using 
realistic TPD in the place of ideal TPD. Sun et al. proposed a scheme by 
introducing a hash chains for reducing the CRL and uses a proxy re-signature 
method to advance the time needed to update the CRL. Later, conditional 
privacy preserving model is proposed by Lu et al. A vehicle in the network 
needs to get pseudonym key from RSU which is valid only for short term. 
Therefore, this approach necessitates omnipresent deployment of RSUs. 
But, the great drawback of the approach is that the TA requires updating CRL 
frequently and distributing it to all RSUs. Later, Rajput et al. introduced a 
hierarchical pseudonym-based model where CA issues primary pseudonym 
to each vehicle and RSU issues secondary pseudonyms. An identity-based 
verification method is proposed by Zhang et al., which generates certificates 
based on pseudo-identity and its corresponding private key with the help of 
TPD. 

25.3 SYSTEM MODEL 

The system model consists of two entities: TA and vehicles. 

•	 Trusted Authority (TA): It is responsible for generating key pair, that 
is, private and public key for each participating vehicle and issuing 
secret certificates. TA is a trusted third-party agent. 

•	 Vehicles: Each and every vehicle in the network is equipped with 
OBU and Tamper-Proof device (TPD). OBU assists to make commu­
nication between RSUs and vehicles, whilst TPD implemented within 
in the OBU makes sure that OBU is not compromised. 



 

 

 
 

  

 

 

 

	 
	 

	 

	 

Notation Definition 
TA Trusted Authority 
RSU Roadside Unit 
Vi ith Vehicle 
TPD Tamper proof device of vehicle 
OBU On Board Unit of vehicle 
IDX Real identity of x 
PWD Vehicle’s biological password 
(P , Q ) X X Two distinct large secret odd primes of x 
n 	 X	 

Number generated by x; n = P . Q X X X 

NX Nonce of the entity x 
SAX Security Association denotes a set of choices that are accepted by an 

entity x 
G A generator point of selected elliptic curve whose order is n 
RaX Random value chosen by an entity x 
{x}_SK A session key and x is encrypted and integrity-protected using 

internal keys 
(PID, R, S) A secret certificate issued by trusted authority 
KEX mult (G, Ra ) is a Diffie-Hellman value X

Hash (.) A secure hash function 
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25.3.1 ASSUMPTIONS 

The following assumptions are made before proceeding to the proposed 
scheme. 

•	 The TA can be completely trusted, that is, it can never be compromised. 
•	 A vehicle can be compromised thereby enabling an intruder to send 

and receive the messages. But the secret parameters within the TPD 
are safe. 

•	 The communication between TA and RSUs is done with the help of a 
secure channel. But all other communications are done in an insecure 
channel. 

•	 The TPD present in the vehicle will have its own unique key pair 
assigned for it at the time of installation. 

25.3.2 PROPOSED SCHEME 

TABLE 25.1 Notations and Its Definitions Used in Our Scheme. 



 

 

 

 

Notation Definition 
	 PRF (.)	 A pseudorandom function whose output is indistinguishable from that 

of a truly random function. 
	 mult (.)	 An arithmetic multiply function 

	 Vehicle List	 In this list, real identities of each vehicle along with its corresponding 
pseudo identities is stored known only by TA 

	 Revocation List	 It stores the pseudo identities of revoked vehicles along with 
revocation time 
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TABLE 25.1 (Continued) 

25.3.3 CERTIFICATE GENERATION BY TA 

TA generates the secret certificate and issues to the vehicle Vi. The steps 
carried to produce secret certificate are as follows: 

1.	 j j. 

2. 	 , R ) and checks if a ( 	 Computes a = Hash (PID  P ta 	  -1 )/2 
j j

  =1   (  mod Pta   )  and 
a    (Qta  1  − ) /2    =1   (  mod Qta   ) . 

3.	  	 If not, Rj = Rj + 1 and again do the calculation and verify it. 
4.	  	 Computes four modular square roots X1,2,3,4 of X2 = a (mod  

N ta) with the help of P
	 	 ta and Qta  based on equation R1,2,3,4 = 

 ±α .Qta . * . P P* ( t 1)/4)  	 	 Pa+
 Qta   ±β ta  . ta   ( m 	  od N	ta  )  where α =  a   (mod P at  ) ,

  a (  Qta  +1)	 β = /4  	 m( od Q )  , P* −
ta = −1  * 1
  ta     mPta  ( od Qta  )  , Qta  = Qta    (mod Pta    )  and selects 

the smallest square root as Sj. 
5.	 	  Then outputs (PIDj, Rj, Sj) and halts. 

25.3.4  VEHICLE REGISTRATION PHASE 

Whenever a vehicle enters into VANET, TA identifies the vehicle and requests 
the vehicle’s id by sending a message REQUEST ID. Vehicle reacts to the 
TA request by sending it’s own real identity, that is, RESPOND ID. V. After 
receiving IDv from the vehicle, TA agrees on a Security Association SA by 
accepting some set of choices used for the negotiation of the cryptographic 
algorithms. 

Based on elliptic curve cryptosystem (ECC) Diffie-Hellman Key 
Exchange, TA computes the public key mult (G, RaT) by selecting a random 

Let R = 0 and pseudo-identity be PID

value RaT and the base point G = (x1, y1). A base point G in elliptic curve 
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Ep(a,b) with order n. Selected integer RaT value should be less than n. A 
nonce Nt generated by TA and must be fresh to avoid replay attacks. TA 
computes the key exchange message by combining security association, 
public key, and the nonce, that is, SAt. mult (G, RaT). Nt and send it to 
the vehicle. Vehicle also computes the key exchange message SAt. mult (G, 
RaV). Nv by agreeing on the security association choosen by TA and send it 
to the TA. RaV value should also be less than n and Nv must be fresh. 

Now both the TA and vehicle computes the session key SK = PRF (Nt. 
Nv. mult (mult (G, RaT), RaV)) = PRF (Nv. Nt. mult (mult (G, RaV), RaT)). 
Both TA and vehicle compute digital signatures {TA. {SAt. mult (G, RaT). 
Nt. Nv}_inv (Kt)}_SK, {V. {SAt. mult (G, RaV). Nv. Nt}_inv (Kv)}_SK 
signed by its private key and encrypted with the session key respectively 
and exchange each other. It ensures mutual authentication and also avoid 
attacks like man-in-the-middle attack, message modification attack and 
replay attack. 

When authentication becomes successful, vehicle sends ID and password 
encrypted by the session key to the TA, that is, {(IDv, PWD)}_SK. After 
receiving login credentials from the vehicle, TA computes secret certificate 
(PID. R. S) based on the secret parameters Pta, Qta chosen by TA. The secret 
certificate will be enclosed in a message which contains hashed login creden­
tials and secret parameters for vehicle chosen by TA, that is, {Hash (IDv. 
PWD). (Pv. Qv). (PID. R. S)}_SK. 

FIGURE 25.1 Vehicle registration. 
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25.3.5 RSU REGISTRATION PHASE 

TA identifies the RSU location and requests the RSU’s id by sending a 
message REQUEST ID. RSU reacts to the TA request by sending it’s own 
real identity, that is, RESPOND ID. RSU. After receiving IDr from the RSU, 
TA agrees on a Security Association SA by accepting some set of choices 
used for the negotiation of the cryptographic algorithms. 

Based on ECC Diffie-Hellman Key Exchange, TA computes the public key 
mult (G, RaT) by selecting a random value RaT and the base point G = (x1, 
y1). A base point G in elliptic curve Ep(a,b) is with the order n. Selected integer 
RaT value should be less than n. A nonce Nt generated by TA and must be fresh 
to avoid replay attacks. TA computes the key exchange message by combining 
security association, public key, and the nonce, that is, SAt. mult (G, RaT). Nt 
and send it to the RSU. RSU also computes the key exchange message SAt. 
mult (G, RaR). Nr by agreeing on the security association choosen by TA and 
send it to the TA. RaR value should also be less than n and Nr must be fresh. 

Now both the TA and RSU computes the session key SK = PRF (Nt. Nr. 
mult (mult (G, RaT), RaR)) = PRF (Nr. Nt. mult (mult (G, RaR), RaT)). 
Both TA and RSU compute digital signatures {TA. {SAt. mult (G, RaT). 
Nt. Nr}_inv (Kt)}_SK, {RSU. {SAt. mult (G, RaR). Nr. Nt}_inv (Kr)}_SK 
signed by its private key and encrypted with the session key, respectively, 
and exchange each other. 

It ensures mutual authentication and also avoid attacks like man-in-the­
middle attack, message modification attack, and replay attack. When authenti­
cation becomes successful, TA sends the secret parameters (Pr, Qr) to the RSU 
chosen by TA and encrypted with the session key, that is, {(Pr. Qr)}_SK. 

FIGURE 25.2 RSU registration. 
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25.3.6 INFORMAL ANALYSIS 

In the informal analysis, the description of major attacks is given along 
with the explanation of how our proposed authentication protocol provides 
resistance against such security attacks. 

25.3.7 MAN-IN-THE-MIDDLE ATTACK 

To perform Man-in-the-Middle Attack, the intruder should capture transi­
tions in mutual key exchange phase, that is, (SAt, mult(G, RaT), Nt) and 
(SAt. mult(G, RbV). Nv). Then, he will send the modified contents to both 
parties like (SAt, mult(G, RaTM), NtM) and (SAt, mult(G, RaVM), NvM). Later, 
both parties perform digital signature verification, which are encrypted with 
the session key, that is, SK = (Hash(Nt. Nv. mult(mult(G, RaT), RbV))) = 
(Hash(Nv. Nt. mult(mult(G, RaV), RaT))). Since, the intruder is unable to 
calculate the session key without the knowledge of RaT, RaV. It is compu­
tationally hard to calculate session key only with key exchange transitions. 
Since digital signatures are encrypted with the session key, intruders unable 
to modify the contents in the digital signatures. Any change in the digital 
signature will not match during signature verification. This avoids man in 
the middle attack. 

25.3.8 EAVESDROPPING ATTACK (OR) NETWORK SNIFFING 

In eavesdropping, the intruder try to secretly listen to the private conversation 
and also capture the keys, that is, (SAt, mult(G, RaT), Nt) and (SAt, mult(G, 
RaV), Nv) exchanged by both parties. It is computationally infeasible to 
calculate the session key, that is, SK = (Hash(Nt. Nv. mult(mult(G, RaT), 
RbV))) = (Hash(Nv. Nt. mult(mult(G, RaV), RaT))). Since, every transition 
after mutual key exchange is encrypted with session key, it impossible to 
capture what’s inside the encrypted message. 

25.3.9 MASQUERADE ATTACK (OR) IMPERSONATION ATTACK 
(OR) SPOOFING ATTACK 

In order to perform this attack, the intruder needs to generate a valid 
message and the message should contain the valid signature (like {V.{Sat. 
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mult(G, RaV). Nv. Nt}_inv(Kv)}_SK) signed with a private key by the 
corresponding entity, it may be a vehicle (or) RSU (or) the TA. It is diffi­
cult for an adversary to produce such signature without knowing private 
key (like inv(Kv)). Even if the intruder try to generate the message by 
using it’s own private key (like inv(Ki)), the entities on the other end verify 
the signature by decrypting it with sender’s public key. Since the message 
is generated by an intruder, other entities like RSUs, vehicles, and TA are 
unaware about the intruder’s public key, they fail to decrypt the signature 
and conclude it as a masquerading attack. 

25.3.10 REPLAY ATTACK (OR) PLAYBACK ATTACK 

In registration phase, any entity (vehicles or RSU or TA) before commu­
nicating with the other entities it chooses a random value called Nonce 
(Nx represents the random nonce value chosen by entity “x”) and it acts 
as a timestamp. Once adversary intercepts and replays to a intercepting 
message, corresponding vehicle or RSU will be aware of the replay attack 
by verifying the current nonce Nx with the nonce value of the previously 
received messages. If the current nonce Nx matches with the nonce value 
of the previously received messages, then such a message is assumed to be 
a replayed message and it is discarded. Therefore, adversary is unable to 
clear the verification challenge due to freshness of Nx. 

25.3.11 MESSAGE MODIFICATION ATTACK 

It is impossible for an adversary to perform message modification attack 
on an encrypted message without an equivalent key to decipher them. 
Since, every transition after mutual key exchange is encrypted with 
session key (SK = (Hash(Nt. Nv. mult(mult(G, RaT), RbV))) = (Hash(Nv. 
Nt. mult(mult(G, RaV), RaT)))) which is computed by both the sender 
and the receiver, it is impossible to alter the contents in the encrypted 
message. 

If an intruder tries to modify the messages before key exchange, the 
contents will not match with the digital signatures. Digital signatures are 
verified by both the sender and the receiver after key exchange, any modifi­
cation during key exchange can be found here. 
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25.3.12 BRUTE FORCE ATTACK 

If the intruder try to find the secret session key (SK = (Hash(Nt. Nv. mult(mult(G, 
RaT), RbV))) = (Hash(Nv. Nt. mult(mult(G, RaV), RaT)))), by trying with 
all possible combination of values (Nonce and Random values chosen by the 
sender and receiver). But since we are using a large generator value (G), it is 
highly difficult for the intruder to get to know about the session key. Even if he 
manages to crack the session key (SK), by the time he does so the key would 
be invalid because we are making use of disposable session keys which vary 
from session to session. Hence, brute force attack is not possible. 

25.3.13 DENIAL OF SERVICE ATTACK (DOS) 

In DoS attack, the attacker may prevent to establish the secure communica­
tion in between TA and Vehicles (or) TA and RSUs (or) RSUs and Vehicles. 
Suppose, when a vehicle tries to establish a secure session key with the TA, 
it sends its identity along with its nonce, by signing with its own private key 
(inv(Kv)) and send it as (mult(G, RaV). Nv. Nt)_inv(Kv). If an attacker tries 
to bombard the TA with the series of messages, TA can verify the signature 
of that message, by matching it with the public signature of the vehicle (Kv). 
Once the key pair (inv(Kv), Kv) match is found, the TA will put that vehicle 
in the revocation list (RL), thereby preventing the TA, and not accepting any 
further messages from that vehicle. Thus, it avoids DOS attack. 

25.3.14 FLAW ATTACK 

In flaw attack, the attacker tries to trick the other authorized entities (like vehicle, 
RSU, and TA) to accept the message component (instead of hash, entities are 
tricked to accept text (or) message (or) natural number as a message component) 
of one type as a message of another. Flaw attack can be successfully prevented 
by “tagging” types of each field of a message (like a hash component (Pseudo 
Random Function), is concatenated with a “Hash function” tag). 

25.3.15 KEY REPLICATION ATTACK 

In key replication attack, the intruder tries to replicate the private key of 
an entity (like vehicle, RSU, and TA), and it is used to encrypt the private 
conversation between other entities. It certainly takes a lot of time for the 
intruder to find the private key of a particular entity. Since we are making use 
of disposable keys like session key (SK = (Hash(Nt. Nv. mult(mult(G, RaT), 
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RbV))) = (Hash(Nv. Nt. mult(mult(G, RaV), RaT)))) for every new session, 
even if an intruder is able to find the encryption key of the previous session, 
it would go in vain. 

25.4 EXPERIMENTAL SETUP 

The simulation of our proposed scheme is performed on SPAN v1.6 on a 
4GB Ubuntu system with an i3 processor. The protocol has been coded in 
High-Level Protocol Specification Language and then run on the SPAN6 for 
the simulation. 

FIGURE 25.3 Security protocol animator (SPAN). 

25.4.1 SIMULATION RESULTS 

The simulation results of proposed lightweight authentication scheme clearly 
depict that the proposed protocol is safe and secure against an intruder. The 
simulation result is a sequence diagram that tells us that an intruder who tries 
to eavesdrop on the message transfer between the TA and the vehicle will be 
unsuccessful in his attempts. 
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FIGURE 25.4 AVISPA output for vehicle registration. 

FIGURE 25.5 AVISPA intruder simulation for vehicle registration. 

25.5 CONCLUSIONS 

A secured lightweight key distribution scheme for VANET using Elliptic 
Curve Diffie-Hellman (EC-DH) has been proposed. The proposed scheme 
prevents eavesdropping of the messages between the TA and the vehicle in a 
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VANET. The informal security analysis on the proposed scheme shows the 
same. The simulation results in the AVISPA show that the proposed scheme 
makes it difficult for the intruder to eavesdrop on the messages. 
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ABSTRACT 

The Intelligent transportation system (ITS) has changed how the trans­
portation system was looked before. Vehicular Ad-hoc NETworks 
(VANETs) have become prominent communication technology for 
connected vehicles, assisting ITS in improving safety and traffic situa­
tions. However, the network congestion caused by the heavy data traffic 
can lead to excessive inaccuracy and failure of such applications. With the 
help of channel congestion control schemes VANETs can be made more 
effective and reliable. To this end, we present a swarm intelligence-based 
congestion control scheme named Swarm-based Intelligent Beacon Rate 
Adaption Scheme (S-IBRA) in this chapter. The simulation results and 
the comparative analysis of the proposed scheme S-IBRA, demonstrate its 
effectiveness in terms usage of channel (channel occupancy) and efficient 
beacon rate adaption. 
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26.1 INTRODUCTION 

The automotive industry has seen a revolution with the emergence of infor­
mation and communication technologies (ICT). Transportation systems have 
always been an indispensable part of human activities, playing an important 
role in both economic and social development. The introduction of ICT in 
Transportation systems has led to the creation of a wide range of services, 
introducing the term “intelligent transportation system (ITS)”. In recent 
years, ITSs have been developed and deployed in order to improve trans­
portation safety and mobility, reduce environmental impacts, transportation 
efficiency, and productivity. ITS combines new technology and improve­
ment in transportation systems, communication, sensors, and controllers in 
addition to the existing transportation infrastructure. 

ITS has gained a lot of popularity over the years, both in academia 
and industry.1 The main goal of ITS is improving road safety and driving 
conditions2 apart from providing entertainment services. Vehicles rely on the 
passing of messages exchanged periodically among the various agents in the 
network that can include vehicles themselves or some other elements of the 
infrastructure. The technology enabling the communication between various 
agents is commonly known as Vehicular ad hoc networks (VANETs). The 
VANETs majorly use vehicle-to-vehicle (V2V) communication and vehicle-
to-infrastructure (V2I) communication. VANETs help ITS in achieving 
the primary goal of traffic efficiency and road safety. Applications like 
cooperative vehicle safety (CVS) and traffic efficiency application are some 
prime example based on VANETs. Vehicles pass on short messages known 
as beacons and the process is called beaconing through DSRC channel. 
These beacons include critical information like vehicle kinematics and other 
such information. Vehicles broadcast beacons within their communication 
range with some beacon rate or beacon frequency. CVS applications rely on 
beacons to achieve their goals. 

With the trend of an increasing number of vehicles on the roads, network 
congestion hinders deployment of CVS applications. Vehicles periodically 
send beacons which can generate communication load. The data congestion 
increases packet loss and communication delays, which implies a degrada­
tion of performance and Quality of Service (QoS) of VANETs. There are 
many techniques for improving congestion control in VANETs that have been 
proposed. These can be broadly classified based on3–5: (i) adjusting the data 
rate generation, (ii) transmission range adaptation of transmission channels, 
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(iii) hybrid methods combining both, and (iv) data packets scheduling using 
various channels. 

The chapter discusses proposed Swarm intelligent-based congestion 
control scheme (S-IBRA). S-IBRA is stochastic, dynamic, and distributed 
in nature. Each vehicle acts as a particle of the swarm, adapts its beacon rate 
with cooperation from the neighboring vehicles. S-IBRA utilizes the channel 
capacity effectively and provides effective beacon rate adaption mechanism. 

Next, the chapter is organized as follows. Section 26.2 presents the 
existing literature on channel congestion control in VANETs. Section 26.3 
briefly discusses the fair beaconing optimization problem. Section 26.4 
presents the proposed scheme S-IBRA with its methodology and operation. 
Section 26.5 provides the simulation results along with the performance 
evaluation. Finally, Section 26.6 concludes the chapter along with future 
scope of research in this domain. 

26.2 RELATED WORK 

Many schemes have been proposed addressing the channel congestion 
problem existing in VANETs. This section presents such schemes and their 
limitations. 

In paper [6] a distributed fair power adjustment (D-PAV) for VANETs 
has been proposed. The scheme uses MaxBeaconingLoad parameter 
as threshold to keep beaconing traffic under control. The scheme fails to 
address scenarios when the threshold is violated. Huaying et al.7 proposed a 
methodology based on the communication and traffic condition for adapting 
the power level and transmission rate. The scheme uses current speed of 
the vehicle, failure in attempted transmission, and success rate of beacon 
reception as metrics. The scheme does not considers the distributed nature 
of VANETs. Another scheme8 using the vehicle information, estimates its 
own information and estimates its own information with the assistance of 
neighbors opinion. The scheme requires additional computation, which may 
cause communication delays. 

Schmidt et al. presented a study of situation adaptive beaconing based 
on movement of vehicle and their neighboring vehicles. The study did not 
considered all possible road traffic situations and loads. In the article,10 the 
concept of transmission power and transmission range control has been 
discussed. The strategy provides only theoretical aspect, does not considers 
the real scenarios. Wischhof et al.11 proposed a congestion control scheme 
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that is proactive in nature. The scheme is based on packet forwarding. The 
frequent message exchange is required leading to communication overhead. 

The Tabu search approaches12,13 have been used proposing schemes for 
congestion control. Schemes presented have high computation complexity 
adding to communication delays. Another approach of using priority in 
messages to tune beacon rate and transmission power presented in Ref.,14 

it increases the reliability of VANETs, however, increasing communication 
delay. 

Toutouh and Alba used swarm intelligence for beacon rate adaption.15,16 

Schemes proposed consider channel load and distribution of the channel as 
the metrics for beacon rate adaption. The scheme uses greedy approach in 
beacon rate computation. 

26.3 FAIR BEACON RATE OPTIMIZATION PROBLEM 

Vehicles can adjust beacon rates efficiently use the available channels. In 
Refs.,15,16 a fair beacon rate optimization problem is formulated. It computes 
the beacon rates while avoiding the data congestion. At some fixed interval 
of time the queues are monitored for a number of beacons in it, using eq 
26.11 the channel occupancy is computed which further helps in computing 
beacon rates for specific scenarios. The FBR optimization problem defines: 

•	 BR (v) is a set of beacon rates allowed for each vehicle v, BR (v) = 
{br1, br2 …. brk} 

•	 N (v) as set of neighboring vehicles of v. 
•	 The maximum number of beacons present in the queue without 

causing network overload or congestion is defined by maximum 
channel occupancy (MaxQ ∈ Z) 

•	 	  A threshold ratio α ∈ [0, 1] defined over MaxQ. 
•	  	 The effective channel capacity Ω ∈ [0, MaxQ] calculated as:   

 Ω = a.MaxQ   

•	 	  The channel occupancy, Occ (v)  ∈ [0,100], computed by each vehicle. 
It is using eq 26.1. Here br v represents the beacons sent by vehicle v  
and rbrj represents number of beacons received from neighbors. 

   
  

         ∑
N (v)  brv + rbr j  

     j
    

 
Occ (v )  = ×100%  (26.1)
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The fairness or network balance, Fair (v) ∈ [0, ∞], is measured using 
the coefficient of the variation of the beacon rates of neighboring vehicles. 
Computed using eq 26.2, brv here is the average of the beacon rate of the 
neighbors of vehicle v, computed using eq 26.3. 

NN v 2( ) ( 2 

v 
∑ j brj −brv ) + (brv −brv ) 1Fair ( ) = × 

br (26.2)NN v( ) v 

N v   ( ) 
∑ brj  + br vj br = v (26.3) N v  +1( )

 In order to minimize the congestion, that is, Occ (v) ≤ Ω , the FBR 
optimization problem aims at finding the largest brv for each vehicle v that 
maximizes Occ (v) and minimizes Fair (v). 

FIGURE 26.1 Flowchart of the proposed S-IBRA scheme. 



 

 

 

 
 

 

 

 

 Ω	 	 tBR  =    (26.4)
N v(  )  +1 

  br  MIN	 	               if   tBR  <  br  MIN

    fBR  =                
 tBR if br MIN ≤  tBR   ≤   br  MAX  (26.5)

  br MAX                 if   tBR  >  brMAX
  
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26.4 PROPOSED SCHEME 

The Swarm-based Intelligent Beacon Rate Adaption (S-IBRA) scheme 
is inspired by the existing Swarm-based control methods, that is, Swarm 
DIFRA15 and Swarm FREDY.16 S-IBRA is fully distributed as each vehicle 
executes it individually. S-IBRA computes the beacon rate dynamically while 
solving the FBR optimization problem. Each vehicle performs computations 
based on own experience and neighbors experience. The next sub-section 
presents the operation of S-IBRA. 

26.4.1 S-IBRA 

The congestion control methods generally perform two key operations, that 
is, network monitoring and reconfiguration of network components. S-IBRA 
monitors the network by analyzing the queues. The proposed scheme S-IBRA 
uses swarm intelligence-based method to improve the channel usage and 
beacon rate by using the information available from neighboring vehicles. 
S-IBRA has three chief components as illustarted by Figure 26.1: 

•	 “Self Queue Monitoring Component (SQMC)” performs the IEEE 
802.11p queue evaluation. 

•	 “Swarm Information Exchange Component (SIEC)” assists in 
decoding the received beacons for useful information. 

•	 “Intelligent Beacon Rate Adaptation Component (IBRAC)” helps 
in analyzing the information provided by previous two components 
SQMC and SIEC. It runs an algorithm to compute the final beacon 
rate (fBR), at every fixed time interval. 

In S-IBRA, the components QMC and SIEC work in parallel, where the 
SQMC monitors the queue and computes the fBR after getting the neighbor­
hood information. The first step is computation of temporary beacon rate 
(tBR) given by eq 26.4 then fBR is calculated as per eq 26.5. For each vehicle, 
the BRBuffer update is performed with the help of its fBRth component. 
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Algorithm 26.1 Intelligent Beacon Rate Adaption algorithm 
Input: MaxQ, BRBuffer, Occ(v), fBR 
Output: BR(v) , Beacon rate for reach vehicle 
1: Compute OccTemp(v) for each vehicle using fBR 
2: for each vehicle v do 
3: if Occ(v) <= 100 then 
4: if OccTemp(v) <= 100 then 
5: if OccTemp(v) > Occ(v) then 
6: br = Max(BRBuffer) 
7: BR(v) = index(br) 
8: end if 
9: end if 
10: else 
11:     if OccTemp(v) <= 100 then 
12: br = Max(BRBuffer) 
13: BR(v) = index(br) 
14: else 
15: BR(v) = floor ( fBR(v)/2) 

16: end if 
17:  end if 
18:  end for 

The BRBuffer is a vector with k components BR (v) = [x1  x2 … xk ] 
for each vehicle v. Each xi component represents the number of requests 
received by the vehicle v . It means that vehicle v has received such number 
of requests to change its existing beacon rate to a new beacon rate i (hz or 
beacons per second). Let us consider the scenario where BRBuffer (2) = [0 0 
0 33 0 5 0 0 0 0], this reflects that the vehicle id 2 has received 33 requests 
for 4 Hz beacon rate change and 5 requests for 6 Hz beacon rate change. 
BRBuffer gets manipulated by SQMC and SIEC. SIEC procedure analyses 
the received beacons for decoding fBR and BRBuffer gets updated according 
to stochastic Distance Discriminant procedure used in Swarm FREDY.16 

After a fixed interval of time, IBRAC runs to compute the optimal beacon 
rate using Algorithm 26.1. IBRAC instead of updating the beacon rates at 
each fixed interval, does further comparisons of the channel occupancy with 
previous BR and with new fBR. The IBRAC procedure chooses the one with 
the maximum channel occupancy and updates the final BR for each vehicle 
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after choosing the maximum value form BRBuffer after every fixed interval 
of time. For example, if BRBuffer(1) = [0 0 6 4 5 7 3 1 0 1], it means for 
vehicle id 1 max value of BRBuffer is 6 at index 3, so for vehicle id 1 the 
beacon rate to be updated is 3 Hz. 

26.5 PERFORMANCE EVALUATION 

This section presents the simulation parameters, results, and performance 
analysis of the simulations to evaluate the proposed Swarm-IFRA. The 
simulations were carried out on MATLAB 2017a Ubuntu 18 platform. The 
system configured with 12 GB RAM and a intel proessor i7-3.60 GHz with 4 
Core(s) was used. The simulation parameters used in the experimental study 
are listed in Table 26.1. 

TABLE 26.1 Simulation Parameters. 

Parameter Value 
Simulation Period 150 s 
Transmission range 250 m 
MAC/PHY standard IEEE 802.11p 
Size of message 100 bytes 
Data rate 6 Mbps 
Beacon Interval 1 s 
MaxQ 400 
α 0.8 
Highway Length 5 km 
Number of Lanes 6 Lanes 
Vehicle Density 150–400 
Velocity 60–150 km 

The vehicles have been placed randomly over the highway lanes. For 
a more realistic scenario, the outer lanes have more vehicle distributions. 
Each scenario is simulated 10 times for the consistency of the results. The 
proposed scheme S-IBRA is compared with the existing schemes that have 
solved the FBR optimization problem. We evaluate the existing swarm based 
schemes, that is, Swarm FREDY and Swarm DIFRA and optimize the FBR 
problem. 
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TABLE 26.2 Effect of Vehicle Density on Channel Usage. 

Method 150 Veh. 200 Veh. 250 Veh. 300 Veh. 350 Veh. 400 Veh. 
S-IBRA 74.156 75.063 75.594 75.188 74.625 73.906 
Swarm FREDY 72.531 74.438 72.031 73.156 70.469 69.563 
Swarm DIFRA 71.281 72.406 69 70.5 67.563 66.313 

FIGURE 26.2 Channel occupancy per number of vehicles. 

The scheme Swarm FREDY uses d1 and d2 as parameter. Swarm FREDY 
has many variants dependent on d1 and d2 values. The d1 and d2 are distances 
with value 50 and 100 m as they present better results compared to the other 
variants. So we compare the proposed scheme with Swarm FREDY (50,150) 
for channel usage. Table 26.2 presents the channel usage of each scheme. 
The data is obtained through median values of 10 simulations for each 
scenario. The proposed scheme S-IBRA has better performance compared 
with existing control method Swarm FREDY and Swarm DIFRA as seen 
from Table 26.2. The channel usage has no particular trend with respect to 
vehicle density. However, the comparisons can be seen for each scheme (see 
Fig. 26.2). 
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For each scenario, the median of the individual beacon rate of vehicles 
has been computed after running the simulation 10 times. The best variant 
of Swarm FREDY, that is, SF (50,100) has been used for comparison 
along with Swarm DIFRA and the proposed scheme. Table 26.3 provides 
the results obtained after simulations. As the density of vehicles increases 
the beacon rates start decreasing. This trend reflects how the beacon rate is 
directly dependent on vehicle density. The proposed scheme S-IBRA uses 
the IBRAC component and runs Algorithm 26.1 to compute the optimal 
beacon rate. Results from Table 26.3 demonstrate that the proposed scheme 
improves the beacon rate when compared with Swarm FREDY and DIFRA 
(see Fig. 26.3). 

TABLE 26.3 Effect of Vehicle Density on Beacon Rate. 

Method 150 Veh. 200 Veh. 250 Veh. 300 Veh. 350 Veh. 400 Veh. 
S-IBRA 10 8 6 5 4 4 
Swarm FREDY 9 7 5 4 3.875 3 
Swarm DIFRA 8.75 6.125 4.5 3.875 3 2.75 

FIGURE 26.3 Beacon rate per number of vehicles. 
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Similarly, we evaluated the proposed scheme for network fairness or 
balance metrics. Figure 26.4, shows that the Swarm DIFRA scheme performs 
best and the proposed scheme S-IBRA needs further improvement. Swarm 
DIFRA considers all the neighbor vehicles while computing optimal beacon 
rates, hence the network fairness is high. However, in Swarm FREDY and 
S-IBRA, the beacon rate computation involves a smaller number of neigh­
bors, which explains the results obtained (see Fig. 26.4). 

We have performed the experimental analysis with the help of simula­
tions. The simulation helped in evaluating the existing swarm-based conges­
tion control schemes. The proposed scheme is compared with the basline 
scheme and the results demonstrate a improved performance of both baseline 
schemes, that is, Swarm FREDY and DIFRA. 

FIGURE 26.4 Network balance per number of vehicles. 

26.6 CONCLUSIONS 

The network congestion in VANET causes loss of packets and communica­
tion delays, thus degrading the performance of the VANET and its QoS. This 
chapter has evaluated the existing Swarm-based congestion control schemes 
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based on beaconing. A Swarm-based intelligent beacon rate adaption scheme 
(S-IBRA) is proposed in this chapter, optimizing the FBR problem. We 
have evaluated the other schemes like Swarm FREDY and DIFRA. The 
proposed scheme is compared with these schemes. The experimental evalu­
ation demonstrates a significant improvement in congestion control by the 
proposed scheme S-IBRA, improving Occupancy and individual beacon 
rates of vehicles. It demonstrated competitive performance in comparison 
with DIFRA and FREDY. The proposed scheme with intelligent and fair 
beacon rate adaption improves the channel occupancy, while ensuring that 
the network congestion is avoided. However, the network balance or fairness 
is better for Swarm DIFRA and the proposed scheme needs some improve­
ment. The future research directions may involve improvement in network 
balance and evaluation of the scheme using realistic urban scenarios. It will 
be an interesting research direction, solving the FBR optimization problem 
using additional QoS metrics. 
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ABSTRACT 

Today, cyberspace is a fact of daily life, and cyberspace’s impact has not 
bypassed states’ national security. Cyberspace, a manmade technological 
advancement over the past decades, transformed the way economies work 
around the world, reshaping social interactions, and a paradigm shift in poli­
tics. Cyberspace being boundary less, omnipresent across multiple domains, 
and anarchic, have been considered to attack whenever there are any disputes 
between two countries. In the context described above, a pressing question 
arises: Cyberspace is not a domain like land, water, and air, and it is an 
environment inhabited by information and knowledge, existing in electronic 
form. If cyberspace is a mere inhabitation of information and knowledge, 
why do states want to consider cyberspace as an arena for confrontation 
in any dispute between countries? This chapter proposes discussing this 
new phenomenon, looking into the evaluation, and analyzing aspects of the 
recent phenomenon. 
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27.1 INTRODUCTION 

Over the past decades, cyberspace, a manmade technological advance­
ment, transformed the way economies work worldwide, reshaping social 
interactions, and a paradigm shift in politics. Today cyberspace is a fact 
of daily life, and it cuts across multiple domains. Cyberspace plays a 
vital role in atomic energy, space, communications, defense, education, 
agriculture, manufacture, services, entertainment, and employment 
generation and in addressing national priorities. Similarly, cyberspace 
became indispensable in the area of national security and defense. The 
protection of cyberspace has become a significant challenge to states 
as cyberspace is intertwined with other warfare domains, namely land, 
water, air, and space.1 

Interestingly in the realm of the computer networks, state actors are 
not less in exploiting the incognito, precession impact, cost-effective, and 
minimal human resources requirement characters of cyberspace, which is 
an informative environment, to achieve national interests.2 The attacks and 
threats to national security that are pervasive offline have begun to penetrate 
the world online. Thus cyberspace has become a new arena of confrontation 
leading to cyber-insecurity. Such an attack took place in 2007 in Estonia, 
where Estonia was subjected to systematic distributed attacks for 3 weeks. 
The cyberattack crippled the critical information infrastructure of financial 
centers, banks, parliament, ministries, security, and public transport. The 
cyberattack on Estonia is the first “documented proper cyberattack” and is 
the beginning of cyber warfare.3 

Similarly, the attack on Georgia’s cyberspace in 2008 changed the threat 
landscape for all the states that rely on cyberspace. One distinctive charac­
teristic of the cyberattack on Georgia in the above context is—the outbreak 
of physical hostilities between Georgia and Russia over Abkhazia and South 
Ossetia landed up in the cyber domain.4 “Europe” that became a battlefield 
for World War One and World War Two, coincidentally became a theatre for 
confrontation in the cyber domain. 

Till the cyberattacks against Estonia 2007 and Georgia 2008, the cyber­
space does not have strategic security attire. Pre Estonia 2007 and Georgia 
2008 cyberattacks, cyberspace was viewed as a 21st-century technological 
infrastructure, a platform for sociocultural concepts, and a predominant 
support structure for economic activities. The Estonia and Georgia cyberat­
tacks led to the conclusion that the cyberspace meant to conduct commerce, 
communicate with the citizens, and interface with the critical infrastructure 
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via electronic means can be a battle space and has become a central security 
concern for governments across the world.5 

The phenomenon—“whenever there are any disputes between two coun­
tries, a corresponding attack on the digital space has been seen” become 
more common in recent times. The 2010 Stuxnet cyberattack to fail Iran’s 
nuclear enrichment program; Operation Nitro Zeus 2015 was an elaborate 
plan developed by the US for a cyberattack on Iran, in case the diplomatic 
efforts to limit Iran’s nuclear program failed and led to a military conflict; 
and more recently in 2020 the India-China border clash at Galwan valley led 
to heightened cyberattacks on India by China, evinced the aforementioned 
phenomenon. In this context, a pressing question arises: Cyberspace is not 
a domain like land, water, and air. It even does not exist like space. In the 
words of Wing Commander M K Sharma (Indian Air Force): cyberspace is a 
bio-electronic environment that is literally universal, it exists where there are 
telephone wires, coaxial cables, fiber-optic lines, or electromagnetic waves. 
This environment is inhabited by information and knowledge existing in 
electronic form.6 If cyberspace is a mere inhabitation of information and 
knowledge, why do states want to consider cyberspace as an arena for 
confrontation in any dispute between countries or as an area of strategic 
importance? The answers, intuitively, lie in studying cyber security in 
national security. 

27.2 REVIEW OF LITERATURE 

27.2.1 CYBER SECURITY AND NATIONAL SECURITY 

There is a fair consensus in the literature that our societies are cyber 
dependent, and cyber security is a growing matter of national security 
concern. Therefore Cyberspace is crucial in studying from the perspec­
tive of security and international relations. Cyberspace constitutes an 
environment significantly different from other realms of internationally 
regulated activity.7–9 Czosseck and Geers are of the opinion that each era 
brings with it new techniques and methods of waging war; while military 
scholars and experts have mastered land, sea, air, and space warfare, the 
time has come that they have to study the art of cyber war also. They felt 
that cyberspace is narrowly defined, and the concepts of attack, defense, 
and security remain unchanged, as do the threats posed by adversary 
propaganda, espionage, and attack on critical infrastructure.10 Nye 
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contrasts with Czosseck and Geers and defines that the characteristics of 
cyberspace reduced some of the power differentials among actors, and 
thus provides a good example of the diffusion of power that typifies the 
global politics in this century.11 

Czosseck and Geers were complemented by M.K. Sharma and 
Reveron by saying that “the concept of cyber capabilities in war are 
slowly emerging” and sites the incident Russian cyber warriors entering 
the Georgian Ministry of Defense critical infrastructure in strengthening 
their argument. Sharma and Reveron by their books Cyber Warfare: The 
Power of the Unseen; Cyber Warfare and National Security: Is securing 
Military Networks Enough?; and Cyber Space and National Security: 
Threats, Opportunities, and Power in Virtual world, established a 
coherent framework for understanding how cyberspace fits within the 
national security.12,13 

Rid, in his comprehensive work “Cyber war will not take place,” 
argued that cyber war has never happened in the past, it does not occur 
in the present, and it is highly unlikely that it will disturb our future. 
Further, he argued that most of the writers on cyberspace in the context 
of national security distracted from the real significance of cybersecurity: 
cyberattacks are not creating more vectors of violent interaction; instead 
they make previously violent interactions less violent. Rid, with his 
analysis, opens a fresh viewpoint that cyberspace is not a domain of mili­
tary activity; instead, the use of computer networks permeates all other 
domains of military conflict, land, sea, air, and space.14 Contrarily to Rid, 
Yates, Lieutenant Commander of US Navy and writer of Cyber Warfare: 
An Evolution in Warfare not just War Theory, asserted that cyberattack in 
conjugation with the military would rise to the level of national security 
concerns.15 

Singer and Friedman altogether brought a new dimension of the debate 
cyberspace and national security by means of extensively discussing how 
it all works in cyberspace, why cyberspace matters and what anyone can 
do in cyberspace.16 Green presented a multidisciplinary analysis of cyber 
war,17 and Steed implanted Greens’ analysis by illustrating the strategic 
implications of cyber war.18 In their writings, Eun and Abmann opinioned 
that cyberspace must be taken into consideration more seriously to have 
enriched analytical and theoretical understanding of international politics 
in the digital age. Furthermore, they argued that cyberspace does not have 
changed the very nature of the war, but cyber warfare indeed will reshape 
the way in which war begins or is carried out in the near future.19 
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27.3 RESEARCH METHODOLOGY 

The proposed qualitative research will be inductive. The research analyses 
perceptions of cyber security issues through the lens of realism. The research 
shall be based on both primary and secondary sources. Primary sources 
will include the documents and reports related to cyber security from the 
United Nations, India, European Union, and NATO. Likewise, the study also 
considers the primary sources like the national security policy of India, the 
US, EU, and NATO. The study will also make use of the secondary sources 
that include books, articles, and newspapers clipping for this research. 

27.4 DISCUSSION 

27.4.1 CYBER SECURITY IN NATIONAL SECURITY 

Cyberspace is such a term that is not still completely defined, yet it has 
become virtually an inseparable element of our existence. Science fiction 
writer William Gibson coined the word ‘cyberspace’ in a short story published 
in 1982, and with the advent of the internet in the 1990s, cyberspace entered 
the real world. It created new space for information and communications, 
interactions, conducting businesses, and creating social media, among many 
other activities. Thus, it created also a new platform for conflicts. There is 
a healthy debate that all technological advancements are valuable in their 
own right, but new technology brings a new set of challenges. Indeed, 
cyberspace being boundary less and anarchic, which meant for economic, 
social, scientific, and military purposes, has been considered a state entity 
and states developed strategies, weapons, and stratagem in the cyber domain 
to safeguard their critical infrastructures and to defend the national security. 
The impact of cyberspace has not bypassed the national security of states.20 

Cyberspace constitutes an environment significantly different from 
other realms of internationally regulated activity. The advent of cyberspace 
accelerated the military use of cyber capabilities, and simultaneously, 
the militarization of cyberspace took place due to the lack of convention 
on cyberspace,21 and the Western world is the epicenter of these changes. 
Drek.S.Reveron, in his 2012 work on “Cyber Space and National Security: 
Threats, Opportunities, and Power in a Virtual World,” postulated that, 
by developing a computer language code, one could be capable enough of 
cyberattacking the systems anywhere in the world across almost all domains 
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that are connected to computers or networks, and it is highly unlikely to 
attribute the attack. The following summarized cyberattack incidents might 
help in better understanding the complexity of cyberspace and the concerns 
surrounding it. 

In 2007, a diplomatic row reputed between Russia and Estonia when 
Estonian authorities moved a monument “Red Army” from the center of the 
capital city, Tallinn, to the outskirts of the town. Estonia, an internet-reliant 
country, was cyber-attacked after the initial unrest. The cyberattack brought 
down the vast computerized infrastructure of Estonia by what experts in 
cyber security termed a coordinated “denial of services attack.” The devasta­
tion was such that Ene Ergma, the Speaker of the Estonian Parliament and 
a nuclear physics scientist, has made the comparison: “When I look at a 
nuclear explosion and the explosion that happened in our country in May, 
I see the same thing.” As with nuclear radiation, cyber war can destroy a 
modem state without drawing blood. At the time, Russia was suspected of 
the attacks, and Moscow has denied allegations of Russian involvement. The 
Estonian government denounced the attacks as an unprovoked act of aggres­
sion and was unsuccessful in establishing the origin of the cyberattack. 
However, reports and observations on the Estonian cyberattack incident 
pointed out that while nationalist fervor on the Russian side certainly played 
a part in rallying independent hackers, there is a possibility that Russia 
was involved.22 Scott Shackelford, Cyber security Program chair, Indiana 
University, specified the Estonia cyberattack as “the first large scale incident 
of a cyber assault on a state.” 

Identically, a computer attack on Georgian websites had started slowly 
in 2008, weeks before the military confrontation on a territorial dispute over 
Abkhazia and South Ossetia with Russia. Georgia’s prominent websites 
were defaced, for instance, that of Georgia’s National Bank and the Ministry 
of Foreign Affairs.23 Noticeably, the Georgia cyberattack was the first case in 
the cyber security history, where an independent cyberattack has taken place 
in sync with a conventional military operation. 

There is another side to the story; over the years, states have also increased 
their use of cyber operations to further their national interests. In 2015, 
for example, the United States developed an elaborate plan code-named 
Nitro Zeus aimed at Iran under the President Obama administration. The 
project was a strategy to be launched after the Stuxnet 2010 cyber incident, 
to disable Iran’s air defenses, communications systems, and crucial parts 
of its power grid in case the nuclear talks between Iran and P5 plus one 
(UN security council permanent members and Germany) fails. The project 
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was shelved in July 2015 after the nuclear deal struck between Iran and six 
other nations. The bloodless, cost-effective, precision impact and incognito 
characters of cyberattack attained a military perspective. A February 2016 
report in “The New York Times” by David E. Sanger and Mark Mazzetti 
categorically acknowledged that the states started considering cyberattack 
as an alternative.24 

Withal, recently in 2020, the India-China border clash at Galwan valley 
led to heightened frictions between both countries. The Indian establishment 
responded by banning Chinese mobile apps, legitimately by invoking the 
provisions mentioned under 69 A of its Information Technological Act. 
However, the Ministry of Information and Technology, Govt. of India, repu­
diated the Chinese mobile app ban action in any association with the ongoing 
tension along the Himalayan border. 

Year Country Dispute Cyberattack 

2007 Estonia Diplomatic row b/w Estonia and 
Russia over a monument—“Red 

Coordinated Distributed 
Denial of Service Attack. 

Army” 
2008 Georgia Physical hostility b/w Georgia 

and Russia over Abkhazia and 
Distributed Denial of 
Service Attack. 

South Ossetia. 
2010 Iran Conflict b/w US and Iran over 

Iran’s Natanz uranium enrichment 
plant—a key part of the nuclear 
power generation process. 

A 500 kilobyte computer 
worm “Stuxnet,” the 
world’s documented first 
cyber/digital weapon. 

2015 Iran Negotiations b/w P5+1 (US, 
UK, Russia, France, China, plus 
Germany) and Iran over Iran’s 
Nuclear program. 

Comprehensive cyberat­
tack code name “Nitro 
Zeus.” An elaborate plan 
developed by US for a 
cyberattack on Iran. 

2020 India India-China border clash at Distributed Denial of 
Galwan valley. Service Attack, and 

Internet Protocol Hijack. 

Furthermore, the government of India explicitly stated that the unprec­
edented decision to prohibit Chinese mobile apps was based on the reports 
by the security agencies that China has been engaged in massive data mining 
in India and likely has stolen the personal information of Indian citizens. 
Post the embargo; China has made more than 40,000 cyberattacks on Indian 
cyber space.25 India-China cyberattack incident provides further evidence 
that cyberspace is integrated with or in conjugation with a military operation, 
and the cyberattack gives an edge. 
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27.5 CONCLUSION 

Cyberspace in recent decades has become part and parcel of our lives, and 
in this day and age, it became an integral part in national security in this 
21st century. Arnold Wolfers, in his 1952 article on National Security as an 
Ambiguous Symbol, wrote that national security is the absence of threat to a 
society’s core values.26 As the states and societies are increasingly becoming 
information societies, and following Wolfers’ argument, the threat to infor­
mation can be seen as a threat to the core of these societies. With Wolfers’s 
reasoning, cyber security in national security must be taken more seriously 
in understanding various perceptions underlying security in this cyber era. 
Eventually, one can safely conclude from the aforementioned illustration 
that a corresponding attack on cyberspace has been seen whenever there are 
any disputes between countries. In point of fact, one can safely conclude 
from the aforementioned illustration that whenever there are any disputes 
between countries, a corresponding attack on the cyber space has been seen. 
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