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FOREWORD

Current trends in computer science and engineering are driven mostly by data
science, machine learning, the Internet of Things, cryptography, and other
practical uses. Therefore, a complete book on advanced data structures that
will work as a backbone in explaining these modern subjects is much sought
after.

However, writing such a book is challenging because it must meet two
goals: allowing students to understand the fundamentals of advanced data
structures and enabling them to apply in-depth knowledge in their chosen
areas. This book is one of the first efforts in this direction and it will play an
indispensable role for students in computer science and related disciplines to
enhance their expertise in advanced data structures and applications.

The authors are members of the faculty at Jaypee University of Information
Technology. They have more than ten years of teaching experience and have
published a wide range of peer-reviewed articles in many areas of
information technology. They possess unique skills in analyzing and
explaining difficult algorithms and data structures simply and elegantly. Their
expertise in all areas of computer science equips them to be suitable authors
of a comprehensive book about data structures.

The book chapters are well organized. Part I covers theoretical
advancements in basic data structures. Part II discusses evolving paradigms
of data structures, and Part III details recent applications. All the material is
organized logically and both students and researchers can benefit from
reading this book and applying its concepts.

I hope this book will serve as a useful tool for all inquisitive students who
plan to apply recent developments in data structures to their work.



Dr. Amit Chattopadhyay
International Institute of Information Technology
Bangalore, India
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PREFACE

Advanced data structures are usually covered in core courses included in
most graduate programs in computer science, engineering, and allied
disciplines, during the first year or first semester of the curriculum. The
objective of the course is to provide students with a much-needed foundation
for advancing their technical skills and sharpening their problem-solving
abilities in their respective disciplines.

Although many technical universities have offered advanced data structure
courses for decades, major technology advances triggered a recent paradigm
shift that focuses on huge databases and Internet-based technologies. Most
technical universities have redefined their course contents to meet current
needs and rely heavily on research papers because of the lack of
comprehensive texts on advanced data structures.

To the best of our knowledge, existing textbooks on advanced data
structures provide only partial coverage of the subject. This book evolved
from materials the authors developed over several years while teaching
advanced data structures at Jaypee University of Information Technology. The
course was designed for advanced graduate students, although it has become
accessible to advanced undergraduates and beginner researchers in the areas
of computer science and bio-informatics.

This book emphasizes recent evolutions of data structures to fit new
paradigms of computation and applications to various domains of computer
science. We included illustrative problems, review questions, and
programming projects to enable students to comprehend, implement, and
appreciate advanced data structures.

The book is divided into three parts. Part I details basic data structure
advancements such as cuckoo hashing, skiplists, tango trees, Fibonacci
heaps, and index files. As an introduction, the first chapter discusses the need
for advanced data structures and some basic concepts pertaining to amortized
analysis of algorithms.



Part II covers data structures of evolving data domains and dedicates
chapters to spatial and temporal data structures, external memory data
structures, and distributed and streaming data structures.

Part III elucidates the applications of data structures to various areas of
computer science—for example, cryptography, the Internet, networking, the
Internet of Things, and images and graphics.

The concepts and techniques behind the data structures and their
applications are explained. Every chapter includes a variety of illustrative
problems pertaining to technical content, a summary of the concepts, and
review questions to reinforce comprehension of the material.

This book may be used as an introductory or advanced-level text for
undergraduates, graduate students, and participants in research programs that
offer advanced data structures as a core or elective course. While the book is
primarily intended for classroom use, it could also serve as a starting point
for researchers working in specialized computer science areas.
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Part I

Theoretical Advancements



Chapter 1
Introduction

This book emphasises recent theoretical developments, evolving data
structures for different paradigms of computations and important applications
to research domains of computer science. The whole book is divided into
three parts. As an introduction, the need for advanced data structures and
some basic concepts pertaining to amortized analysis of algorithms have
been presented in the first chapter.

Part I details advancements on basic data structures, for example, cuckoo
hashing, skiplists, tango trees and Fibonacci heaps and index files. Part II
details data structures of different evolving data domains such as special data
structures, temporal data structures, external-memory data structures,
distributed and streaming data structures. Part III elucidates the applications
of these data structures on different areas of computer science such as
networks, the World Wide Web, database management systems (DBMSs),
cryptography, and graphics to name a few. The concepts and techniques
behind each data structure and their applications have been explained.
Illustrative problems, review questions, and programming assignments are
included to enable the students comprehend, implement and appreciate
advanced data structures. In addition to illustrative problems, each chapter
includes a detailed summary of the technical content and list of review
questions to reinforced comprehension of the material.

Objective 1.1 — Advanced data structure. The rapid
development of different domains (e.g. data science, the Internet of Things
(IOT), artificial intelligence (AI), machine learning (ML), cloud
computing and others) of computer science imposes new challenges to the



field of data structures and algorithms. The traditional data structures are
mainly developed to perform sequential point search on RAM models and
assessment based on computational complexity is insufficient to meet the
requirements of modern computer science. In this book we have
incorporated important data structural concepts to be taught as an
advanced course on data structure intended to meet contemporary
computational challenges.

We assume students understand basic data structures like
arrays, link lists, stacks, queues, trees, hashing, and other
relevant concepts of data structures and algorithms. Those

materials are not included in this book, but their advancements are
demonstrated along with the other advanced topics.

In this chapter, the need for advanced data structures and some basic
concepts pertaining to design of data structures, amortized analysis of queries
over data structures and how to use data structures to solve computational
problems have been presented. The last section of the chapter is included to
describe organization of the book.

1.1  Data Structure
A data structure is a typical way of organizing data in a computer so that it
can be accessed efficiently [1].

Definition 1.1.1 — Data structure. A data structure is an
organization of data values, the relationships among them, and the
functions to answer particular queries on that data.

A data structure can implement one or many abstract data types (ADT),
which specify the operations that can be performed in that data structure.
Moreover, the computational complexity of those operations, described in
the ADT will be adopted in the data structure. In comparison, a data structure
is a real implementation of the theoretical specification abstracted in an
ADT.



Definition 1.1.2 — Abstract data type. An abstract data type
(ADT) is a mathematical abstraction about data and its functions.

Different kinds of data structures are generally used in different problems.
A data structure can implement an abstract data types, and adopt the
specifications of operations and complexities. Different application tasks are
often solved using various types of data structures, some of which are highly
specialized for specific tasks. Data structures provide mechanisms to
organize and manage large amounts of data efficiently for several uses in
most domains of computer science. To be more specific, the efficient data
structures are the key to designing efficient algorithms whatever the domain
may be. Some formal design paradigm and programming languages put more
emphasis on data structures than algorithms. They argue that data structures
are the key organizing factors in software design. Data structures describe the
access patterns of data stored in both main and secondary memories. To
implement a data structure, we usually require to write a set of procedures
that access and organize data instances of that structure. The efficiency of a
data structure can be analyzed by counting the number of times a particular
operation is performed. This is the underlying theoretical concept of an
abstract data type. A data structure can be defined alternatively by the
designs of its access mechanisms and operations sequences.

1.2  Design of Data Structure
This section focuses on data structure design. Practitioners understand that
data should be specified on two levels based on the abstract user-oriented
information structure and the concrete machine-oriented storage structure of
the data. The design methodology of data structure is based on many views
such as data reality, data abstraction, information structure, storage structure,
and machine encoding to name a few. The design of a data structure should
proceed through successive levels by specifying important aspects necessary
within levels and binding the different aspects across the levels. Users must
be able to consider all aspects of data and must be able to recognize uses for
commonly studied data structures for compatibility of a data structure to an
application algorithm. In order to do this, they must be aware of the various



data structures which could be used to solve a problem, the particular
processes required, what trade-offs may occur in the selection of one option
over another, and how to make a reasonable choice given all of these
considerations. In trying to get students to match a data structure to an
application, some small activities can be used to provide a flavor of what is
involved in data structure selection.

For example, within a programming assignment which requires that
students keep track of passengers on a limited number of airline flights, one
requirement is that passengers who wish to book a full flight be kept on a
waiting list.

Another task that can be included in an assignment on binary trees is to
design an algorithm to print the tree in graphic form.

Both of these activities require that a student recognize the particular
properties of a problem and match the processing needs to a simple data
structure.

1.3  Analysis of Data Structure
In this section, we discuss briefly the common practice and widely used
notions to analyze a data structure, which is designed to handle a particular
type of data (generally known as data domain) and also accept specific
queries drawn from a domain of possible queries. Let D be the domain of
data and Q be the domain of possible queries. In case of static data structure,
let f be a function defined as f:Q × D → A, i.e. a = f(x, y) is the answer to
query x about data y. For example, if the function returns true or false, then A
is Boolean, but it may be something else [2]. To understand the complexity of
the process we need to include three more parameters s, b, and t, where s
denotes the size of the memory cell containing b bits and t is the time for
accessing data points to answer a query in a random access machine. In
general, our goal is to optimize the parameters s, t, and b are predefined
parameter of the model, usually set to O(log |Q|) or O(poly(log |Q|)). The
most widely used model for proving lower bound of data structure is the
“cell-probe model”, introduced by Yao [3], before introduction of the notion
of communication complexity [4].



Minimizing the cost per query is usually trivial for static data structures.
We can always pre-compute the answers to all queries and store the answers
in a memory location corresponding to that query [5]. However, the solution
is undesirable because it requires a large amount of preprocessing as well as
a large amount of memory. Therefore for static data structures, good
understanding of query time, preprocessing time and space requirement are
necessary to implement a solution.

For dynamic data structures, the problem of minimizing time per operation
often becomes nontrivial, even without considering the cost of preprocessing
or space. If we try to minimize the costs of queries as in the static case by
maintaining the answer to each query in memory, each update may change the
answers many queries and thus require many memory locations to be
rewritten [6]. On the other hand, the cost of updates can be minimized by
simply memorizing each update in a list without doing any processing.
Answering a query is very expensive because of the need to scan the entire
history. The whole difficulty of dynamic data structure is the number of
memory locations that is used to record updates and the number of memory
locations that need to be accessed perform queries.

1.4  Amortized Complexity
The concept of amortized analysis is to compute the time complexity on a
sequence of operations rather than finding a single case of worst case time,
which may be very high but rare within the sequence. To explain the situation
we can take an example of monthly expenditure of a student. In the notion of
time complexity we should find out a typical day with maximum expenditure
(analogous to worst case complexity) and multiply it 30 times. We then
estimate monthly expenses but must consider possible overestimate based on
the day the student paid rent. In the paradigm of time complexity her total
monthly expense in the worst case (calculated on the day rent is paid) will
ignore the fact that rent is paid only once a month. The actual daily
expenditure must be total spending over the month divided by thirty, not just
the first days expenditure. The same solution method is adopted in the notion
of amortized complexity [7,8].



Objective 1.2 — Amortized analysis. Amortized analysis is
designed to reduce the total complexity of a sequence of operation which
is in practice confused with worst-case run time of the operation
multiplied by sequence size. In typical algorithms, certain operations may
be very costly, whereas other operations may not be as costly. In
amortized analysis we consider both the costly and less costly operations
together on a sequential run of the algorithm and compute their average,
which often provides a tighter bound of worst case complexity.

The basic concept is that a wrost case operation generally changes the
state although this is not frequent. We should consider amortizing costs in a
worst case situation. The three common methods of amortized analysis are:

1. Aggregate method: determines the upper bound of the total cost for
a sequence of operations followed by average computation.

2. Accounting method: assign the individual amortized cost of each
operation, its stored credit for non-costly operations and debit the
account when costly operation occurs. This method ensures that
total credit is non-negative by means of creative assignment of
amortized cost. Finally, we compute the amortized cost by taking
the average over the sequence of operations.

3. Potential method: similar to accounting method, but cost is
associated with data structure as a potential function that is updated
after each operation by adding the potential difference per
operation. It can be noted that potential difference may be negative
but total potential must remain positive.

▪  Example 1.1 — Amortized analysis of dynamic array. A
dynamic array grows in size with the insertion of more elements; a typical
example is the array list in Java. Consider a dynamic array of five elements
and a constant time requirement. Inserting a sixth element into the array
would take more time because the dynamic array would have to double in
size, map the old elements into the larger array, then insert the new element.
The next four insertions will require constant time plus insertion of the new



element will require costly doubling of the array size. Consider an array of
size n. Note that insertion operations take constant time except for the every
(kn + 1)th insertion, which takes O(n) time to execute the size doubling
operation. The average of all insertions represents constant time.     ▪

▪ Example 1.2 — Amortized analysis of red-blacktrees. Red-
black tree is a very popular balanced binary search tree that use color color
convention and set of rules to ensure balance structure. During dynamic
update by means of insert and delete, the resulting tree fails to follow the
rules assumed in the definition, which follows recursive rotation and re-
coloring to re-establish balanced structure. In red-black tree every operation
cost O(log n) in the worst case. Let us consider the case of inserting n more
elements in a red-black tree of size n. A conventional calculation of
complexity may be O(nlog n), but the amortized analysis shows us O(n)
operation for structural reform after any n consecutive insert; we can apply
this to any operation. The amortized analysis of the above example takes into
account the fact that O(log n) structural reform is infrequent enough to sum up
to O(nlog n), but the per operation cost is only O(1). The analysis can be
done easily by valuing black nodes with no red children as 0, black node
with one red child as 1, and black nodes with two red children as 2.     ▪

1.5  Computational Models
Computational complexity is examined in concrete and abstract terms. The
concrete analysis of computational limits is done using models that capture
the exchange of space for time. Although many computational models exist,
we mention only three that are most widely used for providing bounds of data
structures.

1.5.1  RAM model
The random access machine (RAM) is the most popular computation model.
It assumes all simple operations are equally costly and require one unit of
time, loops and subroutines are not simple, and the memory is sufficient for
one unit of time to facilitate easy calculation for algorithm developers.



However, the cost of addition and the cost of multiplication, which involves
several additions, are not same in reality. The memory access in cache and
disk are not same, cache access is far faster (possibly 1,000 times or more)
than disk access [1]. Although there are seemingly absurd assumptions in the
RAM model, in practice it is most useful probably for its robustness. The
model does not depend on the configuration of the machine and it clearly
indicates how the algorithm will work. The model also allows a comparison
of algorithms designed to perform the same task to enable users to determine
which algorithm will perform better asymptotically.

1.5.2  Word RAM model
The word RAM model is a modified abstraction of a random access machine
with some additional capabilities. It can handle words up to w bits in size
and store integers up to size 2w. The model assumes that the word size
should be larger than the problem size, that is, for a problem of size n, 
w ≥ log n, the model is transdichotomous. The bitwise operations such as
arithmetic and logical shifts are allowed in this model and require constant
time for execution. The model satisfies the bound U ≤ 2w, where U is the
number of possible values. The word RAM model performs integer sorting
very efficiently, with expected running time O(nlog log n) in a randomized
algorithm [10,9].

1.5.3  Cell-probe model of computation
The cell-probe model represents a modification of the random access
machine; it assumes all operations except memory access are free. This
model is generally used to provide lower bounds of data structure
operations. Computational costs is assigned only to accessing units of
memory (cells) and the model represents a minor upgrade of the random
access machine model (a modification of the counter machine model).
Computation is treated as a problem of querying a set of memory cells. Every
problem has two phases: preprocessing and querying. The input of the
preprocessing state is storing a set of data as a memory cell structure. The
query phase input is a query element. The system determines whether the



query element is included in the memory structure. All operations except
memory cell access are free [3].

This model is useful in the analysis of data structural lower bounds. The
model clearly shows a minimum number of memory accesses in stored data
on which we run the queries.

▪  Example 1.3 — Dynamic partial sums. A dynamic partial sum
problem defines two operations: update and sum. Update (k, v) sets the value
in an array A at index k to be v, whereas sum (k) returns the sum of the
values in A at indices 0 through k. It take O(1) time for Update and O(n)
time for sum.

If the values are stored as leaves in a tree and inner nodes store the values
of the subtree which is rooted at that node, the Update requires O(log n) time
to update each node in the leaf to root path, and sum requires O(log n) time
to traverse the tree and sum the values of all subtrees left in the query index.
The cell-probe model shows that the partial sums problem requires Ω (log n)
time per operation [11].     ▪

1.6  Bounds of Fundamental Data Structures
In this section, we discuss fundamental Data structures such as arrays, lists,
trees, and queues and explain how they work and achievable results and
bounds. The most common data structures used for searching unordered
sequential lists of items are usually easy to utilize but less efficient. Finding
the query item in such a list requires a number of operations proportional to
the number of items (in worst case and average case) in the sequence,
possibly with linear search method. Some good data structures developed for
searching purpose provide faster retrieval, but generally increase overhead
because creation and maintenance are costly. The cost of building such
search data structures is at least proportional to number of elements, and
often exceeds basic element costs. Static search data structures are
developed for answering many queries on a fixed data set. However,
dynamic structures provide the capabilities of insertion, deletion and
modification of data items along with query retrieval. In the dynamic data



structure, the cost of fixing the search structure also includes updates and
accounting costs.

The approximate summary for basic data structure developed to perform
specific queries appears in Table 1.1. There are special situations and
different variants of the data structures that involve further costs. It is also
possible to combine data structures to obtain lower costs [12,13].

Table 1.1: Comparison of fundamental data structures

1.7  Lazy Delete
An alternative to a standard deletion strategy is known as lazy deletion.
When deleting elements from a singly linked list, we delete them logically
but not physically. This is done by marking the node as deleted (using a
Boolean value). The numbers of deleted and not-deleted elements in the list
are kept as part of the list. If at some point the number of deleted elements is
equal to the number of not-deleted elements, we traverse the list and delete
all “lazily deleted” elements. The technique has advantages and
disadvantages. The main advantage is that marking a node as deleted takes
less time than changing pointers. However, once a node is deleted lazily, still
we need to traverse it while searching for another node and a lot of time is
required to remove lazily deleted elements [14].

▪ Example 1.4 — Hashing with lazy delete. In hashing we index the
elements of a set or collection into a table of larger size using some range



bound function, which is subject to collisions. In collision resolution by
probing, we shift the element to some other empty slot using some predefined
strategy. During the removal of elements by hashing with collision resolution,
if we remove an indexed element which was inserted first in the table
followed by several collisions and consequently followed by several
shiftings of later inserted elements, the later element will become
inaccessible. A lazy delete is a good temporary solution for this problem
without any burden of re-indexing, although it uses more memory. A delete
flag will ensure the search process to answer queries correctly.      ▪

1.8  Organization of Part I
Part I of this book (Chapters 1 through 4) discusses theoretical advancements
in the basic data structure field, specifically in the areas of hashing, trees and
lists. This chapter introduced the uses of advanced data structures, basic
design concepts, amortized analysis of queries, and capabilities of data
structures to solve computational problems.

The advanced hashing techniques are covered in chapter 2. The chapter
first covers definitions and concepts, then proceeds to discuss collisions,
birthday paradoxes, load factors, chaining and probing. It explains perfect
hashing universal hashing, cuckoo hashing, bloom filters, and locality-
sensitive hashing. Most of these topics were developed recently and are not
covered in well known texts. Bipartite graph analysis in cuckoo hashing and
probabilities of false positives in bloom filters are also included.

Chapter 3 discusses balanced binary search trees (BSTs) in depth. The
chapter starts with a brief review and progresses to discussions of reducing
log(n) lower bounds, splay trees, tango trees, and skiplists. The final section
covers static and dynamic optimality.

Chapter 4 explains some important data structures designed to answer
complex point search queries. Disjoint sets and binomial heaps, both of
which play important roles in major network algorithms, are detailed, along
with Fibonacci heaps. Tries and inverted indices that handle keyword
queries are detailed in the final section.

1.9  Exercises



Exercise 1.1 What is the difference between an array and a linked list?
When might you use either data structure?       ▪

Exercise 1.2 There is an array of numbers with all the elements
appearing twice, and one element appearing once. How can you remove
that element efficiently?       ▪

Exercise 1.3 Explain whether a tree is or is not a BST.       ▪

Exercise 1.4 Find the k closest points to a target.       ▪

Exercise 1.5 Given a binary tree, find the greatest possible sum of the
subtrees.       ▪

Exercise 1.6 Remove duplicates from an unsorted linked list.       ▪

Exercise 1.7 Find k-th largest element in an array.       ▪

Exercise 1.8 During the execution of a task sequence, assume that every
ith task takes O(1) time when i is not a power of two; otherwise, it takes i
time. Show that amortized complexity of each task is O(1).       ▪

Exercise 1.9 Build a heap([x1, x2, … , xn]) operation call n/2
heapify(x) operation for every non-leaf elements in reverse direction, i.e.
last root. The cost of heapifying (x) is height of subtree rooted at x with a
maximum of O(log n) for root. Show that amortized complexity of build-
heap([x1, x2, … , xn]) is O(n).       ▪



Chapter 2
O(1) Search by Hashing

Objective 2.1 In this chapter we have demonstrated the theoretical
foundations of the fastest data structures (various types of hashing) for
direct access to point query searches. We also discuss the relevant
technical concepts readers will find useful for more advanced applications.

The chapter starts with definitions and concepts of basic hashing, collisions,
birthday paradoxes, load factors, and well known concepts like chaining and
probing. Sections are dedicated to recent topics: perfect hashing, universal
hashing, cuckoo hashing, bloom filters, and locality-sensitive hashing. The
chapter also covers related topics like bipartite graph analysis in cuckoo
hashing and probabilities of false positives in bloom filters.

2.1  Basic Hashing

Definition 2.1.1 Hashing is a structure for distributing data entries in an
array of buckets using an onto function f which ranges over the indices of
arrays of buckets also known as hash tables.

Given a set of keys, a hashing algorithm computes indices that determine
where the entry will be stored and can be found later. Generally, this is done in
two steps: hash = hashfunc(key) followed by index = hash % array-size (or we
can say index = f(key, arraysize)). In this conventioonal practice, the hash
value and array size are independent, and are then glued using the modulo
operator (%) to fit in the hash table.



Often, array size is in the form 2k and the remainder operation is
simplified to masking, which speeds the algorithm but increases
collision probability.

2.1.1  Hash function
Hash function is the most essential component of a hashing data structure
(Figure 2.1). A good hash function utilizes hashing for fast look-ups but is
difficult to create. The fundamental requirement is that a hash function should
uniformly distribute values throughout a hash table. A non-uniform distribution
increases the possibilities of collisions and increases the cost of resolving
them. Uniformity is sometimes difficult to ensure by design, but may be
evaluated theoretically using statistical evaluations, like estimation.

Figure 2.1: Pictorial representation of a simple hashing

To get a clear understanding, consider the example of dynamic resizing by
means of exact doubling and halving of an n size table. The hash function
needs to be uniform only when n is a power of two where the index can be
computed as some range of bits of the hash function. However, the preferable
hashing algorithms choose n as a prime number. The modulus operation



provides some additional permutation and is very useful to improve poor hash
functions.

Let us consider another example of very useful cryptographic hash function,
the well known function for any table size n. These functions are generally
created in combination of modulo operations and bit maskings. They are also
expected to be appropriate under attack. Suppose a malicious user tries to
access a network service by means of submitting predefined requests carefully
designed to create a large number of collisions in the hash table. Choosing a
random hash function from the universal family is a common practice to avoid
these kinds of attacks. However, creating complex hash functions of
computationally expensive and simpler hash functions are preferable.

2.1.2  Load factor
A critical statistic for a hash table is the load factor, defined as: α = n

k
;

where, n is the number of elements and k is the size of hash table. As the load
factor grows larger, the hash table becomes slower, and it may even fail to
work (due to “birthday paradox”). To maintain the expected constant time
lookup criteria in a hash table, the load factor is generally kept below some
predefined bound to minimize the collision probability as computed by the
birthday paradox. Given a fixed number of buckets, the time taken for a lookup
operation grows proportionally with the number of entries and therefore the
desired constant time constrained for search operation is not achieved.
Moreover, the number of entries per bucket should not vary too much. For
example, assume two tables both contain the same number of entries and the
same number of buckets. The first table contains one entry in each bucket. All
entries are mapped in the same bucket in the second table. Hashing will not
work in the second table. A low load factor is not beneficial. As the load
factor approaches zero, unused entries in the hash table increase; the cost of
searching does not decrease and the result is a waste of memory.

2.1.3  Collision resolution
Let us assume that there are n available slots and m occupying items in a
hashing scheme, then the following probabilities can be computed:

Probability of no collision after 1st insertion = n/n,



Probability of no collision after 2nd insertion = (n − 1)/n,
Probability of no collision after 3rd insertion = (n − 2)/n, and so on,
.....................................................
Probability of no collision after mth insertion = (n − (m − 1))/n.

Therefore, the probability of no collision after m insertions in a hash table can
be computed as a product of the above values, i.e.,

(n − 1)!/((n − m)! ∗ n(m−1)).

In other words, the likelihood of a single collision is

1 − (n − 1)!/((n − m)! ∗ n(m−1)).

Therefore, the collisions in the hashing are unavoidable in reality,
particularly when hashing a random subset of a large set. As a consequence,
the collision resolution strategies are very common in most hashing techniques.
All these methods require a pointer stored with the keys to denote the
alternative arrangement. In the method known as separate chaining, each
bucket of the hash table is independent and a list of entries with same hash
value is maintained in the same index. The total time taken for a lookup
operation in that hash table is the sum of time taken to find the bucket, i.e.,
constant time and the time taken for searching in the list maintained in that
bucket, which may be linear in the worst case. In a good hash table, each
bucket is expected to have one or no entries, and sometimes a very small
number of elements, but not more than that. Therefore, a preferable structure
for a hash table should be efficient with respect to time and space, not just
large entries for each bucket. If these collisions happen frequently in some
hash function we need to fix the function, not fix the table. Open addressing are
from clustering, which may increase the lookup cost drastically, even if we
choose to keep the load factor low. This phenomenon forces us to adopt
multiplicative hash to avoid clustering.

2.2  Perfect Hashing
Perfect hash functions are used to implement a hash table with constant time
access in worst cases. This special type of hash function is very useful for fast
searching and does not require any collision resolution technique. A perfect



hash function, whose values lies in a bounded range is used for efficient
lookup, by mapping keys from S, the set of all elements, in a hash table
indexed by the output of the hash function. Each lookup operation takes
constant time in the worst case for perfect hashing.

Definition 2.2.1 — Perfect hashing. A hash function is called
perfect for a set S of n elements that maps distinct elements in S to a hash
table without any collisions. Mathematically, a perfect hash function must
be an injective function.

2.2.1  Construction
A perfect hash function for a specific that can search elements in constant time
and has values in a bounded range is generally created by a randomized
algorithm. The original construction of Fredman et al. [15] uses a two-level
scheme to map a set S of n elements to a range of O(n) indices, and then maps
each index to fit in the scope of hash table. The first level construction chooses
a large prime p (larger than the size of the domain of S), and a coefficient k to
maps each element x of S to the index f(x) = ((kx%p)%n) Though k is chosen
randomly, there are possibilities of collisions, but a positive factor is that the
number of elements ni which collide at i-th index is far fewer. In the second
level construction a disjoint range of O(n2

i ) integers is assigned to each index
i. It uses a different set of linear modular functions for each different i-th
index. Thus each member x of S map into the range associated with f(x). As
Fredman et al. [15] show, one option is to choose the parameter k such that the
sum of the lengths of the ranges is O(n) for the n different values of f(x). In
addition to that, for each value of f(x), a linear modular function exists that
maps the respective subset of S into the associated range of that value.
Determination of k and the second-level functions is done in polynomial time
for each value of f(x) by random selection and manual verification. The space
requirement of hash function is O(n) including everything. A modified version
of this two-level scheme with a larger number of values at the top level can be
used to construct a perfect hash function that maps S into a smaller range of
length n + o(n).



Theorem 2.2.1 For any hash function f, chosen randomly from a
universal family, which maps n keys to a table of size m = n2, the
probability of collisions is less than 1/2.

Proof. (Sketch) Expected number of collision is ( n

2× 1

n2 ≤ 1
2

).      ▪

2.2.2  Remarks

A widely used perfect hashing with dynamic updates in Section
2.4 covering cuckoo hashing. This scheme maps keys to two or
more locations within a range and provides constant time lookup.

Lookups with this scheme are slower due to verification of
multiple locations, but still perform in constant worst-case time.

2.3  Universal Hashing
Universal hashing is a way of choosing a hash function randomly from a
special family of hash functions, where each member of the family satisfies
certain mathematical properties (See Figure 2.2). The universal hashing
guarantees a low number of expected collisions, even if the data is chosen by
an unknown user. There are many universal families of hash functions that are
well known for their efficient evaluation.



Figure 2.2: Universal hashing

Definition 2.3.1 — Universal hashing. A finite collection of hash
functions H , where each member f ∈ H  maps the elements of a given
universe U to a hash table of range {0, 1,..., m − 1} is said to be universal
if for every pair of elements x, y ∈ U, where x ≠ y, the probability of
collision is bounded by |H |/m.

Universal hashing is used in many areas of computer science, for example in
implementing hash tables to create randomized algorithms and to develop
cryptographic schemes. Suppose a malicious user wants to access a network
service by submitting predefined requests designed to create large numbers of
collisions in a hash table. Choosing a random hash function from the universal
family is a common practice to avoid these kind of attacks, by ensuring the that
collision patterns are unpredictable. Universal hashing usually performs well
no matter what keys are chosen by the adversary.



2.3.1  Important properties
There are different kind of universal hash families satisfying different sets of
properties and providing different bounds on collision probability. Some of the
most important properties are given in this subsection.

Definition 2.3.2 — Almost universality. If we choose a hash
function randomly from universal family of hash functions, i.e. h ∈ H, then
probability that two keys will collide is at most O(1/m), where m is the
number of buckets in the hash table.

Definition 2.3.3 — Uniform difference property. For randomly
chosen h ∈ H we have ∀x, y ∈ U , x ≠ y, the difference 
h(x) − h(y) mod m is uniformly distributed in [m].

The universality property appears when h(x) − h(y) = 0, i.e.
in case of collisions, but the uniform difference property is more
general and satisfied in limited universal families.

Definition 2.3.4 — XOR universal property. A universal family
can be XOR universal if ∀x, y ∈ U , x ≠ y, the value 
h(x) ⊕ h(y) mod m is uniformly distributed in [m] where ⊕ is the
bitwise exclusive OR operation.

This is only possible if m is a power of two.

Definition 2.3.5 — Pairwise independence property. Pairwise
independence is a strong condition that occurs when 
P(h(x) = z1 ∧ h(y) = z2) = 1/m2 where z1, z2 are the hash values of 
x, y satisfying∀x, y ∈ U , x ≠ y, the probability of perfectly random.

Pairwise independence is also known as strong universality.



Definition 2.3.6 — Uniformity property. A family of hash functions
H is uniform if all hash values are equally likely, i.e. P(h(x) = z) = 1/m
for any hash value z of the point x. We can observe that strong universality
may sometime (but not always) imply uniformity.

Commonly used tricks such as adding a random constant to hash
values of using a subfamily of a universal hash family may help
us to achieve a desired property. These properties are very

important for some specific application to meet expected collision
bounds.

2.3.2  Mathematical guarantees

Theorem 2.3.1 Let f ∈ H be chosen randomly, where f maps the the n
elements of U into a table of size m ≥ n, then for any x ∈ U the probability
of collision involving x is <1.

Proof. Let, y, z ∈ U and y ≠ z.
Let, Ryz be the random variable defined as: Ryz = 1 when f(y) = f(z) and Ryz

= 0 when f(y) ≠ f(z).
By property of universal hashing we have E[Ryz] = 1/m.
Let, Rx be the total number of collisions involving the element x.
Then, E[Rx] = ∑y∈U ,y≠xE[Rxy] = n−1

m
.

Since n ≤ m, we have E [Rx] < 1.      ▪

A randomized hash function is usually created to handle at most
O(n) collisions. If too many collisions are observed then another
random hash function is chosen from the family where

universality guarantees the geometric randomness.

2.4  Cuckoo Hashing
Cuckoo hashing, introduced by Pagh and Rodler [16], replicates the activities
of cuckoo birds that lay their eggs in crow nests after pushing out the crows’



eggs.

Definition 2.4.1 — Cuckoo hashing. This hashing scheme solves
the dynamic dictionary problem using two hash tables and a carefully
designed rule of eviction to achieve O(1) worst-case time for lookup and
deletes, whereas, O(1) is the expected amortized cost for insertion
mechanism.

Let f and g be two random hash functions f, g: [u] → [m] where m = c · n, and
an array T [1 …m] that stores items. The structure will maintain the invariant
that the entry x will always be stored in either T[f(x)] or T[g(x)], so that
queries will take constant time. Generally, f and g map to a table T with m
rows. But here in cuckoo hashing, f and g hash to two separate hash tables,
T[f(x)] and T[g(x)] respectively. The cuckoo part refers to movement of keys
from one table to another following the alternative hash function in the event of
collision, until the collision is resolved.

2.4.1  Operations
Cuckoo hashing. Like other hashing techniques, performs the basic operations
of insertion, searching, and deletion. In a search operation, insertion, search
and delete. In search operation, we need to check two positions in the hash
tables, T[f(q)] and T[g(q)] for query element q 2. Delete operations remove
elements after search results return true 3. To insert an element x, we need to
check whether T[f(x)] (index in first table) is empty or not. If entry in first
table T[f(x)] is empty, we put x in T[f(x)] and are done. Otherwise, we need to
evict some element, say y, from T[f(x)] followed by occupancy of T[f(x)] by x
and occupancy of T[g(y)] by y, provided T[g(y)] is empty. In case T[g(y)] is
already occupied by some element, say z, we have to evict z before inserting y
in the second table. The evicted element z will follow the mechanism of
insertion similar to x from the beginning. We continue this procedure until
we’re done or forcefully stopped after a certain iteration occurs (generally log
n multiplied by a predefined constant, possibly 4 or 6) and opts for a rehash.

Each element x must be at T[f(x)] or T[g(x)] and maintained to ensure
the correctness of search and delete, as well as guarantee the O(1)



search and delete operation. However, the complexity analysis
of insertion is difficult.

Insert(x) is not horribly slow because only a small number of items are
bumped and we can rehash a table whenever m (may be 4n) is large enough.

2.4.2  Bipartite graph of cuckoo hashing
We can always construct a bipartite or cuckoo graph, associated to every
cuckoo hashing 2m vertices, realized by the locations in the array T[f(x)], and
T[g(x)], where edges are characterized by the displacement of the elements in
S through hash tables. To understand the insertion process of cuckoo hashing
visually, we generally construct a cuckoo graph, which is a bipartite graph
with m vertices namely, 1, 2, … ,m and edges are realized as (f(x), g(x)) for
all x ∈ S. Now, inserting a new element in cuckoo hashing corresponds to a
walk in cuckoo graph.

Algorithm 1 Insertion algorithm of cuckoo hashing

Algorithm 2 Search algorithm of cuckoo hashing



Algorithm 3 Delete algorithm of cuckoo hashing

Theorem 2.4.1 Insertion in cuckoo hashing is successful only if the
associated graph contains one cycle or no cycles.

Proof. If a cuckoo graph contains no cycle, no loop or rehash can occur in the
insertion process. Let the single insertion cycle in cuckoo graph be 
x1,x2, … ,xk. Then x1 will evict x2 and finally xk will evict x1. Both these
evictions will take place at the same place, but the elements of evictions are
different. The first element was x2, and the final one was x1; they go to
different places and do not cycle back to their starting locations. Otherwise, a
graph has two or more cycles.      ▪

Definition 2.4.2 — Complex. A connected component of a graph is
complex if it is neither a tree nor unicyclic.

Theorem 2.4.2 — Constant expected amortized insertion,
random hash functions. Pr[Insert follows eviction path of length k]
≤1/2k.

Proof. (Sketch) For two hash functions f and g, where each has m values, and
each of these m values has log m bits, we need 2nlog n bits to encode f and g.



     ▪

Theorem 2.4.3 — Constant expected amortized insertion,
rare existence of complex. Pr[a bipartite multigraph contains a
complex]θ1/m.

Theorem 2.4.4 — Constant expected amortized insertion.
The expected amortized cost of an insertion procedure in a cuckoo hashing
is O(1 + ε + ε−1).

Detailed systematic analysis of cuckoo hashing and the proof of
et al [18,17]

2.5  Bloom Filters

Definition 2.5.1 A bloom filter is a compact data structure designed for
probabilistic representation of a set; it answers membership queries (i.e.
whether a particular element belong to the set or not). The compact
representation is subject to false positive penalties in membership queries.

Bloom filters allow false positives but the space savings often outweigh this
drawback when the probability of an error is made sufficiently low. Burton
Bloom introduced Bloom filters in the 1970s, and they have become very
popular in database applications. A bloom filter is not just a data structure
developed to support membership queries and its wide use is the result of its
interesting characteristics. Its main properties are given below:

• The amount of space needed to store the bloom filter is small compared
to the amount of data belonging to the set being tested.

• The time needed to check whether an element is a member of a given
set is independent of the number of elements contained in the set.

• False negatives are not possible.



• False positives are possible, but their frequency can be controlled. In
practice, a trade-off exists between space and time efficiency and false
positive frequency.

2.5.1  Construction of bloom filter
A bloom filter is based on an array of m bits (b1, b2, … , bm) that are initially
set to zero (See Figure 2.4). To understand how a bloom filter works, it is
essential to describe how these bits are set and checked. For this purpose, k
independent hash functions (h1,h2, … ,hk), each returning a value between 1
and m, are used. In order to “store” a given element into the bit array, each
hash function must be applied to it and, based on the return value r of each
function (r1, r2, … , rk), the bit with the offset is set to one. Since there are k
hash functions, up to k bits in the bit array are set to one (it might be less
because several hash functions might return the same value).

Figure 2.3: Pictorial representation of insertion in cuckoo hashing and associated bipartite graph



Figure 2.4: Pictorial representation of a bloom filter

The following procedure builds an m bits bloom filter F, corresponding to a
set S of n elements, which describe membership information using k
independent hash functions (h1,h2, … ,hk):

Algorithm 4 Algorithm to create an m bit bloom filter

Therefore, if e is member of a set S, in the resulting bloom filter F all bits
obtained corresponding to the hashed values of e are set to 1. Testing for
membership of a query element eq is equivalent to testing that all k bits
corresponding to each hi(eq) are set to 1 or not, in case of 0 at any one
position; the testing procedure safely return false.

Algorithm 5 Algorithm for membership test in a bloom filter



A bloom filter can be built incrementally with the arrival of new
elements to a set and the corresponding positions are computed
through the hash functions and bits are set in the filter. Moreover,

the union of two sets is simply computed as the bit-wise OR applied
over the corresponding filters.

2.5.2  Probability of false positives
Lets assume that a hash function follows the uniform distribution over the
filter, i.e. each bucket is equally probable. For m = |F| and 
hi ∈ {h1,h2, … ,hk} the probability of false positive is computed as
follows:

A certain bit is set to 1 by a hash function during insertion and is then 
( 1
m

).
Therefore, a certain bit not set to 1 is a hash function during its insertion
is (1 − 1

m
).

The probability that it is not set to 1 by any of the hash functions is 
(1 − 1

m
)k.

If n elements are inserted, the probability that a certain bit is still 0 is 
(1 − 1

m
)kn.

The probability that certain bit set to 1 is therefore 1 − (1 − 1
m
)kn.

The probability of all positions are 1 in array corresponding to a non
member element is (1 − (1 − 1

m
)kn)k.

Now, probability TestMembership(S, eq) for a non member eq is false, i.e.
each of the k array positions is set to 1 due to other element is 
(1 − (1 − 1

m
)kn)k. This is not an exact result because it assumes

independence for the probabilities of each bit being set. However, this result
is a close approximation and the probability of false positives decreases as m
increases, and increases as n (the number of inserted elements) increases.



2.5.3  Optimal values of parameters
For a given m and n, the value of k (the number of hash functions) that
minimizes the probability can be computed from the equation 
p = (1 − (1 − 1

m
)kn)k, where p is the probability of false positive. The

formula can be approximated to p = (1 − e−kn/m)k, using Starling’s
approximation.

Solving for optimal k we obtain: kmin =
mlog(2)

n
, i.e. number of required

hash functions.
With optimal value of k, the equation of false positive can be written as: 
p = 2

−mlog(2)
n

Solving for optimal m we obtain: mmin =
nlog(1/p)

log2(2)
, i.e. requirement of

filter size.
Bits per element b = m/n =

log(1/p)

log2(2) .
Bloom filters are effective for representing sets with respect to space use.

They present small risk of false positives because they do not store data. A
Bloom filter with 1% error and an optimal value of k, determine from the set
size and filter size, requires only about 10 bits per element, whatever the size
of the elements may be. This advantage is achieved from its compact
representation and probabilistic nature. If we want to reduce the false-positive
rate to 0.01% we need to increase the bits per element into 17, which can be
derived from the equation easily. Bloom filters are very efficient in terms of
complexity of creation, O(nk), and complexity of look-up, O(k). Since k is a
fixed constant, we can observe the creation process as linear and look-up as
constant.

▪ Example 2.1 — Database query verification. A typical application
receives lots of input data. It is verified before processing, whether that data is
present in a given set, which is stored in a database table. Note that this
validation process has very high rejection rate and the validation is performed
remotely. But, the time required for the two way network access is very high
and not possible to optimize without increasing the bandwidth. Using a cache
is A trivial non feasible solution that come to mind. The general idea is to
clone the data of remote server into a local cache and perform the validation



locally but that may have a resource constraint. However, a bloom filter is
very handy to solve the problem within the constraints of memory and network
bandwdith. What about false positive? A bloom filter is intended to discard
major amounts of input data before transmittal for remote verification. As a
result, validation became faster and verifications became less necessary.

2.6  Locality-Sensitive Hashing
Locality sensitive hashing (LSH) is a data structure to perform probabilistic
dimension reduction of high-dimensional data and efficiently handle similarity
searches, thus defeating the “curse of dimensionality.” The basic idea is to
hash the input items so that similar items are mapped to the same buckets with
high probability (the number of buckets being much smaller than the universe
of possible input items).

Definition 2.6.1 — Locality sensitive hashing. Let h be a random
hash function defined over a set S of n points. The hash function h is called
locality-sensitive, if, for any pair of points p, q ∈ S we have:

Pr[h(p) = h(q)] is “high” if p is “close” to q
and Pr[h(p) = h(q)] is “low” if p is “far” from q.

 Do such functions exist?

To understand locality-sensitive hashing, lets take an example.

▪  Example 2.2 — LSH using hamming distance. Consider the d
dimensional hypercube {0, 1}d and hamming distance D(p, q) = # positions on
which p, q, h and R differ, where p, q ∈ {0, 1}d. Define hash function h by
choosing a set R of k ≤ d random coordinates, and setting h(p) = projection of
p on R. In a particular scenario say, d=10, p=0110010111, q=1100110011 and
R is projection of points corresponding to the first, third, and fifth coordinates.
Then h(p) = 010 and h(q) = 101. According to the definition of h: probability
of equality of hash values of p and q is Pr[h(p) = h(q)] = (1 − D(p, q)/d)k, i.e.
=(1 − 3/10)3 = (7/10)3, which is quite high, so we should keep p and q in
different buckets.



▪  Example 2.3 — LSH for for high dimensional data. Consider
another example of real high dimensional data. We use ldp to denote the d-
dimensional real space Rd under the lp norm. For any point v ∈ R

d the
notation ∥v∥p represents the lp norm of the vector v. The LSH scheme uses p-
stable distributions as follows:

Compute the dot products (a.v) to assign a hash value to each vector v.
Each hash function defined as, ha,b(v) : Rd → hr

j,i (x) =
⟨x|aj,i⟩−bj,i

w
.

The hash function hr
j,i produces a real value which is subsequently

rounded to an integer, as hi (x) = ⌊hr
j,i (x)⌋.

A single hash function of H being not discriminative enough by itself, a
second level of hash functions is defined by concatenating functions 
hi ∈ H.
gr
j(x) = (hr

j,1, ⋯ ,hr
j,k) and after quantization:

gj = ⌊gr
j⌋ = (hj,1, ⋯ ,hj,k).

At this point, a vector x of the dataset is indexed by a set of L vectors of
integers gj (x) ∈ Z

d.

2.6.1  Use in nearest neighbor search problem
One of the main applications of LSH is to provide efficient nearest neighbor
search algorithms. In practice we use locality sensitive hashing to report (R,
ε)-approximate nearest neighbor queries, which returns a point within distance
εR to the nearest neighbor of the query point. The goal of LSH based nearest
neighbor search is to use hash functions hj(x) : R d → N

k with the locality-
sensitive property i.e., probability of collision is higher for nearby points than
for distant points. At the time of mapping, we populate the hash table by
evaluating each hash function on collection of points. To perform a nearest
neighbor query, we again evaluate the hash functions on the query point and
retrieve the points in the same bucket of the query. One of these points is likely
to be a ε-nearest neighbor of the query.



The above technique may suffer from edge effects, i.e., a query point
may map in a bin other than the bin containing its nearest
neighbor due to sensitivity threshold which can be tackled by
increasing the number of hash functions that reduce the
probability of edge effect.

Nearest neighbor search is very useful for real-time applications
such as finding a school near your new home or finding a nearby
bus stop or restaurant, and LSH is very efficient for such tasks in

comparison to other tree based data structures.

2.7  Exercises

Exercise 2.1 Consider the universal family H = {(ax + b) modNmodm}
where a, b ∈ {0,..., N − 1}, N = 97 and m = 7. Assume we choose two hash
functions f, g ∈ H and the sequence of insertions: I(3), I(10), I(17), I(24),
I(31), I(38), I(45). Find the collisions for your choice.      ▪

Exercise 2.2 Consider objects of the form xy where x and y are k bit
integers. Let h(xy) = f(x, y) be a deterministic hash function. Show that
there is a huge number of collisions.      ▪

Exercise 2.3 Find the probability an ideal random hash function is
perfect.     ▪

Exercise 2.4 Prove or disprove:
a) Cuckoo hashing has a worst-case unbounded time complexity with

regards to the insert operation.
b) Cuckoo hashing is able to rehash in constant time, which is why it has

an average case constant time complexity.      ▪

Exercise 2.5 Is it possible to delete an element from a bloom filter?      ▪



Exercise 2.6 Explain how to determine the optimal size of a bloom filter
(assume that other parameters are fixed).      ▪

Exercise 2.7 Assume we have a corpus of 1000 documents. In order to
check for similarities among them, we must compare 1000 × 1000 pairs.
Justify the role of locality sensitive hashing towards reduction of this huge
computational task.      ▪



Chapter 3
O(log(n)) Ordered Search (Trees and Lists)

In this chapter we discuss well known parts of data structures, i.e., ordered
searches for point queries based on trees and lists. However, more emphasis
is given to select topics that have been widely used in the past and cover
important theoretical foundations. In first section of this chapter, balanced
BST is covered as a brief review of previously covered topics of basic data
structure course. In section 2 randomized BST is discussed followed be
dynamic optimality in the next section. The issues of reducing log(n) lower
bound is described in section 4 and section 5 named as splay tree and tango
tree respectively. Skiplist is presented in the last section, as a state of the art
representative of linked based data structures, which provides O(log n) time
search with a probabilistic guarantee.

3.1  Balanced Binary Search Trees (BSTs)
A self-balancing binary search tree is a data structure for solving point query
searches. The tree maintains its height from foots to leaves and supports
dynamic updates. A binary tree is balanced if for each node it holds that the
number of inner nodes in the left subtree and the number of inner nodes in the
right subtree differ by at most 1. A binary tree is balanced if for any two
leaves the difference of the depth is at most 1. A binary search tree has the
following properties. Each node in the tree stores an element and can have at
most two child nodes. The tree does not contain any duplicate values.
Elements in a node’s left subtree are smaller than the node’s element.
Elements in a node’s right subtree are greater than the node’s element. There
are also three main tasks a binary search tree can perform. Figure 3.1 depicts
a BST. Figure 3.2 depicts a balanced BST.



Figure 3.1: A binary search tree



Figure 3.2: A balanced binary search tree for ordered search

Summary 3.1 — Search. Determine if a node containing a particular
element exists in the tree by performing a binary tree search. This is done
by starting at the root node and recursively searching the tree by selecting
the left or right subtree based on the node’s value and the value that we
are searching for. We know that the value does not exist in the tree if we
reach an external node and have not yet found it.

Summary 3.2 — Insert. Insert a new node in the correct place in the
tree given its value. This is also done with a tree search. Assuming the
element does not already exist in the tree, we search for the value that we



wish to insert until we arrive at an external node at which point we add
the new node as its right or left child depending on its value.

Summary 3.3 — Delete. Remove an element from the tree and re-
arrange the remaining nodes in order to keep the desired structure. If the
node you wish to delete is an external node you simply remove it;
however if it has children, the process is more complicated. One way to
deal with this is to identify its predecessor in the left subtree. This is the
greatest element in the left subtree which can be found by recursively
selecting the right child within this subtree (in other words it is the right-
most element in the left subtree). This in-order predecessor is then
removed (it is an external node so this is simple) and is used to replace
the node that is to be deleted. The opposite procedure would work as
well (i.e. replacing the node with its in-order successor in the right
subtree).

3.1.1  Height bound of balanced BST
Let T be a balanced binary search tree with n nodes whose maximum height
is h. At the top level there is only one node, in the next level there are at most
2 nodes, followed by 4, 8, … up-to 2h in the last level. Therefore a binary
search tree with with height h contains at most 20 + 21 + …. + 2h = 2h+1 −1
nodes, which implies that h = O(log n) when a tree is balanced. The standard
operations defined on a binary search tree (insert, delete, and search) takes at
most the height of the tree, i.e., O(log n) time, but we need to ensure the tree
is balanced. To keep this desired height of the balanced BST many strategies
are adopted from time to time and most methods incur additional overhead
cost for storing additional information such as weights and heights of
subtrees, and red and black color conventions. Additionally, such operations
also require complex balancing techniques to update the system after updates.

Most past research was intended to find efficient ways to
balance BSTs after updates and led to small improvements.
However, the main goal remains the development of a data



structure that will provide ordered arrangement of data with a O(log
n) reporting for point search queries. A clever way around these
computational overhead issues is the use of alternative data structures
such as randomized BSTs, self-balancing BSTs, and skiplists which
also provide O(log n) reporting for point search queries in a
probabilistic sense.

Complexity 3.1.1 — Balanced BST. All operations in a balanced
BST involve O(log n). i.e. complexity of insertion = complexity of
deletion = complexity of search. Complexity of re-balancing after every
update is at most O(log n); however for some balanced BST the
amortized cost of re-balancing is O(1).

3.2  Randomized BSTs
Balanced BSTs provide O(log n) lookup for point search queries, by storing
additional information in each node and executing complex re-balancing
mechanisms for dynamic updates. However, a simple alternative to maintain
the ordered index and provide – parallel construction O(log n) lookup, with
a probabilistic guarantee, is randomized BST. This technique eliminates the
need to store additional information in every node but requires a
randomization step to ensure O(log n) expected search complexity.

Definition 3.2.1 A BST is considered randomized if any node of the
tree is equally probable to become the root of the tree, i.e. in case of a
BST with n elements the probability of any node being a root is 1/n.

The main drawback considered in the simple binary search tree is that the
worst case complexity of search is O(n), i.e. the tree is fully skewed by
containing no left child or no right child. The objective is to fold the tree
properly by to keep height low (O(log n)). However, skewed BSTs are very
rare.



▪ Example 3.1 Let, {7, 13, 9, 5, 6, 11, 3, 2} be a set of elements and we
need to create a static binary search tree to enable search for a query
element. We also want to prevent the tree from skewing. The structure of a
BST depends on the sequence of its elements. A skewed BST based on the
above sequence will appear as [2, 3, 5, 6, 7, 9, 11, 13] or [13, 11, 9, 7, 6, 5,
3, 2] among 40320 total possible cases.      ▪

 How many permutations can we have in a set of size n? 

How many among them are skewed?

3.2.1  Static randomized BSTs
For static collection of elements we can create a randomized binary search
tree very easily. Assume S = {x1, x2, … , xn} is a collection of elements
given in advance for creation of a randomized binary search tree to enable
search in the collection. As the probability that the BST created is very low
(2/n! for fully skewed), any arbitrary order of insertion of the elements in a
simple BST has high probability that the tree is near balanced. Therefore for
static BST considering a random permutation of the elements of S before
insertion provides a near balanced BST with high probability. As a
consequence the search operation will also perform in O(log n) with high
probability.

3.2.2  Dynamic randomized BSTs
Creation of a static randomized BST is very simple, but maintaining a
random structure during dynamic update is complex. To create a randomized
BST we need to make sure that every member is equally probable to become
a root tree. To ensure this randomization, we generally insert a root with
probability 1/n, when n − 1 elements are already there in the tree. Assume
that we want to insert x in a binary tree with elements [x1, x2, … , xn]. The
first step is splitting the tree into two BSTS, one with all elements less than
the split point and one with more elements than the split point; this operation
is similar to quicksort. A simple implementation of split algorithm can be



done using a stack. The algorithm starts with a search for new elements and
stores the points of comparison in the stack up-to leaf. Now we extract
elements from the stack and check whether two consecutive points cross the
node or not, then we update the parent pointer of the node to the next element
of stack from same side. The two subtrees found in this process will be
inserted as the left subtree and as the right subtree of the new element, which
will be inserted in the root.

Insertion in the root happens once after every n − 1 elements,
whereas other elements are inserted with probability 1 − 1/n in
left or right subtree.

3.2.3  Analysis of randomized BSTs

Theorem 3.2.1 In a randomized BST, the required time to report a
search query is O(log n).

Proof. Let T be a randomized binary search tree with n elements 
[x1, x2, … , xn−1], i.e. T = Φ or T is created with insertion in root with
probability 1/n. The main analysis of randomized BST involves probabilistic
O(log n) search reporting for point queries in a random permutation setup.
Without loss of generality, we can denote a random permutation of elements
as [x1, x2, … , xn−1] and represent the permutation as [1, 2, … , n − 1].
Instead of proving the probability in terms of O(log n) we use harmonic
numbers Hn = ∑n

i=1
1
i

, since they are bounded by each other and the next
term of the sequence, i.e. Hn−1 ≤ log n ≤ Hnlog n + 1 (integral of a function)
is the area bounded by the curve.

Assume that we want to search x in a random permutation 
B = [1, 2, … , n − 1]. First, we need to find the probability of any point i ∈
B to be present in the search path of x. Without loss of generality, we assume
that i ≤ x; the opposite case i ≥ x is similar. If i appears in the search path of
x then the points {i + 1, i + 2, … , ⌊x⌋} will never appear before i;



otherwise i cannot appear in the search path of x. Similarly, 
{⌈x⌉, ⌈x⌉ + 1, ⌈x⌉ + 2, … , i − 2, i − 1} will never appear in the search
path of x before i, if i ≥ x. Therefore, the probability,

Pr{ i appears in the search path of x} = { .

We now define the random variable Ri s.t. Ri = 1 if i appears in the search
path of x and Ri = 1 if i does not appear in the search path of x. By definition
of Ri, for any x the total length of search path, L(x), is equal to expected
values of total sum of Ri for all points i, i.e.,

      ▪

3.3  Splay Tree
In the previous sections we discussed balanced BSTs and randomized BSTs
designed to provide O(log n) lookup time for point search queries.

 Is O(log n) search time the best result we can achieve in a

binary search model?

▪ Example 3.2 — Website query. Consider an application to facilitate
Internet browsing for an organization that wants to store IP and URL data of
popular websites in a BST. Assume that tree support dynamic updates are

1/ (⌊x⌋ − i + 1) if i < x

1/ (i − ⌈x⌉ + 1) if i > x

L(x) = E [∑n

i=1
Ri]

= E [∑x−1

i=0
Ri +∑n−1

i=x+1
Ri]

= ∑x−1

i=0
E[Ri] +∑n−1

i=x+1
E[Ri]

= ∑x−1

i=0

1

([x] − i + 1)
+∑n−1

i=x+1

1

/
(i − ⌈x⌉ + 1)
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i=0
1/(x − i + 1) +∑n−1
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1/(i − x + 1)
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+ 1
3

+ … + 1
x+1

+ 1
2

+ 1
3

+ … + 1
n−x

= Hx+1 + Hn−x − 2

= O(log n)



always maintained in a balanced manner. Suppose a new website is stored in
a leaf and added to a tree. Although the tree is balanced, the time required for
search (O(log n)) is not optimum because the node is the leaf. If the website
is accessed frequently, placing it in the root can make the application faster
(O(1)). An alternative arrangement placing frequently accessed elements
near the root and rarely accessed elements near leaves can make searching
faster even if the tree is not balanced.

Objective 3.1 We now discuss splay trees; these are important data
structures based on binary searches. They exceed height balance and use
access patterns to improve search parameters where query sequences are
not random. Sleator and Tarjan developed splay trees in 1985 and they
are important steps in the goal of achieving optimal BSTs.

Splay trees are self-adjusting, may be unbalanced, and are dynamic BST’s
intended to explore the access pattern of the search while providing the
O(log n) amortized time complexity for lookup of point queries. The main
technique used in the formation of this data structure is splaying to deliver a
node to a root. Unlike moving a node to a root via simple rotation, splaying
keeps the path length small while moving an element to a root.

3.3.1  Splaying
The restructuring heuristic, called splaying, is similar to moving a root in that
it performs rotations along the access path from the bottom up and moves the
accessed item all the way to the root. It differs in that it performs rotations in
pairs in an order that depends on the structure of the access path. To splay a
tree at a node x, we repeat the following splaying step until x is at the root of
the tree. Instead of repeatedly using rotation to move x to the root, use the
following three types of splaying operations to move x to the root.

Zig: If parent(x) is the root, rotate parent(x) to get x to the root (this is a terminal case).
Zig-
Zig:

If parent(x) is not the root and x and parent(x) are both left or both right children, rotate
grandparent(x) followed by rotate parent(x).

Zig-
Zag:

If parent(x) is not the root and x is a left child and parent(x) a right child or vice versa, rotate
parent(x) and then rotate the new parent(x).



3.3.2  Splaying algorithms
In this subsection, the algorithms that perform splaying operations are listed.
These algorithms are called in sequence to perform restructuring of splay
trees after every operation. All the algorithms run in constant time and the
length of a sequence determines the complexity of a particular operation.
Figure 3.3 illustrates splaying operations.

Figure 3.3: Splaying operations: Zig, Zag, Zig-Zig, and Zig-Zag.

Algorithm 6 Algorithm moving an element up-to root in splay tree
1:    Procedure SPLAY-TO-ROOT (x, T) ⊳ take input element x to be deleted

from splay tree, T
2:       While grandparent(x) exist do repeat ⊳ Continue double rotations
3:                If x is left child of parent(x) and parent(x) is left child of

grandparent(x) then Zig-Zig operation



4:                else if x is right child of parent(x) and parent(x) is right child
of grandparent(x) then Zag-Zag operation

5:                else if x is left child of parent(x) and parent(x) is right child of
grandparent(x) then Zig-Zag operation

6:                else if x is right child of parent(x) and parent(x) is left child of
grandparent(x) then Zag-Zig operation

7:       If x is left child of parent(x) then Zig operation ⊳ single rotate right
8:       else Zag operation ⊳ single rotate left
9:       return modified T

Algorithm 7 Algorithm to perform Zig operation in splay tree
1:   Procedure ZIG(x, T)                  ⊳ When parent is root and x is left

child
2:      State Make the x root
3:      Add parent as right child
4:      Add right subtree of x as left subtree of parent
5:      return modified T

Algorithm 8 Algorithm to perform Zag operation in splay tree
1:   Procedure ZAG(x, T)                  ⊳ When parent is root and x is right

child
2:      Make the x root
3:      Add parent as left child
4:      Add left subtree of x as right subtree of parent
5:      return modified T

Algorithm 9 Algorithm to perform Zig-Zig operation in splay tree
1:   Procedure ZIG-ZIG(x, T)                  ⊳ When x is left child of parent(x)

and parent(x) is left child of grandparent(x)
2:      Make the x root
3:      Add parent as right child of x
4:      Add grandparent(x) as right child of parent(x)
5:      Add right subtree of x as left subtree of parent(x)



6:      Add right subtree of parent(x) as left subtree of grandparent(x)
7:      return modified T

Algorithm 10 Algorithm to perform Zag-Zag operation in splay tree
1:   Procedure ZAG-ZAG(x, T)                  ⊳ When x is right child of

parent(x) and parent(x) is right child of grandparent(x)
2:      Make the x root
3:      Add parent as left child of x
4:      Add grandparent(x) as left child of parent(x)
5:      Add left subtree of x as right subtree of parent(x)
6:      Add left subtree of parent(x) as right subtree of grandparent(x)
7:      return modified T

Algorithm 11 Algorithm to perform Zig-Zag operation in splay tree
1:   Procedure ZIG-ZAG(x, T)                  ⊳ When x is right child of

parent(x) and parent(x) is left child of grandparent(x)
2:      Make the x root
3:      Add parent as left child
4:      Add grandparent(x) as right child of x
5:      Add left subtree of x as right subtree of parent(x)
6:      Add right subtree of x as left subtree of grandparent(x)
7:      return modified T

Algorithm 12 Algorithm to perform Zag-Zig operation in splay tree
1:   Procedure ZAG-ZIG (x, T)                  ⊳ When x is left child of parent(x)

and parent(x) is right child of grandparent(x)
2:      Make the x root
3:      Add parent as right child
4:      Add grandparent(x) as left child of x
5:      Add right subtree of x as left subtree of parent(x)
6:      Add left subtree of x as right subtree of grandparent(x)
7:      return modified T

3.3.2.1  Insertion



Insertion in a splay tree is done in two phases. In the first phase, the element
to be inserted is searched according to the binary search tree structure
followed by insertion of the element as in the BST procedure. In the second
phase, the newly inserted node must move up to the root using splaying
operations.

Algorithm 13 Algorithm to insert new node in splay tree
1:   Procedure INSERT-SPLAY(x, T) ⊳ take input element x and splay tree,

T
2:      Search the location in T to insert x
3:      Insert x as new leaf in T
4:      SPLAY-to-root(x)                   ⊳ function move a point to make it root
5:      return modified T

3.3.2.2  Deletion
The deletion in a splay tree is also done in two phases. In the first phase, the
element to be deleted is searched according to the binary search tree
structure followed by removal of the element or a not-found report (as in
BST method). In the second phase, the last access node before deletion or
reported not found must move up to the root using splaying operations.

Algorithm 14 Algorithm to delete a node in splay tree
1:   Procedure DELETE-SPLAY(x, T) ⊳ take input element x to be deleted

from splay tree, T
2:      State Search x in T
3:      If x found then remove x
4:      SPLAY-to-root(parent of x) ⊳ function move a point to reach the

root?
5:      return modified T

3.3.3  Performance
Performance of a splay tree depends on the splaying mechanism, in which
frequently accessed nodes move towards the root where access is time



constant. The worst-case of a splay tree is its height which may be O(n), but
O(log n) in the average case.

3.3.3.1  Competitiveness
1. Implementation is simpler for splay trees than for other self-

balancing binary search trees, such as red-black or AVL trees.
2. Average-case performance is as efficient for splay trees as it is for

other trees.
3. Splay trees have small memory requirements because they present

no need to store bookkeeping data.
4. The possibility of creating a persistent data structure (detailed in

Part II of this book) will allow access to previous and new
versions after updates. This can be useful in functional
programming, and requires amortized O(log n) space per update.

5. Splay trees are very efficient when nodes contain identical keys.
All tree operations preserve the order of the identical nodes within
the tree, which is a property similar to stable sorting algorithms. A
carefully designed find operation can return the leftmost or
rightmost node of a given key.

6. A splay tree may be much more efficient if its usage pattern is non-
uniform.

Perhaps the most significant disadvantage of splay trees is that
the height of a splay tree can be linear. For example, this will be
the case after accessing all n elements in non-decreasing order.

Since the height of a tree corresponds to the worst-case access time,
this means that the actual cost of an operation can be low. However
the amortized access cost of this worst case is logarithmic, O(log n).
Also, the expected access cost can be reduced to O(log n) by using a
randomized variant. A splay tree can be worse than a static tree by at
most a constant factor.

Splay trees can change even when they are accessed in a read-only
manner (i.e. by find operations). This complicates the use of such



splay trees in a multi-threaded environment. Specifically, extra
management is needed if multiple threads are allowed to perform find
operations concurrently.

Individual operations within a sequence can be expensive which is
a drawback for real time application.

For uniform access, the performance of a splay tree will be
considerably worse.

3.4  Tango Tree
Tango tree was introduced in [11] to provide O(log log n) competitive ratio
with dynamically optimal BST. The tango tree data structure is very
important with the theoretical point of view that it is a step forward towards
the desired O(1) “dynamic optimality conjecture” [7]. The center step of
tango tree creation is the marking of preferred paths on a simple BST
followed by decomposition of the said BST into auxiliary trees to form a tree
of trees.

3.4.1  Creation of tango tree
Creation of a tango tree from a simple BST is a typical folding of that BST
into a tree of trees defined by an access sequence already performed in the
BST. This transformation involves three concepts: preferred path, auxiliary
tree, and updating as described below.

The determination of preferred path is made on an augmented tree which
can store additional bits in each node to store preferred child information. A
preferred child of a node is decided from the access sequence and has
nothing to do with keys associated in the node. Let, x be a node of
consideration and designate l(x) and r(x) as left child and right child
respectively. We will mark l(x) as preferred child of x if l(x) is last
accessed; otherwise r(x) will be marked. This marking can be done by
setting the bit value to 1. A preferred path extends from root to leaf following
a preferred child. Nodes of the preferred path are compressed into an
auxiliary BST and remaining subtrees are hung from an auxiliary tree.
Preferred paths are depicted in Figure 3.4. An auxiliary tree may be



maintained as a modified red-black tree for storing subtrees. The nodes of
the preferred path are ordered and stored in the leaves of an auxiliary tree.

Figure 3.4: The preferred paths (dark edges) of a tango tree. Each node’s preferred child is its most
recently accessed child.

3.4.2  Tango analysis
To analyze the complexity of a tango tree, we need to compute the costs of
point search queries and updating. Since the height of the augmented tree is
O(log n), a search operation in an auxiliary tree can be done in O(log log n).

Complexity 3.4.1 — Tango search. To search for a query point x,
start from the topmost auxiliary tree and then move over the k number of
subtrees where each subtree contains O(log n) nodes. The total cost of a
point search is O(k log log n).



Complexity 3.4.2 — Tango update. Cost of updating a tango tree
is similar to searching, i.e. updating preferred child, split, join are all can
be done with the same cost of searching, O(k log log n), as split and join
takes O(k) time, where k is constant.

3.5  Skiplists
Skiplists are probabilistic data structures that may supplant balanced trees as
implementations of choice in many applications. Skiplist algorithms have the
same asymptotic expected time bounds as balanced trees and are simpler,
faster and use less space. Skiplists include algorithms for searching,
insertion, and deletion and are as versatile as balanced trees. We describe
and analyze algorithms so that searching for an element k away from the last
element searched for takes O(log k) time. Operation like merge, split and
concatenate skiplists, and implement linear list operations using skiplists
(e.g., “insert this after the kth element of the list”). The skiplist algorithms for
these actions are faster and simpler than their balanced tree cousins. The
merge algorithm for skiplists we describe has better asymptotic time
complexity than any previously described merge algorithm for balanced
trees.

3.5.1  Skipping
A skiplist is a data structure for storing a sorted list of items using a
hierarchy of linked lists that connect increasingly sparse subsequences of the
items. These auxiliary lists allow item lookup with efficiency comparable to
balanced binary search trees (that is, with number of probes proportional to
log n instead of n). Each link of the sparser lists skips over many items of the
full list in one step, hence the structure’s name. These forward links may be
added in a randomized way with a geometric or negative binomial
distribution. Insert, search and delete operations are performed in
logarithmic expected time. The links may also be added in a non-
probabilistic way so as to guarantee amortized (rather than merely expected)
logarithmic cost. A skiplist maintains the same distribution of nodes, but
without the requirement for the rigid pattern of node sizes:



1. 1/2 have 1 pointer
2. 1/4 have 2 pointers
3. 1/8 have 3 pointers
4. …..

5. 1/2i have i pointers
It’s no longer necessary to maintain the rigid pattern by moving values around
for insert and remove. This gives us a high probability of still having O(lg N)
performance. The probability that a skiplist will behave badly is very small.
A skiplist is built in layers. The bottom layer is an ordinary ordered linked
list. Each higher layer acts as an “express lane” for the lists below, where an
element in layer i appears in layer i+1 with some fixed probability p (two
commonly used values for p are 1/2 or 1/4). On average, each element
appears in 1/(1−p) lists, and the tallest element (usually a special head
element at the front of the skiplist) in lists. A search for a target element
begins at the head element in the top list, and proceeds horizontally until the
current element is greater than or equal to the target. If the current element is
equal to the target, it has been found. If the current element is greater than the
target, or the search reaches the end of the linked list, the procedure is
repeated after returning to the previous element and dropping down
vertically to the next lower list. The expected number of steps in each linked
list is at most 1/p, which can be seen by tracing the search path backwards
from the target until reaching an element that appears in the next higher list or
reaching the beginning of the current list. Therefore, the total expected cost of
a search in known when p is a constant. By choosing different values of p, it
is possible to trade search costs against storage costs. Figure 3.5 details the
structure and pointers.



Figure 3.5: Skiplist node structure and skipping pointers

3.5.2  Dynamic updates
The elements used for a skiplist can contain more than one pointer since they
can participate in more than one list. Insertions and deletions are
implemented much like the corresponding linked-list operations, except that
“tall” elements must be inserted into or deleted from more than one linked
list. Operations, which force us to visit every node in ascending order (such
as printing the entire list), provide the opportunity to perform a behind-the-
scenes de-randomization of the level structure of the skiplist in an optimal
way, bringing the skiplist to search time. (Choose the level of the i-th finite
node to be 1 plus the number of times we can repeatedly divide i by 2 before
it becomes odd. Also, i = 0 for the negative infinity header as we have the
usual special case of choosing the highest possible level for negative and/or
positive infinite nodes.) However this also allow us to know where all of the
nodes above level 1 are and delete them.

3.5.2.1  Size of header node
The size of the header node (the number of forward references it has) is the
maximum size of any node in the skiplist and is chosen when the empty
skiplist is constructed (i.e. it must be predetermined). Dr. Pugh [193] has
shown that the maximum size should be chosen as log 1/p N. For p = 1/2, the



maximum size for a skiplist with 65,536 elements should be no smaller than
log 2 65536 = 16.

3.5.2.2  Initialization

A new list is initialized as follows:
1. A node called NIL is created and its key is set to a value greater

than the greatest key that could possibly be used in the list (i.e. if
the list will contain only keys between 1 and 999, then 1000 may be
taken as the key in NIL). Every level ends with NIL.

2. The level of a new list is 1
3. All forward pointers of the header point to NIL.

3.5.2.3  Searching
1. Start at the highest level of the list.
2. Move forward following the pointers at the same level until the next

key is greater than the searched key.
3. If the current level is not the lowest, go down one level and repeat

the search at that level from the current node.
4. Stop when the level is 1 and the next key is greater than the

searched key.
5. If the current key is the searched key return the value of that node.

Otherwise, return a failure.

3.5.3  Probabilistic analysis of skiplist

Theorem 3.5.1 Expected total number of pointers at all levels O(2n).

Theorem 3.5.2 Expected height of skiplist is O(log n).

Theorem 3.5.3 Expected length of search path in skiplist is O(log n).



Proof. Proofs of these theorems are similarized to proofs for randomized
BSTS and are left as exercises for readers.     ▪

3.5.3.1  Time complexity
The expected time to find an element (and therefore to insert or remove) is
O(lg N). It is possible for the time to be substantially longer if the
configuration of nodes is unfavorable for a particular operation. Since the
node sizes are chosen randomly, it is possible to get an unacceptable run of
sizes. For example, it is possible that each node will be generated with the
same size, producing the equivalent of an ordinary linked list. An
unsatisfactory run will be less important in a long skiplist than in a short one.
The probability of poor performance decreases rapidly as the number of
nodes increases.

3.5.3.2  Comparison of BSTs and skiplists
The BST is efficient but may become easily unbalanced after several
insertions and deletions. Balanced trees (2-3 trees and red-black trees) are
guaranteed to remain balanced and as do the basic operations in O(log n) in
the worst case. Theoretically, they are efficient but their implementation is
complicated. On the other hand skiplists are easier to implement. The
algorithms for insertions and deletions are simpler and faster. They do not
guarantee O(log n) performance but they do have an O(log n) performance in
the average case (for insert, delete, search) and the probability of a high
deviation from the average is quite high.

3.6  Static and Dynamic Optimality
The search operation in a binary search tree starts at root and follows the
child nodes successively till the query object is found. The cost of search
operation in a binary search tree is computed as the number of comparisons,
generally one comparison generally one comparison at every node of the
search path, which is equal to the length of search path.



3.6.1  Search optimality in BST
Let’s consider the search sequences of length m: X={X1, X2, … Xm}. To
avoid issues involving small sequences and the initial state of the tree, we
assume m is sufficiently long (often only m = Ω(n) is needed) and that the
tree is in some canonical initial state. A BST-model algorithm is simply a
way of choosing a sequence of BST unit cost primitives to execute each
search. A BST-model algorithm is online if its choice of BST unit cost
primitives to execute search Xi is a function of X1, … Xi. The online BST
model is still very permissive, as only unit cost operations are counted, and
unlimited computation could be done to determine these operations. What is
normally thought of as a BST is an online BST model algorithm that can be
implemented on a BST where O(log n) bits of data can be augmented on
every node, and where unit cost operations are chosen based on the current
search, the contents of the node currently pointed to, including any augmented
data, and O(log n) bits of global state. Such a BST algorithm is called a real-
world BST.

We let RA(X) denote the cost in the BST model to execute X using some
BST-model algorithm A. Let OPT(X) be the fastest runtime of any BST that
can execute X; that is OPT(X) = minA RA (X). Given enough time (i.e.
exponential in m), OPT(X) can be computed exactly, and an offline algorithm
A such that RA (X) = OPT(X) can be produced. Splay trees are a BST
structures introduced by Sleator and Tarjan. They use a simple restructuring
heuristic, to move the searched item to the root. This heuristic has the
following effect on nodes other than the one searched: if the node x is at
depth d and l of the ancestors of x are on the search path, after the search x
will be at depth d + l 2 + O(1). The focus of this work is on the dynamic
optimality conjecture.

Definition 3.6.1 — Dynamic optimality conjecture. We refer
to any BST algorithm A such that RA(X) = O(OPT(X) + f(n)) for some f(n)
as dynamically optimal. Rather then focus on splay trees, we focus on
whether there are any dynamically optimal BSTs. We present several
different formulations of this, from weakest to strongest.



3.6.2  Static optimality
It is possible to compute in polynomial time (in, say, the RAM model) an
algorithm A such that RA(X) = O(OPT(X)). As we have noted that computing
such an algorithm is possible, given enough time, this question concerns only
running time, and is the easiest of the questions presented. We believe that
computing OPT(X) exactly is likely to be NP-complete. NP completeness
means that instead of a sequence of single searches to be executed on a BST,
a sequence of sets of items are provided and the algorithm can order the
searches in each set in whatever manner is beneficial to it. Computing the
exact optimal cost for executing such a sequence of sets of searches may
prove to be NP-complete.

3.6.3  Dynamic optimality
Is there an online BST algorithm A such that RA(X) = O(OPT(X))? In this
statement of the problem, A could do significant computation in order to
determine which BST unit-cost operation to perform at every step, subject
only to the requirement that it is online. This conjecture represents the claim
that there is no asymptotic difference in power between online and offline
algorithms in the BST model. Such equivalence in power between online and
offline power is generally not possible in more permissive models, and is
typically only found in very strict models such as the optimality of the move-
to-front rule for search in a linked list. In more permissive models like the
RAM, an offline algorithm could fill an array M such that M[i] = xi and thus
could trivially achieve offline performance that an online algorithm could
never match.

The search cost of a search BST algorithm is simply the depth
of the node to be searched. Any rotations or pointer movements
off the search path are free; in this way the BST can be

arbitrarily reconfigured between searches at zero cost. If one were to
try to adapt this method to the standard online BST model cost
function, a reasonable starting point would be to try to determine if
there is any cohesion of the trees produced by the method from one



search to the next, and to try to figure out if one could use such
cohesion to transform one tree to the next in time proportional to the
search cost.

3.7  Exercises

Exercise 3.1 A family of trees is called balanced if every tree in the
family has height O(log n), where n is the number of nodes in the tree. For
each property below, determine whether the family of binary trees
satisfying that property is balanced. If your answer is “no”, provide a
counterexample. If your answer is “yes”, give a proof.

(a) Every node of the tree is either a leaf or it has two children.
(b) The average depth of a node is O(log n).      ▪

Exercise 3.2 Let Φ be the potential function used to analyze splay trees,
i.e., Φ = ∑v∈T rank(v). Prove that the potential of a complete binary
tree is O(n) and that the potential of a rooted path is O(nlog n).      ▪

Exercise 3.3 Show how to modify a balanced binary search tree to find
max element <x query in O(log n) time.     ▪

Exercise 3.4 Describe an algorithm select(S, k) to find the kth sized
element in a skiplist S with n elements. You can add a field to each node
of S. The average time of the algorithm should be O(log n).      ▪

Exercise 3.5 Write an algorithm that builds a skiplist S from the given
BST T with n elements, such that the worst query time in S will be O(log
n). T can be unbalanced. The time complexity of the algorithm should be
O(n).      ▪



Chapter 4
Findset, Find Min, and Find Word

In this chapter, we explore data structures for point search queries and
widely used data structures to answer some very important queries. In the
first section we discuss disjoint-set data structure which is well known for
its applications in network algorithms and provides find set queries. Sections
4.2 and 4.3 cover binomial heaps and Fibonacci heaps; both are known for
their roles in creating priority queues. Binomial heaps efficiently perform
delete min queries. Fibonacci heaps effectively decrease key operation.
Section 4.4 covers various kinds of strings and their variants that are
designed for membership queries. The final section covers the use of
inverted indices for handling keyword queries. The chapter ends with a set of
exercises.

4.1  Disjoint Sets
The disjoint-set data structure, also known as a union find data structure was
developed to represent a disjoint collection of sets which allows simple
operations of set theory such as creating singleton sets, unions of to sets, and
most importantly, for determining to which set an element belongs. This data
structure is well known for its wide applications in network algorithms.

Definition 4.1.1 A disjoint-set data structure organizes a collection, S =
S1, S2, …, Sk of mutually disjoint sets, such that each element of any set is
represented as an object and each set has a representative element inside
the set. Moreover, it is possible to unite two disjoint sets Si and Sj to form
a new set Sk = Si ∪ Sj, which contains elements of both.



4.1.1  Operations on disjoint-set data structure
The disjoint-set data structure is characterized by its unique operations and
provides the way to understand the data which is always arranged as a
disjoint collection of sets. The operations are described below. Separate
three operations below by vertical spaces so they’re easier to read.

makeset(x): The makeset(x) operation uses an element x as input and
returns a new singleton set represented by itself.
union(x,y): The union(x,y) operation uses two sets represented by x and
y elements as inputs and unites those sets to return a new set consisting
of elements from both the sets.
findset(x): The findset(x) operation uses an element as input and returns
the representative of the set to which it belongs.

▪  Example 4.1 — Find connected components of a graph
G(V, E). In this example, we present an algorithm to compute connected
components of a given graph. The algorithm is very straightforward and
given below.      ▪

Algorithm 15 Algorithm to determine connected components of a graph G
1: procedure CONNECTED-COMPONENTS G(V,E) ⊳ computes

connected components of a graph
2:      for ∀ v ∈ V do
3:         makeset(v)          ⊳ creates |V| number of singleton sets
4:         remember representatives
5:      for ∀ (u, v) ∈ E do
6:      if findset(u) ≠ findset(v) then
7:         union(u,v)          ⊳ unite if different set
8:         reduce representative
9:      return representative        ⊳ one representative for each component

4.1.2  Representations of disjoint sets
Given abstraction for disjoint sets, the next task is to implement this data
structure in an efficient manner. A trivial implementation uses list



representation, i.e., each set will be a link list and specify disjoint set
operations there. Another implementation uses disjoint forests which are
combinations of tree data structures. Both the representations are discussed
below.

4.1.3  Link-list representations of disjoint sets
In a link-list representation of a disjoint set (Figure 4.1). Every set is
realized as a link list, nodes of the lists are elements of the sets,
representative elements should appear at the first location of a list and every
node will have two pointers instead of one. One pointer will point to the next
element, as in an ordinary link list. The second pointer will point to the
representative element of the set (the first node).

Figure 4.1: Disjoint sets with link representation

In this representation, makeset(x) creates a single node list with reference
to itself. There is no operation to create a non-singleton set; larger sets are
created via union operations. The union (x, y) joins two lists, generally the
larger one appears first to reduce complexity. The findset operation is
performed following the representative pointer associated with each element.

Definition 4.1.2 — Weighted union heuristic. Let |S1| = n and
|S2| = m be the cardinality of two disjoint sets, where m ≤ n. A union
operation must append the smaller list, S2 at the end of S1 to minimize the
pointer update, O(m).

Complexity 4.1.1 — Disjoint sets with link representation.
Complexity of makeset operation is O(1).



Complexity of findset operation is O(1).
Complexity of union operation is O(m + n).

Theorem 4.1.1 A union operation takes Ω(n) time, but a sequence of m
disjoint set operations on a collection of n elements required O(m + n log
n) time.

Proof. If all operations are makeset or findset it can be at most O(m). If m is
large enough and maximum possible union operation is performed then at
most (n − 1) union is possible but the cost of union is only O(1). The worst
case of union complexity occurs when set sizes are equal, which will take
time O (nlog n) similar to merge sort.       ▪

4.1.4  Forest representations of disjoint sets

Objective 4.1 — Disjoint forest representation. In link-list
representation of a disjoint set, the makeset and findset perform in
constant time whereas the union is almost linear. However, the findset and
union are called in roughly the same order in many applications.
Balancing the cost of union with findset operation is a good trade-off to
minimize the total cost of application, which is the main motive of
disjoint forest representation.

Realizing disjoint-set data structure with a collection of trees was first
proposed to make proper use of pointers (Figures 4.2 and 4.3). In this
representation sets are trees with reverse pointers, i.e., a parent pointer in
every node instead of child pointers in which roots will point to themselves
and represent the set as well. In makeset operation a root is created using an
input element. The findset operation accesses the sequential parent pointer to
reach the root element where the parent pointer points to itself and represents
the set. The union operation joins the two tree the root of the smaller rank
tree becomes the child of the root of the higher rank tree.



Figure 4.2: Disjoint sets with forest representation

Figure 4.3: Union by rank in disjoint sets

Definition 4.1.3 — Union by rank heuristic. In union(x,y)
operation of two disjoint sets represented by the elements x and y
respectively in the tree. As illustrated in the diagram below
representation the reference pointer associated with the tree with smaller



rank is updated by pointing it to the root of the higher rank tree. Rank of
the resulting tree is equal to the rank of the larger tree.

Definition 4.1.4 — Path compression heuristic. The findset
operation searches for roots by following parent pointers. It detaches all
nodes appearing in the path and makes them direct children of a root.

Theorem 4.1.2 For a sequence of m disjoint set operations on a
collection of n elements, represented as disjoint tree forest supported with
union by rank and path compression, where m ≥ n implement, the total cost
is O(m.α(n)), where α(n) = min{k : Ak(1) ≥ n}, the inverse of the variant
of Ackerman function Ak(i).

α(n) ≥ 4 means n greater than the number of atoms in the
universe.

Proof. Note that findset can use its worst case O(n) it will happen only once
due to the path compression heuristic, whereas makeset and union utilize
constant time. If all operations are makeset or findset, the result can be O(m)
at most. See Figure 4.4.



Figure 4.4: Disjoint-sets path compression during findset operation

4.2  Binomial Heap
Heaps are common data structures used mainly to implement priority queue
operations. Binomial heaps are taught in basic data structure courses. They
are binary trees used in moderately complex operations like findmin in O(1),
deletemin in O(log n), and buildheap in O(n). However, binomial heaps are
not suitable for dynamic update operations.

Objective 4.2 Binomial heap data structures provide amortized
constant time finemin and deletemin operations and they efficiently
perform insert and meld operations.

A binomial heap is a specific implementation of the heap data structure using
a collection of binary trees connected by a circular link list in the roots of the
respective trees. Each binary tree is a min heap (can be made max as well),
i.e. minimum element in the root. The numbers on nodes in a binary tree may



be 1, 2, 4, 8 etc. To create a binomial heap of any size we need to represent a
chosen number as a sum of binary numbers and create trees accordingly.

4.2.1  Creation and updates of binomial heap
Binomial heaps are created as a collection of binomial trees and connected
in roots by a circular link list. The sizes of the binomial trees are determined
by the elements of binomial sequence {1, 2, 4, 8, …} i.e., 
{20, 21, 22, 23, … , 2k, …}. A binomial tree Bk of size 2k is called order k
binomial tree or rank k binomial tree.

Binomial trees demonstrate remarkable properties because they are
represented by binomial numbers. See Figures 4.5 and 4.6.

1. For every k ∈ N , Bk = Bk−1 + Bk−1.

2. A binomial heap H1 of size 13 = 23 + 22 + 20 can be written as H1 =
B3 + B2 + B0.

3. Similarly, a binomial heap H2 of size 23 = 24 + 22 + 21 + 20 can be
written as H1 = B4 + B2 + B1 + B0.

4. H3 = meld(H1, H2) will have 36 = 25 + 22 node and can be written
as H3 = B5 + B2.

Figure 4.5: Binomial trees



Figure 4.6: Merging two binomial trees of same order

4.2.2  Operations of Binomial Heap
Binomial trees are constructed to include heap properties, i.e., values of
children are always greater than values of parents. See Figure 4.7. Creation,
update and finding minimum value are generally done through the operations
create(B0), meld(H1, H2), findmin(), deletemin(), deletenode(x) and
decreasekey(x, Δx).

Figure 4.7: Merging binomial trees of lower order

4.2.2.1  create(B0)

The (B0) operation creates a binomial tree of size 1; it contains only one root
as shown in Algorithm 16.

Algorithm 16 Algorithm to perform create (B0) operation
1: Procedure CREATE B0, x         ⊳Create a B0 from the element x
2:      Make the x root
3:      Add key value of x



4:      return B0

4.2.2.2  meld(H1, H2)

One useful operation of a binomial heap is meld(H1, H2). Other operations
like deletemin and deletenode depend on the meld operation and their
complexities are determined by the complexity of the meld. Algorithm 17
details the meld operation.

4.2.2.3  findmin()
To search and return the minimum value of a binomial heap we execute the
findmin() operation that traverses the list of the tree roots. One of these nodes
must have minimum value. This can be done in O(1) amortized complexity
though the worst case is O(log n). Algorithm 18 depicts the findmin function.

Algorithm 17 Algorithm to perform meld(H1, H2) operation
1: procedure H = MELD (H1 H2         ⊳ Join two binomial heaps
2:      for k = 0 → max {log |H1|, log |H2|} do do
3:         if more than one Bk then join root to create a Bk  + 1
4:         Add Bk  + 1 to list of H
5:      return H

Algorithm 18 Algorithm to perform findmin() operation
1: procedure FINDMIN (H)      ⊳ Find and return the minimum value of

heap
2:      Find minimum of link list
3:      return minimum value

4.2.2.4  deletemin()
In the deletemin() operation first we call findmin(H) to find the minimum
root from the collection of binomial trees associated with the binomial heap
H, then we delete that root and a new binomial tree followed by a meld
operation. For example, if in a binomial heap 



H = Bk + Bk−1 + ⋯ + Bi + ⋯ + B1 + B0 and minimum is the root of
Bi, then after removing root of Bi it will become 
Bi−1 + Bi−2 + ⋯ + B1 + B0 and the new binomial heap will be obtained
by meld(H ∖ Bi,Bi−1 + Bi−2 + ⋯ + B1 + B0). This operation has the
same complexity as meld as findmin operates in constant time. Algorithm 19
depicts the deletemin operation.

Algorithm 19 Algorithm to perform deletemin() operation
1: procedure DELETEMIN (H) ⊳ Delete the minimum element of the

heap H
2:      root (Bi) = findmin(H)
3:      remove root of Bi
4:      return meld(H \ Bi,Bi−1 + Bi−2 + … + B1 … B0)

4.2.2.5  decreasekey(x, Δx)
Assume we want to decrease the value of node x in a decreasekey(x, Δx)
operation but decreasing an intermediate key will violate the heap property.
So we need compare the node with its parent in a recursive process up-to
root or stop where the heat property is maintained. The worst case
complexity of decreasekey operation is O(log n), but it is an overestimate.
The operation will proceed in a binomial heap if a binary tree containing
most elements and a decreasekey operation is called in leaf node; this is a
rare situation. Algorithm details the decreasekey operation.

Algorithm 20 Algorithm to perform decreasekey(x, Δx) operation
1: procedure DECREASEKEY (x, Δx)   ⊳ Decrease the value of a

particular node
2:      Decrease x by Δx
3:   while parent(x) > current node do swap with parent
4:      Update current node to parent
5:   return New tree

4.2.2.6  deletenode(x)



To delete a particular node from a binomial heap which reside in some
binary tree following steps are performed:

1) set the value of that node sufficiently small (may be 0 or negative).
2) a bubble up of node up-to root to maintain heap property.
3) extract-min() operation will delete the node as well as recreate the

heap.
The worst case complexity of deletenode operation is O(logn), but it is an

over estimate because. Algorithm 21 shows the deletenode operation.

Algorithm 21 Algorithm to perform deletenode(x) operation
1: procedure DELETENODE (x) ⊳ Delete an arbitrary node in binomial

heap.
2:      decreasekey(x,∞)
3:      deletemin()
4:      return New Heap

4.2.3  Complexity
The complexity issues of the six binomial heap operation are summarized
below.

1. Complexity of create(B0) is O(1).

2. Complexity of meld(H1, H2) is O(log n) worst case (over
estimated).

3. Complexity of findmin() is O(1) amortized.
4. Complexity of deletemin() is O(log n) over estimated.
5. Complexity of deletenode(x) is O(log n) over estimated.
6. Complexity of decreasekey(x, Δx) is O(log n) over estimated.

▪ Example 4.2 — Prim’s algorithm to find Minimal Spanning
Tree. Prim’s algorithm uses binomial heaps to store the key values of
unexplored vertices. The algorithm searches every iteration to look for
minimum edges in explored vertices and unexplored vertics determined by



the minimum values of the priority queue. The iterations continue until the
priority queue is empty. If the graph under consideration is G(V, E), then
maximum size of priority queue is |V|, so number of findmin is |V| and number
of deletemin is also |V|. However, the number of decrease keys may be O(E)
which may cost up-to O(Elog V) without amortized analysis.

4.3  Fibonacci Heaps

Objective 4.3 Priority queue is a ubiquitous data structure in
theoretical computer science. Fibonacci heaps provide a fast and efficient
solution for decrease key operation, thus making the network optimization
algorithms faster.

The fibonacci heap data structure developed by Fredman and Tarjan in
1984 gives an efficient way to implement decrease keys of priority queues
[19]. See Figure 4.8 goal is to find a way to minimize the number of
operations needed to compute the Minimal Spanning Tree or Shortest Path
tree, the kind of operations that we are interested in are insert, decrease-key,
merge, and delete-min. We can achieve this minimization goal by using lazy
operations to reduce amortization complexity.

Figure 4.8: Fibonacci trees of different ranks and sizes



Fibonacci heaps make use of heap-ordered trees, but uses Fibonacci
numbers instead of the binomial numbers used in binomial heaps.

4.3.1  Properties of a Fibonacci heap
1. The roots of these trees are kept in a doubly-linked list (the “root

list” of H);
2. The root of each tree contains the minimum element in that tree (this

follows from being a heap-ordered tree);
3. We access the heap by a pointer to the tree root with the overall

minimum key;
4. For each node x, we keep track of the rank (also known as the

order or degree) of x, which is just the number of children x has;
we also keep track of the mark of x, which is a Boolean value
whose role will be explained later.

For each node, we have at most four pointers that respectively
point to the node’s parent, to one of its children, and to two of
its siblings. The sibling pointers are arranged in a doubly-

linked list (the “child list” of the parent node).

4.3.2  Inserting, merging, cutting, and marking
Inserting a node x. We create a new tree containing only x and insert it into
the root list of H; this is clearly an O(1) operation.

Merging two trees. Let x and y be the roots of the two trees we want to
merge; then if the key in x is no less than the key in y, we make x the child of
y; otherwise, we make y the child of x. We update the appropriate node’s
rank and the appropriate child list; this takes O(1) operations.

Cutting a node. If x is a root in H, we are done. If x is not a root in H, we
remove x from the child list of its parent, and insert it into the root list of H,
updating the appropriate variables (the rank of the parent of x is
decremented, etc.). Again, this takes O(1) operations. (We assume that when



we want to find a node, we have a pointer hanging around that accesses it
directly, so actually finding the node takes O(1) time.)

Marking. We say that x is marked if its mark is set to “true”, and that it is
unmarked if its mark is set to “false”. A root is always unmarked. We mark x
if it is not a root and it loses a child (i.e., one of its children is cut and put
into the root-list). We unmark x whenever it becomes a root. We will make
sure later that no marked node loses another child before it is cut and reverts
to unmarked status.

4.3.3  Decreasing keys and delete-min operation
At first, decrease-key does not appear to be any different than merge or
insert; we simply need to find the node and cut it off from its parent, then
insert the node into the root list with a new key. This requires removing it
from its parent’s child list, adding it to the root list, updating the parent’s
rank, and (if necessary) the pointer to the root of smallest key. This takes
O(1) operations.

The delete-min operation works in the same way as decrease-key: Our
pointer into the Fibonacci heap is a pointer to the minimum keyed node, so
we can find it in one step. We remove this root of smallest key, add its
children to the root-list, and scan through the linked list of all the root nodes
to find the new root of minimum key. Therefore, the cost of a delete-min
operation is O(# of children ) of the root of minimum key plus 
O(# of root nodes); in order to make this sum as small as possible, we
have to add a few bells and whistles to the data structure.

4.3.4  Algorithm for Fibonacci heaps
Maintain a list of heap-ordered trees.

4.3.4.1  insert
Add a degree 0 tree to the list.

4.3.4.2  delete-min



We can find the node we wish to delete immediately since our handle to the
entire data structure is a pointer to the root with minimum key. Remove the
smallest root, and add its children to the list of roots. Scan the roots to find
the next minimum. Then consolidate all the trees (merging trees of equal
rank) until there is ≤ 1 of each rank.

Assuming that we have achieved the property that the number of
descendants is exponential in the number of children for any node, as we did
in the binomial trees, no node has rank >clog n for some constant c. From this
assumption, we can conclude that every root (including the smallest) has
O(log n) children, and that consolidation leaves us with O(log n) roots.

The consolidation is performed by allocating buckets of sizes up to the
maximum possible rank for any root node, which we just showed to be O(log
n). We put each node into the appropriate bucket, at cost O(log n) + 
O(# of roots). Then we march through the buckets, starting at the smallest
one, and consolidate everything possible. This again incurs cost O(log n) + 
O(# of roots).

4.3.4.3  decrease-key
Cut the node, change its key, and insert it into the root list as before,
Additionally, if the parent of the node was unmarked, mark it. If the parent of
the node was marked, cut it off also. Recursively do this until we get up to an
unmarked node. Mark it.

4.3.5  Amortized analysis for Fibonacci heaps
Define Φ(DS) = k · (# of roots in DS + 2 · # marked bits in DS). Note that
insert and delete-min do not ever cause nodes to be marked - we can analyze
their behaviour without reference to marked and unmarked bits. The
parameter k is a constant that we will conveniently specify in the analysis
below. We now analyze the costs of the operations in terms of their amortized
costs (defined to be the real costs plus the changes in the potential function).

4.3.5.1  insert



The amortized cost is O(1) which represents actual work plus k change in
potential for adding a new root. Since k is a constant, O(1) + k = O(1) total
amortized cost.

4.3.5.2  delete-min
For every node that we put into the root list (the children of the node we have
deleted), plus every node that is already in the root list, we do constant work
putting that node into a bucket corresponding to its rank and constant work
whenever we merge the node.

Let r be the number of roots on the root list before we add the minumum
root’s children. From our assumption that the size of a tree be exponential in
its rank, we know that the number of children added is O(log n). Thus, our
real costs are putting the roots into buckets (O(r) + O(log n)), walking
through the buckets (O(log n)), and doing the consolidating tree merges (O(r)
+ O(log n)). On the other hand, our change in potential is k · (O(log n) − r)
(since there are at most O(log n) roots after consolidation). Thus, total
amortized cost is O(r) + O(log n) + k · (O(log n) − r) = O(log n) + (O(r) − k
· r). Now, we see that if we set k to be greater than the constant term hidden
in the O(r) notation, that term disappears, and the amortized cost becomes
O(log n).

4.3.5.3  decrease-key
The real cost is O(1) for each individual cut, key decrease and re-insertion.
The only problematic issue is the possibility of a “cascading cut” - a name
we give to a cut that causes the node above it to cut because it was already
marked, which causes the node above it to be cut since it too was already
marked. This can increase the actual cost of the operation to O(# of nodes
already marked). Every cost we incur from having to update pointers due to a
marked node that was cut is offset by the decrease in the potential function
when that previously marked node is now left unmarked in the root list.

More formally, let c be the number of nodes cut. The amount of real work
done is O(c). We clear c − 1 mark bits as we cascade up, but the parent of the
last node that we cut may be marked. Also, we added c nodes to the root list.
Thus, the change in potential is at most k · (c + 2( − (c − 1) + 1)) = −k · (c −



4), and the amortized cost is (O(c) − k · c) + O(1). As with delete-min, if we
set k to be greater than the constant term hidden in the O(c) notation, we’re
left with O(1). This analysis also explains why we needed to use twice the
number of marked bits in our potential function to cancel the addition of the
nodes onto the root list.

4.3.6  Tree size
The only thing left to prove is that for every node in every tree in our
Fibonacci heap, the number of descendants of that node is exponential to the
number of children of that node, and this is true despite the cut rule for
marked bits. We must prove this in order to substantiate our earlier assertion
that all nodes have degree ≤ log n.

Consider the children of some node x in the order in which they were
added to x.

Theorem 4.3.1 The ith child to be added to x has rank at least i − 2.

Proof. Let y be the ith child to be added to x. When it was added, y had at
least i − 1 children. This is true because we can currently see i − 1 children
that were added earlier, so they were there at the time of y’s addition. This
means that y had at least i − 1 children at the time of it merger because we
only merge equal ranked nodes. Since a node could not lose more than one
child without being cut, y must have at least i − 2 children (i − 1 from when it
was added, and no more than a potential 1 subsequently lost).      ▪

If we had been working with a binomial tree, the appropriate
lemma would have been rank = i − 1 not ≥i − 2.

Let Sk be the minimum number of descendants of a node
with k children. We have S0 = 1, S1 = 2 and, Sk ≥ ∑k−2

i=0 Si This
recurrence is solved by Sk ≥ Fk+2, the (k + 2)th Fibonacci number.

4.4  Tries



The trie is a oldest known data structure, which implements set of words
very efficiently report the set membership queries. Other than string
membership search, the trie data structure is widely used in modern
applications such as lexicon implementation, spelling correction, auto
complete operations, and routing tables. Figure 4.9 depicts a trie.

Figure 4.9: Trie

Consider a set S = {w1,w2, … ,wn} and query element wq, where 
m =max {|w1|, |w2|, … , |wn|} is the maximum length of the word. The
problem is to verify the membership of query element in the collection i.e., to
verify whether wq ∈ S or wq ∉ S. This simple problem can be solved by
using many data structures. Let’s consider the two best data structures O(1)-
hashing and O(log n)-bst and compare them with trie as shown in Table 4.1.



Table 4.1: Comparison of data structures for membership query

Set membership verification from a collection of data items is a classical
problem in computer science and lots of data structures are developed with a
common objective to reduce the query reporting time. However, finding a
word from a collection of words can be done using a special data structure
popularly known as TRIE or simply trie. Though the traditional data
structures like BST or hashing are very good for searching but in case of
string trie perform better, a comparison is shown in the table above.

The following are the main advantages of tries over binary search trees
(BSTs). If we store keys in a binary search tree, a well balanced BST will
need time proportional to mlog n, where m is maximum string length and n is
number of keys in a tree. Using trie, we can search the key in O(m) time, i.e.,
lookup time is faster. Looking up a key of length m takes worst case O(m)
time. A BST performs O(log (n)) comparisons of keys, where n is the
number of elements in the tree, because lookups depend on the depth of the
tree, which is logarithmic in the number of keys if the tree is balanced. Hence
in the worst case, a BST takes O(mlog n) time. Moreover, in the worst case
log (n) will approach m.

Tries are more space-efficient when they contain a large number of short
keys, since nodes are shared between keys with common initial
subsequences. Tries facilitate longest-prefix matching. The following are the
main advantages of tries over hash tables: Tries tend to be faster on average
at insertion than hash tables because hash tables must rebuild their indices
they they become full – a very expensive operation. Tries therefore have
much better bounded worst-case time costs, which is important for latency-
sensitive programs. Tries support ordered iteration, whereas iteration over a
hash table will result in a pseudo-random order given by the hash function



and there is no problem of collision even. Tries facilitate longest-prefix
matching, but hashing does not.

The word trie is an infix of the word “retrieval” because the trie can find a
single word in a collection of words with only a prefix of the word. The
main idea of the trie data structure consists of the following parts: The trie is
a tree where each vertex represents a single word or a prefix. The root
represents an empty string (””), the vertices that are direct sons of the root
represent prefixes of length 1, the vertices that are 2 edges of distance from
the root represent prefixes of length 2, the vertices that are 3 edges of
distance from the root represent prefixes of length 3 and so on. In other
words, a vertex that is k edges of distance of the root has an associated prefix
of length k.

4.4.1  Insertion
Inserting a key into trie is simple. Every character of input key is inserted as
an individual trie node. Note that the children constitute an array of pointers
to next level trie nodes. The key character acts as an index into the array of
children. If the input key is new or an extension of existing key, we need to
construct non-existing nodes of the key, and mark leaf node. If the input key is
a prefix of an existing key in trie, we simply mark the last node of key as leaf.
The key length determines trie depth. Algorithm 22 details the steps or
inserting a word in a trie.

Algorithm 22 Algorithm to insert word in trie
1: procedure TRIE-INSERT (word)         ⊳ Insert a word in trie.
2.      Set pointer to root
3:      while word length ≥ 0 do repeat over character
4:      if character not exist in childs then insert new child for the character
5:         move to next character
6:         move to child
7:      Set end flag
8:      return New trie



4.4.2  Searching
Searching for a key is similar to insert operation, however we only compare
the characters and move down. The search can terminate due to end of string
or lack of key in trie. In the former case, if the value field of last node is non-
zero, then the key exists in trie. In the second case, the search terminates
without examining all the characters of key, since the key is not present in
trie. Algorithm 23 lists the search steps.

Algorithm 23 Algorithm to search word in trie
1: procedure TRIE-SEARCH word         ⊳Search a word in a trie.
2:      Set pointer to root
3:      While word length ≥ 0 do repeat over character
4:         if character not exist in children then return not exist
5:         else move to next character
6:            move to child
7:      if Current character is end flag then return word found
8:      else return not exist

4.4.3  Deletion
During delete operation we delete the key in two phases using a stack. In the
first phase we search for the word to be deleted and store the characters
appearing in the search path. If the search is successful, we delete characters
up to the previous end flag (Algorithm 24).

Algorithm 24 Algorithm to delete word from a trie
1: procedure TRIE-DELETE word            ⊳ Delete a word from a trie.
2:      Set pointer to root
3:      while word length ≥ 0 do repeat over character
4:         push character in a stack
5:         if character not exist in childes then return not exist
6:         else move to next character
7:            move to child
8:      if Current character is end flag then stop the stack



9:          while character ≠ end flag do pop from stack
10:            remove character from trie
11:         return deleted
12:     else return not exist

4.4.4  Complexity
Insert and search operations costs equal O(key length). The memory
requirement of a trie is O(alphabet size * key length * N) where N is the
number of keys in trie. There are efficient representations of trie nodes (e.g.
compressed trie, ternary search tree, etc.) to minimize memory requirements.
What makes the trie really perform well is the fixed cost of looking up a
word of prefix; the cost depends only on the number of characters in a word,
not on the size of the vocabulary.

We must take into account the worst case timing first and later
convince ourselves of the practical timings. For every node in
a trie, we have a collection that may be either a set or a list. If

we choose the set option, the order of the operation will be in O(1)
time. If we use a linked list, the worst number of comparison will be
26 (the number of letters in the English alphabet). To move from node
to another, at least 26 comparisons are required at each step.

Complexity 4.4.1 — Lexicon. To insert a word of length k, we
need k * 26 comparisons. Applying the O notationy ields O(k) which will
become O(1). Insert operations are performed in constant time regardless
of the length of the input string (this might look lik an understatement, but
if we make the length of the input string a worst case maximum, this
sentence holds true). Same holds true for the search operation as well.
The search operation exactly performs the way the insert does and its
order is O(k*26) = O(1).

Complexity 4.4.2 — Space requirement. We will use an
English dictionary as an example to illustrate complexity. Considering



space requirements (recall that M indicates the byte size of the
dictionary), a trie could have M nodes in the worst case, if no two strings
shared a prefix. A lot of compression must be done if we observe a large
amount of redundancy in the dictionary. The English dictionary used in the
example contains 935,017 bytes and requires 250,264 nodes, with a
compression ratio of about 73%. However, despite the compression, a
trie will usually require more memory than a tree array because each
node requires at least 26 * sizes of pointer bytes plus overhead. On a 64-
bit machine, each node requires more than 200 bytes, whereas a string
character requires a single byte, or two if we consider UTF strings.

4.4.5  Compact trie
Consider a trie that is mostly static (all insertions or deletions of keys from a
prefilled trie are disabled) and only lookups are needed. It is possible to
compress the trie representation by merging the common branches to
compress the representation. We can also improve the time and space
performance metrics of a trie by eliminating all branch nodes that have only
one child. The result is called a compressed trie. When branch nodes with a
single child are removed from a trie, we need to keep additional information
so that dictionary operations may be performed correctly.

4.4.6  Patricia
A Patricia is a compressed trie. Instead of storing all data at its edges and
having empty internal nodes, Patricia stores data in every node. All
operations are performed at worst in O(K) time, where K is the number of
bits in the largest item in the tree. In practice, operations actually take
O(A(K)) time, where A(K) is the average number of bits of all items in the
tree. Most importantly, Patricia requires very few comparisons to keys during
any operation. During a lookup, each comparison (K at most) will perform a
single bit comparison against the given key, instead of comparing the entire
key to another key. Patricia, edge labels (from, to) in a compressed operation
are replaced by (T[from], to from + 1). To implement this idea we make a
copy of each string s that is inserted into T. To label an edge with some



substring of s, we use two pointers to the first and last characters of the label,
thus ignoring the cost of storing extra strings. The size of each edge label is
constant. Additional Patricia operations include (1) finding all strings with a
common prefix; the system returns an array of strings that begin with the same
prefix; (2) finding predecessors by locating the largest string that is smaller
than the given string using lexicographic order; and (3) finding successors by
locating the smallest string larger than the given string, also via lexicographic
order.

4.4.7  Suffix tree
Let S denote a string, the length of which is n. Let S[i, j] denote the substring
of S from position i to position j. Before constructing the suffix tree, we
concatenate a new character, $ to S. The importance of this character is
twofold. First, by adding it to the string, we avoid the undesirable situation in
which a suffix is a prefix of another suffix, which is undesirable. Second, the
generalization is also made easier by this operation. Now, we will define the
suffix tree of a string. We also consider fixed size alphabets; unbounded
alphabets are not discussed. A suffix tree is a rooted, directed tree (see
Figure 4.10). It has n leaves labelled from 1 to n, and its edges are labelled
by characters of the alphabet. The label of an edge e is denoted by l(e). On a
path from the root to the leaf j one can read the suffix S[j, n] of the string and
a $ sign. Such a path is denoted by P(j) and its label is referred as the path
label of j and denoted by L(j). We call a leaf w reachable from the node v, if
there is a directed path from v to w.



Figure 4.10: Suffix tree example (in reverse dictionary order)

Suffix trees can use quite a lot of space. There are long branches which
could be compressed to achieve a compact suffix tree of a string. Formally, a
compact suffix tree of S is a rooted directed tree with n leaves. Each internal
node has at least two children (the root is not an internal node). Each edge
has a label with the property that if uv and uw are edges, then the first
characters of the label of uv and of uw are distinct. The label of a path is the
concatenation of the labels on its edges.

4.5  Inverted Index
An inverted index data structure stores mappings from content such as words
or numbers in a database, document, or set of documents (unlike a forward
index that maps from documents to content). The purpose of an inverted index
is to allow fastfull text searches, at a cost of increased processing when a
document is added to the database. The inverted file may be the database file
rather than itsindex. It is the most popular data structure used indocument
retrieval systemsused on a large scale for example insearch engines.



4.5.1  Inverted index creation
In its basic form, an inverted index consists of postings lists, one associated
with each term that appears in the collection. A postings list is comprised of
individual postings, each of which consists of a document identification and
payload information about occurrences of the term in the document. The
simplest payload is nothing! For simple Boolean retrieval, no additional
information is needed in the posting other than the document identification;
the existence of the posting indicates the presence of the term in the
document.

▪  Example 4.3 Simple illustration of an inverted index. Each term is
associated with a list of postings. Each posting is comprised of a document
identification and a payload, denoted by p. An inverted index provides quick
access to documents identifications that contain a term.

• term1 occurs in d1, d5, d6, d11,........,
• term2 occurs in d11, d23, d59, d84,....., and
• term3 occurs in d1, d4, d11, d19,.......

In an actual implementation, we assume that documents can be identified
by a unique integer ranging from 1 to n, where n is the total number of
documents. Generally, postings are sorted by document identification.

terms postings
term1 d1p d5p d6p d11
term2 d11 p d23 p d59 p d84 p …
term3 d1 p d4 p d11 p d19 p …

     ▪
The size of an inverted index varies, depending on the payload stored in

each posting. If only term frequency is stored, a well-optimized inverted
index can be a tenth of the size of the original document collection. An
inverted index that stores positional information would easily be several
times larger than one that does not. Generally, it is possible to hold the entire
vocabulary (i.e., dictionary of all the terms) in memory, especially with



techniques such as front-coding. However, with the exception of well-
resourced, commercial web search engines, postings lists are usually too
large to store in memory and must be held on disk, usually in compressed
form; this involves random disk access and decoding of postings. One
important aspect of the retrieval problem is to organize disk operations such
that random seeks are minimized.

4.5.2  Index compression
We return to the question of how postings are actually compressed and stored
on disk. This chapter devotes a substantial amount of space to this topic
because index compression is one of the main differences between a “toy”
indexer and one that works on real-world collections. Generating or
maintaining a large-scale search engine index represents a significant storage
and processing challenge. Many search engines utilize a form of compression
to reduce the size of the indices on disk.

▪  Example 4.4 Consider the following scenario for a full text, Internet
search engine.

• An estimated 2,000,000,000 different web pages existed as of the
year 2000.

• Suppose there are 250 words on each webpage (based on the
assumption they are similar to the pages of a novel.

• It takes 8 bits (or 1 byte) to store a single character. Some encodings
use 2 bytes per character.

• The average number of characters in any given word on a page may
be estimated at 5.

• The average personal computer comes with 100 to 250 gigabytes of
usable space.

Given this scenario, an uncompressed index (assuming a non-conflated,
simple, index) for 2 billion web pages would need to store 500 billion word
entries. At 1 byte per character, or 5 bytes per word, this would require 2500
gigabytes of storage space alone, more than the average free disk space of 25



personal computers. This space requirement may be even larger for a fault-
tolerant distributed storage architecture.      ▪

4.5.3  Key words search
The point of using an index is to increase the speed and efficiency of
searches of the document collection. Without some sort of index, a users
query must sequentially scan the complete document collection, finding those
documents containing the search terms. Consider the “Find” operation in
Windows; a user search is initiated and a search starts through each file on
the hard disk. When a directory is encountered, the search continues through
each directory. With only a few thousand files on a typical laptop, a typical
find operation takes a minute or longer. Currently, a web search covers at
least one billion documents. Hence, a sequential scan is simply not feasible.
Within the search engine domain, data are searched far more frequently than
they are updated. An inverted index is able to do many accesses in O(1) time
at a price of significantly longer time to do an update, in the worst case O(n).
Where other data structures require a minimum of O(log n) time to perform
any operation; best results were produced from balanced developed to
improve database access. For many systems, the inverted index can be
compressed to around 10% of the original document collection.

4.6  Exercises

Exercise 4.1 Consider an algorithm that computes the connected
components of an undirected graph G using a forest of trees and union-
find: Start with a partition of the n vertices into a forest of n trees, each
consisting of a single vertex. Then, for each edge (i, j) in the graph G,
apply union(i, j). Prove that this algorithm is correct, in that it indeed
computes the connected components of G.     ▪

Exercise 4.2 Consider the set of all trees of height h that can be
constructed by a sequence of union-by-height operations. How many such



trees are there?     ▪

Exercise 4.3 Consider an arbitrary sequence of m makeset operations,
followed by u union operations, followed by f find operations, and let n =
m + u + f. Prove that if we use union by rank and find with path
compression, all n operations are executed in O(n) time.     ▪

Exercise 4.4 Give an example of two binary heaps with n elements
each such that build-heap takes (n) time on the concatenation of their
arrays.     ▪

Exercise 4.5 Discuss the relationship between inserting into a binomial
heap and incrementing a binary number and the relationship between
uniting two binomial heaps and adding two binary numbers.     ▪

Exercise 4.6 Show that if only the mergeable-heap operations are
supported, the maximum degree D(n) in an n-node Fibonacci heap is at
most ⌊logn⌋.     ▪

Exercise 4.7 Given two strings S1 and S2, and a positive integer k, find
the number of substrings of S1 of length at least k that occur in S2.
Develop and analyze an algorithm to solve this problem in O(|S1| + |S2| +
sort(Σ)) time.      ▪

Exercise 4.8 Create a suffix tree for Hizbizbiz.      ▪

Exercise 4.9 Create a trie, compact trie and Patricia for the word
searching from a file titled “Education news covers the latest national and



international education news”.      ▪

Exercise 4.10  Describe inverted index data structure for text searching
from a collection of documents. Compute construction cost and search
cost of an inverted index. Construct an inverted index for the following
collection.

• Doc1: breakthrough drug for schizophrenia
• Doc2: new schizophrenia drug
• Doc3: new approaches for treatment of schizophrenia

• Doc4: new hopes for schizophrenia patients      ▪



Part II

Evolving Paradigms



Chapter 5
Evolving Paradigms of Data Structures

In Part II presents structures of various data domains in a problem-specific
arrangement. Not all data structures work in all domains because data is
domain-specific and query requirements differ. The chapters (5 through 10)
of Part II describe various data structures: spatial, temporal, external
memory, distributed, and synopsis types. All six chapters conclude with
exercises.

This chapter details evolving paradigms and discusses topics of current
interest. This chapter is relevant because numbers, sizes, and complexities of
data structures continue to increase. This chapter focuses on geometric
queries and the complexities of input and output operations and
communications. The final section tackles large data problems.

Chapter 6 introduces data structures designed to handle spatial
(multidimensional) data. It starts by explaining range queries and suggests
four popular solutions: range search trees, KD trees, quadtrees and R trees.
Theoretical bounds, examples, and construction details are explained.

Chapter 7 explores lesser known temporal data structures: partial, full,
confluent, and functional persistent types. Retroactivity issues are also
covered. Chapter 8 describes external memory models designed to reduce
input and output operations related to queries. Cache aware and cache
oblivious models are explained as are (a,b), B, B+, and buffer trees. The
chapter includes theorems and examples.

Chapter 9 focuses on distributed data structures and the difficulties of
implementing them, then explains distributed hashing, distributed lists and
trees, and skip graphs. Theoretical details and recent developments are
described. Chapter 10 covers synopsis data structures designed to deal with



large amounts of streaming data. It includes definitions and notations.
Specific sections discuss sampling, sketching, fingerprints, and wavelets.

5.1  Geometric Queries
All the data structures we studied in previous chapters were developed to
handle one-dimensional data points. However, data points are not always
one-dimensional in practice. The ability to partition search space is a
common feature of most data structures. Most data structures are designed to
perform point search (linear space) queries. The common partitioning
strategy is dividing linear spaces around points into two halves. Instead of
designing a new data structure for higher dimensional spaces, we developed
a space partitioning device to transform points in linear space into two or
more dimensions. Note that curves and other geometric shapes can be used
for space partioning, but they are difficult to understand.

Orthogonal range queries are the most basic geometric inquiries. They are
different from point search queries and are helpful for developing range
search solutions and more advanced databases. Let S ⊆ Rd, where |S| = n and
Rd is a d dimensional real space having Cartesian coordinate system, i.e. S is
a set of n points of d dimensional space. Assume that Q is a query box (hyper
cube) in same d dimensional space whose sides are parallel to the axis of Rd.
In the range search problem, we are supposed to return the points of S ∩ Q

efficiently. In two dimensional case, Q is an interval say, [q1, q2] and the
points of S which are ≥q2 and ≤q1 should be reported.

▪ Example 5.1 Range searching arises in many applications.

• A university administrator may wish to know students whose ages are
between 21 and 24 years and whose grade point averages are greater
than 3.5.

• In a geographic database of cities one might seek a list of cities whose
latitude lies between 37′ and 41′ and longitude between 102′ and 109′.

• In data analysis it is often useful to do separate analyses on sets of
data lying in different regions (ranges) of the observation space and



then compare (or contrast) the respective results.
• In statistics, range searching can be employed to determine the

empirical probability content of a hyperrectangle, to determine
empirical cumulative distributions, and to perform density estimation.

      ▪

5.2  I/O Complexities
The efficiencies of algorithms and data structure are generally measured in
units of number of operations based on the assumption that the whole data
structure is stored in memory. But for large data structures not all of the data
can be stored in cache; the portions of the data structure must be stored in
external memory, which is usually a disk. Accessing data from the disk is a
slower operation than data in cache and measures; as units of time. Our
objective is minimizing the number of disk transfers for creation updates and
query reporting of data structure. Since accessing the external memory is so
much slower than accessing RAM, the total number of block transfers
between internal memory and external memory are only considered and the
computations performed within the internal memory are assumed free. The
notions of complexity we use to compute are meaningful but disk access is
too slow to make a program usable. Analyzing the performance of an ADT by
counting the number of disk transfers is called I/O complexity.

▪  Example 5.2 — Systems log file. A log file holds a tremendous
number of system commands. Every record stores the detailed information of
the program and its execution behavior. The huge number of records are
arranged into a large file, stored in the disk. The disk writing process is
formed block by block. When a new record must be stored, the last used
block is checked for empty slots; a new block is initiated if the last block is
filled. To access a stored record we need to load the particular block in the
memory. When storing an unordered list, the O(n/B) blocks are searched; n is
the number of nodes and B is block size. We can say that I/O complexity is
O(n/B). Using a ordered list can reduce this I/O complexity of searching to



O(log n/B), but insertion will become O(n/B). We can observed that
sequential access is not good option for data stored in disk.

5.3  Communication Complexities

Definition 5.3.1 — Communication complexity. The
communication complexity is a measure to quantify the total amount of
communication made by an algorithm that executes on different systems
over a network.

Communication complexity was introduced by Yao in 1979 (4) who
described complexity as communication between multiple parties. Assume A
and B are two parties; A possesses D1 data and B possesses D2 data. Our
task is to compute a function using both sets of data, f(D1, D2). Computation
can be done anywhere at the location of A or B. We choose to compute at A.
If B sends all data, A can compute f(D1, D2) trivially, but the goal of
communication complexity is to find an efficient solution: to compute a task
with the least amount of communication between the parties.

▪ Example 5.3 — Simple statistics. Assume that we need to compute
the average of a large collection D of n integers. The data resides with A and
B. A possesses D1 consisting of n1 integers and B possesses D2 consisting of
n2 integers, where n1 + n2 = n. Assume further that the task will be computed
at A. A trivial solution will send all B’s data to A, requiring (size of
D2)/(packet size) communication and computation of the average at A. A
better solution is choosing the computation point wisely, i.e., node with
smaller data will send. An even better solution is having B send the average
and number of nodes to A and having A compute the joint average.       ▪

5.4  Large Data Problem
The rapid growth of data size in various application domains demands more
efficient data structures capable of processing petabytes and continuous
sensor data. Large volumes of data that reside in disks or arrive continuously



over a network are not accessible randomly in multiple passes. Processing of
these kind of data using some data structure allows user to scan the data or
part of it only once through a small window. Main challenge of the
researchers is to minimize the access of the data and still allow the data
structure to answer the desired query with some degree of guarantee. For
static data S, residing in the disks and a class of queries Q, the goal is to
develop a data structure for the query class Q that minimizes the reporting
time as well as maximizes the accuracy and confidence of the answers. In
case of dynamic data structure, data arriving online are stored in disks, then
used to create and update data structures.

To address the above problem we need data structures with small
footprints, popularly known as synopsis data structures which are
substantively smaller than their base data sets. These are data structures for
supporting queries to massive data sets while minimizing or avoiding disk
access. They have the following advantages:

1. Fast processing: May reside in memory; provides fast processing of
queries and updates itself.

2. Fast transfer: Resides in disks; can be swapped in and out of
memory with minimal disk access.

3. Lower cost: Has minimal impact on space requirements of the data
set and its supporting data structures.

4. Small surrogate: Can provide surrogate function for data set when
the data set is currently expensive or impossible to access.

Since synopsis data structures are too small to maintain a full
characterization of their base data sets, they must summarize the data set, and
the responses they provide to queries will typically be approximate.

▪ Example 5.4 An important application domain for synopsis data structure
is approximate query answering for ad hoc queries of large data warehouses.
In large data recording and warehousing environments, it is often
advantageous to provide fast, approximated answers to complex decision
support queries. The goal is to provide an estimated response in far less time



than the time required to compute an exact answer by minimizing or
eliminating the number of accesses to the base data.      ▪

5.5  Exercise

Exercise 5.1 How can you search for all the points laying inside a
circle?      ▪

Exercise 5.2 How can you retrieve a previous edit in an image?      ▪

Exercise 5.3 How do you multiply two matrices, each of which is
larger than the computer memory?      ▪

Exercise 5.4 Describe the procedure of executing a stack on a
distributed environment.      ▪

Exercise 5.5 How would you determine the most frequent caller on
your phone since the day you purchased it?      ▪



Chapter 6
Spatial Data Structures

Objective 6.1 All data structures we studied so far deal with one-
dimensional data points, but real-life data are not always one-
dimensional. Our primary concern in this chapter is developing efficient
data structures to handle higher dimensional data points.

Partitioning search space is a common feature in most data
structures designed to perform point search (linear space)
queries. A common strategy s to divide the linear space into

two halves. Rather than designing new logical steps for higher
dimensional spaces, we utilize a space partitioning separator to
handle two-dimensional or greater situations. Curves and other
geometric shapes can partition space but they are difficult to
understand.

Definition 6.0.1 — Range queries. Orthogonal range queries are
basic geometric queries, unlike point search queries. They represent a
fundamental step toward developing the requirements for solving range
search problems. Let S ⊆ Rd, where |S| = n and Rd is a d dimensional real
space having Cartesian coordinates. S is a set of n points of d
dimensional space and Q is a query box (hyper cube) in the same d
dimensional space whose sides are parallel to the axis of Rd. In the range
search problem, we should return the points of S ∩ Q efficiently. In the
two-dimensional case, Q is an interval say, [q1, q2] and the points of S
which are ≥ q2 and ≤ q1 should be reported.



6.1  Range Search Trees
A range search tree on a set S of d dimensional points, is an ordered tree data
structure generally implemented with balanced binary search trees in each
dimension, where the data values are stored in the leaves and internal nodes
keep values for comparison purposes, usually the largest value of its left
subtree. A range search tree can be realized as a multi-level binary search
tree on a set of points in d-dimensions, defined recursively over the
dimensions as level. The first level is a binary search tree consisting of the
first coordinate of each point of S. Each node x of this top level tree contains
an associated range search tree data dimension created with the remaining (d
− 1) coordinates of the points of S stored in the subtree of x.

Definition 6.1.1 A range search tree is a binary tree data structure
designed to report all points within a given range of multi-dimensional
space.

Bentley introduced range trees in 1979 [50] to provide O(logd n + k)

times range query processing with O(n logd−1 n) space for n points of d
space, reporting K points. Bernard Chazelle improved complexity capacity
by achieving query time O(logd−1 n + k) and space requirement 

O(n( log n

log log n
)

d−1

).

6.1.1  Construction
A one-dimensional range search tree of n points is a simple binary search
procedure that takes O(n log n) time to be constructed. A multi-dimensional
range search tree is constructed recursively by implementing a balanced
binary search tree on the first coordinate of the points, followed by
construction of a (d − 1)-dimensional range search tree for the remaining
coordinates contained in the subtree of each node recursively till last
coordinate. This recursive construction of a range search tree requires. See
Figure 6.1.



Figure 6.1: Range search tree

6.1.1.1  Two-dimensional range search tree in O(n log n)

Let S ⊆ R2.
If S is singleton then return a leaf with value of that point.
Otherwise, construct a one-dimensional range tree based on the y
coordinates for (x, y) ∈ S.
Let xm = {median of all x}.
Let Sl ⊆ S s.t. x ≤ xm∀(x, y) ∈ Sl.
Let Sr ⊆ S s.t. x > xm∀(x, y) ∈ Sr.
Repeat above steps for Sl.
Repeat above steps for Sr.

Recursive equation of complexity is T(n) = 2T(n/2) + n, which resolves
into T (n) = O(n log n). Time to construct is O(n log2−1 n) = O(n log n).

6.1.2  Range query search



A range query Q on a range search tree TR containing points of S ⊂ Rd,
reports the set of points S ∩ Q. For d = 1 Q is an interval, say [x1, x2]. To
perform this range query, we first execute two point queries for the points x1
and x2 and then follow the steps below:

Let x12 be the last node in the common search path of x1 and x2.
For every node x after x12 in the search path of x1 do.
If x ≥ x1, report every point in the right-subtree of x including x.
For every node x′ after x12 in the search path of x2 do.
If x′ ≤ x2, report every point in the left-subtree of x′ including x′.
Return union of points.

A range search tree is a always a balanced binary search tree, so the
maximum length of search paths for any point is O(log n). Reporting the
points of a subtree is linear, the time of traversal. Therefore the time required
to perform a range query is O(log n + k), where k = |S ∩ Q|, the number of
points inside the query interval.

A range query in d-dimensions performs in a recursive matter on the
remaining structure and stops recursion via the above steps when the
remaining dimension is 1. The recursion works as a d-dimensional range
query reducing to O(log n) search and a (d − 1)-dimensional range query,
which achieves a complexity of O(n logd n + k).

This complexity can be reduced to O(n logd−1 n + k) using
fractional cascading.

6.2  KD Trees

Definition 6.2.1 A k-dimensional tree, popularly known as KD tree is
a geometric data structure widely used for organizing multi-dimensional
points into an upgraded binary search tree capable of searching over
dimensions alternatively while processing spatial search queries.



The KD tree is the most popular spatial data structure for performing range
search queries and nearest neighbor queries. Each level of the tree partitions
all children along a specific dimension and rotates the dimension over levels
using a hyperplane perpendicular to the axis of consideration. At the root of
the tree all points will be partitioned based on the first coordinate of the root
node, i.e. all points of the right subtree have larger first coordinates than the
roots have. Each level down the tree partitions the search space on the basis
of next dimension with a periodical repetition, i.e. returning to the first
dimension when the last one is finished. The efficient way to build a static
KD tree is to use a partition method that places the median point; all data
with smaller one-dimensional values moves to the right, and larger amounts
move to the right. We then repeat this procedure recursively on both the left
and right subtrees until single element remains. See Figure 6.2.

Figure 6.2: Simple KD tree example

Search space partitioning strategy used here is uses line
separators in two dimensions and hyperplane separators for
hyperspace, partitioning dimensions one after one alternatively.



6.2.1  Creation of KD tree
Since there are many possible ways to choose axis-aligned splitting planes,
there are many different ways to construct KD trees. First, we will
understand the creation method of a static KD tree before proceeding to
dynamic updates.

6.2.1.1  Construction of static KD tree

Step 1: Let S ⊂ Rd be a set of n points of d dimensional space, i.e. 
S = {x1,x2, … ,xi, … ,xn}, where each xi = (x1

i ,x
2
i , … ,xd

i ).
Step 2: The first partition of the data space takes place at the root of static

KD tree using the hyperplane x1 = x1
m, where x1

m is the median of 
{x1

1,x1
2, … ,x1

i , … ,x1
n}.

Step 3: The left subtree of the root will contain all the points on the left side
of the hyperplane x1 = x1

m, i.e. x1
i ≤ x1

m.
Step 4: Similarly, right subtree of the root will contain all the points lying to

the right of the hyperplane x1 = x1
m, i.e. x1

j > x1
m.

Step 5: Now, we have two disjoint subsets of point set, S = S1 ∪ S2 and 
S1 ∩ S2 = ϕ, where S1 contains all the points satisfying x1

i ≤ x1
m

and S2 contains all the points satisfying x1
j > x1

m.
Step 6: The next level partitions of the data space take place at the children

of the roots using the hyperplanes x2|S1 = x2
m|S1 , where x2

m|S1  is the
median of {x2

1,x2
2, … ,x2

i , … ,x2
n} ∩ S1, in the left child and 

x2|S2 = x2
m|S2 , where x2

m|S2  is the median of 
{x2

1,x2
2, … ,x2

i , … ,x2
n} ∩ S2, in the right child.

Step 7: The process continues until the subsets become singletons and are
inserted into the corresponding leaves when further partition is no
longer required.

The above method creates a balanced static KD tree.



Complexity 6.2.1 The above recursive algorithm will generate the
recursive equation T(n) = 2T(n/2) + n log n. Solving this recursion we
obtain T(n) = Ω(n log n).

6.2.1.2  Point query in a KD tree
The point of searching with a KD tree is analogous to searching in other
types of trees. For searching a query point xq = (x1

q ,x
q
i , … ,xd

q) in a KD
tree, we start the comparison of x1

q  with the first coordinate of root, followed
by the comparison of x2

q  with the second coordinate of selected child of root
and so on. Once the search process reaches the leaf, we decide whether the
point exists in the tree or not based on an exact match or failure. The
complexity of search process is O(log n) for a balanced KD tree consisting
of n nodes.

6.2.1.3  Dynamic updates in a KD tree
Inserting a node in an empty KD tree is trivial, as it is for other data
structures: create a root and insert the node. Inserting a new node in an
existing KD tree is also similar; the first step is running a point search to find
the location. The search process is coordinate wise of the point as well as
level wise of the tree, as explained in the above paragraph. Once the search
operation reach the leaf and element not already present in the tree, the new
node is inserted based on comparison of next coordinates of current node and
new node either as left or right child depending on the result of comparison.

Deleting a given node is similar to deletion processes for other tree
structures. The first step is determining the element to be deleted. If the node
is a leaf, simply delete it. If the element to be deleted is an internal node, the
operation is more complex.

Spatial data structures are generally created for large numbers
of data points; lazy deletes are preferred to sequential deletes
because they perform more efficiently.



 What about maintaining a balanced KD tree?

Dynamic updates may destroy the balanced structures of KD
trees. Rebalancing is not a preferred option even though an
unbalanced tree make increase search cost. A randomized KD

tree is a logical alternative but it requires random shuffling during
insertion.

Complexity 6.2.2 Inserting a new element in a balanced kd-tree takes
O(log n) time. Removing a given element from a balanced kd-tree also
takes O(log n) time. Querying a range parallel to the axes in a balanced
kd-tree takes O(n1−1/k + m) time, where m is the number of the points to
be reported in kth dimensional points.

6.2.2  Range search in KD tree
Range searches in KD trees find all points in the circle of a radius R of a
query q, typically achieved by using a stack. Starting from a root, we put all
the nodes and their children arriving in the search path into the stack for
further processing. When the search operation reaches the leaf, we compute
the distances of query points in the stack by removing them from the top
down. If the computed distance is less than R the point is accepted for range
reporting.

What to do with the node lying on the boundary?

We must consider all the points of the subtree rooted at that particular child
node for inclusion in the stack followed by a range verification for a possible
reporting.

Inclusion of a child node in a subtree is very expensive but the
step must be performed to ensure accurate range reporting.



If a KD tree uses split hyperlanes parallel to an axis, inclusion
of a subtree with a child node is made easier by subtraction of
splitting coordinate of child node and query point.

Complexity 6.2.3 The worst case time complexity for range search
query in a k-d tree containing n nodes is tworst = O(k ⋅ n1− 1

k ). The curse
of dimensionality leads most searches in high dimensional spaces to end
up as brute force searches.

6.2.3  Nearest neighbor search in KD tree
A nearest neighbor search in a KD tree is similar to a range search except
that the radius R is treated as a current minimum and rejection criterion
rather than as an accepted condition. The nearest neighbor search is
performed by using a stack. We start from the root and put all nodes and their
children in the search path into the stack for selection as possible nearest
neighbors sought by the query. After the search reaches the leaf, we compute
the distances of query points starting by removing the points in the stack from
the top down. The first distance computed between leaf and query point is
considered as current minimum R and the leaf is considered the current
nearest neighbor. We then compute the distances from the query point for all
other points extracted from the top of the stack. If the computed distance is
less than R the point updated as current nearest neighbor and the value of R
are reduced to newly computed distance; otherwise the old parameters will
remain. When the stack is empty the current nearest neighbor is reported.

Nearest neighbor search is very useful for real-time
applications such as finding a nearby school or the nearest bus
stop of restaurant.

6.3  Quadtree



A quadtree is a tree based spatial data structure in which each internal node
has exactly four children. Quadtrees perform the two-dimensional space
partition in each node dividing a two-dimensional point into four quadrants
or regions; this process is similar to what binary search trees do in one
dimension. Various methods can associate data with leaf nodes based on the
requirements of the application.

The subdivided regions may be square or rectangular, or may have
arbitrary shapes. This data structure was named a quadtree by Raphael
Finkel and J.L. Bentley in 1974 [51].

A quadtree is a hierarchical data structure that represents spatial data
based on the principle of recursive decomposition (similar to divide-and-
conquer methods). Hierarchical data structures are useful because of their
ability to focus on the interesting subsets of the data. This focusing results in
an efficient representation and improved execution times. Thus they are
particularly convenient for performing set operations. Data structures are
also attractive because of their structural clarity and ease of implementation.
The hierarchical representation using a tree data structure is the traditional
also a way to represent quadtrees but a linear representation is more efficient
and saves image storage space.

6.3.1  Inserting data into a quadtree
Starting at the root, determine which quadrant your point occupies. Recurse
to that node and repeat, until you find a leaf node. Then, add your point to that
node’s list of points. If the list exceeds some predetermined maximum
number of elements, split the node and move the points into the correct
subnodes. To query a quadtree, starting at the root, examine each child node,
and check if it intersects the area queried. If it does, recurse into that child
node. Whenever you encounter a leaf node, examine each entry to see if it
intersects with the query area, and return it if it does.

Theorem 6.3.1 Let T be a quadtree with m nodes. Then the balanced
version of T has O(m) nodes and can be constructed in O((d + 1)m) time.



6.3.2  Properties of quadtree
Quadtrees are hierarchical data structures whose common property is that
they are based on the principle of decomposition of space (Figure 6.3). Their
characterization is based on (1) the type of data they represent; (2) the
principle guiding the decomposition process; and (3) whether the resolution
is or is not variable. Currently quadtree is used for point data, areas, curves,
surfaces and volumes. The prime motivation for the development of the
quadtree is the desire to reduce the space necessary to store data through the
use of aggregation of homogeneous blocks. An important by-product of this
aggregation is the reduction of operating times of certain operations (e.g.
connected component labeling and component counting).



Figure 6.3: Example of quadtree

Quadtrees may be classified according to the type of data they represent,
including areas, points, lines and curves. Quadtrees may also be classified
by whether the shape of the tree is independent of the order in which data is
processed.

6.3.3  Region quadtree



The region quadtree represents a partition of space in two dimensions by
decomposing the region into four equal quadrants, subquadrants, and so on
with each leaf node containing data corresponding to a specific subregion.
Each node in the tree either has exactly four children, or has no children (a
leaf node). The height of a quadtree that follows this decomposition strategy
(i.e. subdividing subquadrants as long as there is interesting data in the
subquadrant for which more refinement is desired) is sensitive to and
dependent on the spatial distribution of interesting areas in the space being
decomposed. The region quadtree is a type of trie.

A region quadtree with a depth of n may be used to represent an image
consisting of 2n × 2n pixels, where each pixel value is 0 or 1. The root node
represents the entire image region. If the pixels in any region are not entirely
0s or 1s, it is subdivided. In this application, each leaf node represents a
block of pixels that are all 0s or all 1s. Note the potential savings in terms of
space when these trees are used for storing images; images often have many
regions of considerable size that have the same colour value throughout.
Rather than store a big two-dimensional array of every pixel in the image, a
quadtree can capture the same information potentially several divisive levels
higher than the pixel-resolution sized cells that we would otherwise require.
The tree resolution and overall size are bounded by the pixel and image
sizes.

A region quadtree may also be used as a variable resolution representation
of a data field. For example, the temperatures in an area may be stored as a
quadtree, with each leaf node storing the average temperature over the
subregion it represents.

If a region quadtree is used to represent a set of point data (such as the
latitude and longitude of a set of cities), regions are subdivided until each
leaf contains at most a single point.

6.3.4  Point quadtree
The point quadtree is an adaptation of a binary tree used to represent two-
dimensional point data. It shares the features of all quadtrees but is a true tree
as the center of a subdivision is always on a point. It is often very efficient in
comparing two-dimensional, ordered data points, usually operating in O(log



n) time. Point quadtrees are worth mentioning for completeness, but they
have been surpassed by KD trees as tools for generalized binary search.

Point quadtrees are constructed as follows. Given the next point to insert,
we find the cell in which it lies and add it to the tree. The new point is added
such that the cell that contains it is divided into quadrants by the vertical and
horizontal lines that run through the point. Consequently, cells are rectangular
but not necessarily square. In these trees, each node contains one of the input
points.

Since the division of the plane is decided by the order of point-insertion,
the tree’s height is sensitive to and dependent on insertion order. Inserting in
a “bad” order can lead to a tree of height linear in the number of input points
(at which point it becomes a linked-list). If the point-set is static, pre-
processing can be done to create a tree of balanced height.

A node of a point quadtree is similar to a node of a binary tree, with the
major difference being that it has four pointers (one for each quadrant)
instead of two (left and right) as in an ordinary binary tree. Also a key is
usually decomposed into two parts, referring to x and y coordinates.
Therefore, a node contains the following information: four pointers:
quad[NW], quad[NE], quad[SW], and quad[SE] point; which in turn
contains: key; usually expressed as x, y coordinates value.

▪ Example 6.1 — Connected Component Labelling. Consider
two neighbouring black pixels in a binary image. They are adjacent if they
share a bounding horizontal or vertical edge. In general, two black pixels are
connected if one can be reached from the other by moving only to adjacent
pixels (i.e. there is a path of black pixels between them where each
consecutive pair is adjacent). Each maximal set of connected black pixels is
a connected component. Using the quadtree representation of images, we can
find and label these connected components in time proportional to the size of
the quadtree. This algorithm can also be used for polygon colouring.

The algorithm works in three steps:
1. Establish the adjacency relationships between black pixels.
2. Process the equivalence relations from the first step to obtain one

unique label for each connected component.



3. Label the black pixels with the label associated with their
connected component.

To simplify the discussion, let us assume the children of a node in the
quadtree follow the Z-order (SW, NW, SE, NE). Since we can count on this
structure, for any cell we know how to navigate the quadtree to find the
adjacent cells in the different levels of the hierarchy.

Step 1 is accomplished with a post-order traversal of the quadtree. For
each black leaf v we look at the node or nodes representing cells that are
northern neighbours and eastern neighbours (i.e. the northern and eastern
cells that share edges with the cell of v). Since the tree is organized in Z-
order, we have the invariant that the southern and western neighbours have
already been taken care of and accounted for. Let the northern or eastern
neighbour currently under consideration be u. If u represents black pixels:

• If only one of u or v has a label, assign that label to the other cell.
• If neither of them have labels, create one and assign it to both of them.
• If u and v have different labels, record this label equivalence and

move on.
Step 2 can be accomplished using the union-find data structure. We start with
each unique label as a separate set. For every equivalence relation noted in
the first step, we union the corresponding sets. Afterwards, each distinct
remaining set will be associated with a distinct connected component in the
image.

Step 3 performs another post-order traversal. This time, for each black
node v we use the union-find’s find operation (with the old label of v to find
and assign v its new label (associated with the connected component of
which v is part).

6.4  R Tree

Objective 6.2 So far we have described many spatial data structures
to report geometric queries, but all these data structures store
multidimensional points, whereas R trees index special objects such as



regions and answer geometric queries as objects or collections of
objects.

An R tree is a spatial data structure developed for indexing multi-
dimensional batch processing such as geographical information or graphics
design. The R tree was invented by Antonin Guttman in 1984 and is very
popular for storing spatial objects, the data structure provides solid
theoretical foundation as well as useful applications.

Definition 6.4.1 R tree, or rectangle tree, is a highly balanced multiple-
use tree data structure developed to index spatial objects using their
geometric location. It is created in bottom up manner and very efficient
for performing object, range object, and nearest object searches.

In R tree data structure, we group nearby objects and organize them with
their minimum bounding rectangle (MBR) in the upper level of the tree. The
whole tree is a hierarchical structure of inclusive MBRs except the leaves
containing the objects.

Like other spatial data structures, R trees also partition search
spaces in terms of MBRs. They create overlapping space
partitioning and use optimization to minimize overlap instead

of utilizing disjoint space partitioning.

6.4.1  Indexing structure of R tree
R tree is a multilevel height balance tree. Each node contains several keys
and pointers for child nodes up to a determined maximum of m. A leaf level
node contains information about objects. Internal nodes contain rectangles
corresponding to children lying inside their parent nodes. Figure 6.4 shows
the indexing and hierarchical bounding boxes of an R tree.



Figure 6.4: Construction of minimum bounding region of R tree.

6.4.1.1  Creation of R tree
Let, S = {O1,O2,O3, …On} be a set of n objects of multidimensional
space (Rd). Each object is associated with some arbitrary contiguous area in
the space. task of R-tree is to index the objects to answer the query
efficiently. Let {I1, I2, I3, … , In} be the identifiers corresponding to the
objects, where each Ii is a hyper-rectangle or d-dimensional box covering the
object Oi (1 ≤ i ≤ n) and Ii is a minimum box for a particular dimension u,
(umin, umax) of Oi and (umin, umax) of Ii are the same; u = umin and u = umax

are the boundary hyperplanes of Ii for uth dimension. The leaf level entries
are created as Ei = (Ii, tuple identifier); This identifier points to the object Oi.
Non leaf entries are written as E = (I, child pointer), where child pointer and
they point to a child of this node corresponding to the entry E and I is the
minimum bounding region which encompasses all the regions corresponding
to the entries of child node (Figure 6.5). We keep two parameters m and M to
decide bounds for the number of entries in every internal node excluding root
and a general convention is to take M = 2m, i.e. m ≤ number of entries ≤ M.



In this process, the region of root is the minimum hyper-rectangle to
encompass all identifiers as well all objects.

Figure 6.5: Example of R tree

6.4.2  Search in R tree
To search a given query object Oq, first we need to create MBR of Oq. Let Iq
be the corresponding identifier. Start the search process by matching the
region of Iq with MBRs of all entries of internodes, starting from the root. A
successful match in internal node means inclusion of Iq within some MBR,
(gets smaller at every match) and finally query Oq matches at leaf.

For range search we need to report all objects inside the range. The range
search process follows a path from root to leaf and matches the region of
query with MBRs of all entries of the internal nodes. The objective is to find
the smallest MBR which contains the whole range and reports all the objects
under the subtree rooted at that node.



In the case of a nearest neighbor search for a given point or region, the
search process runs with the help of a priority queue. Starting from the root
the algorithm inserts the nodes of the search path and their children into the
priority queue. The priority values are decided by computing distance from
the query point to the identifier. The find-min-return-by function at the end is
the desired answer for nearest neighbor search in R tree.

6.4.3  Dynamic update of R tree
R trees can be updated dynamically through insert and delete operations. R
trees are height balanced; the two-phase update method handles height
without performing rotation or other external balancing steps.

6.4.3.1  Insertion in R tree
Insertion of a new object in the R tree is done by two phase traversal started
from the root up to the leaf node of the search path. The first phase is similar
to search and we create a new object and its identifier. In the second phase
we traverse from leaf to upper level node until the identifier is included into
a top level MBR. This process may require redefinition of the MBR and
updating data in a reverse path up to the root. In some situations, we may
need to split the node to maintain the upper bound M for number of entries.
However, sharing of entry with the less crowded sibling is also possible.

Tree height may get increased in the second phase of insertion,
when a split occurs at the root of the R tree but the system
maintains height balance by increasing the heights of all the

paths get increased.

6.4.3.2  Deletion in R tree
Deletion in R tree is similar to insertion and performed in two phases. In the
first phase, a search operation is executed to find the object to be deleted.
The second phase may be required only if the object if found and deleted. In
this case, a bottom-up date of the MBRs in the affected path is required. In
certain situations, nodes may be underfilled and may be joined with a sibling
or take a sibling from a crowded node.



In the second phase of any update operation, MBRs must be
updated optimally. The choice to share or merge siblings
should be performed to maintain minimum overlaps between

higher level MBRs.

6.5  Exercises

Exercise 6.1 Describe how to construct a d-dimensional range tree on n
given points in O(nlgd−1 n) time.      ▪

Exercise 6.2 Describe how to construct a d-dimensional layered range
tree on n given points in O(nlgd−1 n) time.      ▪

Exercise 6.3 What is a spatial data structure? Describe the
applicability of the following data structures for various types of queries
of special data.

1. Multi-dimensional range search tree
2. KD tree
3. Quadratic tree

4. R tree      ▪

Exercise 6.4 What is nearest neighbour search problem? Write an
algorithm for an approximate nearest neighbour search using the follow
data structures:

1. Multi-dimensional range search tree
2. KD tree
3. Quadratic tree

4. R tree      ▪



Exercise 6.5 What is an R tree? Explain the construction of R tree for
special objects. How would you construct an internal MBR? Discuss the
optimality issues for insertion in an R tree in the case of a split. Discuss
the optimality issues for deletion in an R tree in the case of a join.     ▪



Chapter 7
Temporal Data Structures

Objective 7.1 — Temporal Data Structures. We usually deal
with data structures in traditional algorithmic settings. Updates are
handled by modifying data or their underlying pointers. Information is lost
because those processes do not retain previous data states. Temporal data
structures preserve information from previous states so it is available for
access.

In this chapter we discuss temporal data structures, which will allow us to
view and/or modify past and present data structures. The specific behaviors
of these data structures are defined below.

There are two primary models of temporal data structures. The first,
called persistence, is based on the branching-universe model of time travel.
In this model, going back in time and making changes creates a new branch of
the data structure that differs from the original branch. The second, called
retroactivity, works on the idea of round-trip time travel. Here, a time
traveler goes back in time, makes a change, and then returns to observe the
effects of his or her change. This model gives us a linear timeline with no
branching.

We have vaguely referred to persistence as the ability to answer queries
about the past states of the structure. Here we give several definitions of
persistence.

7.1  Partial Persistence



In this persistence model we may query any previous version of the data
structure, but we may only update the latest version. The relevant operations
are read(var, version) and newversion = write(var, val).

 Can we use time travel models to review past data

structures?     ▪

A persistent data structure that always preserves the previous version of
itself when it is modified. Such data structures are effectively immutable, as
their operations do not (visibly) update the structure in-place, but instead
always yield a new updated structure. The term was introduced in 1986 by
Driscoll et al. [86].

A data structure is partially persistent if all previous versions of the same
data structure can be accessed for viewing (read only mode) but only the
current version can be updated. The data structure is fully persistent if view
and modification are possible in all the versions. If there is a special
combination operation that can create a new version from two previous
versions of the data structure, the system is a confluent persistent data
structure. Data structures that are not persistent are ephemeral.

Persistent data structures are used in functional programming. Further, in
the case of purely functional programs, all data is immutable, therefore all
data structures are automatically fully persistent. Persistent data structures
can also be created using in-place updating of data and these may, in general,
use less time or storage space than their purely functional counterparts.
Purely functional data structures are persistent in that they avoid the use of
mutable state, but can still achieve attractive amortized time complexity
bounds.

Definition 7.1.1 — Purely functional language. A purely
functional language is a programming technique which does not allow any
delete operation but can overwrite data by invoking a function call that
returns newly computed data.



While persistence can be achieved by simple copying, this is inefficient in
CPU and RAM usage, because most operations make only small changes to a
data structure. A better method is to exploit the similarity between the new
and old versions and share structures between them, such as using the same
subtree in a number of tree structures. A garbage collection feature may be
necessary if determining the number of previous versions that share parts of a
structure is not feasible the user wishes to discard old versions. However, a
sophisticated system such as the ZFS copy-on-write model can perform these
tasks by directly tracking storage allocation.

7.1.1  Partial persistence
In the partial persistence model (Figure 7.1), we may query any previous
version of the data structure, but we may only update the latest version. This
implies a linear ordering among the versions.

Figure 7.1: Partial persistence

7.1.1.1  Fat node method
This method records all changes made to nodes in node fields without
erasing the old values of the fields. This requires that we allow nodes to
become arbitrarily “fat”. In other words, each fat node contains the same
information and pointer fields as an ephemeral nodes, along with space for
an arbitrary number of extra field values. Each extra field value has an
associated field name and a version stamp which indicates the version in
which the named field was changed to have the specified value. Besides,
each fat node has its own version stamp, indicating the version in which the
node was created. The only purpose of nodes having version stamps is to
make sure that each node only contains one value per field name per version.
In order to navigate through the structure, each original field value in a node
has a version stamp of zero.



Complexity 7.1.1 — Fat node method. Use of the fat node
requires O(a) space for every modification. Just store the new data. Each
modification takes O(1) additional time to store the modification at the
end of the modification history. This is an amortized time bound, assuming
we store the modification history in a growable array. For access time,
we must find the right version at each node as we traverse the structure. If
we made m modifications, then each access operation has O(log m)
slowdown resulting from the cost of finding the nearest modification in
the array.

7.1.1.2  Path copying
Path copy duplicates all nodes on the path containing the node about to be
inserted or deleted. We must first cascade the change back through the data
structure: all nodes that pointed to the old node must be modified to point to
the new node instead. These modifications cause more cascading changes,
and so on, until we reach the root. We maintain an array of roots indexed by
timestamp. The data structure pointed to by time t’s root is exactly time t’s
data structure.

Complexity 7.1.2 — Path copying method. The m
modifications cost O(log m) lookup time. Modification time and space
are bounded by the size of the structure, since a single modification may
cause the entire structure to be copied. That is O(m) for one update, and
thus O(n2) preprocessing time.

7.1.1.3  A combination of fat node and path copying
Sleator and Tarjan (7) devised a way to combine the advantages of fat nodes
and path copying, getting O(1) access slowdown and O(1) modification
space and time.

In each node, we store one modification box. This box can hold one
modification to a node (to a pointer, a key, another piece of node-specific
data) along with a timestamp of the modification. Initially, every nodes
modification box is empty.



Whenever we access a node, we check the modification box, and compare
its timestamp against the access time. (The access time specifies the version
of the data structure that we care about.) If the modification box is empty, or
the access time is before the modification time, then we ignore the
modification box and just deal with the normal part of the node. On the other
hand, if the access time is after the modification time, then we use the value
in the modification box, overriding that value in the node. (Say the
modification box has a new left pointer. Then we’ll use it instead of the
normal left pointer, but we’ll still use the normal right pointer.)

Modifying a node works like this. We assume that each modification
touches one pointer or similar field. If the node’s modification box is empty,
then we fill it with the modification. Otherwise, the modification box is full.
We make a copy of the node, but using only the latest values. That is, we
overwrite one of the node’s fields with the value that was stored in the
modification box. Then we perform the modification directly on the new
node, without using the modification box. We overwrite one of the new nodes
fields, and its modification box stays empty. Finally, we cascade this change
to the nodes parent, just like path copying. This may involve filling the
parents modification box, or making a copy of the parent recursively. If the
node has no parent-its the root-we add the new root to a sorted array of
roots.

With this algorithm, given any time t, at most one modification box exists
in the data structure with time t. Thus, a modification at time t splits the tree
into three parts: one part contains the data from before time t, one part
contains the data from after time t, and one part was unaffected by the
modification.

7.1.1.4  Complexity of combination
Time and space for modifications require amortized analysis. A modification
takes O(1) amortized space, and O(1) amortized time. To see why, use a
potential function Φ, where Φ(T) is the number of full live nodes in T. The
live nodes of T are just the nodes that are reachable from the current root at
the current time (that is, after the last modification). The modification boxes
of full live nodes are full.



Each modification involves some number of copies, say k, followed by
one change to a modification box. You could add a new root but that would
not change the argument. Consider each of the k copies. Each costs O(1)
space and time, but decreases the potential function by one. First, the node
we copy must be full and live, so it contributes to the potential function. The
potential function will only drop, however, if the old node isnt reachable in
the new tree. Since the node is not reachable in the new tree, the next step in
the algorithm will be to modify the nodes parent to point at the copy. Finally,
we know the copys modification box is empty. Thus, weve replaced a full
live node with an empty live node, and Φ goes down by one. The final step
fills a modification box, which costs O(1) time and increases Φ by one.

Putting it all together, the change in Φ is ΔΦ = 1 − k. Thus, weve paid O(k
+ ΔΦ) = O(1) space and O(k + ΔΦ + 1) = O(1) time.

7.1.2  Full persistence (see Figure 7.2)
In this model (Figure 7.1), both updates and queries are allowed on any
version of the data structure. We have operations read(var, version) and
newversion = write(var, version, val).

7.1.3  Confluent persistence
In this model (Figure 7.3) in addition to the previous operation, combination
operations merge the inputs of previous versions into a single output version.
We have operations read(var, version), newversion = write(var, version,
val) and newversion = combine(var, val, version1, version2). Rather than a
branching tree, combinations of versions induce a DAG (direct acyclic
graph) structure on the version graph.



Figure 7.2: Full persistence

Figure 7.3: Confluent persistence

7.1.4  Functional persistence
This model takes its name from functional programming where objects are
immutable (Figure 7.4). The nodes in this model are likewise immutable:
revisions do not alter the existing nodes in the data structure but create new
ones instead. The difference between functional persistence and the other
types is the need to keep all the structures related to previous versions intact:



the only allowed internal operation is to add new nodes. The three previous
types of persistence were far more flexible as long as we were able to
implement the interface. Each of the succeeding levels of persistence is
stronger than the preceding ones. Functional implies confluent, confluent
implies full, and full implies partial. Functional implies confluent because
we are simply restricting ways to implement persistence. Confluent
persistence becomes full persistence if we do not use combinators. Full
persistence when we limit our writing to the latest version.

Figure 7.4: Different versions (Part A, Part B, Part C) of data structure in functional persistence

7.2  Retroactivity
A retroactive data structure (Figure 7.5) supports simple operations such as
insertion (t, update), deletion (t), and query (t, query). An uppercase insert
indicate an operation on a retroactive data structure. A lowercase update
denotes an operation on the current data structure. Think of time t as an
integer but a better approach is to use an order maintenance data structure to
avoid using non-integers (in case you want to insert an operation between
times t and t + 1).



Figure 7.5: Retroactivity

7.2.1  Decomposable search problem
This is similar to a simple search problem but requires that queries must
satisfy the following equation: 
query(x, A ∪ B) = f(query(x, A), query(x, B)), for some function f
computed in O(1) (sets A and B may overlap). Examples of problems with
such a function include dynamic nearest neighbor, successor on a line, and
point location. We want to build a balanced search tree on time (leaves
represent time). Every element “lives” in the data structure on the interval of
time, corresponding to its insertion and deletion. Each element appears in
O(log n) nodes. To query on this tree at time t, we want to know what
operations have been done from the beginning of time to t. Because the query
is decomposable, we can look at O(log n) different nodes and combine the
results (using the function f).

▪ Example 7.1 — Priority queue. Priority queues are data structures in
which retroactive operations potentially create chain reactions but still
produce acceptable results. The main operations are insert and delete-min
which we would like to retroactively Insert and Delete. It is possible to
implement a partially retroactive priority queue with only O(log n) overhead
per partially retroactive operation. Because of the presence of delete-min,



the set of operations on priority queues is non-commutative. The order of
updates now clearly matters, and inserting a delete-min retroactively has the
potential to cause a chain reaction which changes subsequent results.      ▪

Summary 7.1 — Temporal data structure. Temporal data
structures are used to create timestamped indices of data and are useful in
applications relevant to time travel operations.

In this chapter we have discussed basics of temporal data
structures. Interested readers are referred to Okasaki’s book on
functional data structures [88].

7.3  Exercises

Exercise 7.1 Given an ordered universe U of keys, develop and analyze
a fully retroactive data structure that maintains S ⊆ U and supports the
following operations:

• insert(k) : Insert k ∈ U into S
• delete(k) : Remove k ∈ U from S
• successor(k) : Return min{k′ ∈ S | k′ ≥ k}

under the constraint that all insert operations must occur at time −∞. All
operations should run in time O(log m), where m is the total number of
updates performed in the structure (retroactive or not). Observe that such
a structure is sufficient to answer the “rightward ray shot” queries needed
for the nonoblivious retroactive priority queue.      ▪

Exercise 7.2 Create persistence versions of the following data
structures:

1. Array
2. Link list



3. Binary search tree
4. Skiplist

5. Trie      ▪



Chapter 8
External Memory Data Structures

There exist collections of data so large that no computer has enough memory
to store them. In such cases, the application must resort to storing the data on
some external medium such as a hard disk, a solid state disk, or even a
network file server (which has its own external storage). Accessing an item
from external storage is extremely slow. The hard disk attached to the
computer on which this book was written has an average access time of 19
ms and the solid state drive attached to the computer has an average access
time of 0.3 ms. In contrast, the random access memory in the computer has an
average access time of less than 0.000113 ms.

Accessing RAM is more than 2500 times faster than accessing the solid
state drive and more than 160000 times faster than accessing the hard drive.
These speeds are fairly typical; accessing a random byte from RAM is
thousands of times faster than accessing a random byte from a hard disk or
solid-state drive. Access time, however, does not tell the whole story.

When we access a byte from a hard disk or solid state disk, an entire block
of the disk is read. Each of the drives attached to the computer has a block
size of 4096; each time we read one byte, the drive gives us a block
containing 4096 bytes. If we organize our data structure carefully, each disk
access could yield 4096 bytes that are helpful in completing whatever
operation we are doing. This is the idea behind the external memory model
of computation.

In this model, the computer has access to a large external memory in which
all of the data resides. This memory is divided into memory blocks each
containing B words. The computer also has limited internal memory on
which it can perform computations. Transferring a block between internal



memory and external memory takes constant time. Computations performed
within the internal memory are free; they take no time at all. The fact that
internal memory computations are free may seem a bit strange, but it simply
emphasizes the fact that external memory is so much slower than RAM.

In the external memory model, the size of the internal memory is also a
parameter. However, for the data structures described in this chapter, it is
sufficient to have an internal memory of size O(B + logBn). That is, the
memory needs to be capable of storing a constant number of blocks and a
recursion stack of height O(logBn. In most cases, the O(B) term dominates the
memory requirement. For example, even with the relatively small value B =
32, B ≥ logBn for all n ≤ 2160.

8.1  Input/Output (I/O) Model
We will be working in the standard I/O model introduced by Aggarwal and
Vitter [133]. The model has the following parameters: N = number of
elements in the problem instance, M = number of elements that can fit into
main memory, B = number of elements per block, where M < N and 1 ≤ B ≤
M/2. An I/O operation (or I/O) is a swap of B elements from internal
memory with B consecutive elements from external memory (disk). The
measure of performance we consider is the number of such I/Os needed to
solve a problem.

As we shall see shortly, N/B (the number of blocks in the problem) and
M/B (the number of blocks that fit into internal memory) play an important
role in the study of I/O complexity. Therefore, we use n as shorthand for N/B
and m for M/B. We say that an algorithm uses a linear number of I/Os if it
uses O(n) I/Os.

Early work on I/O algorithms concentrated on algorithms for sorting and
permutation-related problems in the single disk model, as well as in the
extended version of the I/O model. In the single disk model, external sorting
requires O(nlogmN) I/Os, which is the external equivalent of the well-known
(N log N) internal sorting bound. Searching for an element among N elements
requires O(logBN) I/Os. More recently external algorithms and data
structures have been developed for a number of problems in different areas.



An important consequence of the fundamental external memory bounds for
sorting and searching is that, unlike in internal memory, use of on-line
efficient data structures in algorithms for batched problems often leads to
inefficient algorithms. Consider for example sorting N elements by
performing N insert followed by N delete operations on a B tree. This
algorithm perform sO(NlogBN) I/Os, which is a factor B log Bm from
optimal. Thus while for on-line problems O(logBN) is the I/O bound
corresponding to the O(log2N) bound on many internal memory data structure
operations, for batched problems the corresponding bound is O((logmN)/B).
The problem with the B tree in a batched context is that it does not take
advantage of the large main memory effectively; it works in a model where
the size of the main memory is equal to the block size.

8.2  Cache Oblivious Algorithms
8.2.1  Cache aware model
The memory system of most modern computers consists of a hierarchy of
memory levels, with each level acting as a cache for the next; for a typical
desktop computer the hierarchy consists of registers, level 1 cache, level 2
cache, level 3 cache, main memory, and disk. The model defines a computer
as having two levels: 1. The cache which is near the CPU, cheap to access,
but limited in space. 2. The disk which is distant from the CPU, expensive to
access, but nearly limitless in space. The main aspect of this model is that
transfers between cache and disk involve blocks of data. As a consequence
of this, the memory access pattern of an algorithm has a major influence on
its practical running time. If the program is aware of the cache hardware, the
information can be used to optimize the cache complexity for the particular
cache size and line length.

8.2.2  Cache oblivious model
There are situations where the memory transfer between two levels of the
memory hierarchy dominates the running time, which is often the case when
the size of the data exceeds the size of main memory. Besides, every machine



has a different memory hierarchy and cache size. Therefore, it is not always
possible to know the right parameters to achieve the optimal run time.

8.2.2.1  Consequences of using Cache Oblivious
First, if a cache-oblivious algorithm performs well between two levels of the
memory hierarchy (cache and disk), then it must automatically work well
between any two adjacent levels of the memory hierarchy, because blocks in
memory levels nearer the CPU store subsets of memory levels farther from
the CPU. Second, we can design and analyze algorithms in a two-level
memory model, and obtain results for an arbitrary many-level memory
hierarchy, i.e., algorithm formulated in the RAM model but analyzed in the
I/O model. Why? Since the I/O-model analysis holds for any block and
memory size, it holds for all levels of a multi-level memory hierarchy.

8.2.2.2  Assumptions
We do not know the page-replacement strategy cache hardware is using. We
can make two assumptions. Firstly, that the page replacement is optimal, and
second, that the cache is fully associative.
Optimal page replacement specifies that the future is known and it always
evicts the page that will be accessed farthest in the future. Least Recently
Used (LRU) is a more realistic solution because future is not known.
Full associativity allows any block to be stored anywhere in a cache. Typical
real-world caches are either directed mapped (c = 1) or two-way
associative (c = 2). It is not uncommon to assume that a cache is taller than it
is wide, that is, the number of blocks, M/B, is larger than the size of each
block, B.

Cache oblivious models work by recursive divide-and-conquer
algorithms. A problem is divided into smaller and smaller subproblems until
the system reaches a subproblem size that fits into the cache, regardless of
the cache size.

8.3  B, B+ Tree



The binary tree was developed to perform search operations in the internal
memory, generally in the assumption of RAM model that supports search
queries for n items in O(log n) time, which is optimal for the number of
comparisons required for computation (Figure 8.1). A common adaptation of
the concept of the external memory model is the B tree. Data are transferred
in blocks of B items and provide an Ω(logBN) I/O lower bound. These lower
bounds depend mainly on the parameters of the model.

Figure 8.1: B-tree node structure

To facilitate block transfers for data structure operations involving
external memory access, a node of the tree represented by a block that can
store θ(B) data values and pointers is required for θ(B)-way branching. The
well-known balanced multiway B tree due to Bayer and McCreight [194], is
the most widely used nontrivial external memory data structure. The degree
of each node in the B tree (with the exception of the root) is required to be
θ(B), which guarantees that the height of a B tree storing N items is roughly
O(logBN). B trees support dynamic dictionary operations and one-



dimensional range search optimally in linear space using O(logBN) I/Os per
insert or delete and O(logB(N) + z) I/Os per query, where Z = zB is the
number of items output. When a node overflows during an insertion, it splits
into two half-full nodes, and if the splitting causes the parent node to have
too many children and overflow, the parent node splits, and so on. Splittings
can thus propagate up to the root, which is how the tree grows in height.
Deletions are handled in a symmetric way by merging nodes.

8.3.1  Searching
The implementation of the find(x) operation generalizes the find(x) operation
in a binary search tree. The search for x starts at the root and uses the keys
stored at a node, u, to determine in which of u’s children the search should
continue.

More specifically, at a node u, the search checks if x is stored in u. keys.
If so, x has been found and the search is complete. Otherwise, the search
finds the smallest integer, i, such that u. keys[i] > x and continues the search
in the subtree rooted at u. children[i]. If no key in u. keys is greater than x,
then the search continues in u’s rightmost child. Just like binary search trees,
the algorithm keeps track of the most recently seen key, z, that is larger than x.
In case x is not found, z is returned as the smallest value that is greater than
or equal to x.

We can analyze the running time of a B tree find(x) operation both in the
usual word-RAM model (where every instruction counts) and in the external
memory model (where we only count the number of nodes accessed). Since
each leaf in a B tree stores at least one key and the height of a B tree with ℓ
leaves is O(logB ℓ ), the height of a B tree that stores n keys is O(logBn).
Therefore, in the external memory model, the time taken by the find(x)
operation is O(logBn). To determine the running time in the word-RAM
model, we have to account for the cost of calling find _ it(a,x) for each
node we access, so the running time of find(x) in the word-RAM model is 
O(logBn) × O(logB) = O(logn).

8.3.2  Insertion



One important difference between B trees and binary search trees is that the
nodes of a B tree do not store pointers to their parents. The lack of parent
pointers means that the add(x) and remove(x) operations on B trees are most
easily implemented using recursion.

Like all balanced search trees, some form of re-balancing is required
during an add(x) operation. In a B tree, this is done by splitting nodes.
Although splitting takes place across two levels of recursion, it is best
understood as an operation that takes a node u containing 2B keys and having
2B + 1 children. It creates a new node, w, that adopts u.

The splitting operation modifies three nodes: u, u’s parent, and
the new node, w. This is why it is important that the nodes of a
B tree do not maintain parent pointers. If they did, then the B +

1 children adopted by w would all need to have their parent pointers
modified. This would increase the number of external memory
accesses from 3 to B + 4 and would make B trees much less efficient
for large values of B.

The add(x) method in a B tree finds a leaf, u, at which to add the value x.
If this causes u to become overfull (because it already contained B − 1 keys),
then u is split. If this causes u’s parent to become overfull, then u’s parent is
also split, which may cause u’s grandparent to become overfull, and so on.
This process continues, moving up the tree one level at a time until reaching
a node that is not overfull or until the root is split. In the former case, the
process stops. In the latter case, a new root is created whose two children
become the nodes obtained when the original root was split.

The executive summary of the add(x) method is that it walks from the root
to a leaf searching for x, adds x to this leaf, and then walks back up to the
root, splitting any overfull nodes it encounters along the way.

How do we implement this operation recursively?

The real work of add(x) is done by the add _ recursive(x,ui) method,
which adds the value x to the subtree whose root, u, has the identifier ui. If u



is a leaf, then x is simply inserted into u. keys. Otherwise, x is added
recursively into the appropriate child, u’, of u. The result of this recursive
call is normally nil but may also be a reference to a newly-created node, w,
that was created because u’ was split. In this case, u adopts w and takes its
first key, completing the splitting operation on u’.

After the value x has been added (either to u or to a descendant of u), the 
add _ recursive(x,ui) method checks to see if u is storing too many (more
than 2B − 1) keys. If so, then u needs to be split with a call to the u. split()
method. The result of calling u. split() is a new node that is used as the
return value for add _ recursive(x,ui).

The add _ recursive(x,ui) method is a helper for the add(x) method,
which calls add _ recursive(x, ri) to insert x into the root of the B tree. If 
add _ recursive(x, ri) causes the root to split, then a new root is created that
takes as its children both the old root and the new node created by the
splitting of the old root.

The add(x) method and its helper, add _ recursive(x,ui), can be analyzed
in two phases.

8.3.2.1  Downward phase
During the downward phase of the recursion, before x has been added, the
system accesses a sequence of B tree nodes and calls find_it(a,x) on each
node. As with the find(x) method, this takes O(logBn) time in the external
memory model and O(log n) time in the word-RAM model.

8.3.2.2  Upward phase
During the upward phase of the recursion, after x has been added, these
methods perform a sequence of at most O(logBn) splits. Each split involves
only three nodes, so this phase takes O(logBn) time in the external memory
model. However, each split involves moving B keys and children from one
node to another, so in the word-RAM model, this takes O(Blog n) time.

The value of B can much larger than even log n. Therefore, in
the word-RAM model, adding a value to a B tree can be much
slower than adding into a balanced binary search tree. The



amortized number of split operations done during an add(x) operation
is constant. This shows that the (amortized) running time of the add(x)
operation in the word-RAM model is O(B + log n).

8.3.3  Removal
The remove(x) operation in a B tree is, again, most easily implemented as a
recursive method. Although the recursive implementation of remove(x)
spreads the complexity across several methods. By shuffling keys around,
removal is reduced to the problem of removing a value, x′, from some leaf, u.
Removing x′ may leave u with less than B − 1 keys; this situation is called an
underflow.

When an underflow occurs, u either borrows keys from, or is merged with,
one of its siblings. If u is merged with a sibling, then u’s parent will now
have one less child and one less key, which can cause u’s parent to
underflow; this is again corrected by borrowing or merging, but merging may
cause u’s grandparent to underflow. This process works its way back up to
the root until there is no more underflow or until the root has its last two
children merged into a single child. When the latter case occurs, the root is
removed and its lone child becomes the new root.

Next we delve into the details of how each of these steps is implemented.
The first job of the remove(x) method is to find the element x that should be
removed. If x is found in a leaf, then x is removed from this leaf. Otherwise,
if x is found at u. keys[i] for some internal node, u, then the algorithm
removes the smallest value, x′, in the subtree rooted at u. children[i + 1].
The value x′ is the smallest value stored in the B tree that is greater than x.
The value of x′ is then used to replace x in u. keys[i].

After recursively removing the value x from the ith child of u, 
remove _ recursive(x,ui) needs to ensure that this child still has at least B
− 1 keys. In the preceding code, this is done using a method called 
check _ underflow(x, i), which checks for and corrects an underflow in the
ith child of u. Let w be the ith child of u. If w has only B − 2 keys, then this
needs to be fixed. The fix requires using a sibling of w. This can be either
child i + 1 of u or child i − 1 of u. We will usually use child i − 1 of u,



which is the sibling, v, of w directly to its left. The only time this doesn’t
work is when i = 0, in which case we use the sibling directly to w’s right.

In the following, we focus on the case when i ≠ 0 so that any underflow at
the ith child of u will be corrected with the help of the (i − 1)st child of u.
The case i = 0 is similar and the details can be found in the accompanying
source code.

To fix an underflow at node w, we need to find more keys (and possibly
also children), for w. There are two ways to do this:

8.3.3.1  Borrowing
If w has a sibling, v, with more than B − 1 keys, then w can borrow some keys
(and possibly also children) from v. More specifically, if v stores size(v)
keys, then between them, v and w have a total of B − 2 + size(w) ≥ 2B − 2
keys. We can therefore shift keys from v to w so that each of v and w has at
least B − 1 keys.

8.3.3.2  Merging
If v has only B − 1 keys, we must do something more drastic, since v cannot
afford to give any keys to w. Therefore, we merge v and w. The merge
operation is the opposite of the split operation. It takes two nodes that
contain a total of 2B − 3 keys and merges them into a single node that
contains 2B − 2 keys. (The additional key comes from the fact that, when we
merge v and w, their common parent, u, now has one less child and therefore
needs to give up one of its keys.)

The remove(x) method in a B tree follows a root to leaf path, removes a
key x′ from a leaf, u, and then performs zero or more merge operations
involving u and its ancestors, and performs at most one borrowing operation.
Since each merge and borrow operation involves modifying only three
nodes, and only O(logBn) of these operations occur, the entire process takes
O(logBn) time in the external memory model. Again, however, each merge
and borrow operation takes O(B) time in the word-RAM model, so (for now)
the most we can say about the running time required by remove(x) in the
word-RAM model is that it is O(BlogBn).



8.3.4  Amortized analysis of B trees
In the external memory model, the running time of find(x), add(x), and
remove(x) in a B tree is O(logBn). In the word-RAM model, the running time
of find(x) is O(log n) and the running time of add(x) and remove(x) is O(Blog
n).

Theorem 8.3.1 Starting with an empty B tree and performing any
sequence of m add(x) and remove(x) operations results in at most 3m/2
splits, merges, and borrows being performed.

Proof. The proof of this theorem using accounting method is given here. Each
split, merge, or borrow operation is paid for with two credits, i.e., a credit is
removed each time one of these operations occurs and at most three credits
are created during any add(x) or remove(x) operation.

Since at most 3m credits are ever created and each split, merge, and
borrow is paid for with with two credits, it follows that at most 3m/2 splits,
merges, and borrows are performed.

To keep track of these credits the proof maintains the following credit
invariant: Any non-root node with B − 1 keys stores one credit and any node
with 2B − 1 keys stores three credits. A node that stores at least B keys and
most 2B − 2 keys need not store any credits. What remains is to show that we
can maintain the credit invariant and satisfy properties 1 and 2, above, during
each add(x) and remove(x) operation.

8.3.4.1  Amortized analysis of insertion
The add(x) method does not perform any merges or borrows, so we need
only consider split operations that occur as a result of calls to add(x).

Each split operation occurs because a key is added to a node, u, that
already contains 2B − 1 keys. When this happens, u is split into two nodes, u′
and u″ having B − 1 and B keys, respectively. Prior to this operation, u was
storing 2B − 1 keys, and hence three credits. Two of these credits can be used
to pay for the split and the other credit can be given to u′ (which has B − 1



keys) to maintain the credit invariant. Therefore, we can pay for the split and
maintain the credit invariant during any split.

The only other modification to nodes that occur during an add(x) operation
happens after all splits, if any, are complete. This modification involves
adding a new key to some node u′. If, prior to this, u′ had 2B − 2 children,
then it now has 2B − 1 children and must therefore receive three credits.
These are the only credits given out by the add(x) method.

8.3.4.2  Amortized analysis of deletion
During a call to remove(x), zero or more merges occur and are possibly
followed by a single borrow. Each merge occurs because two nodes, v and
w, each of which had exactly B − 1 keys prior to calling remove(x) were
merged into a single node with exactly 2B − 2 keys. Each such merge
therefore frees up two credits that can be used to pay for the merge.

After any merges are performed, at most one borrow operation occurs,
after which no further merges or borrows occur. This borrow operation only
occurs if we remove a key from a leaf, v, that has B − 1 keys. The node v
therefore has one credit, and this credit goes towards the cost of the borrow.
This single credit is not enough to pay for the borrow, so we create one
credit to complete the payment.

At this point, we have created one credit and we still need to show that the
credit invariant can be maintained. In the worst case, v’s sibling, w, has
exactly B keys before the borrow so that, afterwards, both v and w have B −
1 keys. This means that v and w each should be storing a credit when the
operation is complete. Therefore, in this case, we create an additional two
credits to give to v and w. Since a borrow happens at most once during a
remove(x) operation, this means that we create at most three credits, as
required.

If the remove(x) operation does not include a borrow operation, this is
because it finishes by removing a key from some node that, prior to the
operation, had B or more keys. In the worst case, this node had exactly B
keys, so that it now has B − 1 keys and must be given one credit, which we
create.



In either case, whether the removal finishes with a borrow operation or
not–at most three credits need to be created during a call to remove(x) to
maintain the credit invariant and pay for all borrows and merges that occur.
This completes the proof of the lemma.

In the word-RAM model the cost of splits, merges and joins
during a sequence of m add(x) and remove(x) operations is
only O(Bm). That is, the amortized cost per operation is only

O(B), so the amortized cost of add(x) and remove(x) in the word-
RAM model is O(B + log n).

Corollary 8.3.2 — External Memory B Trees. In the external
memory model, a B tree supports the operations add(x), remove(x), and
find(x) in O(logBn) time per operation.

Corollary 8.3.3 — Word-RAM B Trees. A B tree supports the
operations add(x), remove(x), and find(x) in O(log n) time per operation
in the word-RAM model where the cost of splits, merge and share is
ignored. For any sequence of n add(x) and remove(x) operations the total
time required to perform splits, merges and shares is O(B × n).

8.3.5  B+ tree
In the B+ tree variant, all the items are stored in the leaves, and the leaves
are linked together in symmetric order to facilitate range queries and
sequential access. The internal nodes store only key values and pointers and
thus can have a higher branching factor. In the most popular variant of B+
trees, called B* trees, splitting can usually be postponed when a node
overflows, by sharing the node’s data with one of its adjacent siblings. The
node needs to be split into two nodes when sibling is also full and in that
case the keys of the node and its full sibling are redistributed evenly to make
all three nodes to about 2/3 full, which allows space for future sharing. This
local optimization reduces the number of times new nodes must be created



and thus increases storage capacity. And since there are fewer nodes in the
tree, search I/O costs are lower. Storage utilization can be increased further
by sharing among several siblings, at the cost of more complicated insertions
and deletions. Some helpful space-saving techniques borrowed from hashing
are partial expansions and use of overflow nodes.

8.4  (a,b) Tree
In this section we explore the use of weak B trees for the representation of
linear lists (Figure 8.2). In weak B trees all leaves have the same depth and
every interior node has at least a and at most b children for some constants a,
b with a ≥ 2 and 2a − 1 ≤ b. We analyze the cost of sequences of insertions
and deletions into weak B trees and show that this cost is linear in the length
of the sequence when the initial tree is empty, and sublinear when b-2a is
sufficiently large. In the case of an arbitrary starting tree we derive a bound
in terms of the positions of the insertions and deletions. We also show that
the numbers of insertions and deletions which require k re-balancing
operations (i.e., the last k nodes of the path to the root are effected by local
changes) decreases exponentially with k.

Figure 8.2: (a,b) tree

We conclude that weak B trees support a high degree of concurrency even
in the presence of insertions and deletions. In B trees all leaves have the



same depth and each internal node has at least a and at most 2a-1 children
where a is some constant, the order of the tree. In weak B trees we allow for
a wider range of flexibilities of numbers of keys in a node. Assume that the
node term refers only to internal nodes and not leaves and p(v) denotes the
number of children of node V and T1 denotes the number of leaves of T.

Definition 8.4.1 Let a and b be integers with a ≥ 2 and 2a − 1 ≤ b. A
tree T is an (a, b)-tree if

1. All leaves of T have the same depth.
2. All nodes v of T satisfy p(v) ≤ b.
3. All nodes v except the root satisfy p(v) ≥ a.
4. The root r can have one key.

The B tree described in the section above is a special case of
an (a,b) tree with b = 2a-1, i.e., B tree is a (a, 2a-1) tree.

The number of leaves in an (a,b) tree is logarithmic. Insertion and deletion
into (a,b)-trees is quite similar to the corresponding operations in B trees. An
insertion means the addition of a new leaf at a given position in the tree, a
deletion means the pruning of an existing leaf at a given position in the tree.
Note that we treat the searches for these positions separately in what
follows, i.e., for the moment we concentrate at the re-balancing aspect of (a,
b)-trees.

8.4.1  Insertion
An insertion is accomplished by a sequence of node expansions and node
splittings, terminating in a balanced (a, b)-tree. Let w be any leaf of T and
suppose that a new leaf is to be inserted to the right (left) of w. Let v be the
parent of w. Expand v, i.e., make the new leaf an additional child of v. The
expansion of v increases p(v) by i. If p(v) is still <b then re-balancing is



complete. Otherwise v needs to be split. Since splitting may propagate we
formulate it as a loop.

8.4.2  Deletion
A deletion is accomplished by a sequence of node shrinking and node fusing
possibly followed by one node sharing. Deletion has two parameters, the
sharing threshold t, which specifies when to share or fuse and the shifting
parameter s, which specifies the number of children to shift when sharing.
Let w be any leaf of T (the leaf to be deleted) and let v be the parent of w, in
first step we shrink v by means of pruning the w. This decreases the value of
p(v) by 1. If p(v) is still > a or the height of v is 1 then re-balancing is
completed, because we represent the empty tree by a single node. Otherwise,
v needs to be rebalanced by either fusing or sharing. Let u be any sibling of v,
when p(v) = a − 1 and p(u) = a + j during deletion, the algorithm performs a
node fusing if j < t, otherwise a sharing will take place based on the value of
s.

Theorem 8.4.1 If b ≥ 2a, then i insertions and d deletions perform at
most O(δh (i + d)) splits and fusions at height h, where δ < 1 depends on a
and b.

Theorem 8.4.2 Searching for an element among N elements in external
memory requires Ω(logB+1N) I/Os.

The lower bound holds even if an I/O can read B arbitrary
elements from memory.

8.5  Buffer Tree
An important paradigm for constructing algorithms for batched problems in
an internal memory setting is to use a dynamic data structure to process a



sequence of updates. For example, we can sort N items by inserting them one
by one into a priority queue, followed by a sequence of N delete-min
operations. Similarly, many batched problems in computational geometry can
be solved by dynamic plane sweep techniques. Orthogonal segment
intersections can be tracked dynamically by active vertical segments (i.e.,
those hit by the horizontal sweep line); we mentioned a similar algorithm for
orthogonal rectangle intersections.

However, if we use this paradigm naively in an External Memory (EM)
setting, with a B tree as the dynamic data structure, the resulting I/O
performance will be highly non-optimal. For example, if we use a B tree as
the priority queue in sorting or storing the active vertical segments hit by the
sweep line, each update and query operation will take O(logB(N)) I/Os,
resulting in a total of O(NlogBN) I/Os, which is larger than the optimal bound
by a substantial factor of B approximately.

One solution suggested is to use a binary tree data structure in which items
are pushed lazily down the tree in blocks of B items at a time. The binary
nature of the tree results in a data structure of height O(log n), yielding a total
I/O bound of O(nlog n), which is still non optimal by a factor of log m.

The buffer tree data structure (Figure 8.3) was developed to support
batched dynamic operations, as in the sweep line example, where the queries
do not have to be answered right away or in any particular order. The buffer
tree is a balanced multiway tree, but with degree θ(m) rather than degree
θ(B), except possibly for the root. Its key distinguishing feature is that each
node has a buffer that can store θ(M) items (i.e., θ(m) blocks of items).



Figure 8.3: Buffer tree

Items in a node are pushed down to the children when the buffer fills.
Emptying a full buffer requires θ(m) I/Os, which amortizes the cost of
distributing the M items to the θ(m) children. Each item thus incurs an
amortized cost of O(m/M) = O(1/B) I/Os per level, and the resulting cost for
queries and updates is O(1/B) logmn I/Os amortized.

The number of applications for buffer trees continues to increase. Buffer
trees can be used as subroutines in the standard sweep line algorithm in
order to get an optimal external memory algorithm for orthogonal segment
intersection.

Buffer trees provide a natural amortized implementation of priority queues
for application which involve time dependent processing like discrete event
simulation, line sweeping, and list ranking. To perform B insertions and
delete-min operations in a priority queue using buffer tree requires only
O(logmn) I/Os.

Theorem 8.5.1 For an arbitrary sequence of N insert and delete
operations on an initially empty buffer tree which uses O(n) space, the



requirement of I/O is O(nlogmn), i.e., the amortized cost per operation is
O((logmn)/B) I/Os.

Proof. As a buffer-emptying process on a node containing x > m blocks uses
O(x) I/O, without counting the I/Os used for re-balancing, the total cost of all
buffer-emptying processes on nodes with full buffers is bounded by
O(nlogmn) I/Os. In an (a,b) tree, we know that if b > 2 a, the number of re-
balancing operations in a sequence of K updates in an initially empty (a,b)-
tree is bounded by O(K/( b/2-a)). As we are inserting blocks in the (m/4,m)
tree underlying the buffer tree, the total number of re-balance operations in a
sequence of N updates on the buffer tree is bounded by O(n /m). Each re-
balance operation takes O (m) I/Os ( O(m) I/Os may be used by each delete
re-balance operation to empty a non-full buffer), and thus the total cost of the
re-balancing is O(n). This proves the first part of the theorem. The structure
uses linear space since the tree uses O(n) blocks, the O(n/m) non-full buffers
use O(m) blocks each, and each element is stored in O(1) places in the
structure.     ▪

8.6  Exercises

Exercise 8.1 Develop and analyze a cache-oblivious first-in-first-out
queue. Both the enqueue and the dequeue operations should take O(1/B)
amortized memory transfers. Your data structure should only use external
memory indices in {0, 1, · · ·, O(N)}, where N is the maximum number of
elements stored in the queue at once.      ▪

Exercise 8.2 Given an unordered array of N elements, develop and
analyze a cache-oblivious algorithm to find the median of the array in 
O(⌈N/B⌉) memory transfers. In your solution, you may assume
knowledge of the standard median-of-medians deterministic selection
algorithm.      ▪



Exercise 8.3 Given a set of N horizontal and vertical line segments,
develop and analyze a cache-oblivious algorithm to find the number of
vertical segments intersecting each horizontal segment in 
O( N

B
logM/B

N
B

) memory transfers. You may assume that the endpoints of
any two different line segments do not have the same x or y value.      ▪

Exercise 8.4 What is the maximum number of internal nodes in a B tree
that stores n keys (as a function of n and B)?      ▪

Exercise 8.5 Develop and analyze a word-RAM data structure to
maintain a set of disjoint intervals of the form [a, b) such that a, b ∈ U .
Your data structure should support the following operations in O(lg lgu)
time:

• make(a, b) : Create the interval [a, b) (must not overlap existing
intervals).

• union(a, b, c) : Merge the adjacent intervals [a, b) and [b, c) into
[a, c).

• split(a, b, k) : For k ∈ [a, b), split the interval [a, b) into [a, k) and
[k, b).

• find(k) : Return the interval [a, b) that contains k, or report that no
interval contains k.      ▪

Exercise 8.6 Design a modified version of a B tree in which nodes can
have anywhere from B up to 3B children (and hence B − 1 up to 3B − 1
keys). Show that this new version of B trees performs only O(m/B) splits,
merges, and borrows during a sequence of m operations. (Hint: For this to
work, you will have to be more agressive with merging, sometimes
merging two nodes before it is strictly necessary.)      ▪



Exercise 8.7 Develop and analyze a data structure that supports insert,
delete, successor and predecessor in the word-RAM model in O(lglgu)
worst-case time. Your data structure should use O(u) bits of space.      ▪



Chapter 9
Distributed Data Structures (DDSs)

In this chapter, different types of distributed data structures are presented.
Distributed architecture and the difficulties of implementation in that
environment are described in the first section. Later sections discuss
distributed hashing, lists, trees, and skiplists. The chapter also covers
theoretical details, current state of the art, and open questions.

The evolution of the Internet and other advanced technologies led to the
development of network computing. This framework lets powerful, low-cost
workstations connect quickly via terabytes of memory, petabytes of disk
space, and groups of processing units. Every node in a network is either a
client or server, based on whether it accesses or manages data.

Every server provides storage space in the form of buckets, to keep a
portion of the file under maintenance. Servers communicate by sending and
receiving point-to-point messages. The network performing the
communications is assumed to be error-free. The efficiency of the system is
judged by the number of messages communicated by the servers regardless of
message length or network topology.

The algorithms and data structures are specified as distributed algorithms
and distributed data structure respectively. The distributed data structures are
designed and implemented to allow easy addition of new servers to balance
loads on a particular server. The access and maintenance responsibilities
require atomic updates to multiple machines. A data structure that meets
these constrains is generally known as Distributed Data Structure (DDS).

9.1  Descriptions of Structures



A DDS is a self-managing storage layer developed to run on a collection of
workstations inter connected by an underlying network. A DDS is designed
to take care of high throughput, high concurrency, availability, incremental
scalability, and data consistency. Users see the interface of a distributed data
structure as a conventional data structure, such as a hash table, tree or a list.
The DDS interface hides all of the mechanisms used to access, partition,
replicate, scale, and recover data from a user whose only concern is
consistent service to meet his or her specific requirements. A user expects all
difficulties of managing to be handled by a DDS interface. Databases and file
systems have managed storage layers and other durable components for many
years. The advantage of a DDS is the level of abstraction it provides to
users. A DDS handles access behavior (concurrency and throughput
demands) and other requirements based on its expected runtime and the types
of failures it can correct.

Objective 9.1 A distributed data structure provide better services
transmitted over the Internet by means of a new persistent storage layer of
data which is durable, available, consistent, and independent of service
constraints. A DDS automates replication, partitions data, and distributes
data over servers that ensure high availability and automatic recovery.

9.1.1  Properties of DDS
Strict consistency of DDS: All operations on the elements of DDS are
atomic; they complete a step or are rejected. DDS data elements are
replicated among services and a client can see one copy of a logical
data item. A two-phase procedure maintains coherent replicas to
provide single copy interfaces to clients. A DDS does not typically
support accessing of multiple elements or operations. Its protocol may
be designed to deny multiple access to maintain efficiency and
simplicity. The atomic single element updates and coherence provided
in DDS are good enough to support various applications.
Fault tolerance of DDS: A distributed system generally remains
operational even if an individual server fails. In a large distributed



system server failures are expected from time to time, but a DDS must
tolerate limited hardware failures and still support access to data
elements at all times and provide data availability, generally by using
efficient data replications. A server must immediately detect an
operational failure or crash of a connected server. This is certainly a
reasonable assumption for local networks, but it is unrealistic for
globally distributed databases.

9.2  Distributed Hashing
A distributed hash table (DHT) is a class of a decentralized distributed
system that provides a lookup service similar to a hash table: (key, value)
pairs are stored in a DHT, and any participating node can efficiently retrieve
the value associated with a given key. Responsibility for maintaining the
mapping from keys to values is distributed among the nodes, in such a way
that a change in the set of participants causes a minimal amount of disruption.
This allows a DHT to scale to extremely large numbers of nodes and to
handle continual node arrivals, departures, and failures. DHTs form an
infrastructure that can be used to build more complex services, such as
cooperative Web caching, distributed file systems, domain name services,
instant messaging, multicast, and also peer-to-peer file sharing and content
distribution systems. Notable distributed networks that use DHTs include
BitTorrent’s distributed tracker, the Coral Content Distribution Network, the
Kad network, the Storm botnet, the Tox instant messenger, Freenet and the
YaCy search engine.

9.2.1  Structure of distributed hashing
The structure of a DHT can be decomposed into several main components
(Figure 9.1). The foundation is an abstract keyspace, such as the set of 160-
bit strings. A keyspace partitioning scheme splits ownership of this keyspace
among the participating nodes. An overlay network then connects the nodes,
allowing them to find the owner of any given key in the keyspace. The
keyspace partitioning and overlay network components are described below



with the goal of capturing the principal ideas common to most DHTs; many
designs differ in the details.

Figure 9.1: Distributed hashing

9.2.1.1  Keyspace partitioning
Most DHTs use some variant of consistent hashing or rendezvous hashing to
map keys to nodes. The two algorithms appear to have been devised
independently and simultaneously to solve the distributed hash table
problem. Both consistent hashing and rendezvous hashing have the essential
property that removal or addition of one node changes only the set of keys
owned by the nodes with adjacent IDs, and leaves all other nodes unaffected.
Contrast this with a traditional hash table in which addition or removal of
one bucket causes nearly the entire keyspace to be remapped.

9.2.1.2  Consistent hashing
Consistent hashing is defined as a distance function between the keys. The
distance function is independent of geographical distance or network latency.



Each node is assigned a unique key called identifier. A node owns all the
keys closest measured according to the distance function. For example, the
Chord DHT uses consistent hashing, which treats keys as points on a circle,
and is the distance measured clockwise around the circle. Thus, the circular
keyspace is split into contiguous segments whose endpoints are the node
identifiers.

9.2.1.3  Rendezvous hashing
A rendezvous hashing is a distributed technique in which a common
predefined hash function is used by all the clients to a key to some server
decided by a common list of server identifiers {S1, S2, … , Sn} maintained
by all clients. For a given key k and the hash function h, the clients compute n
hash maps vi = h(Si, k) where, i ∈ {1, 2, … , n}. The server assignment is
determined by the highest value of vi, i.e. argmax vi = h(Si, k). For this
reason rendezvous hashing sometimes called highest random weight hashing.

9.2.1.4  Overlay network
All the nodes in the overlay network (e.g. Peer to Peer networks) maintains a
set of links with its neighbors and nodes in its routing table. The network
formed by these set of links is known as an overlay network. DHT is used to
create the topological structure (node ID which owns the key (k) or has a link
to those nodes who are closer to key (k)). Data sharing in the overlay
network becomes easy via DHT. As at every step, data is forwarded to the
neighbor node which is closer to the key (k). When the message arrives at the
neighbor closed to the k and no other neighbor exists which is closed to the
key then the node owns the key. This approach is also known as Greedy
approach or key-based routing using DHT.

9.2.1.5  DHT implementation
Notable differences encountered in practical instances of DHT
implementations include the following:

• The address space is one of the parameters of DHT and various real-
world DHT use either 128-bit or 160-bit key space. Some of the real-



world DHTs use hash functions instead of SHA-1. In the real world,
DHT keys are the hash of file content instead of file name, so the name
does not affect the operation (search).

• Some real world DHT may also publish objects of different types.
Like, the key could be the node ID and related data could illustrate
how to contact this node. This allows publication-of-presence
information and often used in Instant messaging (IM) technology. The
node ID is simply a random number that is directly used as a key (so
in a 128 bit DHT, node ID will be a 128-bit number chosen
randomly).

• To improve reliability in DHT, redundancy can be added. In which the
key pair can be stored in more than one node corresponding to the key.
Usually, rather than selecting just one node, real-world DHT
algorithms selects the ‘n’ suitable nodes, with ‘n’ being an
implementation-specific parameter of the DHT.

• Some advanced DHTs like Kademlia perform iterative lookups
through the DHT first in order to select a set of suitable nodes and
send key and data messages only to those nodes. This drastically
reduces useless traffic since published messages are sent only to
nodes that seem suitable for storing the key. Furthermore, iterative
lookups cover only a small set of nodes rather than the entire DHT,
thus reducing useless forwarding.

9.2.1.6  Security in DHT
There are three main security issues related to DHTs mentioned in literature.
These are called Sybil attacks, Eclipse attacks and routing and storage
attacks. In Sybil attacks the idea is that an attacker generates large number of
nodes in the network in order to subvert the reputation system or mechanisms
based on redundancy.

Eclipse attack is based on poisoning the routing tables of honest nodes. As
there are many nodes joining and exiting from the DHT all the time, nodes
need to actively update and synchronize their routing tables with their
neighbors in order to keep lookup system functional.



In a routing and storage attack, a single node does not follow the protocol.
Instead of forwarding the lookup requests, it may drop the messages or
pretend that is responsible for the key. Hence, it may provide corrupted or
malicious data such as viruses or Trojan horses as a response. Sybil and
Eclipse attacks do not directly break the DHT nor damage the other peers.

Security Mechanisms: Some practical examples of security solutions in
DHTs are listed below.

1. Sybil attacks: As a defense against Sybil attack, there are several
different approaches. Borisov [202 proposes a challenge response protocol
based on computational puzzles. The idea is that every node should
periodically send computational puzzles to its neighbors. Solving the puzzle
proves that the node is honest and trustworthy, but it also requires CPU
cycles. The goal is to make organizing Sybil attacks more difficult: running
one peer client does not require much CPU power, but running thousands of
active virtual nodes is computationally infeasible.

2. Eclipse attacks: An obvious way to shield against Eclipse attacks is to
add some redundancy in routing. This approach is utilized by Castro [203
who proposed two routing tables: the optimized routing table and the verified
routing table.

3. Routing and storage attacks: Ganesh and Zhao [204 proposed having
nodes sign proof-of-life certificates that are distributed to randomly chosen
proof managers. A node making a lookup request can request the certificates
from the managers and detect possibly malicious nodes.

9.3  Distributed Trees
This section discusses a unique distributed solution for searching problems:
the optimal binary search tree (BST) problems presented and analysed.
Implemented as a VLSI array, the algorithm for building the optimal BST
uses O(n2) processor and has the parallel time complexity O(n). A search is
solved in O(log n) time. Every site in a network is either a server managing
data or a client requesting access to data. Every server provides a storage
space of b (bucket) data elements to accommodate a part of the file under
maintenance. Sites communicate by sending and receiving point-to-point
messages. The distributed algorithms and data structures in such an



environment must be designed and implemented so that (a) they expand to
new servers gracefully, and only when servers already used are efficiently
loaded and (b) their access and maintenance operations never require atomic
updates to multiple clients. If all the hypotheses used to efficiently manage
search structures in the single processor case are carried over to a
distributed environment, then a tight lower bound of Ω(n) holds for the height
of balanced search trees.

9.3.1  Construction of distributed BST
Let T be any binary search tree with ‘n’ leaves and n − 1 internal nodes. Let
f1, f2, f3......fn be the leaves and t1, t2, …tn be the internal node. To each leaf a
bucket capacity of ‘b’ storage is associated. Let s1, s2…sn be the n servers
managing the search tree. We can define leaf association in the form of pair
(f, s), where ‘s’ represents the server manages the leaf ‘f’ and the node
association is represented in the form of pair (t,s), where ‘s’ represents the
server manages internal node ‘t’. In an equivalent way, we denote the two
functions as
1) t(sj) = ti, where (ti, sj) is a node association,
2) f(sj) = fi, where (fi, sj) is a leaf association.

A search tree is binary in that every node represents an interval of the data
domain. Moreover, the overall data organization satisfies the invariant that
the interval managed by a child node lies inside the father node’s interval.
Hence the search process visits a child node only if the searched key is
inside the father node’s interval. It is not possible, in the distributed case, to
directly make use of rotations for balancing a distributed search tree while
guaranteeing the straight guiding property. A lower bound of O(n) holds for
the height of balanced search trees if the straight guiding property has to be
satisfied. The relaxed balanced search tree (RBST), upon accepting a
violation of the straight guiding property, keeps tree height logarithmic. All
update operations have logarithmic cost but the upper bound on the
complexity of the search process is O(log2n).

The distributed data structure we focus on is a binary search tree, where
data are stored in the leaves and internal nodes contain only routing



information. Every node has zero or two children. For a binary search tree T
we denote with h(T) the height of T, that is the number of internal nodes on a
longest path from the root to a leaf. Every server s but one, with leaf node
association (t, s) and leaf association (f, s), records at least the following
information:

1. An internal node t = t (s) and the associated interval of key’s
domain I (t).

2. The server p(s) managing the parent node pn(t) of t, if t is not the
root node.

3. The server l(s) (resp., r (s)) managing the left child ls(t) (resp.,
right child rs(t)) of t, and the associated interval I (t) (resp., I (t)).

4. A leaf f = f (s) and the associated interval of key’s domain I (f).
5. The server pf (s) managing the father node pn(f) of f, if f is not the

unique node of global tree (initial situation).

This information constitutes the local tree lt (s) of server s. Since in a global
tree of n nodes there are n − 1 internal nodes, there is one server s0 managing
only a leaf association, hence lt (s′) is made up by only the two last pieces of
information in the above list. We say a server s is pertinent for a key k, if s
manages the bucket to which k belongs, in our case, if kcI(f (s)). Moreover
we say a server s is logically pertinent for a key k, if k is in the key interval
of the internal node associated to s, that is if kcI(t(s)).

9.3.2  Insertion
Step 1: Insert: We search for the leaf where the new key has to be inserted
and insert it. We assume that this insert generates an overflow, that is the key
to be inserted is the (b + 1)th key assigned to that bucket.

Step 2: Manage the overflow: Leaf f, managed by server s, goes into
overflow. In this case we have to decide whether s has to be split or if it is
possible to transfer its keys to adjacent nodes. Details about this aspect have
been discussed in the previous section. Assume then the decision was to split
the node. Then s must perform a function called split. Leaf f splits in two new
leaves f1 and f2. A new internal node t + 1 replaces f in the tree. A new



server s + 1 is called to manage the new internal node and one of the new
leaves. Server s releases the old leaf f and manages the other new leaf. In
conclusion we delete leaf association (f, s) and add two leaf associations
(f1, s) and (f2, s + 1) and one node association (t + 1, s + 1) (Figure 9.2).
The old interval I (f) is divided in the new intervals I (f 1) and I (f 2), such
that I (f 1) [ I (f 2) = I (f)].

Stpe 3: Balance the distributed BST function starting from t + 1.

Figure 9.2: Distributed BST

9.3.3  Deletion
Stpe 1: Delete: We search for the leaf where the key has to be deleted and
delete it. We assume that this generates an underflow, that is, by deleting that
key the bucket has fewer than two keys.

Step 2: Manage the underflow: The leaf f, managed by server s, goes into
overflow. In this case we have to decide whether s has to be released or if it
is possible to transfer keys from the adjacent leaves, without releasing s.
Details on this aspect have been discussed in Section 9.3.4. Assume then the
decision was to release s. Then s performs a function called merge. If f is the
root, the distributed BST is composed by one node, no action IS performed.
If the distributed BST is composed by the root r and two leaves f and x, there
are only two servers s and s0. Then s is released and after the communication
to s0 and the deletion of r, x becomes the root. All the keys of f are sent to x.
In the general case f is the leaf in figure 9.2. The case with f as left child is
analogous. We assume b is the server such that t (b) is the father node of f (s)



and c is the server such that t (c) is the father node of t(b). Note that t(a) can
be a leaf or an internal node. The steps to achieve are

1. Release server s and delete leaf f = f (s).
2. Since node t (b) has now one child, then delete t (b) and replace it

with t (a) as the child of t (c).
3. If s managed an internal node t = t (s), then from now on t is

managed by server b (note that b has just released its internal node t
(b)).

Step 3: Balance the distributed BST by starting the balancing function at
t(c).

9.3.4  Rotation
Rotations in a distributed environment are performed via message exchanges
between servers. Since we are in a concurrency framework, in the sense that
various clients independently manipulate the structure, each rotation must be
preceded by a lock of the servers involved. We can show that the cost of one
rotation is a constant and then if a balancing strategy uses a logarithmic
number of rotations for operation, the overall cost is kept logarithmic.
Suppose that node a must rotate with node b.

1. a sends messages to (client) nodes A, B and to (server) node b, to
notify that a lock must be created. After having received these
messages, nodes A, B, and b stop routing messages towards a and
send a lock acknowledgement to a.

2. b sends messages to (client) node C and to (server) node c, to notify
that a lock must be created and that acknowledgement must be sent
to a. After this message, nodes C and c stop routing messages
towards b.

3. Every server answers to a (see second sketch of Figure 9.2) to
acknowledge the lock state.

4. a notices to all servers involved in the rotation which modifications
are needed and after all servers have been confirmed a releases all
locks (Figure 9.2, third sketch).



5. When locks are released the situation is shown in the rightmost
sketch of Figure 9.2 and all servers restart to route messages.

9.4  Skip Graphs
Skip graphs are novel distributed data structures based on skiplists, that
provide the full functionality of a balanced tree in a distributed system where
resources are stored in separate nodes that may fail at any time. Skip graphs
are designed for use in searching peer-to-peer systems. By providing the
ability to perform queries based on key ordering, they improve on existing
search tools that provide only hash table functionality. Unlike skiplists or
other tree data structures, skip graphs are highly resilient, tolerating a large
fraction of failed nodes without losing connectivity. In addition, simple
algorithms can be used to construct a skip graph, insert new nodes into it,
search it, and detect and repair errors from node failures.

9.4.1  Design
As in a skiplist, each of the n nodes in a skip graph (Figure 9.3) is a member
of multiple linked lists. The level 0 list consists of all nodes in sequence.
Where a skip graph is distinguished from a skiplist is that there may be many
lists at level i, and every node participates in one of these lists, until the
nodes are splintered into singletons after O(log n) levels on average. A skip
graph supports search, insert, and delete operations analogous to the
corresponding operations for skiplists; indeed, algorithms for skiplists can
be applied directly to skip graphs, as a skip graph is equivalent to a
collection of n skiplists that happen to share some of their lower levels.



Figure 9.3: Distributed skip graph

Because there are many lists at each level, the chances that any individual
node participates in some search is small, eliminating both single points of
failure and hot spots. Furthermore, each node has Ω(log n) neighbors on
average, and with high probability (1 − [1/p]log n), where p is the
probability of node failure), no node is isolated. In Section 9.4.5 we observe
that skip graphs are resilient to node failures and have an expansion ratio of
Ω(l log n) with n nodes in the graph.

In addition to providing fault tolerance, having an Ω(log n) degree to
support O(log n) search time appears to be necessary for distributed data
structures based on nodes in a one-dimensional space linked by random
connections satisfying certain uniformity conditions. While this lower bound
requires some independence assumptions that are not satisfied by skip
graphs, there is enough similarity between skip graphs and the class of
models considered in the bound that an Ω(log n) average degree is not
surprising.



We now give a formal definition of a skip graph. Precisely the list to
which node x belongs is controlled by a membership vector m(x). We think
of m(x) as an infinite random word over some fixed alphabet, although in
practice, only an O(log n) length prefix of m(x) needs to be generated on
average. The idea of the membership vector is that every linked list in the
skip graph is labeled by some finite word w, and a node x is in the list
labeled by w if and only if w is a prefix of m(x).

9.4.2  Search
The search operation is identical to the search in a skiplist with only minor
adaptations to run in a distributed system. The search is started at the topmost
level of the node seeking a key and it proceeds along each level without
overshooting the key, continuing at a lower level if required, until it reaches
level 0. Either the address of the node storing the search key, if it exists, or
the address of the node storing the largest key smaller than (or the smallest
key larger than) the search key is returned. Skip graphs can support range
queries to find a key ≥ x, a key ≤ x, the largest key < x, the least key > x,
some key in the interval [x, y], all keys in [x, y], and so forth. For most of
these queries, the procedure is an obvious modification and runs in O(log n)
time with O(log n) messages. For finding all nodes in an interval, we can use
a search operation to find a single element of the interval (which takes O(log
n) time and O(log n) messages). With r nodes in the interval, we can then
broadcast the query through all the nodes (which takes O(log r) time and O
(rlogn) messages). If the originator of the query is capable of processing r
simultaneous responses, the entire operation still takes O(log n) time.

9.4.3  Insertion
A new node u knows some introducing node v in the network that will help it
to join the network. Node u inserts itself in one linked list at each level till it
finds itself in a singleton list at the topmost level. The insert operation
consists of two stages: (1) Node u starts a search for itself from v to find its
neighbors at level 0, and links to them. (2) Node u finds the closest nodes s
and y at each level ≥ 0, s < u < y, such that m(u) (+ 1) = m(s) (+ 1) = m(y) (+



1), if they exist, and links to them at level +1. Because each existing node v
does not require m(v) + 1 unless there exists another node u such that m(v) (+
1) = m(u) (+ 1), it can delay determining its value until a new node arrives
asking for its value; thus at any given time only a finite prefix of the
membership vector of any node needs to be generated.

In the absence of concurrency, the insert operation in a skip graph S with n
nodes takes expected O(log n) messages and O(log n) time.

With concurrent inserts, the cost of a particular insert may be arbitrarily
large. In addition to any costs imposed by the underlying doubly-linked list
implementation, there is the possibility of starvation in line 5 as new nodes
are inserted faster than u can skip over them. We do not expect this problem
to be common in practice. With m machines and n resources in the system,
most DHTs such as CAN, Pastry and Tapestry take O(logm) time for
insertion; an exception is Chord which takes O(log2m) time. An O(logm)
time bound improves on the O(log n) bound for skip graphs when m is much
smaller than n. However, the cost of this improvement is losing support for
complex queries and spatial locality, and the improvement is only a constant
factor on machines not capable of storing superpolynomial numbers of
resources.

9.4.4  Deletion
The delete operation is very simple. When node u wants to leave the
network, it deletes itself in parallel from all lists above level 0 and then
deletes itself from level 0. In the absence of concurrency, the delete operation
in a skip graph S with n nodes takes expected O(log n) messages and O(1)
time. We have assumed that each linked-list delete operation takes O(1)
messages and O(1) time starting from u; since all but one of these operations
proceed in parallel the total time is O(1) while the total messages (summing
over all O(log n) expected levels) is O(log n). The performance of a delete
operation in the presence of concurrency depends on the costs of the
underlying linked-list delete operation.

9.4.5  Correctness and concurrency



In this subsection, we prove the correctness of the search, insert and delete
algorithms described above. We show that both insert and delete maintain the
following simple invariant, and then use this invariant to argue that search
operations eventually find their target node or correctly report that it is not
present in the skip graph.

It can be observed that, at any time during the execution of any
number of concurrent insert or delete operations, the set of
nodes in any higher level of the list is a subset of the set of

nodes in the list of level 0.

Consider a search operation with target x. If the search operation returns a
node with key x, then some such node existed in the graph at some time
during the execution of the search. If the search operations returns notFound,
then there is a time during its execution at which no such node is present. The
reason is that x is present if and only if it appears in the level 0 list. In order
to return notFound, the search algorithm must reach the bottom level without
finding x. Thus at the time it queries x’s level-0 predecessor and finds a
successor (or vice versa), x is not present in the graph. If the search
operation finds x, it must send a “found” message back to the source node.
This can only occur if x has previously received a “found” message, which
must have been sent by x’s successor or predecessor in some list. At the time
this message is sent, x is still an element of that list and thus present in the
graph. This implies that any search operation can be linearized with respect
to inserts and deletes. In effect, the skip graph inherits the atomicity
properties of its bottom layer, with upper layers serving only to provide
increased efficiency.

9.5  Exercises

Exercise 9.1 Assume that the following solution to the problem of
distributing a hash directory is proposed: each node maintains the hash
value and location of its successor. Discuss the advantages and
disadvantages of this solution, and describe the cost of the dictionary



operation (insert, delete, search) and network maintenance operations
(join and leave).      ▪

Exercise 9.2 Compare index structures presented in this chapter and
identify, beyond their differences, some of the common design principles
adopted to cope with the distribution problem.      ▪

Exercise 9.3 Describe possible solutions to perform distributed range
queries.      ▪

Exercise 9.4 How we can create a distributed priority queue?      ▪

Exercise 9.5 How we can create a distributed stack?      ▪



Chapter 10
Synopsis Data Structures

Synopsis data structures are substantially smaller than their base data sets.
These are data structures for supporting queries to massive data sets while
minimizing or avoiding disk accesses. They have the following advantages:

1. Fast processing: May reside in main memory; provides fast disk
processing of queries and data structures updates.

2. Fast swap/transfer: Synopsis data structure that resides in disks can
be swapped in and out of memory with minimal disk accesses.

3. Lower cost: Has minimal impact on space requirements of the data
set and its supporting data structures.

4. Small surrogate: Can serve a data set when the data set is currently
expensive or impossible to access.

Since synopsis data structures are too small to maintain a full
characterization of their base data sets, they must summarize the data set, and
the responses they provide to queries will typically be approximate ones.

What synopsis of the full data must be kept in the limited

space to maximize the accuracy of response? How can you
efficiently compute a synopsis and maintain it during updates to the
data set?

10.1  Data Synopsis
There are a number of data sets S1,S2, … ,Sl and sets of query classes 
Q1,Q2, … ,Qk on these data sets. In the static scenario, the data sets are



given as input residing in the disks. Given a class of queries Q, the goal is to
design a data structure for the class Q that minimizes the response time to
answer queries from Q, maximizes the accuracy and confidence of the
answers, and minimizes the processing time needed to build the data
structure. In dynamic scenario, which models the ongoing loading of new
data into the data set, the data sets arrive online in the memory, and are stored
on the disks.

Definition 10.1.1 An f(n) synopsis data structure for a class Q of
queries is a data structure for providing answers to queries from Q that
uses f(n) = O(nε) space for a data of size n.

A synopsis data structure can be evaluated according to five metrics:
1. Coverage: the range and importance of the queries in Q
2. Answer quality: the accuracy and confidence of its answers to

queries in Q
3. Footprint: its space bound
4. Query time
5. Computation time

10.1.1  Synopsis methods
10.1.1.1  Sampling methods
Sampling methods are among the most simplest methods for synopsis
construction in data streams in that they use the same multi-dimensional
representation as the original data points.

10.1.1.2  Sketches
Sketch-based methods derive their inspiration from wavelet techniques. In
fact, sketch based methods can be considered randomized versions of
wavelet techniques, and are among the most space efficient of all methods.
However, because of the difficulty of intuitive interpretations of sketch based



representations, they are sometimes difficult to apply to arbitrary
applications.

10.1.1.3  Histograms
Histogram based methods are widely used for static datasets. However most
traditional algorithms on static data sets require super-linear time and space.
This is because of the use of dynamic programming techniques for optimal
histogram construction. Their extension to the data stream case is a
challenging task.

10.1.1.4  Wavelets
Wavelets have traditionally been used in a variety of image and query
processing applications. In particular, the dynamic maintenance of the
dominant coefficients of the wavelet representation requires some novel
algorithmic techniques.

10.1.2  Application

10.1.2.1  Approximate query estimation
Query estimation is possibly the most widely used application of synopsis
structures. The problem is particularly important from an efficiency point of
view, since queries usually have to be resolved in online time. Therefore,
most synopsis methods such as sampling, histograms, wavelets and sketches
are usually designed to solve the query estimation problem.

10.1.2.2  Approximate join estimation
The efficient estimation of join size is a particularly challenging problem in
streams when the domain of the join attributes is particularly large.

10.1.2.3  Computing aggregates
In many data stream computation problems, it may be desirable to compute
aggregate statistics over data streams. Some applications include estimation
of frequency counts and quintiles



10.1.2.4  Data mining applications
A variety of data mining applications such as change detection do not require
to use of individual data points, but only require a temporal synopsis which
provides an overview of the behavior of the stream. Methods such as
clustering and sketches can be used for effective change detection in data
streams.

10.2  Sampling
Sampling is a utility task used in diverse applications such as data mining,
query processing and sensor data management. There are many different
algorithms dedicated to effectively building a random sample of a small
fixed size whose efficiency varies and depends on how data is stored and
accessed. It is however less obvious to incrementally build sample in a
single pass or, more generally, to maintain a random sample when the dataset
is updated. This is for instance the case when dealing with data streams.

10.2.1  Sampling technique
The right choice of elements of a sample is necessary to achieve good
representation of a population. The following issues should be clearly
defined.

1. The selection method for the elements of the population (sampling
method to be used).

2. Sample size.
3. Reliability of the conclusions and estimates of probable errors.

 How can we classify the different ways of choosing a

sample?

10.2.1.1  Probability based sampling
In probability sampling, every unit in a population has a chance (greater than
zero) of being selected in the sample, and this probability can be accurately



determined. The combination of these traits makes it possible to produce
unbiased estimates of population totals, by weighting sampled units
according to their probability of selection.

▪ Example 10.1 We want to estimate the total income of adults living in a
given street. We visit each household in that street, identify all adults living
there, and randomly select one adult from each household. For example, we
can allocate each person a random number, generated from a uniform
distribution between 0 and 1, and select the person with the highest number
in each household. We then interview the selected person and determine his
or her income. People living on their own are certain to be selected, so we
simply add their income to our estimate of the total. But a person living in a
household of two adults has only a one-in-two chance of selection. To reflect
this, we would count the selected person’s income twice towards the total.
The person who is selected from that household can be loosely viewed as
also representing the person who isn’t selected.     ▪

In the above example, not everybody has the same probability of selection;
what makes it a probability sample is the fact that each person’s probability
is known. When every element in the population does have the same
probability of selection, this is known as an equal probability of selection
(EPS) design. Such designs are also referred to as self-weighting because all
sampled units are given the same weight. Probability sampling includes:
Simple random sampling, systematic sampling, stratified sampling,
probability proportional to size sampling, and cluster or multistage sampling
have two common characteristics:

1. Every element has a known nonzero probability of being sampled.
2. Random selection occurs at some point.

10.2.1.2  Non-probability-based sampling
Non-probability-based sampling is any method in which some elements of a
population have no chance of selection (these are sometimes referred to as
out of coverage or undercovered elements), or where the probability of
selection can’t be accurately determined. Sampling involves the selection of



elements based on assumptions regarding the population of interest, which
forms the criteria for selection. Hence, because the selection of elements is
nonrandom, nonprobability sampling does not allow the estimation of
sampling errors. These conditions give rise to exclusion bias, placing limits
on how much information a sample can provide about the population.
Information about the relationship between sample and population is limited,
making it difficult to extrapolate from the sample to the population.

▪ Example 10.2 We visit every household in a given street, and interview
the first person to answer the door. In any household with more than one
occupant, this is a non-probability sample, because some people are more
likely to answer the door (e.g. an unemployed person who spends most of his
or her time at home is more likely to answer than an employed housemate
who might be at work when the interviewer calls) and it’s not practical to
calculate these probabilities.

Probability sampling is useful because it assures that a sample
is representative and we can estimate the errors for the
sampling.

10.2.2  Reservoir sampling
In this subsection, we discuss simple reservoir sampling algorithm (internal
memory), which works as follows: Let t denote the number of the data in the
dataset that have been processed. If t + 1 ≤ n, the (t + 1)th data is directly
inserted into the reservoir. Otherwise, the data is made a candidate and
replaces one of the old candidates in the reservoir with probability n/(t + 1).
The replaced data is uniformly selected from the reservoir.

Algorithm 25 Reservoir sampling algorithm
1:   procedure RESERVOIR(k, S)   ⊳ take a random sample from the

dataset S
2:      initialize reservoir of size k



3:      for i = 1 to i ≤ |S| do
4:         old = i-th item
5:         if i ≤ k thenR[i]= old
6:         else generate a random integer from 1 to x
7:            if x ≤ k thenR[i]= old

The basic idea behind reservoir algorithms is to select a sample of size
2n, from which a random sample of size n can be generated. A reservoir
algorithm is defined as follows:

Definition 10.2.1 — Reservoir. The first step of any reservoir
algorithm is to put the first n records of the file into a reservoir. The rest
of the records are processed sequentially; records can be selected for the
reservoir only as they are processed.

An algorithm is a reservoir algorithm if it maintains the invariant that after
each record is processed a true random sample of size n can be extracted
from the current state of the reservoir. At the end of the sequential pass
through the file, the final random sample must be extracted from the reservoir.
The reservoir might be rather large, and so this process could be expensive.
The most efficient reservoir algorithms avoid this step by always maintaining
a set of n designated candidates in the reservoir, which form a true random
sample of the records processed so far. When a record is chosen for the
reservoir, it becomes a candidate and replaces one of the former candidates;
at the end of the sequential pass through the file, the current set of n
candidates is output as the final sample.

If the internal memory is not large enough to store the n candidates, the
algorithm can be modified as follows: The reservoir is stored sequentially
on secondary storage; pointers to the current candidates are stored in internal
memory in an array, which we call I. (We assume that there is enough space
to store n pointers.) Suppose during the algorithm that record R′ is chosen as
a candidate to replace record R, which is pointed to by I[k]. Record R is
written sequentially on secondary storage, and I[k] is set to point to R. The
above algorithm can be modified by replacing the initial for loop.



Algorithm 26 Reservoir sampling algorithm (external memory)
1:   procedure RESERVOIR(k, S)⊳ take a random samples(external) from

the dataset S
2:      for i=1 to i ≤ |S| do
3:         Copy the jth record onto secondary storage;
4:         Set I[j] to point to the jth record;
5:         Copy the next record onto secondary storage;
6:         Set I[H] to point to that record      ⊳ H is a harmonic coefficient

Retrieval of the final sample from secondary storage can be sped up by
retrieving the records in sequential order. The sort should be very fast
because it can be done in internal memory. The basic idea of Algorithm 25 is
to skip data that are not going to be selected, and rather select the index of
next data. A random variable ϕ(n, t) is defined to be the number of data that
are skipped over before the next data is chosen for the reservoir, where n is
the size of the sample and t is the number of data items processed so far. This
technique reduces the number of data items that need to be processed and
thus the number of calls to RANDOM (RANDOM) is a function to generate a
uniform random variable between 0 and 1).

Complexity 10.2.1 — Reservoir sampling algorithm. It is
clear that Algorithm 26 runs in time O(N) because the entire file must run
in time O(N) and be scanned since each record can be processed in
constant time. This algorithm can be reformulated easily by using the
framework that we develop in the next section, so that the I/O time is
reduced from O(N) to O(n(1 + log (N/n))).

10.2.3  Sampling with updates
As we discussed above, the reservoir algorithm can only produce samples of
the insertion-only dataset. Deletions are supported by two algorithms:
random pairing (RP) and resizing samples (RS).

10.2.3.1  Random pairing



The basic idea behind random pairing is to avoid accessing the base data set
by considering the new insertion as a compensation for the previous deletion.
In the long term, every deletion from the data set is eventually compensated
by a corresponding insertion. The algorithm maintains two counters c1 and
c2, which respectively denote the numbers of uncompensated deletions in the
sample S and in the base data set R. Initially c1 and c2 are both set to 0. If c1
+ c2 = 0, the reservoir algorithm is applied and new data has a probability c1
/(c1 + c2) to be chosen for S; otherwise, it is excluded. Then c1 and c2 are
modified accordingly. When the transaction consists of a sequence deletion
then the last element immediately compensated by an insertion.

10.2.3.2  Resizing samples
The general idea of any resizing algorithm is to generate a sample S of size at
most n from the initial dataset R and after some finite transactions of
insertions and deletions, produce a sample S of size n from the new base
dataset R, where n < n < |R|. The proposed algorithm follows this general
idea by using a random variable based on the binomial distribution.

10.2.4  Sliding window sampling
In this subsection, we focus on algorithms, which generate a sample of size n
from a window of size w. Two types of sliding windows are defined: (i) the
sequence-based window and (ii) the timestamp-based window.

10.2.4.1  Simple algorithm
The simple algorithm first generates a sample of size n from the first w data
using the reservoir algorithm. Then, the window moves. The sample is
maintained until the entry of new data cause old data in the sample to expire.
The new data is then inserted into the sample and the expired data is
discarded. This algorithm can efficiently maintain a uniform random sample
of the sliding window. However, the sample design is reproduced for every
tumbling window. If the ith data is in the sample for the current window, the
(i + cw)th data is guaranteed to be included into the sample at some time in
the future, where c is an arbitrary integer constant.



10.2.4.2  Chain-sample algorithm
The chain-sample algorithm generates a sample of size 1 for each chain. So
in order to get our sample of size n, n chains need to be maintained. When the
ith data enters the window, it is selected to be the sample with probability
Min(i,w). If the data is selected, the index of the data w that replaces it when
it expires is uniformly chosen from i + 1 to i + w. When the data with the
selected index arrives, the algorithm puts it into the sample and calculates the
new replacement index. Thus, a chain of elements that can replace the
outdated data is built.

10.3  Sketching
In recent years, significant research has focused on developing compact data
structures. Families of such data structures are called sketches. Recent
research to develop data structures to summarize massive data streets and
compute statistics from such summaries has been ongoing. One statistic that
is commonly sought is the total count associated with a key in a data stream,
i.e., the sum of the values of keys. A sketch can estimate the count associated
with a key in a process known as answering point queries. In networking,
sketches have known applications in estimating the size of the largest traffic
flows in routers, in detecting changes in traffic streams, in adaptive traffic-
sampling techniques, and in worm fingerprinting. More generally, sketches
find applications in systems that require online processing of large data sets
[145, 146, 144]. Sketches use the same underlying hashing scheme for
summarizing data. They differ in how they update hash buckets and use
hashed data to derive estimates. Among the different sketches, the one with
the best time and space bounds is the count-min sketch.

10.3.1  Count-min sketches

Definition 10.3.1 The count-min (CM) sketch is a compact summary
data structure capable of representing high-dimensional vectors and
answering queries on such vectors, in particular point queries and dot



product queries, with strong accuracy guarantees. Figure 10.1 depicts the
structure.

Figure 10.1: Count-min sketch

Point queries are at the core of many computations, so the structure can be
used in order to answer a variety of other queries, such as frequent items
(heavy hitters), quintile finding, join size estimation, and more. Since the data
structure can easily process updates in the form of additions or subtractions
to dimensions of the vector (which may correspond to insertions or deletions,
or other transactions), it is capable of working over streams of updates, at
high rates.

The data structure maintains the linear projection of the vector with a
number of other random vectors. These vectors are defined implicitly by
simple hash functions. Increasing the range of the hash functions increases the
accuracy of the summary, and increasing the number of hash functions
decreases the probability of a bad estimate. These tradeoffs are quantified
precisely below. Because of this linearity, CM sketches can be scaled, added
and subtracted, to produce summaries of the corresponding scaled and
combined vectors. The CM sketch was first proposed in 2003 as an
alternative to several other sketch techniques, such as the count sketch and
the AMS sketch [145]. The goal was to provide a simple sketch data
structure with a precise characterization of the dependence on the input



parameters. The sketch has also been viewed as a multistage-filter, which
requires only limited independence AND randomness to show strong,
provable guarantees. The simplicity of creating and probing the sketch has
led to its wide use in many areas [145, 146, 143].

The CM sketch is simply an array of counters of width w and depth d, 
CM[1, 1], … ,CM[d,w]. Each entry of the array is initially zero.
Additionally, d hash functions h1, … ,hd : {1, … ,n} → {1, …w} are
chosen uniformly at random from a pairwise independent family. Once w and
d are chosen, the space required is fixed: the data structure is represented by
w × d counters and d hash functions.

10.3.1.1  Update procedure
Consider an implicit and incremental vector a of dimension n. Assume that
its current state at time t is a(t) = [a1(t), … , ai(t), … an(t)]. Initially, a(0)
represents zero vectors, so ai(0) is 0 for all i. Updates to individual entries
of the vector are presented as a stream of pairs. The tth update is (it, ct),
meaning that ait(t) = ait(t − 1) + ct and ai(t) = ai(t − 1), when i ≠ it.

Generally, for convenience of reference, t is dropped, and the
current state of the vector is written as just a.

When an update (it, ct) appears, ct is added to one count in each row of the
CM sketch and the counter is determined by hj.

Complexity 10.3.1 Computing each hash function takes O(1)
(constant) time and the total time to perform an update is O(d),
independent of w. Since d is typically small in practice (often less than
10), updates can be processed at high speed.

10.3.1.2  Estimation procedure
The process is similar for estimating (i) operations. For each row, the
corresponding hash function is applied to i to look up one of the counters.



Across all rows, the estimate is found as the minimum of all the probed
counters. In the example above, we examine each place where i was mapped
by the hash functions. Each of these entries has a counter which has added up
all the updates that were mapped there, and the estimate returned is the
smallest of these.

Algorithm 27 Initializing array C of w × d counters to 0, and picking values
for hash functions based on prime p.

1:   procedure CountMinInit (w, d, p)         ⊳ Initialization of CM sketch
2:      C[d, w] = 0
3:      for i=1 to d do
4:         Choose aj, bj and prime p      ⊳ different prime p may be 231 − 1

or else
5:         Total count, N=0

Algorithm 28 Updating (i c) by updating N with c.
1:   procedure CountMinUpdate(i, c)            ⊳ Update of CM sketch
2:      N = N + c
3:      for i=1 to d do
4:         hj(i) = (aj × i + bj) mod p mod w            ⊳ different prime p for

different j
5:         C[j, hj(i)] = C[j, hj(i)] + c;
NB: The loop hashes its counter in each row and updates it there.

Algorithm 29 Estimating (i for given i by performing hashing and tracking
minimum value of C[j, hj(i)] over d values of j

1:   procedure CountMinEstimate(i)            ⊳ Estimation of CM sketch
2:      e ← 100
3:      for i=1 to d do
4:         hj(i) = (aj × i + bj) mod p mod w            ⊳ different prime p for

different j
5:         e = min(e, C[j, hj(i)])
6:      return e



To speed implementation, mod p can be replaced with a shift
and mod w can be replaced with a bitmask operation when w
for certain choice of p and w.

Theorem 10.3.1 In a sketch of size w × d and total count N, any
estimate has error at most 2N/w with an error probability 1 − ( 1

2 )d.

Proof. Proof of the theorem can be found in Cormode et al. [144].

If we set large w and d, we can achieve high accuracy in
comperatively little space.

10.4  Fingerprint
This section describes the fingerprint synopsis data structure that maintains a
small data footprint while representing it accurately.

Objective 10.1—Fingerprint. Analysis of huge groups of complex
objects is now common practice. The fingerprint technique eliminates the
“curse of dimensionality” in costly object comparisons by comparing the
smallest fingerprint first.

Definition 10.4.1 — Fingerprint. Small fingerprints effectively
represent large data objects based on the concept that the probability that
two objects have the same fingerprint should be far smaller if the two
fingerprints are different from the corresponding objects.

A fingerprinting scheme is a certain collection of functions F = {f:Δ → {0,
1}k} where Δ is the set of all possible objects of interest and k is the length
of the fingerprint.

Complexity 10.4.1 The space complexity of a fingerprint is 2k.



10.4.1  Fingerprinting scheme of Rabin
Rabin’s scheme [152] can produce a simple real-time string matching
algorithm and a method for securing files against unauthorized changes. This
fingerprinting scheme is based on the arithmetic modulo of a polynomial with
coefficient in Z2. Let A = (a1, a2, … , am) be a binary string. We associate
the string A with a polynomial A(x) of degree m 1 with coefficients in Z2 as: 
A(x) = a1x

m−1 + a2x
m−2 + ⋯ + am−1x + am Let P(x) be an irreducible

polynomial of degree k, over Z2. For a fixed P, we define the fingerprint of A
to be the polynomial F(A) = A(x) mod P(x).

Definition 10.4.2 — Irreducible polynomial. A given
polynomial P(x) defined on a finite field Z2 is irreducible if P(x) is not
evaluted to 0 by any values from Z2.

 What will be the value of k, the degree of irreducible

polynomial P(x)?

Any value of k can be used, but implementation if more
convenient if we choose k as prime number.

Theorem 10.4.1 Let S be a set on an n string of length m. For an
irreducible P(x), the probability that a pair of distinct strings in S has the
same fingerprint is < n2m

2k
.

Proof. Let Φs(x) = ∏A≠B∈S (A(x) − B(x)).
Collision implies Φs(x) = Omod P(x) by equivalence of string and

polynomial.
Therefore, P(x) is a factor of Φs(x).
Degree Φs(x) is n2 m and # of irreducible degree k factor of Φs(x) is n2m

k
.

The number of irreducible degree k polynomials >(2k − 2k /2)/k.
Therefore the probability that a random P(x) divides Φs(x) is < n2m

2k
.       ▪



10.4.1.1  Usefull properties for application development
1. f(A) ≠ f(B).
2. Pr(f(A)) = (f(B) | A ≠ B) = very small.
3. The string A and the polynomial A(x) with coefficient over Z2 are

identical.
4. Fingerprinting is distributive over addition (in Z2) : f(A + B) = f(A)

+ f(B).
5. Fingerprints can be computed in linear time.
6. The fingerprint of the concatenated strings can be computed as:

f(concat(A, B)) = f(concat (f(A), B)).
7. For f(A) and f(B), and the length n = length (B), we have f

(concat(A, B)) = A(x) * xn + B(x) mod P(x).

The operations on polynomials have simple implementations:
addition is equivalent to bit-wise exclusive OR. And
multiplication by t is equivalent to a one-bit left shift.

Table 10.1: Comparison of hashing and fingerprinting

▪  Example 10.3 — Duplicate detection in large document
corpus. Collections of documents are often very large. Duplicate detection
using naive search is very costly. Fingerprinting is a good alternative. It
matches fingerprints instead of documents and checks documents for possible
duplications only when fingerprint matches are found.     ▪

10.5  Wavelets
Wavelets are common mathematical functions often used by database
researchers for summarization and decomposition. Wavelet algorithms are



capable of processing data at various scales and resolution levels.

Objective 10.2 — Wavelet as synopsis data structure.
Wavelets are used to capture crucial information about data such as broad
trends and local characteristics of higher and lower order coefficients.
The function of the coefficients is to answer queries about data within
bounded spaces.

We rely on windows to observe gross characteristics of signals; small
windows are used to examine small characteristics. This section discusses
the use of Haar 195 wavelets for simple hierarchical decompositions of
streaming and other large data collections.

10.5.1  Wavelet decomposition
Wavelet decompositions are special mathematical transforms for capturing
data trends in numerical sequences (Figure 10.2). If a few are significant, no
need to say that some aren’t: Only a few wavelet coefficients of data sets are
significant. Only small numbers of significant coefficients are stored to
approximate data sequences. Although wavelets represent a vast number of
operations, we generally use only basic wavelet decomposition for data
structures.



Figure 10.2: Wavelet decomposition

1. The decomposition is computed by convolving the signal with the
low pass filter {1/√2, 1/√2} and the high pass filter 
{−1/√2, 1/√2} followed by down-sampling by two.

2. In the discrete case if there are N values in the array, this process
yields N = 2 averages and N = 2 differences (the averages and
differences are scaled by suitable scaling factors).

3. We store the differences as the wavelet coefficients at this level.
We repeat the computations of averages and differences until we



are left with only one average and N1 differences over logN scales
or resolutions.

4. The total collection of all the differences over the log N scales
together with the final average gives the Haar wavelet transform of
the input signal.

The entire computation can be quite naturally represented by a binary tree
over the signal array, each node in the tree representing the average of the
nodes under it and the difference between the left and right child.

▪ Example 10.4 — Computer vision. Marr’s theory was that image
processing in the human visual system has a complicated hierarchical
structure that involves several layers of processing. At each processing
level, the retinal system provides a visual representation that scales
progressively in a geometrical manner. His arguments hinged on the detection
of intensity changes. He theorized that intensity changes occur at different
scales in an image, so that their optimal detection requires the use of
operators of different sizes. He also theorized that sudden intensity changes
produce a peak or trough in the first derivative of the image. These two
hypotheses require that a vision filter have two characteristics:

1. It should be a differential operator.
2. It should be capable of tuning to act at any desired scale. Marr’s

operator is now referred to as the Marr wavelet.      ▪

▪  Example 10.5 — Wavelet tree for text compression. A
wavelet data structure was initially proposed for text compression
applications and for other uses in text indexing and retrieval. A wavelet tree
can simply store texts and provide indexing and compression mechanisms. It
can also store auxiliary information for compressed algorithms. Another use
is as a general tool to reduce computation needed to compress a string from
an arbitrary alphabet to binary strings.

Wavelet trees can be used as a means of reorganizing natural text that has
been word-compressed in order to guarantee self-synchronization, even for
compression algorithms that are not self-synchronized. Self-synchronization
for compressed text permits fast search and random access. The compressed



text resulting from this reorganization is synchronized, even for codes that are
not self-synchronized. All the advantages (good compression, fast search and
random access ability) can be gained simultaneously. The first step is
compressing the text and then reorganizing the bytes of all code words in the
order in which they appear in the nodes of a structure closely resembling a
wavelet tree.      ▪

10.6  Exercises

Exercise 10.1 What is a synopsis data structure? What is the need for
using synopsis data structures?      ▪

Exercise 10.2 Describe the window sampling method and its uses on
massive data.      ▪

Exercise 10.3 Describe the random sampling method and its uses on
massive data.      ▪

Exercise 10.4 Describe the reservoir sampling method and its uses on
massive data.     ▪

Exercise 10.5 Describe the random sketches method and its uses on
massive data.     ▪

Exercise 10.6 Describe the sketching of frequency moments method
and its uses on massive data.     ▪

Exercise 10.7 Describe the fingerprint method and its uses on massive
data.     ▪



Exercise 10.8 Describe the histogram method and its uses on massive
data.     ▪



Part III

Recent Applications



Chapter 11
Introduction to Applications

Objective 11.1 Part III elucidates the applications of the data
structures discussed earlier chapters covering networks, the WWW,
DBMS, cryptography, graphics machine learning, operating systems, and
other topics. Part III covers recent advances in applications of data
structures to all these important computer science areas.

11.1  Various Domain Applications
Chapter 12 addresses applications of data structures to cryptographic
techniques. The chapter includes three case studies and describes the use of
hash collision as a cryptographic function and hashing for password
verification.

Chapter 13 focuses applying data structures to the World Wide Web. It
covers uses of tries and skiplists to create inverted indices along with case
studies on splay trees, URL hashing for lookup functions, and various string
data structures used for semantic alignments.

Applications of data structures to networks and communications are the
subjects of Chapter 15. The contents include applications of binomial heaps
in network algorithms and acceleration of union and merger operations.
Bloom filters for optimizing caches in proxy servers and as summary vectors
in ad hoc networks are described. A case study on disjoint sets for greedy
algorithms is included.

Chapter 17 details the ways data structures are used for databases,
specifically indexing and block searching functions of B trees, B+ trees, and
BSTs. The section dedicated to buffer trees explores access paths and other



aspects of database management. The final section explains applications of
bloom filter join methods for query processing in distributed databases.

Chapter 14 explores machine learning applications such as use of KD tree
structures in multidimensional searches, a case study of locality-sensitive
hashing (LSH) in nearest neighbor searches and the Nystrom method for
generating low-rank matrix operations in learning applications.

Chapter 18 addresses image processing and graphics. It discusses R trees
used for spatial indexing and storing geometric and multi-dimensional data in
geographic information systems and other trees for handling region searches
and predictive queries. The final section covers ray shooting.

Chapter 16 covers applications of data structures in operating and
communication systems and includes case studies on caching queues in
paging systems, cache size management, and optimizing techniques. It
includes case studies on sketching for heavy hitters and sampling and
histogram creation for optical signal monitoring.

11.2  Project

Project 11.1 — Artificial mind of a machine Creating an
artificial mind for a computing system requires the installation in modules
of data structures and algorithms designed to perform the needed
functions based on the steps below:

1. Gather data to be processed by machine and store it; design
system to perform organized retrieval.

2. Create domain ontology (concept hierarchies).
3. Model interaction of machine with environment.
4. Model interaction of machine with user.
5. Model decision problems to capabilities of machine.
6. Design machine learning algorithm and train it on past

instances(may be simulated).
7. Test and re-train adaptively.



Chapter 12
Applications to Cryptography

Cryptography current fulfills a vital function in a world where millions of
people use the Internet to exchange personal and business information. It is
imperative for companies, banks, governments, and other institutions to
ensure security of the networks while providing users with speedy output of
information. Confidentiality, data integrity, secrecy, and validation are
provided by cryptographic algorithms. A mathematical formula scrambles
plain text to produce ciphertext. The conversion achieved by a cryptographic
algorithm is known as decryption.

Hash texts (also known as message digests or one-way encryptions) have
no keys. A fixed-length hash value is computed based on the plaintext. The
major purpose of hash functions in cryptography is message integrity. The
hash value affords a digital fingerprint of a message’s contents, which
ensures that the message has not been changed by an intruder, virus, or by
other means.

Objective 12.1 In this chapter, we address the applications of hashing
for cryptographic functions. Each section includes notable case studies.
The first section discusses the MD5 (message digest 5) algorithm. The
next section covers hashing applications to secure socket layers, along
with hash collisions and cryptographic hash functions. The chapter
concludes with explanations of hashing in block chains and digital
signatures.

12.1  MD5



MD5 is a cryptographic algorithm that uses an arbitrary length input to
generate a message digest 128 pieces long [12], [155]. The algorithm
operates at 128 bits divided into four 32-bit words denoted U,V,W and X.
These words are initialized to some fixed constants. Each input message is
broken into chunks of 512 bit block (pieces) in turn to change the state (each
message block consists of four similar stages, called Cycles). Each round of
algorithm consists of 16 similar operations based on a nonlinear function F, a
modular addition, and left rotation. There are four possible functions; a
different function ⊕, ∧, ∨, ¬ is used in each round to denote the xor, and, or,
and not operations respectively.

12.1.1  Password hashing
The algorithms for hash functions have one-way functional behavior. The
main function of a hash is to convert any length of data into a fixed-length
fingerprint that cannot be reversed. If the input changes even by a tiny bit, the
resulting hash is completely different. A hash is designed to protect stored
passwords even if their files are compromised. A secure system must also be
able to verify user passwords. The list below shows the work flow for
account registraation and authentication using a hash-based algorithm.

1. User creates an account.
2. User enters a password that is hashed and stored in the database.

After hashing, the password is also converted into a random fixed-
length fingerprint and stored on the hard drive.

3. Next time when user attempts to log in, the hash of the password is
checked against the hash of the user’s real password (retrieved
from the database).

4. If the entered value matches with the stored hashes, the user is
granted access. If not, the user is advised that he or she entered an
invalid login.

F(B,C,D) = (B ∧ C) ∨ (¬B ∧D)

G(B,C,D) = (B ∧D) ∨ (C ∧ ¬D)

H(B,C,D) = B⊕ C ⊕D

I(B,C,D) = C ⊕ (B ∨ ¬D)



5. Steps 3 and 4 repeat whenever a user tries to login to his or her
account.

Step 4 is designed to display a generic message like “Invalid
username or password” if a user enters a wrong password or
name. This feature of the operating system prevents attackers

from using valid usernames without knowing user passwords.

Hash functions used for password protection are different from
the hash functions used in a data structure. Hash functions used
to execute data structures (e.g. hash tables) are designed to be

fast, not secure. The cryptographic hash functions(such as SHA256,
SHA512, RipeMD and WHIRLPOOL) are only used for password
hashing.

It’s easy to believe that all you need to do is run the password through a
cryptographic hash function and the passwords of your users will be safe.
That assumption is far from the truth. There are many ways to recover simple
hash passwords very quickly. There are several easy-to-use techniques that
make these attacks much less effective. There are method to retrieve data
using various dictionary attacks.

12.2  Secure Socket Layers (SSLs)
The major goal of the SSL [RFC0793] protocol is to provide security
between channels. An SSL is composed of two layers. Its function is
encapsulation of various higher level protocols. The SSL handshake protocol
provides the authentication between the server and client and then negotiates
the encryption algorithm and cryptographic keys before the application
protocol transmits or receives its first byte of data. One advantage of SSLs is
that they are application protocol independent. Their reliability is maintained
through message integrity checks using keyed message authentication codes
(MACs) [RFC2104] [157, 156, 158].

12.2.1  Data structure of open SSL



The current data structures of open SSL library functions are published on the
Internet: (https://www.openssl.org/docs/man1.0.2/ssl/ssl.html):

1. SSL_METHOD describes the internal SSL library methods and
functions which implement the various protocol versions (SSLv1,
SSLv2, and TLSv1). It’s needed to create an SSL_CTX.

2. SSL_CIPHER retains the information of a particular cipher which
is a core part of the SSL/TLS protocol. The available ciphers are
configured on an SSL_CTX basis and the used ones become part of
the SSL_SESSION.

3. SSL_CTX is a global context structure created by a server or client
over the lifetime. It also holds mainly default values for the SSL
structures which are later created for the connections.

4. SSL_SESSION maintains current TLS/SSL session details for the
connection: SSL_CIPHERs, server and client certificates, keys, etc.

5. SSL is the main connection structure of SSL/TLS. It is created by a
server or client per established connection. Under run-time, the
application usually deals with this structure which has links to most
other system structures.

12.3  Block Chains
The distributed and decentralized ledger system is one of the best
advancements since the invention of the WWW [159, 160, 161]. Over the
years it has found many applications and one of them is “currency” In this
section we explore the main data structures found in almost any
cryptocurrency based on the block chain technology. A block chain, in
general, is a hash pointer-based data structure composed of a block with the
following features:

1. Index is the position of the block on the block chain. The first block
has a 0 index.

2. The hash function applies to block components. For example, the
hash function used in Bitcoin is a variant of the SHA2 with 256 bits
(SHA256). In Ethereum, SHA3 is used.

http://www.openssl.org/


3. The previousHash function links a block to its predecessor.
4. The Unix UTC timestamp shows when a block was created.
5. The nonce is a 32- to 64-bit integer used in data mining.
6. numTx indicates the number of transactions in a block.
7. The transactions feature is an array of all the transactions found in a

block.

For transactions data, some implementations use Merkle trees
for space optimization.

Blocks in a block chain contain valid transactions that are encoded and
hashed by Merkle trees. Merkle tree is also known as hash tree, where leaf
node is labeled with hash of data block and non leaf nodes are labelled with
cryptographic hash. Markel tree helps in efficient and secure verification of
large data structure (as illustrated in Figure 12.2). Each block has the
cryptographic hash value of the previous block in the block that unites the
two. The connected blocks cascade to form a chain. This iterative process
confirms the integrity of the previous block to the original generation block
[162]. Sometimes, the blocks can be produced at the same time, creating a
temporary bifurcation. Each block has a specific algorithm to evaluate
different versions of the history, so a higher value can be chosen. Blocks not
selected for inclusion in the chain are called “orphans”.



Figure 12.1: MD5

Figure 12.2: Merkle tree of transactions X, Y, S, and U.



The partners that support the database have different versions of the story
from time to time. They maintain the highest version of the database they
know. Whenever a block receives a higher version of score it extends or
overwrites its own database and retransmits the improvement to its peers.
There is never an absolute guarantee that a particular item will remain
forever in a story.

Block chains are generally created to add new blocks to old blocks. Built-
in incentives motivate block chains to extend new blocks instead of
overwriting old blocks. The probability of replacing an entry decreases
exponentially as more blocks are built. For example, in a block chain using
the proof-of-work system, the chain with the most cumulative proof-of-work
is always considered the valid one by the network. There are a number of
methods that can be used to demonstrate a sufficient level of computation.
Within a block chain the computation is carried out redundantly rather than in
the traditional segregated and parallel manner [163].

12.4  Digital Signature
The unique characteristics of a hand-written signature are not easily imitated
and thus allow a person to conduct business without having his or her identity
questioned. Those characteristics allow a signature to be verified as genuine
or identified as a forgery [165, 166].

A digital signature works like an electronic stamp or fingerprint; it is the
electronic equivalent of a hand-written signature. The major difference
between digital and hand-written signatures is that a digital signature changes
on every use even if the signer and key pairs are the same. A digital signature
authenticates data origins and protects data integrity. An example of how a
hash function of a digital signature works is shown below.

1. Assume Sarah is the sender and signer of a document. She has the
private and public key pair, the hash function for creating the
message digest, and the document.

2. Remy is the recipient of the document. Sarah starts the digital
process by generating the hash value of the message of document to
be transmitted to Remy.



3. Sarah uses her private key to encrypt the message digest to produce
the signature.

4. Sarah appends the digital signature to the document.
5. Finally, she encrypts the signed document with her private key and

transmits it to Remy.
6. Remy receives the ciphertext and decrypts it using Sarah’s public

key to access the signed document [164].

Summary 12.1 The advanced hashing techniques are covered in
Chapter 2. This chapter discusses four important cryptographic
applications: hashing in SSLs, hashing using the MD5 algorithm, block
chain hashing, and method to hash digital signatures; a practice project is
presented below.

12.5  Projects

Project 12.1 — Graphical password strategy. Assume you
want to maximize password space while facilitating memorization of
entered secrets. [Hint: use graphical: Use a graphical password system
along with the hash function because a graphical password system is
considered difficult to crack by brute force, search, dictionary, social
engineering, and spyware attacks.]

Project 12.2 — File encryption using Fibonacci series. Use
the Fibonacci series technique to encrypt and decrypt a file. [Hint: Start
the Fibonacci series from 1 instead of 0. The element which is at the odd
position in the ciphertext is forwarded by the current Fibonacci term.]

Project 12.3 — Hybrid AES DES encryption algorithm. The
advanced encryption standard (AES) and the data encryption standard
(DES) are used to encrypt and transfer data. Combine both algorithms in
an efficient structure to create a strong encryption algorithm.



Project 12.4 — Mobile Self Encryption Project. Use a stream
cipher to encrypt data on a mobile phone. The key is stored on a server, If
a user loses the phone, he reports the loss to the server that then destroys
the key and phone data remains confidential.



Chapter 13
Application to IR and WWW

Web-based applications have increased enormously in the last few years.
Use of search engines, online simulations, language translators, games, AI-
based Web pages continues to grow and new technology continues to
develop. Advances such as crawl frontiers, posting list intersections, text
retrievals via inverted indices, and autocomplete functions using tries have
revolutionized Web access. This chapter summarizes some of the methods
and their corresponding data structures.

Objective 13.1 This chapter addresses the applications of priority
queues (crawl frontiers), skiplists, skip pointers and tries. It contains case
studies of priority queues and posting list intersections. The final sections
cover text retrieval through inverted indices and autocomplete using tries.

13.1  Crawl Frontier
Crawl frontier is a data structure (also known as a priority queue) designed
to store URLs and support their addition and crawl selection functions. The
crawl frontier on a node receives a URL from its crawl feature or a host
separator from another crawl. The crawl frontier retains the URLs and
releases them in a certain order whenever a search thread seeks a URL.

Two important issues govern the order in which the frontier returns the
URLs:

1. Pages that change frequently are given priority for frequent scans;
page priority combines quality and rate of change. The combination



is essential because each search means processing large numbers of
changing pages.

2. Politeness [172] is another crawl frontier feature. Repeated fetch
requests in a short period should be avoided, primarily because the
requests impact many URLs linked on a single host. A URL frontier
implemented as a simple priority queue may cause a burst of fetch
requests to a host.

This scenario may even occur if a constraint is imposed on a crawler so
that at most one thread could fetch from any single host at any time. A
heuristic approach is to insert a gap between two consecutive fetch requests
to that host which has an order of magnitude larger than the time taken for the
most recent fetch from that host. Figures 13.1 and 13.2 depict details of a
crawl frontier [169]–[171], [174].

Figure 13.1: Biased front queue of crawl frontier



Figure 13.2: Back queue of crawl frontier

13.2  Posting List Intersection
The basic operation of a posting list intersection is to walk through the two
postings lists, in linear time within a total number of postings entries. If the
list lengths of entries are m and n, then the intersection will take O(m + n)
operations. Now the question is, can it be done better than this? Can the
process postings list intersection be done in sublinear time? The answer to
both questions is yes provided the indexes are not changed frequently. One
way to deal with it to use skip list (augmenting postings lists with skip
pointers) as illustrated in Figure 13.2. Skip pointers (Figure 13.3) avoid
processing but the issues of placing and merging them must also be handled.
Information about operations of skiplists and skip pointers can be found at



https://nlp.stanford.edu/IR-book/html/htmledition/faster-postings-list-
intersection-via-skip-pointers-1.html.

Figure 13.3: Data structure of skip pointer

13.3  Text Retrieval from Inverted Index
Retrieval involves a search for lists postings corresponding to query terms
(document score and return of results to the user). Searching for postings
involves the random search of the disk, since postings may be too large to fit
in memory (without considering cached storage and other special cases).
Searching at this level is beyond the capability of many systems. The best
solution is breaking down indices and distributing retrieval results over a
number of machines.

The two main partitioning approaches for distributed data retrieval are
document partitioning and term partitioning. In document partitioning, the
entire collection is broken into multiple sub-collections and then assigned to
the server. In term partitioning, each server is responsible for the subset of
the entire collection, i.e., the server holds the postings for all documents in
the collection for the subset of terms. The two techniques use different
retrieval techniques and present different trade-offs. Document partitioning
uses a query broker that forwards a user query to all partition servers, then
merge the partitions results and returns them. Document partitioning typically
yields shorter query latencies as they operate independently and they traverse
postings in parallel.

13.4  Auto Complete Using Tries

https://nlp.stanford.edu/


Auto complete functionality is used widely in mobile applications and text
editor. A trie is an efficient data structure commonly used to implement auto
complete functionality. Trie provides an easy way to search for the possible
dictionary words to complete a query for the following reasons. Looking up
data in a trie is faster in the worst case O(n) (n = size of the string involved
in the operation) time compared to an imperfect hash table. An imperfect
hash table can have key collisions. A key collision is the hash function
mapping of different keys to the same position in a hash table. A trie can
provide an alphabetical ordering of the entries by key. Searching in a trie
helps trace pointers to reach a node entered by the user. By exploring a trie
traversing down the tree, we can easily enumerate all strings that complete
the user input. The steps for resolving a query are:

1. Search for given query using the standard trie search algorithm.
2. If query prefix is not present, indicate it by returning −1.
3. If a query is the end of a word in trie, print the query. The end of the

query can be checked quickly by checking whether the last matching
node has an end word flat. Tries use such flags to mark the ends of
word nodes during searches.

4. If last matching node of query has no children, return.
5. Otherwise, recursively print all nodes under subtree of last

matching node.

13.5  Projects

Project 13.1 — Document Sentiment Analysis. The aim of
sentiment analysis is to detect the attitude of a writer, speaker or another
subject with respect to some topic or context. Sentiment analysis utilizes
natural language processing to extract subjective information from the
content. Write a project for document sentiment analysis. The project
should involve scanning of user documents and breaking down of
comments to check the sentiment in the documents. If the keywords are
found, the comments contain sentiment. [Hint: for morphological analysis,
tries can be useful.]



Project 13.2 — Twitter Trend Analysis. The hashtag (#) has
become an important medium for sharing common interests. Enough
individual participation in social media eventually creates a social trend.
Through the social trends government and other institutions get an idea of
the popularity of any event or activity in a specific moment. Consider a
Twitter microblogging site and introduce a typology that includes the
following four types of uses: news, ongoing events, memes, and
commemoratives. Input will be given by the user in the form of a keyword
that will be used to search for latest trends. The system will search for the
similar words in the database and it will summarize the total count of the
trending tweets associated with the keyword. The summarized trending
tweets will be displayed on the screen.

Project 13.3 — Website Evaluation Using Opinion Mining.
Propose an advanced website evaluation system for an electronic
commerce company. The project must rate the company’s website based
on user and customer opinions. The evaluation criteria should consider
the following factors: (1) timely delivery of product; (2) website support;
(3) accuracy and scope of the website. The proposed system should rate
the website by evaluating the opinions and comments of users and
customers. [Hint: use opinion mining methodology and database of
sentiment based keywords. Positive and negative weights in the database
are evaluated and sentiment keywords of users are used for ranking].

Project 13.4 — Detecting E Banking Phishing Websites. The
number of online banking users has increased greatly over the past few
years. Banks that provide online transactions ask their customers to
submit certain credentials (user name, password, credit card data).
Malicious users may try to obtain credentialing information by disguising
themselves as trustworthy entities; their operations are known as phishing
websites.

Propose a system based on a classification data mining algorithm to
predict and detect e-banking phishing websites. The system should detect



URL, domain identity, security features, and encryption criteria
characteristics. [Hint: Read the 2020 paper of Aburrous et al. [196].]



Chapter 14
Applications to Data Science

Data sciences represent smart world and artificial intelligence of the future.
They blend the areas of data inference, algorithm development, and
electronic advances to solve complex problems and add value in all areas of
government and commerce.

Objective 14.1 This chapter covers the applications of important
concepts of synopsis data structures and various hashing techniques for
analysis of large amounts of data in reasonable time.

14.1  Heavy Hitters and Count-Min Structures
A paper by Cormode et al. [186] describes the count-min sketch data
structure that does more than approximating data distributions. The functions
are described below.

• A heavy hitter query (HH(k) request) seeks a set of high frequency
elements (say 1

k
 of the total frequency). Count tracking can be used to

answer the query directly, by considering the frequency of each item.
When there are many possible elements, the query response can be
significantly slower. At the expense of collecting additional groups,
the process can be speeded up keeping additional information about
the frequencies of the element groups [186].

• Finding heavy-hitters is also of interest in the context of signal
processing. Since data distribution is defined by signals, the recovery
of heavy goods is the key to the best signal convergence. Consequently



the graph-min function can be used in a compressed sensor paradigm
to obtain a recently processed signal [187].

• If p ∉ B(q, r2) then PrH[h(q) = h(p)] ≤ p2.

• Applications like no loopy peas (NLP) generate large amounts of
data. Therefore, it is important to store statistics by combining words,
such as pairs or triple words that appear in the sequence. In one
experiment, the researchers compacted a 90 GB data load to 8 GB
graphic sketches.

• Another use of a count-min sketch is in password design. The count-
min structure can be used for count tracking (see
http://www.youtube.com/watch?v=qo1cOJFEF0U). The good feature
with it is the impact of a false positive.

14.2  Approximate Nearest Neighbor Searches
The nearest neighbor (NN) search is an important step in stuctural analysis
and processing of other types of queries. NN search is very useful for dealing
with massive data sets, but it suffers from the curse of dimension [34, 36].
NN searches were previously used for low dimensional data. A recent surge
of results shows that the NN search is also useful for analyzing large data
collections if a suitable data structure (KD tree, quadtree, R tree, metric tree,
locality sensitive hashing (LSH)) is used [42, 41, 40, 38]. One more
advantage of using NN search for large data analysis is the availability of
efficient approximation scheme, which provides almost the same results in
very less time [49, 37].

14.2.1  Approximate nearest neighbor
Consider a metric space (S, d) and some finite subset SD of data points SD ⊂
S on which the nearest neighbor queries are to be made. The aim of
approximate NN to organize SD such that answer the NN queries can be done
more efficiently. For any q ∈ S, the NN problem consists of finding a single
minimal located point p ∈ SD s.t. d(p, q) minimum over all p ∈ SD. We
denote this by p = NN(q, SD).

http://www.youtube.com/


An ε approximate NN of q ∈ S is to find a point p ∈ SD s.t. d(p, q) ≤ (1 +
ε) d(x, d) ∀ x ∈ SD.

14.2.2  Locality-sensitive hashing (LSH)
Several methods to compute first nearest neighbor query are cited in the
literature and locality-sensitive hashing (LSH) is most popular because of its
dimension independent run time [46, 45]. In a locality sensitive hashing, the
hash function has the property that close points are hashed into same bucket
with high probability and distance points are hashed into same bucket with
low probability. Mathematically, a family H = {h : S → U} is called (r1, r2,
p1, p2)-sensitive if for any p, q ∈ S

• if p ∈ B(q, r1) then PrH[h(q) = h(p)] ≥ p1

• if p ∉ B(q, r2) then PrH[h(q) = h(p)] ≤ p2
where B(q, r) denotes a hypersphere of radius r centered at q. In order for a
locality-sensitive family to be useful, it has to satisfy inequalities p1 > p2 and
r1 < r2 when D is a distance, or p1 > p2 and r1 > r2 when D is a similarity
measure [27, 29]. The value of δ = log(1/P1)/log(1/P2) determines search
performance of LSH. Defining a LSH as a (r, r(1 + ε), p1, p2), the (1 + ε)
NN problem can be solved via hashing and searching within the buckets [44,
43, 40].

14.3  Low Rank Approximation by Sampling
Traditionally in information retrieval and machine learning, data is
represented in the form of vectors. These vector collections are then stored
in the single metric A ∈ Rn×m, where each column of A corresponds to a
vector in the n dimensional space. The advantage of using a vector space
model is that its paradigm can be exploited for the solution [205]. However,
the information contained in the data must not be removed. The widely used
method for this purpose is to estimate a single data matrix, A with a lower
rank matrix. Mathematically, according to the Frobenius criteria, the optimum
rank estimate of the matrix A can be computed as follows: Find a matrix B ∈
Rn×m with rank (B) = k., such that ||A − B|| is minimum. The matrix B can be



readily obtained by computing the singular value decomposition (SVD) of A,
as stated by Golub and Van Loan [206]. For any approximation M of A, we
call ||A − M||F the reconstruction error of the approximation.

SVD calculation is interesting from a theoretical view because it provides
the closest matrix of a given rank. For many applications where the data
matrix is large, the SVD calculation can be impractical because it requires a
large number of operations and large memory. Recent studies have focused
on algorithms which are not optimal in the sense that they compute a lower-
grade matrix which is not close to the original matrix. Reported work shows
that they have an advantage over SVD based algorithms as they require less
memory. Low-rank approximations have various applications like latent
semantic indexing, support vector machine training, machine learning,
computer vision, and web search models. In these applications, the data
consist of a matrix of pairwise distances between the nodes of a complex
network and approximated by a low-rank matrix for fast community detection
using a distance-based partitioning algorithm. Calculating such a low-rank
approximation can reveal the underlying structure of the data and allow for
fast computations.

14.3.1  Nystrom approximation
Any symmetric positive semi-definite (SPSD) matrix can be approximated as
a subset of its columns using Nystrom methods. Specifically, given an m × m
SPSD matrix A, the method requires sampling c ( < m) columns of A to
construct an m × c matrix C. We always assume that C consists of the first c
columns of A without loss of generality. We partition A and C as

A = ( ) and C = ( )

where W and A21 are of size c × c and m − c × c respectively [31].

Definition 14.3.1 The standard Nystrom approximation of A is

Anys
c = ( )

W AT
21

A21 A22

W

A21

W AT
21

A21 A21W AT
21



Since the running time complexity of SVD on W is O(kl2) and matrix
multiplication with C takes O(kln), the total complexity of the Nystrom
approximation computation is in O(kln)[32, 33].

14.3.2  Random sketching
In random sketching, a relation is modelled as defining a vector or matrix.
The sketch is formed by multiplying the data by a vector [21]. A sketch
vectorforms a synopsis of the data ad the synopsis is smaller than all the
original data. Data mining algorithms can now be applied on the sketch
vector.

Definition 14.3.2 Johnson-Lindenstrauss Lemma 1. For any
set of n points S ∈ Rd, there is a (1 + ε)-distortion embedding of X into Rk

(k < d), for k = O( log(n)
ε2 ) .

Definition 14.3.3 Johnson-Lindenstrauss Lemma 2. There is a
distribution over random linear mappings A: Rd → Rk, (k < d) such that
for any vector x we have ||Ax|| = (1 ± ε) ||x|| with probability 1 − e−Ckε2 .

The Johnson Linderstrauss theorems [30] for sketches ensure the
preservation of distance during lower dimensional approximation and
provide minimum lower bounds of approximation.

We have used random sketches for low rank approximations of the dataset.
• Step 1: counts the number of attributes in the dataset
• Step 2: sketch matrix is generated and number of rows equals the

number attributed in the dataset. Sketch matrix have three sets of
values: (1) between 0 and 1 (2) 0 and 1 (3)between maximum and
minimum values of the dataset.

• Step 3: multiplies each row of the dataset with the sketch matrix in
order to generate sketch vector.

After a sketch vector is generated machine learning algorithms are applied to
the sketch matrix.



14.4  Near-Duplicate Detection by Min Hashing
The MinHash technique invented by Andrei Broder can quickly estimate
similarities between two sets [188, 189]. Initially, it was used in the
AltaVista search engine to detect duplicate web pages, clustering documents
by the similarities of their sets of words.

MinHash uses the Jaccard similarity coefficient and hash
functions. The coefficient is used to find similarities between
two sets (A and B). A similarity of 0 indicates they have no

elements in common. A similarity of 1 indicates both sets contain the
same elements.

MinHash methodology can be classified into two types: variants with many
hash functions and variants with only one.
In the many hash functions variation, the MinHash scheme uses k different
hash functions. Here the k (a fixed integer parameter) represents each set S
by the k values of hmin(S) for these k functions. To detect the Jaccard
similarity coefficient J(A,B) assume y is the total number of hash functions
for which h(min)(A) = h(min)(B), and use y

k
. This is the average prediction of k

hash at different 0-1 random variables. When hmin(A) = hmin(B) and zero
otherwise, and each of which is an unbiased estimator of J(A, B). Since the
whole methodology works on the random number, the expected error is 
O(1/√k) (by standard Chernoff bounds for sums of 0-1 random variables).
For example, to find the J(A, B) of 400 hashes would require error value of
0.5 or less. Similarly, a variant with a single hash function can be computed
[188, 189].

14.5  Projects

Project 14.1 — Crime Rate Prediction Using K Means. The
rate of crime in the past few years has increased in many countries. The
high crime rates worldwide require effective protection. Create a crime
prediction system by using a user’s crime data to compute future crime
rates. Use the K-mean algorithm and suitable data structure to identify and



store different crime patterns, hidden links, link prediction, and statistical
analysis of crime data. Administrators can see criminal historical data.
Crime prediction relies on historical crime statistics along with
geospatial and demographic data.

Project 14.2 — Online test system using clustering
algorithm. Create a user-friendly online test system using interactive
web applications and software. The system should provide fast access
and information retrieval. The test result should show ranking and
weights. [Hint: use any clustering algorithm for classification of question
papers.]

Project 14.3 — Informtion leak detection system. Consider a
scenario in which a sender wants to transmit confidential to a number of
receivers. Due to an accident, the information is leaked. The sender wants
to determine whether the leaked data came from one of more of his
receivers. Design an information leak detection system that allows data
allocation. Treat data allocation as an input that will help identify data
leaks. You can also use also insert realistic but fake data records to
further improve the chances of identifying unknown data leakages and
also the receiver responsible for it.



Chapter 15
Application to Network and IOT

In recent years, networks, cloud computing, and the Internet of Things (IOT)
have reshaped the world. Estimates indicate that a billion devices will be
connected and generate trillions of terabytes of data by 2023. Among the
applications of these systems are airline operations, the insurance industry,
the media and entertainment field, and advertising and marketing of products
and services.

Objective 15.1 This chapter addresses the applications of indices,
skiplists, query resolution via hashing, and security issues affecting cloud
computomg. networks and the IOT. Every section includes case studies.
The chapter starts with use of bloom filters for click-stream processing.
The remaining sections cover fast IP-address lookup and use of integrity
verification for cloud and IOT data.

15.1  Click-Stream Processing Using Bloom Filters
The quick growth of online advertisement over the internet plays an
important role in the success of the advertising market. One approach for
generating revenue is the pay-per-click model. The advertising entity is
charged for each key word click. Unfortunately, the increase of click frauds is
slowly destroying the entire online advertising market. One step toward
solving the problem is detection of duplicate clicks by window systems
described below.

Two bloom filter-based algorithms have been proposed to detect
duplicates in pay-per-click streams. The group bloom filter (GBF, also



known as a jumping window) and the timing bloom filter (TBF, also known
as a sliding window) process click streams via small numbers of sub-
windows, use memory and computation time economically, and do not
produce false negatives.

Burton H. Bloom proposed his space-efficient filter in 1970
[64] and it is commonly used in networking and database
operations. The filter structure uses a set of n elements to

respond to membership queries. Chapter 2 covers bloom filters in
depth.

15.1.1  GBF Algorithm
Bloom filters use windows to detect duplicates in click streams. Clicks, like
cookies, have their source IP addresses. Detection of duplicate cookies by
passing its identifier through a bloom filter and if the identifier already
exists, the duplicate is flagged. Another approxach is to evenly divide a
jumping window into sub-windows, each of which has its own bloom filter.

To reduce the complexity of the system, all bloom filters should use the
same hash function. Assume a jumping window of size N is divided into Q
sub-windows. The bloom filter will expire when the window is full. This
means the entire memory space of the expired filter must be cleaned.
Cleaning is time-consuming (it requires O(n) time). Extra queue space is
required to handle new activity during the cleaning operation.

The extra space required during cleaning is provided by dividing
available memory into Q + 1 pieces where Q represents bloom filter space
divided by Q active sub-windows. The extra pieces serve as elements in the
sub-windows during cleaning and allow more time for the cleaning
operation.

GBFs were designed to fill the need for extra queue space
during cleaning operations.



GBFs can significantly reduce the memory required to detect duplicates in
click streams. The GBF operates by grouping bits with the same indices in
bloom filters and nopt in the main memory. This allows the CPU to process
the groups instead of individual bits.

For example, let Q active sub-windows = 31 bits and a word in memory =
32 bits. The 32-bit word is generated by the AND operation and held in the
bloom filter. The bits constituting a word in an expired bloom filter are
masked by setting corresponding bits to 0. If the value of a word is non-zero,
the new element is considered a duplicate. For a zero value, set the
corresponding bits to 1 and return them to memory [191].

15.2  Fast IP-Address Lookup Using Tries
With the evolution of the Internet of Things (IOT), the number of devices and
Internet speed have increased exponentially. The computing world needs fast
processing routers and high-speed IP address lookup engine. The role of the
router has become crucial since routers forward packets to the appropriate
interfaces (ports). Routing millions of packets based on addresses has
become extremely difficult. The increase in traffic led to development of an
efficient IP lookup algorithm derived from tree-based and trie-based
structures [192].

Tree- and trie-based data structures are used in network
prefixes. Both structures are discussed in Part I.

The difference between tree- and trie-based approaches is information
distribution. Trees hold information by nodes; the number of nodes shows the
number of network prefixes. The depth of a binary tree is log (N).
Distribution of trie data occurs on the edge.

The right edge of a binary tree handles one bit; the left age is for zero bits.
The path from the root to a node defines the network prefix. A prefix in a
table should be labeled in a trie tree. The longest prefix indicates the depth
of the table. The latency of the lookup algorithm in a binary trie is measured



in amount of memory accessed which is equal to data structure depth.
Disadvantages of a binary tree are rebalance overload, and smaller depth
than a binary trie.

Memory consumption of tree and tries is calculated by using the number of
nodes in the data structure and sizes of all nodes. Tries hold more nodes than
trees since some nodes in a trie do not correspond to valid prefixes; the
numbers correspond in a tree.

A tree may seem to require less memory than a trie, but node size is
smaller in tries. A tree requires 64 bits per node; a trie requires only 32. The
multibit trie is an improvement of a binary trie in that it increases speed. The
Depth of Multibit tries is lesser as compared to binary tries. It makes the
multibit tree faster as compare to binary tries. For example, the IP address is
of 32 bit which can be represented as 192.16.73.2. The IP address segment
can be represented as four octets(192,16,73,2). The depth of the tree in
multibit trie is equaled to the four octets. The memory utilized in multibit
tries depends on the number of octets and the length of each octet.

It is difficult to state definitive information about memory
consumption of trees, tries, and multibit tries because memory
consumption always depends on the memory needs of an

operation.

A combination of tree and trie data structures can provide
maximum compression.

Figure 15.1 compares memory consumption of a tree with the consumption
achieved by a combination of a tree and a trie. The most significant 16 bits
are considered at the first step; the depth of the structure should never exceed
18 bits [192, 168].



Figure 15.1: (a) Binary trie showing network prefixes in 6-bit address space; (b) Combination of tree
and trie shown in (a)

15.3  Integrity Verification: Cloud and IOT Data
Data protection is vital for users. Cloud computing is effective because it
provides quality service while maintaining user privacy and security. Data
stored in the cloud are generated by the IOT, businesses, governments, and
individuals. Data integrity is vital, especially for outsourced data [197].
Much recent research has focused on data integrity verification.

Data integrity is achieved by preventing alteration by an intruder.
Proposed data integrity measures include checksums, trapdoor hash
functions, message authentication codes (MACs), digital signatures and other
hash-based approaches. While many methods can ensure data integrity, cloud
users must still have a trusted party verify their data remotely.

A cloud server must verify data from an external party
independent of the cloud service provider.

One approach is retrieving and downloading all data to be verified
from its server but this approach is not feasible. The large amount of



data increases time consumption and communication
overheads.

An authenticated data structure based on data positions and paths from
roots can be used. Two examples are the Merkle hash tree (MHT) and the
rank-based authenticated skiplist (RASL).

The MHT [164] is an authentication structure used to verify dynamic data
updates. It is similar to a binary tree in which each node N can have a
maximum of two child nodes. Information stored in each N node in MHT T is
H hash value. In a tree construction a parent of node N1 = {H1, rN1

} and N2=
{H2, rN2} is constructed as NP={h(H1 || H2} where H1 and H2 are information
pieces stored in N1 and N2 nodes respectively. Each leaf node (LN) is based
on a message m1.

The RASL authenticates data content and indices of data blocks. The
RASL skiplist [167] included a provable data possession (PDP) scheme to
provide efficient integrity checks of outsourced data. The RASL was the first
scheme to provide simultaneous authentication and public verifiability. Its
logarithmic complexity is similar to that of the block system of the MHT.

15.4  Projects

Project 15.1 — Attacker tracing using packet marking.
Marking schemes for network packets are used extensively for network
security. They simplify the tasks of packet analysis and IP source tracking
[198].

Propose a marking scheme that will provide a convenient way for a
user to accurately identify an attacker. Your solution should be flexible:
change as situations change and modify its marking style based on router
loads. Your project should include the ability to retrace sources even
during heavy router loads (hint: use hash technique).

Project 15.2 — Controlling network congestions using
internet border patrolling. Congestion control is a vital factor in
network implementation. The efficiency of existing algorithms in



controlling congestion remains to be proven. Your project is to propose
an Internet border patrol scheme [199] to perform surveillance of packets
and questionable data at network borders. To increase efficiency and
stabilize bandwidth flow by allocating resources, use the enhanced core
stateless fair queuing (ECSFQ) algorithm [200].

Project 15.3 — Delay-tolerant networks and epidemic
routing. End-to-end connections occur rarely or never in delay-tolerant
networks (VANET and interplanetary networks for example). One
solution [NOTE: you haven’t stated a problem that needs solution.] is to
use epidemic routing [201] based on a flooding-based algorithm that
replicates, stores and forwards data. Replication is achieved by
exchanging summary vectors (data structures for tracking unavailable data
in nodes). A normal bloom filter serves as the data structure. However,
summary vectors suffer from collision. Your project is to design a
modified summary vector that can accommodate large amounts of data.
[Hint: Read Chapter 2.]

Project 15.4 — Network-based stock price system. Assume
that a stock market needs to track and update its records constantly and
these tasks require frequent server interactions. Stock prices change often
so accuracy of update information is vital. Choose a data structure to
design a robust price update system and explain why the chosen data
structure is appropriate for this scenario.



Chapter 16
Applications to Systems

The system is a set of items that works collaboratively as part of a larger
construction. Computer science utilizes many systems that manage router
packets, operating functions, distributions, and other tasks. Each module of a
system involves complex processes that require optimized data structures.

Objective 16.1 This chapter addresses applications of data structures
to various system modules. It first covers queue-spilling algorithms for
maintaining packet queues in routers and switches. Subsequent sections
explain use of data structures in schedulers, distributed caching, and file
system applications.

16.1  Queue Spilling
Iyer et al. [177] demonstrated that router and switch efficiency can be
increased by using expensive SRAM, economical DRAM and queue-spilling
algorithms. Queue-caching algorithms were proposed to manage unconsumed
data that exceeded queue space and had to be spilled into secondary memory
to be retrieved later. The huge amounts of data processed by the Internet
make solution of the heuristic queue-spilling problem essential. Motwani et
al. [178] proposed a model to manage queue spilling.

These algorithms and models work in a variety of data streaming systems.
The proposed systems allow efficient management of queues in memory by
using buffers for secondary storage. Caching queues in memory buffers are
triggered whenever an certain number of data items (tuple) enters a queue.
Only one tuple is consumed by the header because queues have first-in-first-



out (FIFO) properties. Tuples are assumed to be of the same size M and n
represents he number of queues available in the buffer. The process assumes
that some unbounded tuples may need to be transmitted to main memory.

The algorithm can read the tuple from the secondary memory whenever
required. The queue spilling algorithm should be able to decide in an on-line
manner about the tuple state (read or write). The half algorithm is proposed
for caching queues systems because it keeps the two active ends of the queue
buffered in memory. The algorithm divides an unconsumed tuple into a head,
spilled portion, and tail. The head contains the oldest tuple. The tail portion
contains the most recent tuple. The tail and head reside in the main memory
and the spilled portion resides on a disk.

Newly arrived tuples reside at the head segment; the tail is empty. The
head portion expands as additional tuples arrive. The write operation on
tuples continues until the queue is full, at which time the algorithm writes out 
M
2  for the newest tuple to spill. The sizes of the head and spilled portion are

the same i.e. M
2  at that point and the newly arrived tuple is sent to the tail.

The proposed algorithm will ensure the following invariants invariants
during read and write operations:

• Invariant 1: The tuples in the head are always older than the tuples in
the spilled portion and the tail.

• Invariant 2: If the spilled portion is empty, the tail will also be empty.
• Invariant 3: The maximum size of the spilled portion can reach M

2 ,
i.e., the maximum size of the head.

The steps required to maintain these invariants [178] are as follows:
[Write − Out]: Once the tuples reach the M

2  and the spilled portion is
empty, write the M

2  data from the tail to the spilled portion.
[Read − In]: If the head is emptied before the tail reaches M

2 , the half
algorithm will read in M

2  the oldest header from the spilled part to the
head.

16.2  Completely Fair Schedulers in Kernels



A completely fair scheduler (CFS) maintains fairness among processes
during running states [175]. Fairness provides execution time to processes in
danger of becoming out of balance. A CFS maintains virtual run time (time
needed for a specific task) and sleeper fairness to ensure that waiting after
resumption of running state gets a fair share of processor operation.

A CFS uses time-ordered red-black trees rather than queues to
maintain running states of processes.

Figure 16.1 illustrates a red-black tree that has specific properties: (1) it
is self balance; no path in the tree will be used more than twice; and (2)
insertion and deletion tasks require only O(log n) time.

Figure 16.1: Red-back tree stucture used with completely fair scheduler



Figure 16.1 represents the task as sched_entity objects stored in a red-
black tree. Tasks with fewer processor needs are stored on the right side of
the tree; tasks with more needs are stored on the left side. The scheduler
selects the left-most nodes of the tree first, then the remaining left nodes.

16.2.1  CFS internals
A task in a link is handled by a task_struct function that represents all
associated attributes (description, current state, stack order, static and
dynamic priorities, and process flag).

Most of the task related structure can be found in a header file
at./linux/include/linux/sched.h. No tasks related to the CFS
will be run.

The root of the red-black tree in Figure 16.2 uses the rbroot element from
the cfsrq structure in ./kernel/sched.c). The internode (rbnode) represents a
runnable task. The leaves mean “no information.” Internal node(rbnode)
resides within the schedentity structure. It includes the rbnode reference,
load weight, and a variety of statistical data. The schedentity contains the
vruntime (64-bit field), it indicates the amount of time occupied by the
processor and index [175,176].



Figure 16.2: Relations of red-black tree structures

16.3  Distributed Caching
A distributed system is a collection of independent computers connected by
some medium. Data caching provides solutions to many serious problems in
distributed environments.

The hash-based bloom filter is used extensively to manage data
caching in distributed environments.



Feng et al. [179] proposed a system using bloom filters to distribute data
cache information. A summary cache system generates a question to
determine whether another station’s cache holds desired data if a local cache
misses a step. Communication and time costs for accessing data from the
original station are reduced. To reduce message traffic, stations use periodic
broadcasts of a bloom filter that represents a cache instead of transferring the
entire content of the cache.

Each station verifies bloom filter of other stations for any data availability.
False positivity and false negativity will trigger delays due to hash collisions
caused by the bloom filter’s limited buffer size. Distributed caching has
proven useful in Google’s BigTable, Google Maps, Google Earth, Web
indexing and other distributed storage systems for structured data. These
applications utilize bloom filters to reduce disk lookups. Summary cache
systems are used extensively in cloud computing, mapping, and reduction
paradigms. Bloom filters optimize reduction operations. Summary caches
divide applications into small chunks to achieve parallel efficiency [180].

16.4  Data Structures for Building File Systems
Disk file systems use bitmaps to track free blocks and handle queries related
to specific disk blocks. Disk files need good data structures to store
directories and efficiently handle queries and fast lookups. Microsoft’s early
FAT32 system used arrays for file allocations. The ext and ext2 systems use
link lists. The XFS and NTFS systems use B+ trees for directory and
security-related metadata indexing. The ext3 and ext4 file systems use
modified B+ trees (also known as H trees) for file indexing [181].

16.5  Projects

Project 16.1 — Android Task Monitoring. Modern life demands
completion of multiple tasks every day. Attending meetings, taking
medications, paying bills, planning trips, going to classes and other
activities represent daily challenges. The human brain is not designed to
handle multiple tasks at the same time. Your project is to design a task
alert system to broadcast a reminder whenever an important task must be



done. The project should include a type of artificial intelligence assistant
that will scan your android phone and create a schedule. The assistant can
use interactive techniques and must ensure that you complete all tasks
managed by the alert system.

Project 16.2 — Android Home Automation. Create a home
automation project using an android phone. The major task of the system
is to control home devices (lights, heat, alarms, air conditioning,
appliances). You can choose any data structure to build your system.

Project 16.3 — File System. Create a file system using binary
search trees and Linux. [Hint: Start by copying an existing file system to
see how it works.]

Project 16.4 — Wearable Health Monitoring System. Create
a health monitoring system using android phones. The objective is to
maintain health records, coordinate appointments of multiple doctors, and
schedule medicine intakes. The system should include update
capabilities.

Project 16.5 — Firewall System. Create a signature-based firewall
security system that will prevent unauthorized access to or from a private
network. [Hint use the bloom filter to detect signature.]



Chapter 17
Applications to Databases

Databases are designed to maintain data for businesses, governments, and
individuals. User requirements continue to increase and database capacity
and efficiency must improve constantly to meet such requirements.

Objective 17.1 This chapter discusses applications of B trees,
bloomjoins, and the CouchDB structure to resolve search-related
database issues.

17.1  Database Problems

17.1.1  Searching sorted files
The complexity of a sorting and searching algorithm depends on the number
of comparisons performed. For example, for a binary search of 1 million
records, a specific record can be located with at most 20 comparisons. The
large database is usually kept in the disk drives and the time to read a record
on a disk drive (magnetic tapes) far exceeds the time needed to compare keys
once the record is available. The time to read an element from a hard disk
involves seek time and rotation time. Seek time is usually 0 to 20 ms, and
sometimes more. The rotation time for a Seagate ST350032NS 7200 rpm
drive is around 8.33 ms. For simplicity, assume that seeking data from a hard
disk requires 10 ms. The time to process 20 disk reads to locate a single
record among 1 million (at 10 ms per read) is 0.2 second. A little time
saving results because individual records are grouped into disk blocks that
hold approximately 16 Kb. About 100 records per block could be saved if
each record holds 160 bytes.



17.1.2  Index for first search
If the index of the database is improved then the time consumed during
searching can also be improved. Search range in the above example can be
improved by creating an auxiliary index containing the first record in each
disk block. This is known as a sparse index. The auxiliary index decreases
search time but it occupies around 1% of the total database. It also identifies
the block where the search is to be done, eliminating the cost of searching an
enormous database. The auxiliary index can hold up to 10,000 entries, so it
would take at most 14 comparisons. The index could be searched in about 8
disk blocks and the desired record will be accessed in around 9 disk reads.
The trick to optimize the search is to create a new auxiliary index of an
auxiliary index. This will reduce search further and it can be accommodated
on one disk. So instead of reading all 14 disk blocks to find a desired record,
we need only 3 block reads. Auxiliary indices can reduce search time to one-
fifth of the processing time with no indices. If the main database is used
frequently, the auxiliary disk will reside at the disk cache to avoid repetitive
disk reads.

17.1.3  Insertion deletion in database
Index compilation becomes easy what a database is fixed. However, if a
database changes over time, index management becomes complex.
Operations like deleting a record have little impact because only the record
in the index will be marked as deleted. If deletions become frequent, search
operations become less efficient. Insertion of data in a sorted record is
expensive because it requires shifts of all previous records.

We suggest storing all records sparsely in a block to create
free space between the records. The free space can handle
insertions and deletions efficiently.

If inserted data will not fit on a block after use of the above technique, free
space on an out-of-sequence disk may be used.



17.2  B and B+ Trees for Database Creation and Block
Search
Most of the self-balanced search trees (like AVL and red-black trees) assume
that all data is stored in the main memory. This is a constraint when large
data operations must be performed.

Disk access requires more time than accessing main memory.

B trees can reduce the frequency of disk access. Search, insert, delete, max,
and min require O(h) accesses where h is tree height. The high of a B tree
can be reduced by applying the largest key possible to its nodes. Generally, B
tree node size is equivalent to block size. B tree height is low in comparison
to other BSTs like AVL and red-black [12].

17.2.1  Applications of B trees in databases and file
systems

• B trees keep the keys in sorted order so that the sequential traversal
becomes easy.

• To minimize the number of disk reads, B trees use hierarchical
indexing.

• B trees use partially full blocks to speed insertions and deletions.
• B trees utilize elegant recursive algorithms to keep their indices

balanced.

B trees utilize only half their interior nodes t minimize time
requirements.

B trees can also handle any number of insertions and deletions.



A binary search of a sorted table (N records) requires roughly
(log2 N) comparisons.

B trees can serve as file systems to quickly access arbitrary
blocks without need to access the main database.

17.3  CouchDB
Apache CouchDB is a new product intended to enhance database
management. It uses a B tree data structure to index its documents and views.
It also acts as a B tree manager with an HTTP interface.

CouchDB uses a B+ tree, a variation of the B tree that trades a
bit of (disk) space for speed,

CouchDB uses a B+ structure to store huge amounts of data. B trees typical
have single-digit heights even when storing millions of entries. The
advantage of a B tree is the ability to store leaves on a slow medium such as
a hard drive. CouchDB utilizes that feature. An operating system is likely to
cache the upper tree nodes so only the final leaf nodes are stored on a hard
disk. B tree access time is fewer than 10 ms, even for extremely large
amounts of data. CouchDB, B tree appends data only to the database file that
keeps the B tree on disk and append-only leaf nodes. B Tree provides a
robust database file. Inclusion of B tree features in CouchDB helps avoid
data corruption by not overwriting existing data on hard disks.

CouchDB restarts after problems like power failures by backward reading
of database files. If the first 2k (footer with checksum) is corrupted,
CouchDB relaces it with the second footer. If that footer is corrupted, the first
2k is copied. When both footers are replaced successfully to the disk, the
write operation is successful. Documents indexed in a B tree are given names
(DocID) and sequence identifications. Each database update generates a new



sequence number that will be used later to find changes in the database.
Indices are updated by saving or deleting documents.

Index updates occur after files are appended or modified.

17.4  Bloomjoins
A bloomjoin is a algorithm used for combining database attributes in
distributed environments. The sequence of steps is shown below. Consider
an Internet scenario involving Site 1 and Site 2; both have data sets
designated T1 and T2 respectively.

• Site 1 computes a bloom filter F(T1)-based table of T1 records by
hashing h1(T1) and sends the table to Site 2.

• Site 2 computes a bloom filter F(T2) and filters out all records that do
not belong to F(T1). Assume T′ is the required record.

• Site 2 then sends T′ to Site 1 where the join is computed.
This algorithm is not limited to only 2 sites. However, the algorithm does

not specify any method to minimize the network cost. Assigning optimal
configurations to records such as table structures, limiting numbers of
records in tables, and joining data can reduce message size [190].

17.5  Projects

Project 17.1 — Question paper generator system. Create a
smart exam paper generation system that will allow an administrator to
input questions and answers. The system should restrict the ability to
determine weights and complexities of questions to the administrator. The
system will be capable of incorporating modifications to the exam after it
is converted to pdf format and emailed to colleges. [Hint: Use a
bloomjoin.]



Project 17.2 — Online tutorial using Couch DB. Use CouchDB
to implement membership and revenue aspects of an online tutorial
system. A user will register on a website, then pay a fee, after which the
user is treated as a member and can view and download educational
content. Include a procedure that will allow a user to refer new members
and and collect a 30% rebate if a potential member joins. Your design
should include four referral levels with decreasing rebate levels.

Project 17.3 — College governance system. Create a chart of
accounts for various departments (finance, computer science,
administration) with access to all accounts available to the top official.
The first task is to choose any data structure you want. The requirements
are listed below:

• Separate sections for all departments (you can choose any number
of departments.

• Online access and processing of data restricted to certain officials.
• Administrator accounts for top officials.
• Separate sections for communications to and from various entities:

A2S = Administraton to Students; A2F = Administration to
Faculty; S2A = Students to Administration; A2P = Administration
to Parents.

Project 17.4 — Farming assistance application. Design a Web
project to increase profitability of farmers through direct communications
between farmers and between farmers and supplies. Dealers should have
the capability to advertise to farmers. Farmers should be able to rate
dealer products and services. All parties will access the system via login
identifications and passwords. [Hint: Database should utilize red-black
trees.]



Chapter 18
Applications to Images and Graphics

This chapter demonstrates several applications of data structures to image
and graphics processing operations. We selected three applications (among
many) that are useful in these industries: (1) R trees for searching objects in
maps; (2) KD trees for optimizing computations in geographic information
systems (GISs); and (3) ray shooting for graphics rendering. The chapter
ends with a group of projects.

Objective 18.1 This chapter addresses computer graphics
applications of R trees, KD trees and octrees.

18.1  R Trees for Map Searches
Nearest neighbor and certain other searches involve degree measurements
and parallelograms. A basis node is inserted into the priority queue. The
search of closest entries in the queue continues until the queue is empty or
results are returned. Various aspects of R trees (children, node operations,
leaves) are detailed in Section 6.4. This approach is useful for obtaining
geographic information by calculating distance metrics.

18.1.1  R trees for mapping
R trees provide spatial information by calculating geographical coordinates
and geometric structures.

R trees can store abstract objections like restaurant locations and map
insets and answer queries like finding museums within a certain radius,



illustrating the best route to a specific location, and finding the nearest gas
station.

R trees can accelerate nearest neighbor searches for various distance
metrics including great-circle distances.

18.1.2  Insertion
Insertion of an object requires the recursive traversal of the tree from the
root. At each step, the rectangles on the current directory are examined and
the candidate is chosen using heuristic approach (e.g., choosing a rectangle
with minimum enlargement). The search proceeds until it reaches the leaf
node. The tree should be notified of full nodes before insertion. A heuristic
approach splits a full node in half to prevent need for an exhaustive search.
The newly created node traverses to the previous level; the overflow
propagates to the root note [182].

18.1.3  Deletion
Deleting the entry from a page requires the adaptation of the parent page. A
full page will not balance with its neighbors. It will dissolve and the nodes
will be reinserted. If a root node contains fewer elements, the tree height will
decrease.

18.1.4  Search
R tree searching is similar to B+ tree searching; both start at the roots. All
nodes contain sets of rectangles and pointers to indicate child nodes. Every
leaf node contains rectangles of spatial objects. Every rectangle in a node
must decide whether to overlap. Corresponding nodes must also be searched
if overlap occurs. Searching continues recursively until the child note is
traversed. When a leaf node is searched, the boundary box is also searched
and its results are included if they lie within the search rectangle.

18.2  Spatial Proximity in GIS



GIS studies are essential in fields like geography, cartography, civil
engineering, and image processing. Processing of geographic information
involves integrated database techniques and pictorial data processing.
Recent research has developed many methods for handling map data. Map
information is stored graphically as points, sequences of straight line
segments, and regions (polygons). Distances and other spatial data are stored
in matrices.

18.2.1  GIS objects
Points, line polygons, and other graphics are used to map geographic objects.
KD trees can optimize GIS search queries significantly. KD trees work
recursively by partitioning two-dimensional maps into rectangular blocks
using parallel lines and coordinates. Each block represents a page in disk
storage. Sets of records are clustered into small groups based on spatial
proximity. Partitioning by various tree structures can reduce the time needed
for answering queries.

18.2.2  Data access in GIS
GISs store large amounts of data and require secondary memories to store
excess data. Paging (partitioning records into small groups) is one way to
organize huge data quantities. Using search keys to handle GIS queries is an
important function. One issue is the difficulty of calculating and storing
distances between objects in advance of queries. A GIS will typically have
to read many records in disks and calculate distances whenever a metric
response is needed. This type of processing involves expensive computation
time and access to huge numbers of pages.

18.2.3  Computational requirements
Matsuyama et al. [183] tried to facilitate query responses in GISs by
reducing the number of accessed pages. Although a user can inquire about
any area on a two-dimensional map, his queries usually focus on a small
area. To respond to such limited inquiries, information about neighboring
records should be stored on the same page, in a pattern identical to clustering



data for identification. Geographic data processing requires dynamic file
structures so that data can be inserted, modified, and deleted easily.

18.2.4  Solution using k-d tree
To achieve dynamic partition of a record, A KD tree search [183] divides
two-dimensional map spaces into rectangular blocks by setting lines parallel
to rectangular axes. Each block matches a page on a hard disk where all
records including block items are stored. Accessing a disk on a hard page
requires verification of the corresponding rectangle on a map. Processing can
proceed quickly as soon as the page is accessed from main memory.

1. Lengths of the vertical and horizontal sides of the rectangle are
compared for partitioning.

2. The rectangle is divided into two parts with the help of a straight
line perpendicular to the longer side. The dividing line must ensure
that each portion contains the same amount of data.

3. Repeat Steps 1 and 2, for each rectangle until the amount of data in
any rectangle becomes less than the capacity of a page.

The position of the rectangle can be represented by double trees. The node of
the tree represents a rectangular area generated by the division process. The
root node points to the whole map and leaf nodes represent blocks related to
pages.

If excessive insertions cause page overflow, divide the page into two
pages using the above steps. Deleting entries is more complicated because
the user must decide whether a page is associated with another page by
checking neighboring trees.

Whenever a deletion creates an empty page, the leave node of the tree is
marked “NIL”. A tree will become unbalanced after many insertions and
removals and the database may need restructuring.

A file system can be reorganized by (1) partitioning map space as
described above; or (2) saving the binary tree used in partitioning to control
page access. File organization can significantly improve handling of distance
queries. To find all points in a specific rectangle, we perform a
comprehensive search using recursive algorithms to compare rectangle



applications. If the range is contained on both sides of the split line, only the
child of the related node should be searched.

▪ Example 18.1 — Partitioning city map. After a map is partitioned
into blocks, KD tree partitioning is applied, using the centroids of the blocks
as data points. A secondary KD tree handles page allocation. Each block
corresponds to a disk track and pages whose centroids are contained in a
block are allocated to the same track. Quadtrees can simplify searches for
adjacent pages [183].      ▪

18.3  Ray Shooting
Roth [184] described ray casting (also known as ray shooting) in detail. The
technique is used to process queries in computational geometry. A set of
objects is assigned to d-dimensional space where the objects are
preprocessed and sent to a data structure. The first object of each query ray
is subject to a “fast hit.”

18.3.1  Rays
To achieve select pixels in any order, then go from top to bottom and from
left to right. The camera in the world coordinate system provides the rays.
The direction is calculated by locating the four corners of the virtual image in
the first world space, then splitting. The normalized direction is calculated
from the position of the camera to the virtual pixel.

18.3.2  Camera-ray intersections
The initial camera is tested for intersections with three-dimensional visuals
containing triangles and other graphics primitives. If the ray does not hit an
object, pixels in a certain area are colored. To locate an intersection, the
system must review color, structure, content and other relevant data. If the
ray hits the center of a triangle, information will be calculated by
interpolating the data from the top.

18.3.3  Shadow rays



Shadow is an important light effect that can be easily calculated by tracking
the rays. If shading illumination for a given point is required the system must
capture additional rays between the point and light source. Light can only
contribute in the final color if nothing happens between the ray point and the
light source. The equation of light which is a straight line in the quarter, can
be easily adapted to handle ray because if the light is blocked, it will be 0.

18.3.4  Reflection rays
Another powerful feature with ray tracing is the exact reflection of complex
surfaces. To create an ideal mirror surface rather than computing light
through the normal equation, create a new ray of reflection and find it on the
stage. All reflected, broken, and other rays are called secondary rays. Rays
mirrored in the form of shade should be moved slightly on the surface to
prevent the surface from crossing again.

18.3.5  Transmission rays
Radiation due to defraction can be used to tilt light to focus on transparent
surfaces. The process is called transmission. When a beam attacks a
transparent surface (like glass or water), then a new refracted ray is
generated. We will assume that the transmitted beam will follow Snell’s law
as (n1sinθ1 = n2sinθ2), where n1 and n2 are the indices of refraction for the
two materials.

18.3.6  Recursive ray tracing
The classical ray tracking algorithms have features like shadow, reflection
and refraction. Depending on the number of lights and type of material, a
primary ray can produce many secondary and shadow rays. These beams can
be considered as the structure of the tree.

18.3.7  Ray intersection
The ray intersect routine uses a ray as input, returns a true value if the object
is hit, and a false return if the object is missed. If an object is hit, the data is



transmitted into the intersection class.

18.3.8  Bounding volume hierarchies
The basic concept of the binding volume hierarchy is inserting a complex
object into a hierarchical structure. For example, if the size of a bounding
volume hierarchy is limited, the system can provide more areas until the
lower containing real geometry is reached. In this area, there are many other
areas, until we finally reach the lower level, where there is real geometry
like triangles in the globular circles. To test a ray in a scene, we cross the
highest level hierarchy. Whenever an area is attacked, we test its spheric
structures and finally tests triangles and other primitives. Normally, the
volume limit can reduce beam crossing time from O (n) to O (log n), where
the n is the number of primitives used in the scene. This reduction in linearity
for logarithmic performance improves capacity and makes creation of scenes
with millions of primitives possible.

18.4  Data Structures Used in Ray Shooting

18.4.1  Octrees
Octree construction starts with placing a cube around a scene. If more than a
certain number of primitives (e.g., 10) occupy the cube, then it is evenly
divided into 8 cube, which is re-tested and finally retrieved. The area is a
more regular area structure and gives a clear rule of subdivision and does not
overlap between cells. The octree is an attractive option but it is not yet
ideal for ray shooting operations.[207]

18.4.2  KD trees
KD tree construction starts with placing a box (essentially a cube) around a
scene. If the box contains many primitives, other systems would divide into
octets. A KD tree splits the box into two boxes that do not have to be equal.
Any arbitrary point in a partitioned box can be at X, Y, or Z. This quality
makes KD trees adaptable and better suited to process wrong geometries.
They are effective for tracking rays. Their main disadvantage is that the depth



of the trees can be deeper, because of the intersection of the Beam to spend
more time handling test intersections and less time on older ones.

18.4.3  BSP trees
A binary space partitioning (BSP) tree is similar to a KD tree. Both split
spaces into two boxes that are not necessarily equal. KD tree splitting is
limited to the XYZ axis. A BSP tree allows the splitting plane to be placed
anywhere and aligned in any direction. The disadvantage is that the number
of heuristics makes choosing a splitting plane location difficult. Both BSP
and KD trees perform ray tracing well.

18.4.4  Uniform grids
It is possible to separate a location in a unified network instead of
hierarchically; the result is a uniform grid. The process is fast but it incurs
high memory costs, especially for large and complex scenes. The
performance of a uniform grid decreases in computations involving wide
varieties of shapes and places of primitives so they are not practical for use
in general ray accelerator structures.

18.4.5  Hierarchical grids
A hierarchical network starts with a grid. Each cell containing many
primitives is subdivided. One example is a hierarchical network limited to 2
× 2 × 2 subdivisions. Some hierarchical networks can support subdivisions
in any number of cells. They perform beam tracking very well, especially
when processing relatively similar shapes.

18.5  Projects

Project 18.1 — Emergency Assistance. Create an android
application that allows users to connect directly with hospitals, fire
stations, and police stations by pressing a panic button. The application
must allow users to automatically call emergency help and convey user



locations to family members. [Hint: Use a KD tree and virtual coordinate
system (to compensate for GPS unavailability) in your design.]

Project 18.2 — RSSI based Indoor Positioning System. GPS
usually tracks android phone locations on Google maps. Consider a
scenario when GPS does not work or you want to track a location on a
map. You have to create a local RSSI-based system to handle both
situations. [Hints: Your system should gather and map data it using the
indoor environment is estimated by FMM which is simultaneous
algebraic reconstruction technique (SART). You can use any data
structure to implement your system and refer to Sugano [185].]

Project 18.3 — Graphical Password via Image
Segmentation. Consider a user who can enter his password as an
image. When the system receives the image, it breaks it into segments and
stores them in an array. The next time the user authenticates his password,
the segmented image is shuffled and returned to the user. If the user selects
part of the image, he is either authenticated or stopped from using the
system. [Hint: The system uses image segmentation based on coordinates
of the segmented image stored in different parts of the system.]

Project 18.4 — Image Processing to Detect Expressions.
Emotions can be expressed in many ways. Create a system that can
analyze emotions based on expression recognition. The system will try to
find an emotion based on an input image. Images are prone to noise so a
preprocessing step must be incorporated to remove noise and ensure a
correct result. Your system should achieve a 50 to 60% success rate.
[Hint: use an effective expression recognition algorithm.]
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