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Preface

We welcome you to the proceedings of the 17th Ibero-American Conference on
Artificial Intelligence (IBERAMIA 2022). After a four-year break imposed by the
COVID-19 pandemic, IBERAMIA returned to its in-person mode. This has been a
period of great advances in the field of AI in response to the pandemic challenges.
Besides the advances on AI technologies and applications, researchers have looked at
the new challenges concerning the social impact. Papers submitted to IBERAMIA
2022 reflected these advances, as can be seen in the proceedings of the conference
presented in this volume.

IBERAMIA 2022 was held in Cartagena de Indias (Colombia) during November
23–25, 2022, organized by the Universidad de Cartagena and the Sociedad Colombiana
de Computación IA chapter. IBERAMIA is the biennial Ibero-American Conference on
Artificial Intelligence. The conference is sponsored by the main Ibero-American
Societies of Artificial Intelligence (AI) and gives researchers from Portugal, Spain, and
the Latin American countries the opportunity to meet with AI researchers from all over
the world.

Since its first edition in Barcelona in 1988, IBERAMIA has continuously expanded
its scope to become a well-recognized international conference where the AI com-
munity shares the results of their research. Since 1998, the works accepted for the
conference have been published in the Springer Lecture Notes in Computer Science
series.

The organizational structure of IBERAMIA 2022 followed the standard of the most
prestigious international scientific conferences. The scientific program led to fruitful
debates among the researchers on the main topics of AI. As usual, the program of the
conference was organized in several track areas, each coordinated by area chairs who
were in control of the reviewing process. The full list of the area Chairs, Program
Committee (PC) members, and additional reviewers can be found in the Organization
pages.

IBERAMIA 2022 received 67 papers with widespread contributions from Latin
America and from other countries all over the world. From that initial set of 67
submissions, 33 papers were accepted as full papers and four were accepted as short
papers. Acceptance decisions involved the collaboration of the three reviewers per
paper. When necessary, additional reviews were requested to obtain a clear decision on
a particular work.

This IBERAMIA edition had a large number of submissions in machine learning
and robotics. The tracks organized for this edition were the following: Applications of
AI, Ethics and Smart Cities, Green AI, Machine Learning, Natural Language Pro-
cessing, Simulation and Forecasting, and Robotics and Computer Vision. The tracks
were designed to reflect the areas of the accepted papers.

We would like to express our sincere gratitude to all the people who helped make
IBERAMIA 2022 happen. First of all, we want to thank the authors who contributed



their high-quality work to the conference and for their cooperation in the preparation of
this volume. We also want to give special thanks to the area chairs, the members of the
Program Committee and the additional reviewers for the quality of their work which
undoubtedly helped with the difficult task of evaluating and selecting the papers for the
conference. We also thank Francisco Garijo and Federico Barber (IBERAMIA’s
Executive Board) for their continuous support in administrative matters, as well as for
supporting the website of the conference. We also want to acknowledge Springer’s
EquinOCS for the facilities provided to support the submission and review of the
papers, as well as for the preparation of the proceedings. Finally, it is important to
mention that nothing would have been possible without the initiative and dedication
of the Organizing Committee from the Universidad de Cartagena. We are very grateful
to all the people who helped in the large variety of organizing tasks.

November 2022 Ana Cristina Bicharra Garcia
Mariza Ferro

Julio Cesar Rodríguez Ribón

vi Preface
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Gait Patterns Coded as Riemannian
Mean Covariances to Support Parkinson’s

Disease Diagnosis

Juan Olmos1 , Juan Galvis2 , and Fabio Mart́ınez1(B)

1 Biomedical Imaging, Vision and Learning Laboratory (BIVL2ab),
Universidad Industrial de Santander (UIS), Cra 27 Calle 9 Ciudad Universitaria,

Bucaramanga, Colombia
jaolmosr@correo.uis.edu.co, famarcar@saber.uis.edu.co

2 Departamento de Matemáticas, Universidad Nacional de Colombia,
Carrera 45 No. 26–85, Edificio Uriel Gutiérrez, Bogota D.C., Colombia

jcgalvisa@unal.edu.co

Abstract. Gait is one of the main Parkinson disease (PD) biomarkers
that support diagnosis and allows to measure neuromotor progression.
The gait analysis is nonetheless limited to scarse observational scales or
quantified from kinematic features, obtained from marker-based setups.
These classical methodologies alter natural locomotion gesture and may
limit the quantification of important PD signs. This work explores a new
markerless gait representation that code spatio-temporal video patterns
in mean covariances. To start, a per-frame covariance matrix is computed
from a set of deep convolutional features to describe each recorded loco-
motion. These matrices are in the Riemannian manifold, from which,
a geometric mean is computed to compactly describe gait and postu-
ral patterns. Afterwards, a projection into a log Euclidean space allows
to train a supervised learning algorithm to automatically discriminate
between Parkinson and control population. An study of 22 participants
(11 parkinson patients and 11 control adults) was herein used to evalu-
ate the classification achieving remarkable results. Interestingly enough,
a geometric low dimensional projection enhance the discrimination per-
formance and allow a potential use to support PD diagnosis.

Keywords: Covariance mean · Deep features · Riemannian manifold ·
Parkinson disease · Diagnosis support

1 Introduction

Parkinson’s disease (PD) is the second most common neurodegenerative disorder,
affecting between 2–3 % of the population, over 65 years of age worldwide [18].
The pathological hallmark of the disease from early stages is characterized by
neuronal loss in the substantia nigra, which causes dopamine deficiency [18]. This
deficiency explains the major symptoms of Parkinson’s disease, including motor
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 3–14, 2022.
https://doi.org/10.1007/978-3-031-22419-5_1
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disabilities such as tremor, rigidity, postural instability, and slowness of move-
ment (bradykinesia) [10]. Besides, the movement disorders of the upper and lower
limbs are also strongly related to the disease, affecting locomotor gait patterns
[8]. During gait, it is possible to observe alterations such as arm swing, reduced
footprint, decreased ground clearance, slowness, and stiffness in displacement
[5]. Additionally, other related neuromotor alterations can be amplified such as
the head stability and the stiffness of body segments. Hence, the analysis and
measure of such patterns is fundamental to quantify disease progression, to prop-
erly characterize the disease and even to approach the pattern exaggeration to
early approximate the PD diagnosis. Nonetheless, the current diagnosis is com-
monly subject to observational analysis, reporting errors up to 24% [18]. In more
sophisticated scenarios, the gait analysis is supported by marker based strategies
that associate joint dynamics to a set of devices attached to the body [3]. These
methods however highly depend on the correct placement of the markers, may
be invasive and affects the naturalness of the patient’s movements. Likewise,
these approaches rarely take into account some tremor and the stiffness of body
segment patterns [6,22].

From 2D video recordings, markerless strategies have become a powerful
alternative to quantify kinematic descriptors and to find new hidden relation-
ships correlated with locomotor diseases [2,6]. Specifically to characterize PD,
some strategies have formulated video-based descriptors to quantify local velocity
field patterns [21] or using long motion trajectories to approximate gait kinemat-
ics [7]. Besides, the use of video recordings have allowed the analysis of different
biomechanical features of gait, such as stride length, gait speed and cadence [24].
In the same way, the deep learning methods have been introduced to extract
features and support the parkinsonian gait analysis and diagnosis. For exam-
ple, convolutional neural networks (CNN) have been proposed to classify gait
video sequences by learning spatio-temporal regions that better describe loco-
motor abnormalities [6]. In addition, deep learning-based pose estimator have
been proposed to quantify the cadence of gait steps through sequential gait fea-
tures [19]. In general, these markerless strategies were designed to analyze and
quantify locomotor alterations in specific body segments. Additionally, the use
of kinematic feature descriptors can be redundant and computationally costly
to learn and to run in real scenarios of daily practice. From this, the use of
compact matrices for the feature description has been proposed as a statistical
method of excellent reliability to select representative spatio-temporal features
for the analysis of parkinsonian gait [1]. These representations are however dedi-
cated only to carried out feature analysis and as filter methodologies of recorded
data, loosing their ability to compactly describe significant features that quantify
disease-related locomotor abnormalities.

This work introduces a compact video descriptor to support the diagno-
sis of Parkinson’s disease based on a geometrical mean covariance description.
The proposed approach take advantage of deep features primitives to robustly
represent postural gait patterns at each frame of recorded video sequence.
These features were captured from the first layer of a pre-trained convolutional
neural network (CNN). At each time, these deep features are summarized as
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frame-covariance matrices. Then, a video results in a sequence of covariance
matrices that together form a sequence over a Riemannian manifold that code
postural dynamic changes during locomotion. This way, we introduce a compact
video descriptor by computing the geometric mean, that is, a matrix with mini-
mal distance w.r.t the video on the manifold. Once the mean covariance descrip-
tor is obtained, a machine learning algorithms were trained under a supervised
assumption to classify between Parkinson and control population. Additionally,
we project whole resultant descriptors into a low dimensional space to analyze
the distribution geometry of evaluated population. This projection result inter-
esting as observational alternative to support diagnosis regarding closest points
in the space.

2 Proposed Approach: The Covariance Mean
as Parkinsonian Descriptor

2.1 Temporal Gait Representation and Deep Features

We can consider a video D as a sequence of k frames {It}k
t=1 ⊂ R

W×H , where
each frame can be described with a set of features Ft = {F (1)

t . . . F
(N)
t }. For

a compact description, each feature can be represented as column vectors to
calculate the covariance matrix of these features [16]. The covariance between

two features F (i) and F (j) is Cij = 1
M−1

∑M
�=1

(
F

(i)
� − mi

) (
F

(j)
� − mj

)T

, where

mi = 1
M

∑M
�=1 F

(i)
� . Therefore, for each frame It we can calculate an associated

covariance matrix CIt = [Cj ]
N,N
i=1,j=1. This matrix is symmetric semi-positive

definite and belongs to the space of symmetric positive definite (SPD) matrices
(denote Sn

++), which is a Riemannian manifold [13,15].
Particularly, in this work, the N features Ft corresponds to deep activations

(deep features), computed from pre-trained networks. Specifically, each frame of
a video is mapped onto the first layers of known and pre-trained deep convo-
lutional neural networks (CNNs), which have been implemented for a general
natural image classification problem. In Fig. 1 are illustrated sample deep fea-
tures from a DenseNet CNN [9]. The representations based on partial and general
learned convolutional schemes allow to capture variations underlying the data
samples [4,11,20]. In the Parkinson context that can be relevant to capture pos-
tural representation related to the gait alterations. Particularly, in this work we
compute deep features from the first ReLu layer block for the MobileNet (32
features of size W = 112 × H = 112) and the Densenet (64 features of size
W = 112 × H = 112).

2.2 Video Sequences and Riemannian Manifold

Hence, any video is expressed as a sequence {CI1 , · · · , CIk} of SPD covariance
matrices, that can be seen as a sequence of points on the Riemannian manifold
Sn
++ (see Fig. 2). With respect to the geometry of the space, it is known that
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Fig. 1. Sample deep features extracted from the DenseNet [9].

any two matrices in Sn
++ can be joined with a unique geodesic, the shortest

path on this space [13]. With these geodesics, given any P ∈ Sn
++ there are two

important Riemannian maps to measure distances on this space. The exponential
expP and the logarithm map logP , which projects vectors from the tangent space
TPS

n
++ = Sn (Symmetric matrices) to Sn

++ and elements from Sn
++ to TPS

n
++

respectively (see Fig. 2). Pennec in [17], Moakher in [14] and Fletcher in [23]
introduce different ways to obtain the geodesics in Sn

++ from a affine-invariant
Riemannian metric. Based on this metric, exponential and logarithm map can
be defined. Given P ∈ Sn

++ and a tangent vector V ∈ TPS
n
++, the exponential

map of V on P is given by:

expP (V ) = P
1
2 exp

(
P− 1

2V P− 1
2

)
P

1
2 , (1)

and the logarithm map of Q ∈ Sn
++ on P is given by:

logP (Q) = P
1
2 log

(
P− 1

2QP− 1
2

)
P

1
2 . (2)

See Fig. 2 for a geometric illustration of these maps.

2.3 Geometric Mean Descriptor on the Riemannian Manifold

To calculate a covariance mean we can use geometric and statistical behaviours
to describe locomotion patterns in a simple descriptor. For instance, a vari-
ational formulation of the geometric mean arg minX∈Sn

++

1
2k

∑k
i=1 dR(X,Ci)

2
,

where dR(X,Ci) is a Riemannian distance. For this problem, Pennec in [17]
introduces the Fréchet mean as the unique global minimum in Sn

++ using the
Riemannian distance dR(P,Q) = ‖logP (Q)‖P that represents the length of the
geodesic that joins P and Q. Therefore, taking {Ci}k

i=1 ⊂ Sn
++, Pennec propose

a Newton gradient descent algorithm to solve the minimization problem above,
defined as

µt+1 = expμt

(
1
k

k∑

i=1

logμt
(Ci)

)

, (3)

where µt is the t-th approximation of the geometric mean. In this regard, using
(3) a video D can be compactly described with a covariance mean matrix
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Fig. 2. Covariance mean video descriptor. A video can be described as a sequence
of covariance matrices. The covariance mean µD describes all D. The exponential
expP : TPS

n
++ → Sn

++ maps vectors from the tangent space TPS
n
++ = Sn (Sym-

metric matrices) to Sn
++ and the logarithm logP : Sn

++ → TPS
n
++ maps matrices from

the manifold Sn
++ to the tangent space Sn.

µD ∈ Sn
++ ⊂ R

N×N (see Fig. 2). For instance, a video with K frames and
F features of dimension N × N per frame results in a descriptor of dimen-
sion K × F × N × N , using the covariance mean instead, we have a compact
descriptor of dimension F × F . From this, taking into account the geometry, a
video was reduced to a single point on the manifold. Therefore, a set of videos
represented in this way on the manifold can allows a better discrimination per-
formance among Parkinson and control populations. Once the geometric mean
is computed, because it is a symmetric matrix, we take the upper triangular part
and resize it into a vector. To operate with common machine learning classifiers,
it is necessary that the descriptors lie in a Euclidean space. Therefore, before
resizing, other most common approaches map the covariance mean matrix to the
tangent space TidS

n
++ with the logarithm map.

2.4 Classification and Low-Dimensional Visualization

In order to discriminate between Parkinson and control populations we design a
binary classification task. To this end, gait videos V1, V2, . . . , Vm were described
with m covariance mean matrices, which in turn are resized in m vectors
{X1,X2, . . . , Xm} respectively. Finally, different algorithms can be proposed for
learning to predict the correspondence of a given vector Xi to the Parkinson or
Control class.

The proposed approach has also the capability to explain disease associations
by projecting descriptors in a low dimensional space. This representation is a
potential diagnosis tool that may be used to associated motion patterns that are
close in the space. For a low-dimensional visualization, we implement a uniform
manifold approximation and projection (UMAP) [12], that take advantage of
a local manifold data approximations to associate a low-dimensional represen-
tation. The UMAP could be able to get down important geometric differences
between the location of the two classes of the Parkinson Population.
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Additionally, a distance based metric is proposed to measure the intra-class
sparsity and the inter-class separation. With the class-labeled data, we con-
sider two disjoint sets, the Parkinson descriptors P and control subjects descrip-
tors C. Therefore we define the inter-class metric as the Riemannian distance
between P and C, as dR(P,C) =

1
|P ||C|

∑

x∈P

∑

y∈C

dR(x, y). Similarly, the intra-

class metric dR(C,C) or dR(P, P ) measure the distance between points on the
same set. Both mentioned metrics, with a well low-dimensional representation
allows understanding where is located certain patient with respect to the known
Parkinson population.

2.5 Experimental Setup

Data. In this study was recorded a total population of 11 Parkinson patients
(average age 72.3 ± 7.4) and 11 control patients (average age 72.2 ± 6.1), walk-
ing in a sagital perspective. Each patient was recorded eight times, 4 times to the
right and 4 times to the left, for a total of 176 sequences with an average duration
of 4 s (∼ 100 frames, approximately), an spatial resolution of 520 × 520 pixels
and a temporal resolution of 25 frames per second. This dataset is age matched
and subjects with different disease degree progression were selected to include
inter-subject variability. With the help of a physical therapist, PD patients were
categorized into the Hoehn-Yahr rating scale. A total of five patients were cate-
gorized in stage two, six patients in stage three, and two patients in stage four.
This study was approved by Ethic committee. Participants were recruited from a
local foundation and a local elderly institution. A written informed consent was
obtained for every participant. Data available once the paper has been accepted.

Deep features and covariance mean configuration. The sixteen most represen-
tative deep features from MobileNetV2 and twenty from DenseNet architecture
were selected from first layer of each net respectively. In such case, the represen-
tative deep features correspond to non zero feature maps. A set of sample deep
features are showed in Fig. 1. These features are able to decompose relevant loco-
motion information, such as postural configurations, gradient of silhouettes, and
other feature maps focusing specific body parts like the low body, the trunk and
the upper body silhouette of the patients. From these deep features we construct
four experiments:

– A covariance mean computation in the manifold Sn
++, using MobileNetV2 fea-

tures, with a resultant spatial dimension for covariances of 16× 16, obtaining
a covariance mean video descriptor with size 120.

– A covariance mean computation in the manifold Sn
++, using DenseNet fea-

tures, with a resultant spatial dimension for covariances of 20× 20, obtaining
a covariance mean video descriptor with size 190.

– A covariance mean computation in the tangent space TIdS
n
++, using

MobileNetV2 features, with a resultant spatial dimension for covariances of
16 × 16, obtaining a covariance mean video descriptor with size 120.
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– A covariance mean computation in the tangent space TIdS
n
++, using DenseNet

features, with a resultant spatial dimension for covariances of 20×20, obtain-
ing a covariance mean video descriptor with size 190.

Classification. The resultant mean covariances, computed on the manifold and
the tangent space, were used as videos descriptors to discriminate the Parkinson
gait from a control population. In such case, we implement four machine learn-
ing classifiers: the Gaussian Naive Bayes (GaussianNB), the Logistic Regression
(Logistic), the RandomForest (RF) and the Support Vector Machine (SVM). A
cross-validation leave one out patient out scheme was implemented to validate
the proposed approach. In each iteration, the 8 video descriptors of each patient
were taken for testing and the rest (168 = 21×8) of the descriptors for training.
The predictions performance was evaluated with the accuracy, precision, and
recall metrics. This validations process was run 100 times to avoid random bias
taking the average and standard deviation of the classification metrics.

3 Evaluation and Results

The proposed approach was firstly validated with respect to the capability to
support Parkinson classification, from observed gait recordings. Table 1 summa-
rizes the achieved classification metrics scores using the video descriptors on the
manifold. In general, all classifiers have a remarkable performance on discrimi-
nation task, which suggest a proper clustering of both classes, where a simple
linear separation achieve accuracy scores up to 96%. The Random Forest clas-
sifier achieves the best classification metrics using the MobilNet deep features,
with an average accuracy of 99.9%, a precision of 99.61% and a recall of 99.56%.
In such case, the approach only fail in the classification of only one video video
sequence of a control patient. Particularly, this subject during recording video
has old-age advanced motor symptoms, which may be associated to the disease,
such as bradykinesia and trunk stiffness, and therefore the classifier associated
such patterns to the Parkinson subject.

Table 1. Average accuracy, precision and recall using different methods to classify the
covariance mean video descriptors on the Riemannian manifold.

Method Deep features Accuracy Precision Recall

GaussianNB DenseNet 96.59 ± 13.15 95.45 ± 14.37 93.75 ± 20.12

Mobilnet 94.32 ± 15.41 93.18 ± 17.16 90.34 ± 24.48

Logistic DenseNet 93.18 ± 22.84 93.18 ± 22.84 92.05 ± 25.435

Mobilnet 96.02 ± 18.23 97.73 ± 10.41 95.74 ± 19.53

RF DenseNet 99.10 ± 4.99 98.14 ± 9.47 97.69 ± 11.80

Mobilnet 99.90 ± 1.19 99.61 ± 4.38 99.56 ± 4.96

SVM DenseNet 82.39 ± 31.00 79.55 ± 32.54 75.28 ± 37.19

Mobilnet 92.61 ± 21.54 88.64 ± 25.81 87.22 ± 28.11
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In a second validation, the video-descriptors were firstly mapped to the tan-
gent space and then projected to the machine learning algorithms. This mapping
may lost geometrical manifold properties but can be a more natural represen-
tation for optimization methods in classification tasks. Table 2 summarizes the
achieved classification metrics scores, where Gaussian Naive Bayes achieve a per-
fect score classification, suggesting a linear partition of data class clusters. The
SVM and the logistics regression report slightly lower scores than in the manifold
geometry, but with an overall remarkable performance. Contrary, the Random
Forest classifier is robust to space representation, achieving equivalent results
in the tangent space, using the configurations with both deep features. In this
configuration, a total of five video sequences were missclassified as a Parkinson.
As in the previous experiment, the control subject exhibit motor patterns that
may be associated to the disease.

Table 2. Average accuracy, precision and recall using different methods to classify the
covariance mean descriptors on the tangent space.

Method Deep features Accuracy Precision Recall

GaussianNB DenseNet 100 ± 0 100 ± 0 100 ± 0

Mobilnet 84.09 ± 30.89 81.82 ± 32.14 78.409 ± 36.23

Logistic DenseNet 97.73 ± 10.41 97.72 ± 10.41 96.59 ± 15.62

Mobilnet 97.16 ± 13.02 97.73 ± 10.41 96.31 ± 16.94

RF DenseNet 98.41 ± 8.43 98.11 ± 9.53 97.32 ± 13.60

Mobilnet 97.16 ± 13.02 97.73 ± 10.41 96.31 ± 16.92

SVM DenseNet 94.89 ± 18.33 93.18 ± 17.16 90.62 ± 24.48

Mobilnet 75.57 ± 38.52 72.73 ± 39.10 69.60 ± 41.56

Under same experimental setup, the proposed approach (in manifold and in
tangent plane) outperform the baseline approach that follow a Spatio-temporal
3D ConvNet [6], to classify Parkinson patients. The baseline uses a end-to-end
video learning to discriminate such patients, achieving an average accuracy of
90%, while the proposed approach achieve scores up to 99%. For this remarkable
performance, crude and adjusted odds ratios were computed to evaluate possi-
ble confounding variables. Specifically, Gender and age were considered. Before
consider these variables, the crude ratio was 9.35 and taking the variables into
account the adjusted ratio was 8.13. Indicating that age and gender variables
do not influence the results of the evaluation and therefore is not confounded
association.

A constant feature in clinical routine is the limited availability of patient
data to train computational models and to update technological architectures.
Hence, the proposed computational alternatives in this scenarios should be suf-
ficiently robust to tackle such limited setup conditions. In consequence, a second
evaluation of the proposed approach consist on train the machine learning app-
roach but with limited samples, varying from 21 to 7 patients in training. To
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implement this experiment, the best configuration in each descriptor representa-
tion was implemented. Hence, the Mobilnet deep features and RF classifier was
implemented for the manifold space, while the DenseNet features and a Gaus-
sian classifier was used as the configuration for tangent space. Figure 3 illustrates
the achieved performance for both configurations (manifold and tangent space),
showing a notable performance, even for very strong train configurations with
only seven patient for train. In extreme conditions (seven patients to train),
the best score is achieved for descriptors taken from manifold geometry (around
95% in recall), while in the tangent plane is achieved only (70% in recall), which
exhibit the richness of the manifold to capture motor geometry, that achieve a
better representation of the disease. Contrary, in tangent plane, the logarithm
map could be affecting the dispersion of descriptors, making the classification
task more difficult when there is a lack of data. The proposed approach, accord-
ing to the experiment, shows a robust capability to represent Parkinson disease
even in scarce scenarios, with a relative independence to the classifiers and the
boundary hypothesis of each of these strategies.

Fig. 3. Classification scores varying the number of training patients. Left, tangent
space DenseNet deep features and Gaussian classifier. Right, manifold Mobilnet deep
features and Random Forest classifier.

Table 3. Intra/inter class metric of the descriptors using a euclidean distance in the
manifold (dE in Sn

++), in the tangent space (dE in TIdS
n
++) and using the Riemannian

distance in the manifold (dR in Sn
++).

dE in Sn
++ dE in TIdS

n
++ dR in Sn

++

Intra class Parkinson 23, 07 44, 647 73, 421

Intra class No Parkinson 23, 98 6, 22 126, 9

Inter class 31, 48 40, 63 209, 342

Finally, a low dimensional space was built from resultant covariance mean
compact descriptors U = {µ1, . . . , µ176}, for respective video sequences herein
considered. Using the manifold UMAP projection (see in Fig. 4) we can visualize
the projection constructed from the original covariances and using the respec-
tive log map log(U) in the tangent space TIdS

2
++. As expected, the resultant



12 J. Olmos et al.

Fig. 4. UMAP embedding of the covariance mean descriptors in the manifold (left) and
in the tangent space (right). Red dots represent the descriptors of parkinson patients
and blue the no parkinson. (Color figure online)

low dimensional projections reveals a sparse and discriminative data separation,
according to Parkinson and control labels. It should be remarked the clear sepa-
ration, specially using the original descriptors, i.e., on the Riemmanian manifold.
This properly separation can be explained by the intrinsic geometry that result
from minimization among samples to find the correspondence in low-dimensional
space. To quantify the separation among classes in projected spaces an euclidean
distance (dE) was measured among samples of the same class (intra-class) and
regarding the other class (inter-class). The Table 3 evidences the proper sepa-
ration among samples of different classes for whole built spaces. Interestingly
enough, computing the Riemannian distance (dR) mentioned in Sect. 2.3, the
intra/inter class metrics is more reliable results with better contrast between
samples of same class with respect to the other class.

4 Discussion and Conclusions

In this work was designed and proposed a markerless method to model kinematic
motion alterations involved in the Parkinson gait, as an alternative to support
diagnosis and characterization of the disease. The proposed approach uses com-
pact covariance means to represent each gait video sequence, capturing principal
pose geometry during time, and allowing to project such information in a Riem-
manian manifold space. The sparsity of the studied population on this spaces
allowed low dimensional projection and more accurate measures of these kind of
descriptors to finally support the diagnosis of Parkinson’s disease. The achieved
results evidence that codified descriptor captures the key kinematic concepts of
the Parkinsonian gait, allowing a robust representation, where performance in
classification task has classification scores up to 90%. Interestingly enough, the
proposed approach show a remarkable representation of the disease, being suf-
ficient few patient samples to train a classifier. This fact is very important to
transfer into a clinical practice, where the trade-off between approach sensibility
and resources for training and updating, are essential to support routine.
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Also, the low-dimensional projection of the descriptors allows visualizing the
distribution of the population, being an observational alternative to analyze dis-
ease patterns. These projections may support diagnosis and following by compar-
ing the patient points with other patients in the manifold space. The projection
from Riemannian manifold exhibit a better separation and discrimination of
population points. To quantify the distribution of the data, the intra/inter class
Riemannian distance, measured the separation between the set of Parkinson’s
patients and healthy patients, showing a remarkable discrimination. Together,
these results represents a potential alternative to project new patients and find
closes samples that eventually can share diagnosis and motor symptoms. More-
over could help to a treatment planning.

The covariance representation show remarkable properties regarding the
accuracy, the simplicity, the low-dimensional nature, that result ideal to trans-
fer in real scenarios. Future works include the study of this motion descriptors
over larger dataset with the information about stage of the disease. Also, from
the achieved descriptors it will be demanding to back-propagate information to
explain the kinematic and postural features that have major association with
the disease, to better explain the capabilities of the proposed approach.
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Abstract. Forró is an important genre that has been developing the cul-
tural identity of Brazil and it is one of the most consumed by Brazilians
on Spotify. However, the lack of datasets and their specificity leads to less
research about this genre. In order to overcome this issue, it is presented
a set of data roughly compounded by 3000 songs named Forroset, which
provides editorial information, audio features, information of rhythm,
and audio files from Spotify. Furthermore, over 1400 lyrics of songs were
obtained by the Vagalume platform. When Forroset is compared to other
sets of data, it was seen that our dataset is more powerful regarding the
diversity of information heading to comprehensive problems resolution.

Keywords: Music information retrieval · Spotify data · Database ·
Dance teaching · Machine learning · Music industry

1 Introduction

Forró is an important Brazilian musical genre that is popular throughout all
socioeconomic layers and has its traditional matrix recognized as the Intangi-
ble Cultural Heritage of Brazil [11]. With its early origins in a party, it has
contributed to the construction of northeastern and national identity for more
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than a century. Furthermore, forró is becoming one of the most played genres
on Spotify in Brazil [16], the world’s largest streaming music platform.

Forró could be classified in three musical genres: “Pé-de-Serra”, “Univer-
sitário”, and “Eletrônico” [18]. Except “Forró Eletrônico”, the core instrumen-
tal structures are the same: the zabumba, triangle, and accordion compose this
basic structure, while the singer’s voice completes the musicality and rhythm.

Forró has been explored in several fields, including applications to aid indi-
viduals in dancing [6,17,19–21], genre recognition [3,4], and the evaluation of
paradigm-breaking in a musical context [2]. The following gaps detected in the
forró datasets identified that limit research findings in this genre are: (i) An
unavailability or discontinuity of data access; (ii) failure to follow FAIR Data
principles (Findable, Accessible, Interoperable, and Reusable) in dataset con-
struction and sharing; and (iii) the dataset information is insufficient to be used
in different applications.

To handle these limitations, Forroset is introduced, a dataset that contains
extensive information on over 2900 forró music. The present dataset offers infor-
mation ranging from the song’s authors to technical details such as the beat
position and length. Forroset also includes over 1400 song lyrics and gives MP3
files for all dataset songs, allowing users to develop new applications with forró.

2 Related Forró Datasets

Four datasets containing forró music were identified. Their descriptions, as well
as their FAIR’s shortcomings, are presented in Table 1. The LMD - Latin Music
Database [23] is the precursor and has prompted several musical works of genre
classification that includes forró music. This dataset, despite being very impor-
tant to investigating different Latin American genres, it is no longer available.
The BSL - Brazilian Songs Lyrics [8] on Kaggle and the BLD - “Brazilian Lyrics
Dataset” [3], are two datasets that include extensive lyrics content collected from
Vagalume. Lastly, the FVD - Forró em Vinil Dataset [5] has a large number of
songs that include spectral and other metadata. This dataset lacks audio files,
which may be obtained manually from the “Forró em Vinil” website1.

Table 1. Forró related datasets. FAIR issues identified: F1 (not persistent identifier),
A1 (non low-level protocol), I2 (no documentation), I3 (non qualified cross-reference),
R1.1(unknown licence), R1.2. (undetailed provenance).

Name Tracks Features Genres FAIR

LMD 313 artist, title, genre, MP3 file 10 Not available

BSL 1000 artist, title, genre, lyrics 9 F1, I2, I3, R1.1, R1.2

BLD 11862 artist, title, genre, lyrics 14 F1, A1, R1.1

FVD 27352 artist, title, year, similarity network, mfcc 1 A1, I3

1 https://www.forroemvinil.com/.

https://www.forroemvinil.com/
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There is a large volume of songs in the available datasets, but provide few
features and application opportunities. BSL and BLD, for example, are aimed at
classifying music genres from the lyrics of the songs. Furthermore, no available
dataset actually provides audio files of the songs, as the FVD songs need to be
searched on the website. It is worth mentioning that the latter does not have
songs after the year 2000, therefore, it does not contain songs related to the
rebirth of forró with the emergence of Forró Universitário. Finally, all datasets
have FAIR’s shortcomings.

3 Forroset Creation

Forroset contains six kinds of information: General Information (GI), Audio
Features (AF), Audio Analysis (AA), Filters and Organization (FO), Lyrics (L)
and MP3 files. File sets as GI, AF, and MP3 were collected via Spotify API2 and
Spotipy package3, the AA through Spotify API, Spotipy and Librosa package4,
the Lyrics using Vagalume API5 and package6. Furthermore, we obtained FO by
Spotify data transformations and manual annotation. Figure 1 depicts a concise
representation of the Forroset development.

Fig. 1. Main steps for obtaining Spotify and Vagalume data.

3.1 Spotify Data

The Spotify tabular data collection was carried out in Spotify’s database. To
search for songs, we chose 5 keywords that refer to Forró Pé-de-Serra e o Forró

2 https://developer.spotify.com/documentation/web-api/.
3 https://spotipy.readthedocs.io/en/2.19.0/.
4 https://librosa.org/doc/latest/index.html.
5 https://api.vagalume.com.br/.
6 https://github.com/diegoteixeir4/python-vagalume.

https://developer.spotify.com/documentation/web-api/
https://spotipy.readthedocs.io/en/2.19.0/
https://librosa.org/doc/latest/index.html
https://api.vagalume.com.br/
https://github.com/diegoteixeir4/python-vagalume
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Universitário: “Forró Pé de Serra”, “Forró Universitário”, “Forró Tradicional”,
“Xote”, and “Baião”; plus the names of 20 forró artists/groups. In the next step,
songs with the same identifier, identical names, explicit content, non-playable,
and without popularity and tempo values were completely removed from the
dataset.

GI was collected through a keyword search, while AF and part of AA from
the Spotify database via song identifiers were got separately. All Spotify tabular
data is given for the entire song, although the audio files supplied only contain
30 s of a track which it is unknown if it is the beginning, middle or end of the
song. This aspect prevents the application of the dataset for beat tracking since
it is not possible to match the beat annotations of the entire track with the 30-s
sample.

To overcome this setback, the librosa package for audio file beat recognition
was used. In order to enable the algorithm’s convergence, it was provided to the
algorithm an initial stance of the song’s tempo collected by Spotify to estimate
the beats. Finally, a discrepancy score consisting of the error between the average
distance of librosa and Spotify annotated beats was created.

3.2 Preprocessing Data

To facilitate the use of the dataset in machine learning tasks, the data was
divided into 20 randomly separated folds while maintaining a uniform distribu-
tion in terms of tempo and popularity. The tempo of the songs were divided into
10 bins of width of 11, except for the starting and last bins, which were larger
due to the lack of songs in the extremes.

We observed that Spotify only provides the genres by the artists/bands for
each song and existing genres out of the scope ascribed to Forró authors. For
example, even though Falamansa is one of the Forró Universitário’s precursor
bands [18], the Spotify genres ascribed to Falamansa artist include “axe”, “brazil-
ian reggae”, “pagode”, “sertanejo” e “sertanejo universitario”.

To filter out songs that do not fit the scope, a metric called “genre filt” was
developed, which calculates the ratio of the artist’s genres that fit the scope on
a scale from 0 to 1. The songs having a score of less than 0.3 on this scale were
automatically excluded. Additionally, the songs from the 20 forró bands used for
keyword selection stage, weren’t filtered and a score of 1.1 was assigned to them.

Another point that was addressed is the presence of tracks with more than
one song, which can be a problem, as it is not possible to identify from which
part of the track the 30s is. Therefore, we manually evaluated the 100 most
popular songs (according to Spotify popularity score), from each tempo bin. A
binary score called “manual filt” was established, and the tracks that are in the
scope received a score of 1. On the other hand, the tracks that weren’t recognized
as Forró Pé-de-Serra/Universitário, or with more than one song per track, were
given a score of zero.
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3.3 Vagalume Lyrics

Vagalume is a Brazilian website for music lyrics. The search for the songs lyrics
was performed using the information of the song and artist/group name provided
by Spotify. In cases when the search was successful, we picked up the track artist,
track title, lyric and its Vagalume’s access link.

To ensure that the expected song and the received lyrics are consistent, the
similarity was calculated using the python package difflib7. When the track title
and artist similarities were less than 90%, the lyrics were manually evaluated,
removing all confirmed divergent lyrics.

3.4 Getting MP3 Files

Forroset contains a python helper code that uses the preview URL present in
the GI to automatically get 30 s samples for all Forroset songs. Samples are
downloaded in MP3 format at 22.05 kHz to a specified directory.

3.5 Ethics of Data Collection

Regarding the ambiguity found in the Terms of Services (TOS) of Social Media
[7], as required by the Vagalume API TOS, the link to the song’s lyrics on the
Vagalume website is provided. Furthermore, according to the section IV.3.a.i of
the Spotify API TOS8, the GI, AF and AA data, necessary to operate Forroset,
are compiled.

Furthermore, it is argued in this paper that Forroset was constructed in an
ethical manner [10], considering that the data collected is publicly accessible on
both sites and it is worth mentioning that the data does not contain sensitive
personal information of any kind. Moreover, with this paper and the Completed
Transparency Report, we are providing the detailed description of the aims,
construction details, limitations and applications of Forroset.

3.6 FAIR Principles Implementation

An attempt to ensure that Forroset adheres to all FAIR principles9 was done,
making it available on GitHub and Zenodo platforms, satisfying the Findable and
Accessible requirements. To join to the Interoperable and Reusable principles,
the cross-reference identifiers for data retrieved from Spotify and Vagalume, as
well as documentation related to the dataset’s usage are provided. Finally, the
Reusable criteria was fulfilled by assigning the dataset the Creative Commons
Attribution License (CC BY 4.0).

7 https://docs.python.org/3/library/difflib.html.
8 https://developer.spotify.com/terms/.
9 https://www.go-fair.org/fair-principles/.

https://docs.python.org/3/library/difflib.html
https://developer.spotify.com/terms/
https://www.go-fair.org/fair-principles/
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4 Data Details

Forroset comprises a tabular file with 40 columns and a python code that down-
loads the Spotify previews in MP3 format from the URLs provided in the “pre-
view url” column of the dataset. All information in GI, FO, AF, AA, and L
groups are present in Table 2.

Table 2. Forroset tabular groups information.

Infos Features Tracks

GI Track, track id, artist, artist id, popularity, album, album id, uri,
track year, duration and preview url

2977

AF Energy, liveness, tempo, valence, acousticness, instrumentalness,
key, time signature, danceability, loudness, speechiness and mode

2977

AA Beats start, duration and confidence; bars start, duration and
confidence; tatums start, duration and confidence

2977

Librosa beats start and discrepancy 2976

FO Tempo bins, tempo bins max, genre filt, folds 2977

Manual filt 1000

L Lyrics 1415

4.1 General Information

The search performed on 2021/04/11 returned 9043 tracks. Following data clean-
ing, 5373 tracks from 1032 different artists were found. After removing artist with
a high propensity for having songs that were out of scope, Forroset had 2977
tracks from 82 distinct artists. The Forroset artists are shown in Fig 2, where
the word cloud indicates all of them and the bar graph depicts the top 10 artists
with the most tracks.

Fig. 2. Artists ranked according to their number of tracks on Forroset.

Figure 3 shows the total songs by popularity and year. In addition, the num-
ber of songs per album is displayed in ascending order. Histograms are shown for
all (in orange), songs with lyrics (in green), and songs that have been manually
evaluated (in purple). Forroset contains 502 albums, of which 260 were manually
analyzed, and the songs with lyrics are from 284 different albums.
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Fig. 3. Histograms with popularity, albums, and year for each subset.

4.2 Spotify Features

For each song, the dataset includes the feature information provided by the Spo-
tify API. The number of songs per feature bin is presented in Fig. 4. Histograms
are shown for all AF information group and subsets.

Fig. 4. Histograms of Forroset Audio Features for all subsets.

The audio features collected via the Spotify API are briefly described in the
following lines. More information is available in the API documentation.
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– Energy: A perceptual measure of intensity and activity.
– Liveness: Higher liveness numbers indicate a greater likelihood that the track

was performed live.
– Tempo: The overall estimated tempo of a track in beats per minute (BPM).
– Valence: The musical optimism given by a song.
– Acousticness: The degree to which the music is acoustic. This feature pre-

dicts whether or not a recording has no voices.
– Time signature: A notation standard that specifies the number of beats in

each bar.
– Danceability: It describes a track’s suitability for dancing.
– Key: The key of the track is given by matching the integers to pitches using

standard Pitch Class notation.
– Loudness: The overall volume of a track measured in decibels (dB).
– Speechiness: Detects the presence of spoken words in a track.
– Mode: A track’s mode denotes the type of scale from which its melodic

content is formed.

4.3 Spotify Audio Analysis

Forroset includes the beginnings and durations of each bar, beat, and tatum,
over the entire song, for all songs. Each metric is assigned to a confidence level
ranging from 0 to 1, with 1 being the highest level of confidence. In addition, the
beat starts for the 30 s audio samples estimated by Librosa and a discrepancy
score is provided. Figure 5 depicts the occurrences of the three events during
a 15-second extract of Falamansa’s song Xote dos Milagres, the most popular
track in the dataset.

Fig. 5. Bar, beat and tatum of Falamansa’s song Xote dos Milagres of Forroset.

The following is a brief description of the described rhythmic structures:

– Bar: A time signature is a method of quantitatively organizing the sounds
of a musical composition into beats and pauses. A bar in Forró is often made
up of four beats.

– Beat: A beat is the fundamental time unit of music. Typically, beats are
multiples of tatums.

– Tatum: A tatum is the lowest regular pulse train that a listener infers instinc-
tively from the time of observed musical events.
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4.4 Filters and Organization

Fig. 6. Separating and balancing folds over time and popularity. The blue line on the
top histogram represents the 50 songs for fold that have been manually reviewed. (Color
figure online)

Regarding the 1000 tracks manually analyzed, 848 are from the Forró Univer-
sitário and Forró Pé-de-Serra scope. The histogram at the top of Fig. 6 shows
how songs are divided into 20 balanced folds based on tempo. At the bottom, the
box-plots compare the popularity and tempo of each fold, allowing the balance
of the folds to be seen concerning these characteristics.

4.5 Lyrics

The search for title and artist in Vagalume’s API, performed on 2021/10/12,
yielded lyrics for 1435 tracks in which 20 are manually removed. In a unique list
format, the title, artist, lyric, and url were created. Figures 3 and 4 highlight the
information for songs that have lyrics.

4.6 MP3 Files

Using our auxiliary code, the 2959-audio-files were automatically downloaded.
It took roughly six hours to complete the access to all the audios in the dataset.
This extra time is due to the use of delays between queries to avoid overloading
Spotify’s platform.
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5 Forroset’s Potential Applications

Forroset was created with the goal of supporting Forró research. Information
from multiple sources and kinds were organized around a unique identifier per
song to allow its usage in several tasks, as well as the use of over one type of
information to explore the same task. The variety of information allows the con-
tribution to areas that have already been explored for forró such as Music Infor-
mation Retrieval and Dance Teaching, in addition, it can motivate the beginning
of research in unprecedented areas in the literature such as the Music Industry.

5.1 Forró Industry

Identifying a future hit song is a task of great interest to the music industry.
However, the success of a song can be related to several factors, making this a
task widely studied [9,12,24]. In Forroset, the Spotify popularity score is pro-
vided and can be estimated using the information contained in GI, AF and
AA, the lyrics and the audio files. This information could be used together or
separately, allowing, besides predicting the popularity, the selection of the best
information. In this way, music recommendation is a another complex task that
Forroset can be used for. Because most of the data come from Spotify, Forroset
can be highly valuable for Spotify-integrated apps such as the one shown in
Álvarez et al. (2020) [1].

5.2 Dance Teaching

The use of computer models to help people dance forró has been recently
explored. One of the approaches consists of building applications that help
teachers to assess how their students are dancing [19–21]. In this case, For-
rosset contributes by providing the rhythmic information present in AA and
AF. A facilitator is that researchers will be able to play the same versions of
songs present in Forroset through Spotify. Another recent initiative is the use of
forró rhythm prediction models to pass this rhythm through tactile stimuli for
deaf people [6,17]. For this application, Forroset can contribute with the audio
files and the respective rhythmic notes of tempo, bar and beat. Furthermore, it
allows the application of deep models, previously impossible due to the absence
of annotated datasets [6]. For both applications presented, the manual filter
can be especially important, since they need songs with a well-defined rhythmic
structure, as in the case of Forró Pé-de-Serra and Universitário.

5.3 Music Information Retrieval

Forroset is useful in beat tracking as it provides audio files and annotated beats.
In this case, features can be extracted from the audio data to adjust neural
network models [15]. This approach can be similarly used for tempo estimation
[22]. Forroset has useful information for classifying musical genres such as the
audio files [13], the lyrics of the songs [3] and the Spotify audio features [14]. It
can be added to other datasets for the same purpose.
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6 Conclusions

This paper describes Forroset, a Forró dataset designed to promote studies spe-
cially on the musical information recognition, dance teaching and music indus-
try from this valuable Brazilian genre, particularly the subgenres Forró Univer-
sitário and Forró Pé-de-Serra. The dataset includes multiple audio information
received from Spotify, song lyrics obtained via Vagalume, and information relat-
ing to manual and automatic filters. When compared to the other Forró datasets
found, Forroset has fewer tracks. However, it contains the most diverse informa-
tion, allowing for more comprehensive problem-solving.

The main limitations are the small number of tracks, the non-manual rating
of all of them, and the approximate measures in the beat annotation. In future
works, it will be useful to manually analyze the remaining songs, and expand
the dataset to other Forró classes, such as adding identifiers for each subgenre.

7 Availability

Forroset data and code can be accessed at https://github.com/lucas-fpaiva/
Forroset.
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Abstract. Cardiac arrhythmias are heartbeat disorders in which the
electrical impulses that coordinate the cardiac cycle malfunction. The
heart’s electrical activity is recorded using electrocardiography (ECG), a
non-invasive method that helps diagnose several cardiovascular diseases.
However, interpretation of ECG signals can be difficult due to the pres-
ence of noise, the irregularity of the heartbeat, and their nonstationary
nature. Hence, the use of computational systems is required to support
the diagnosis of cardiac arrhythmias. The main challenge in developing
AI-assisted ECG systems is achieving accuracies suitable for application
in clinical settings. Therefore, this paper introduces a software tool for
classifying cardiac arrhythmias in ECG recordings that uses filtering,
segmentation, and feature extraction of the QRS interval. We use the
MIT-BIH Arrhythmia Database, which has 48 records of five different
types of arrhythmias. We evaluate the data using supervised machine
learning techniques such as k-Nearest Neighbors (KNN), Random Forest
(RF), Multilayer Perceptron (MLP), and the Naive Bayesian classifier.
This paper shows the impact of selecting and employing filtering and
feature extraction methods on the performance of supervised machine
learning algorithms compared with benchmark approaches.

Keywords: Electrocardiogram (ECG) · Cardiac arrhythmia · Feature
extraction · Supervised machine learning · Performance measures

1 Introduction

The interior of the human heart is divided into four chambers: right and left
atria at the top and right and left ventricles at the bottom. The right heart
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is responsible for receiving and pumping blood into the lungs, where it receives
oxygen and gives off carbon dioxide. Then the left heart pumps oxygenated blood
into the aorta to be redistributed for systemic circulation. Therefore, detecting
pathologies that alter the heart’s physiology, such as cardiac arrhythmias, is cru-
cial [1]. Arrhythmias are cardiovascular diseases described as irregularities in the
heartbeat. Cardiovascular diseases, which include arrhythmias, are the leading
cause of death worldwide; about 17.5 million people die from these cardiac dis-
orders representing 31% of deaths worldwide [2]. The electrocardiogram (ECG)
is currently the most straightforward and used test for assessing heart rhythm
and diagnosing arrhythmias since it is a non-invasive method. In an ECG, we
can observe the constant changes of the different waves, intervals, and segments
present in the signal. From these recordings, it is possible to study, analyze
and identify irregular patterns in the ECG signal. However, the recorded data
are massive, and analysis by cardiologists becomes a time-consuming and costly
activity. In addition, ECG recordings are often accompanied by various electro-
cardiographic noises, further complicating the interpretation of ECG beats. Con-
sequently, classifying or categorizing the different signal beats using advanced
computer diagnostic tools is necessary [3]. Thus, the development of computa-
tional systems and the adoption of artificial intelligence techniques to support
the detection and diagnosis of cardiovascular diseases have increased.

Several studies have developed efficient methods based on supervised machine
learning techniques to identify arrhythmias such as Random Forests [4], K-
Nearest Neighbor (KNN) classification techniques [5], Multi-Layer Perceptron
(MLP) [6,7], and Naive Bayesian classifier (NB) [8]. Sahoo et al. [9] propose
a three-stage QRS complex feature detection algorithm. First, they use the
multiresolution wavelet transform (DWT) to remove noise from the ECG sig-
nal. Then, they use machine learning techniques to identify four types of car-
diac abnormalities: normal (N), left bundle branch block (LBBB), right bundle
branch block (RBBB) and beats (P). Similarly, Madan et al. [10] develop a
hybrid deep learning-based approach for cardiovascular disease detection and
classification using several configurations. Initially, their team selects 2D Scalo-
gram images to reduce signal noise and extract features. In the second step, deep
learning models, such as convolutional neural networks (CNN) and short-term
memory networks (LSTM), identify abnormal heartbeats.

In arrhythmia classification, filtering and feature extraction techniques aim
for models to achieve accuracies suitable for application in clinical settings. In
this sense, this paper presents a novel system that uses a series of digital fil-
ters such as Wavelet filter, FIR filter, and Savitzky Golay filter to remove the
many types of noises in the ECG signal. These signal processing techniques reach
an optimal balance between robustness, signal variability and accuracy. More-
over, selecting ECG heartbeat interval features is critical for recognizing cardiac
arrhythmias, so these features are extracted using the discrete wavelet transform
(DWT). This transform produces more accurate time-frequency analysis results
and decomposes the signal into several levels to determine which provides the
most relevant features. After that, the features are classified using machine learn-
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ing techniques such as K-Nearest Neighbors, Random Forest, Perceptron Mul-
tilayer, and Naive Bayesian, as these are essential for making reliable decisions
when analyzing large data sets and events. The model and the different ECG sig-
nal processing techniques can assess cardiac rhythm irregularities to identify the
type of arrhythmia a patient may manifest and implement prevention strategies.
This study expands our knowledge of the incidence, characteristics and interven-
tion methods for each type of arrhythmia. Moreover, this system contributes to
increasing the data on the analysis of ECG potentials and compares them with
the already extensive literature on cardiac arrhythmias analysis and prevention
methodologies. Thus, this work can lead to finding possible variations according
to the type of person.

The rest of this paper is structured as follows: Sect. 2 specifies the method-
ological design and the stages of data processing, segmentation, feature extrac-
tion, and classification. Section 3 details the results and discussions, while Sect. 4
describes the conclusions and future work. One of the main contributions of this
study is the development of a methodology based on conventional methods.

2 Methodology

Figure 1 shows the methodological scheme of the proposed method for recognis-
ing and classifying cardiac arrhythmias. The following subsections specify the
database we use and the signal preprocessing, beat segmentation, feature extrac-
tion, and classification steps.

2.1 MIT-BIH Arrhythmia Database

We choose the data from the MIT-BIH cardiac arrhythmia database for this
study [11]. The database contains 48 half-hourly two-channel ambulatory ECG
recordings collected from 47 individuals tested by the BIH Arrhythmia Labo-
ratory between 1975 and 1979. The recordings were digitized using analogue
Holter equipment with a sampling rate 360 Hz and 11-bit resolution over a 10
mV range. The database includes about 110.000 recordings with five classes of
arrhythmias: Nonectopic Beats (N), Fusion Beats (F), Supraventricular Ectopic
Beats (S), Ventricular Ectopic Beats (V), and Unknown Beats (U). Cardiologists
perform classification and annotation of the recordings of each beat.

Table 1 shows the specifications of the different beats from the MIT-BIH
database and summarizes the five types of ECG beat samples used in this study.

2.2 Preprocessing

ECG recordings obtained from the MIT-BIH arrhythmia database contain var-
ious sources of noise that hinder the proper recognition of some irregular beats.
Often, the ECG signal data recorded when manipulating the electrodes results in
signal contamination caused by different types of noise. These noises are typically
classified into mains disturbances (60 Hz), baseline deviation, muscle artifacts,
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Fig. 1. Methodological scheme for the detection of cardiac arrhythmias.

Table 1. MIT-BIH arrhythmia beats classification per ANSI/AAMI EC57:1998 stan-
dard database.

AAMI classes MIT-BIH annotation Type

Non-ectopic beat (N) N Normal beat

L Left bundle branch block

R Right bundle branch block

j Nodal (junctional) escape

e Atrial escape beat

Supra-ventricular ectopic beat (S) A Aberrated atrial premature

a Atrial premature

S Supraventricular premature

J Nodal (junctional) premature

Ventricular ectopic beat (V) V Ventricular escape

E Premature ventricular contraction

Fusion beat (F) F Fusion of ventricular and normal

Unknown beat (U) U Unclassifiable

p Paced

f Fusion of paced and normal
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and disturbances generated by electrical equipment [12]. Consequently, a prepro-
cessing step that removes baseline noise and filters the ECG signal is necessary.

The techniques used for this stage are the discrete wavelet transform (DWT),
the FIR digital filter, and the Savitzky-Golay (SG) digital filter.

Discrete Wavelet Transform (DWT). The DWT technique is an effective
noise reduction and feature extraction method in signal analysis [13]. The main
wavelet function used is the Daubechies family (db6) to decompose the signal into
nine levels [14]. From this decomposition, the ninth level approximation subband
in the frequency range from 0 to 0.351 Hz is the baseline offset and is discarded
for noise-free signal reconstruction. In addition, we assume ECG signals between
90–180 Hz and 45–90 Hz contain no relevant information because noise is usually
located in these high-frequency bands. Therefore, we discard these signals for
detecting abnormal beats. Finally, we reconstruct the ECG signal with the detail
coefficients of levels 3, 4, 5, 6, 7, 8, and 9 [14].

FIR Digital Filter. The FIR digital filter is a filter that responds to a limited
number of non-zero terms if its input is an impulse, i.e., it is stable, and the signal
is not distorted. In addition, these filters can be designed to be phase linear, so
they do not cause phase lags in the signal. According to Costa et al. [15], the
preprocessing is divided into two phases: first, baseline removal is performed
using a trend function to remove the linear trend and some DC components of
the ECG signal; subsequently, a moving average filter with a window size of 5
samples obtains the smoothest signal, removing the low-frequency noise present
in the ECG signal. In the second phase, Costa et al. [15] use a cascade filter
composed of a low-pass FIR filter (order 30) with a cutoff frequency of 0.25 Hz,
and a high-pass FIR filter (order 6) with a cutoff frequency 30 Hz.

Savitzky-Golay (SG) Digital Filter. This digital filter is used for its ability
to preserve the attributes of the original signal after its application. A third-
order high-pass Butterworth filter with a cutoff frequency 1 Hz removes low-
frequency interference, effectively removing baseline noise from the ECG signal.
When filtering the ECG signal, low and high-frequency interferences are reduced
by polynomial order Savitzky-Golay (SG) filtering with a window dimension
between 5 and 21, according to [16].

Figure 2 shows the original ECG signal with noise and the signal resulting
from the application of the three digital filtering techniques.

2.3 ECG Beat Segmentation

At this stage, to perform the segmentation of the ECG signal beats, the loca-
tion of the QRS complex and landmarks is paramount. Specifically, the QRS
complex denotes ventricular depolarization; three waves form it, the Q wave
presents a negative deflection, the R wave reflects a positive deflection, and the
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Fig. 2. Removal of noise from ECG signal (Non-ectopic beat).

S wave describes a negative deflection [1]. One aspect to consider is that QRS
morphology is highly variable and depends on the point of origin of the beat.

For this reason, the QRS complex is an essential part of the ECG signal that
must be analyzed and evaluated. In this regard, we determine the QRS complex
using the MIT-BIH dataset’s annotations as the developed algorithm detects
the positions of each R peak of the ECG signal (midpoint of the QRS complex).
For this purpose, we take 99 samples from the left and 100 from the right sides,
forming a segment of 200 samples. This process aims to divide the ECG signal
into individual beats with a normalized length. The result of the segmentation
step is shown in Fig. 3.

2.4 Feature Extraction

This phase aims to correctly select the features with the most helpful infor-
mation from the individual segments and obtain an acceptable classification
performance as a result [17]. In this sense, such features are extracted using
the discrete wavelet transform (DWT), which consists of decomposing a sig-
nal using approximate versions of the wavelet shape [18]. Feature extraction
depends on the type of signal to be studied. Several wavelet families, such as
Haar, Daubechies, and Symlet, provide valuable information for recognising dif-
ferent patterns. Therefore, we select the Daubechies wavelet family of order 2
(db2) for feature extraction because it has a morphological distribution similar
to the signal of an electrocardiogram [19]. Signal decomposition is performed in
up to five levels generating a series of coefficients that set up a field of charac-
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Fig. 3. 200-sample segment of the ECG signal (Non-ectopic beat).

teristics of different types of families. The decomposed signal consists of a series
of detail coefficients (CD1 to CD5) and one more approximation coefficient (A5)
for a total of 6 levels of decomposition. Four statistical features are estimated
for each level: Maximum, Minimum, Mean, and Standard Deviation, collecting
a total of 24 features extracted from each beat segment. Finally, these features
become the input for the machine learning classifiers.

2.5 Classification

This paper employs and evaluates the following supervised learning algorithms:
K-Nearest Neighbor classifier, a nonparametric instance-based algorithm whose
classification is based on the training data to predict a new instance’s label [20].
The algorithm determines the nearest neighbor in the data set and establishes
the degree of similarity. Random Forest (RF) is an algorithm that traces all pos-
sible paths of an attribute through a recursive partition to classify the data [21].
One aspect to note is that the RF algorithm generates a C number of decision
trees from a set of training samples; each tree in the forest randomly selects the
number of samples to create a new training set. Multilayer perceptron (MLP)
belongs to the family of supervised neural network algorithms [22], whose main
function is to generate a model that correctly maps the input values using past
information. The Naive Bayesian classifier is an algorithm with a statistical app-
roach [23]. This algorithm uses the covariance matrix values to produce different
probability functions in each class. It thus determines the values with the highest
discriminant power for classifying the samples.
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In this study, we have considered the most optimal parameters of the algo-
rithms available by Weka software to classify the five classes of arrhythmias
considered in this study. Table 2 shows the best parameters of each classifier for
the best configuration presented later in the results.

Table 2. List of parameters for each classifier.

Classifier Parameters

K-Nearest Neighbor Number of neighbors = 3

Distance metric = Euclidean

Distance weighting = No

Random Forest MaxDepth = 0

NumDecimalPlaces = 2

NumFeatures = 0

NumIterations = 100

Multilayer perceptron Activation = ‘Relu’

hiddenlayers = ‘constant’

learningRate = 0.3

momentum = 0.2

TrainingTime = 500

Naive Bayesian Default parameters

2.6 Experimental Design

This section describes the design of the experiments and the metrics to evaluate
the performance of the developed algorithms. The analyzed dataset contains
109.463 records, including five arrhythmia types (N, S, V, F, U). Three filtering
techniques (DWT, FIR, SG), one feature extraction technique (DWT), and four
machine learning algorithms (KNN, MLP, RF, NB) with 10-fold cross-validation
are applied for a total of 12 experiments, as shown in Fig. 4.
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Fig. 4. Experimental diagram

In this paper, we assess the performance of the classification models using
accuracy (Acc), sensitivity (Se), and F1-score. These metrics are defined based
on four parameters, as shown in equations (1), (2) and (3).

Acc =
TP + TN

TP + TN + FP + FN
(1)

Se =
TP

TP + FN
(2)

F1 − Score =
TP

TP + 0.5(FP + FN)
(3)

where TP corresponds to correctly classified beats, FN to unclassified beats, TN
to correctly unclassified beats, and FP to incorrectly classified beats.

3 Results

Table 3 shows the results of the 12 experiments performed, considering the stages
of filtering, feature extraction, and classification techniques.

The best configuration for cardiac arrhythmias classification is using the
FIR filter for noise reduction, DWT for feature extraction, and applying the k-
Nearest Neighbors (KNN) algorithm, as shown in Table 3. This setup achieves an
accuracy, sensitivity and F1-score of 98.10%, 98.10%, and 98.10%, respectively.
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Table 3. Classification results with four different classifiers.

Classifier DWT FIR SG Features Accuracy Sensitivity F1-Score

Yes No No DWT 97.40% 97.50% 97.40%

KNN No Yes No DWT 98.10% 98.10% 98.10%

No No Yes DWT 98.00% 98.10% 98.00%

Yes No No DWT 97.40% 97.50% 97.30%

RF No Yes No DWT 97.90% 98.00% 97.80%

No No Yes DWT 98.10% 98.10% 97.90%

MLP

Yes No No DWT 96.20% 96.40% 96.10%

No Yes No DWT 96.60% 96.70% 96.40%

No No Yes DWT 97.00% 97.10% 96.90%

Naive Bayesian

Yes No No DWT 89.40% 56.60% 66.80%

No Yes No DWT 82.40% 76.40% 78.60%

No No Yes DWT 89.20% 55.60% 66.20%

Meanwhile, using the Savitzky-Golay (SG) filter, DWT feature extraction, and
the Random Forest (RF) algorithm is the second best configuration to identify
cardiac arrhythmias, achieving an accuracy, sensitivity, and F1-score of 98.10%,
98.10%, and 97.90%, respectively. It should be noted that, unlike other studies,
the metrics are computed considering the five classes of arrhythmias (N, S, V,
F, U).

3.1 Discussions

We identify studies that use similar approaches and techniques on the MIT-BIH
database to compare them with our results and the configurations proposed in
this study. Table 4 lists several studies and their performance evaluation with
the respective values for each metric.

Ye et al. [24] propose a method for classifying five arrhythmias; using tech-
niques such as DWT along with PCA and ICA, they achieve a 94.00% accuracy.
Similarly, Ayar et al. [25] apply a feature extraction approach based on Genetic
Algorithms (GA) and the Random Forest (RF) algorithm to reach a 97.98%
accuracy. On the other hand, Yang et al. [5] evaluate the parametric features
and visual patterns of ECG signal morphology to train the KNN algorithm and
achieves an overall accuracy of 97.70%. Next, Saenz-cogollo et al. [26] highlight
a detection system that combines several features, including R-R interval dura-
tion, amplitude differences, and QRS time characteristics, to classify six classes of
arrhythmias using the Random Forest (RF) classifier. As a result, they obtain an
overall accuracy of 96.14%. On the other hand, some approaches use deep learn-
ing techniques, e.g., Wu et al. [27] uses convolutional neural networks (CNN) and
DWT to detect five classes of cardiac arrhythmias achieving an average accuracy
of 97.20%. Finally, Mazidi et al. [28] use a feature extraction method employing
TQWT and statistical feature calculation to classify the ECG signal into normal
and abnormal classes using the KNN classifier, achieving an accuracy of 97.81%.
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The experimental results show that the proposed method achieves higher
performance metrics values than the benchmark approaches described in Table 4
for the same database. Thus, we can argue that the proposed configuration of
signal processing techniques is a better classification method for cardiac arrhyth-
mias. Nonetheless, the amount of data or beats for analysis is a critical factor to
consider for a fair comparison. Unlike other studies, we implement three main
strategies: first, we adopt all patient records from the MIT-BIH arrhythmia
database (109.463 records) to validate our detection system. Secondly, several
techniques are implemented in the preprocessing, feature extraction, and classifi-
cation stages. We perform 12 experiments to observe which signal preprocessing
configuration delivers the best cardiac arrhythmia classification and identifica-
tion results. Finally, we aim to provide a reliable medical diagnostic system
to detect all classes of cardiac arrhythmias recommended by the ANSI/AAMI
EC57:1998/(R) standard. The validation of this work is based on these three cri-
teria, allowing us to develop a more practical and reliable system for diagnosing
an actual event since patients present a broad spectrum of morphologies.

Table 4. Comparison of classification performance methods and the proposed app-
roach.

Literature Year Features Classifier Classes Accuracy

Ye et al. [24] 2012 DWT+ICA+PCA SVM 5 94.00%

Ayar et al. [25] 2018 GA+DT RF 6 97.98%

Parameter +

Yang et al. [5] 2020 Visual pattern of KNN 15 97.70%

ECG Morphology

R–R-intervals,

Saenz-cogollo 2020 HBF and time RF 6 96.14%

et al. [26] domain

morphology

Wu et al. [27] 2021 DWT CNN 5 97.20%

TQWT+

Mazidi et al. [28] 2022 statistical KNN 2 97.81%

features

Proposed 2022 DWT KNN 5 98.10%

RF 98.10%

4 Conclusions

Electrocardiographic recordings of the heart rhythm’s electrical activity provide
information about this vital organ’s status. In this work, we assess the per-
formance of a novel classification system by analyzing five classes of cardiac
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arrhythmias. Our method uses a combination of digital filters, feature extrac-
tion methods (DWT), and four different classifiers (KNN, RF, MLP, and Naive
Bayesian) to provide easy-to-interpret results with acceptable values of accuracy,
sensitivity, and F1 score. In addition, each experiment allows us to improve the
methods and propose several alternatives at all stages of the modeling process.
For future work, we suggest testing new filtering and classification techniques
for arrhythmia detection with considerable reliability and accuracy to improve
diagnosis in clinical settings.
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Almeida-Galárraga, D.: ECG-based heartbeat classification for arrhythmia detec-
tion using artificial neural networks. In: Gervasi, O., Murgante, B., Hendrix,
E.M.T., Taniar, D., Apduhan, B.O. (eds) Computational Science and Its Applica-
tions - ICCSA 2022, ICCSA 2022, Lecture Notes in Computer Science, vol. 13376,
Springer, Cham (2021). https://doi.org/10.1007/978-3-031-10450-3 20

8. Bhoi, A. K., Sherpa, K. S., Khandelwal, B.: Ischemia and arrhythmia classification
using time-frequency domain features of QRS complex. Procedia Comput. Sci.
132(Iccids), 606–613 (2018). https://doi.org/10.1016/j.procs.2018.05.014

9. Sahoo, S., Kanungo, B., Behera, S., Sabut, S.: Multiresolution wavelet transform
based feature extraction and ECG classification to detect cardiac abnormalities. J.
Int. Meas. Confeder. 108, 55–66 (2017). https://doi.org/10.1016/j.measurement.
2017.05.022

https://sdas-group.com/
https://doi.org/10.1161/CIR.0000000000000558
https://doi.org/10.1007/978-3-030-96293-7_12
https://doi.org/10.1007/s13246-019-00722-z
https://doi.org/10.1109/ACCESS.2020.2979256
https://doi.org/10.1088/1742-6596/1831/1/012015
https://doi.org/10.1088/1742-6596/1831/1/012015
https://doi.org/10.1007/978-3-031-10450-3_20
https://doi.org/10.1016/j.procs.2018.05.014
https://doi.org/10.1016/j.measurement.2017.05.022
https://doi.org/10.1016/j.measurement.2017.05.022


System for the Classification of Cardiac Arrhythmias 39

10. Madan, P., Singh, V., Singh, D.P., Diwakar, M., Pant, B., Kishor, A.: A hybrid
deep learning approach for ECG-based arrhythmia classification. Bioengineering
9(4), 1–13 (2022). https://doi.org/10.3390/bioengineering9040152

11. MIT-BIH Arrhythmia Database. https://www.physionet.org/content/mitdb/1.0.
0/. Accessed 27 May 2022

12. Ortega, C. D., Ibarra-piandoy, A., Viveros-villada, E., Mayorca-torres, D.: Pro-
totipo para la adquisición y caracterización de señales electromiográficas superfi-
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Abstract. One-dimensional (string) formal languages and their learn-
ing have been studied in considerable depth. However, the knowledge of
their two-dimensional (picture) counterpart, which retains similar impor-
tance, is lacking. We investigate the problem of learning formal two-
dimensional picture languages by applying learning methods for one-
dimensional (string) languages. We formalize the transcription process
from an input two-dimensional picture into a string and propose a few
adaptations to it. These proposals are then tested in a series of exper-
iments, and their outcomes are compared. Finally, these methods are
applied to a practical problem and learn an automaton for recognizing a
part of the MNIST dataset. The obtained results show improvements in
the topic and the potential in using the learning of automata in fitting
problems.

Keywords: Learning · Grammatical inference · Automata · Formal
languages · Picture languages

1 Introduction

A considerable amount of research has been done on the field of one-dimensional
formal languages, which now have a substantial position in the foundations of
Computer Science. However, much less is known about formal languages in two
dimensions, even though they have both theoretical and practical importance
comparable to one dimension. As an example, we could list automatic detection
of different shapes (e.g., road signs), or more generally, any problem on two-
dimensional data which has some pattern regularity [11].

In some literature and also throughout this paper, the terms two-dimensional
and picture languages will be used interchangeably. To distinguish them from
pictures in the wider, common sense, formal picture languages have a formally
exact mathematical description and are not defined as sets of pictures containing,
for example, cars, which cannot be defined rigorously. Therefore, the usage of
deep neural networks, typically very efficient with recognizing objects in images
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[5], mostly fails to learn picture languages in the formal sense. However, powerful
models of automata exist that work on picture languages but lack the efficiency
and determinism needed for more practical applications.

Several papers have already been published [7] focusing on finding methods
to learn picture languages from positive and negative examples. This process of
learning a model (a grammar) for a target language based on some information
about the words of the language is called grammatical inference [4]. There are
multiple known algorithms of grammatical inference for a number of classes of
languages in the one-dimensional domain of the problem, but almost no knowl-
edge in two (or more) dimensions.

The manner in which pictures can be formally represented differs in the lit-
erature. One option is generative, which describes the way a picture can be
generated from a string. Freeman [2] introduced an 8-letter alphabet with moves
representing all the eight directions (north, south, east, west, northeast, south-
east, northwest, and southwest). Later Maurer et al. [10] simplified the alphabet
into a 4-letter alphabet (up, down, left, right). Both alphabets can represent
a way in which a picture is drawn. In order to generate colored pictures, the
latter approach was extended with labels by Costagliola [1]. In either of these
representations, a picture language is a set of strings describing all pictures in
the language.

A second way to represent a picture is closer to the common form – a rectan-
gular array of symbols that could be interpreted as colors of pixels in the image.
In this representation, a picture language is the set of pictures accepted by an
automaton working on two-dimensional inputs. Examples of such automata are a
non-deterministic online tessellation automaton [3], an even more powerful sgraf-
fito automaton [12], and a two-dimensional limited context restarting automaton
[6]. As outlined earlier, the problem with these automata is their high complex-
ity, as the problem of deciding whether an input image is accepted by any of
them is NP-complete.

This paper follows up on an earlier study [7] that proposed a new repre-
sentation for picture languages. It follows the second way and represents the
pictures using a function R that rewrites any two-dimensional picture p into
a string R(p), and a one-dimensional language L. The set of all pictures p for
which R(p) is in L defines the picture language. Here, we propose a more for-
mal transcription-evaluation framework and conduct multiple experiments with
different languages, learning algorithms, and transcription mechanisms.

The paper is structured as follows: Sect. 2 introduces basic definitions for
pictures, and picture languages, in Sect. 3, we present definitions related to the
transcription-evaluation framework, Sect. 4 describes the experiments and the
obtained results, and Sect. 5 concludes the paper.

2 Definitions

We define picture languages in a fashion that corresponds to pictures in common
sense. A picture p over a finite alphabet Σ is a two-dimensional rectangular array
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of elements from Σ – see [3]. We say that p has dimensions (m,n), if it has m
rows and n columns. Then pi,j from Σ, 0 ď i ă m, 0 ď j ă n denotes the symbol
at position j in row i. The set of all rectangular pictures over Σ of dimensions
(m,n) will be denoted as Σm,n and the set of all rectangular pictures over Σ of
any dimension will be denoted as Σ∗,∗. A picture language is any subset of Σ∗,∗.

Any automaton working on a picture p of dimensions (m,n) needs to know
where is the border of the picture, therefore the picture is typically surrounded
by sentinels #, where # �P Σ. Delimited picture p is called a boundary picture p̂
over Σ Y {#} of dimensions (m ` 2, n ` 2):

P

#

#

#

#

#

#...
#

#...

# # # #. . .

# # # #. . .

A particular class of formal languages is the class of locally testable languages,
which will be used later in the paper.

Definition 1. For a positive integer k, a language L is k-locally testable if there
exist sets A, B, and C of words of length k such that a word w of length at least
k belongs to L if its prefix of length k belongs to A, its suffix of length k belongs
to B and all its infixes of length k belong to C. A language is locally testable if
it is k-locally testable for some k.

3 Transcription-Evaluation Framework

We dedicate this section to methods for recognizing picture languages that trans-
form pictures into strings and then use a string automaton to recognize them.
The idea is to leverage our understanding in tackling problems in the domain
of one-dimensional languages to help us in the more complex domain of picture
languages.

The approach presented in [7] has shown to be promising; thus, we will
explore it more in this paper. In the article, various methods of transcribing
the pictures into strings are used and followed by an algorithm to construct a
deterministic finite automaton (DFA) to classify the resulting strings.

Rather than row-by-row or column-by-column, the proposed transcription
methods have used a particular order that concatenated together the contents
of 3-by-3 windows of the picture separated by a special symbol. This, the authors
theorized, should have led to a better generalization of other simpler approaches.

Some preliminary experiments have shown that rather than simply rewriting
the symbols in the original picture into one dimension, we can achieve better per-
formance by transcribing the picture into a string over another larger alphabet.
A letter of this alphabet should reflect the whole contents of a 3-by-3 window.
As many DFA learning algorithms use a prefix tree built from obtained sample
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words, the large alphabet reduces the depth of the prefix trees and speeds up
their processing.

Definition 2. Let Σ and Γ be alphabets, and Σ does not contain the symbol #.
Then Transducer-Evaluator machine for picture languages (TEMPL) is a pair
M “ (T,E), where T is a map from Σ∗∗ to Γ ∗ and E is a string automaton
accepting a language L(E) Ă Γ ∗. We say that M accepts the picture language
L(M) “ L(T,E) “ {p P Σ∗∗|T (p) P L(E)}.

In general, a transducer can be any mapping of pictures into strings. In
this paper, we will limit the transducer to a two-part process. First, a scanning
strategy is designed using a simple automaton. Then a constant dictionary is
used to map fixed-size fragments of the picture into substrings according to the
order determined by the scanning strategy. We call these parts scanner and
sequence dictionary.

A scanning sequence for a picture p of dimension (m,n) is a finite sequence,
where each element is a pair of integers (i, j); 0 ď i ă m, 0 ď j ă n. A scanning
sequence can be obtained, e.g., by recording each position in a picture row-by-row
and left-to-right. However, any fixed strategy can limit the power of TEMPL.
Hence, we introduce a more general way of producing a scanning sequence.

Definition 3. A four-way scanner automaton (4SA) Mr “ (Q,Σ,Δ, q0, qh, δ),
where Q is a set of states, Σ is an input alphabet, Δ “ {l, r, u, d}, q0
is the starting state, qh is the halting state, and δ Ă Q

Ś
(Σ Y {#}) →́

Q
Ś

Δ
Ś

((N0
Ś

N
0) Y {ε}) is the transfer function.

In this paper, we add an additional constraint on δ: ∀q P Q;∀a, b P
Σ; δ(q, a) “ δ(q, b). The scanner can only differentiate if it reads a symbol from
the picture or a border symbol. Hence if two pictures have the same dimensions,
the scanner produces for them identical scanning sequences.

Configuration and transitions of the 4SA are similar to those of the four-
way finite automaton working on two-dimensional inputs [3]. Additionally, the
4SA in each transition determines whether to output its current position on the
boundary picture p̂ as the next element of the scanning sequence. The output is
part of the configuration as well.

A computation of a 4SA starts in the initial state at the top-left corner
of the input picture and ends by entering the halting state qh. The output of
the computation is a scanning sequence. We call the elements of this sequence
anchors.

We place an additional constraint on the scanner: the output scanning
sequence must contain each position of the picture p exactly once.

A sequence dictionary is a tuple D “ (Σ,Γ,w, t, k) where Σ is the input
alphabet, Γ is the output alphabet, w is a sequence of relative positions of
length l and t : (Σ Y {#})l →́ Γ k is a map. k is a constant.

On an input picture p and a pair (i, j) from a scanning sequence, we apply
the sequence dictionary in the following way. We concatenate symbols from the
positions relative to (i, j) according to the sequence of relative positions w into
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a word r P (Σ Y {#})l. Then we append t(r) to the output. The output is a
word over Γ .

Perhaps the most apparent relative position sequence to try is one that
encompasses a 3-by-3 window around the anchor. But other relative position
sequences are possible.

Suppose a sequence dictionary D “ ({a}, {0, 1}, {(´1, ´1), (´1, 0), (0, ´1),
(0, 0)}, t), where for every word v P {a,#}4 it holds t(v) “ 1 if v “ ###a and
t(v) “ 0 otherwise. The sequence of the dictionary corresponds to an upper-left
2-by-2 square relative to the anchor.

Let p be a square picture over {a} of dimensions (2, 2) and {(1, 1), (2, 2)} be
a scanning sequence. The strings obtained from the relative positions to both
anchors are ###a and aaaa, resulting in the output word 10 (see Fig. 1).

Fig. 1. The boundary picture p̂ with symbols marked at relative positions
{(´1,´1), (´1, 0), (0,´1), (0, 0)} with respect to anchors (1, 1) and (2, 2).

Altogether, we propose to represent a picture language by a TEMPL M “
(T,E) with a map T and an automaton E. The map T uses a scanner Mr

for producing a scanning sequence and a sequence dictionary D for mapping
contents of the scanning window into a string. All parts of the model could be
learned from a sample of a target picture language. In what follows, we will use
a fixed scanner (row-by-row and left-to-right in each row), two types of sequence
dictionaries, and two types of evaluator automata for E.

4 Experimental Results

To verify the suitability of our new representation of picture languages for their
learning, we conducted a series of experiments with seven picture languages over
the binary alphabet {˝, ‚} corresponding to white and black pixels, respectively
(see Fig. 2 for sample pictures):

L1 is the set of all white rectangles containing a black diagonal till the border
of the picture. The diagonal can start in either of the top corners.

L2 is the set of all white pictures of dimensions at least (3, 3) with a black border
of one-pixel width.

L3 is the set of all pictures with a positive number of black rows followed by a
positive number of white rows.
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Fig. 2. Sample pictures from languages L1, . . . , L6 showing crisp and noisy versions.

L4 is the set of all pictures with a regular chessboard pattern of ˝-s and ‚-s. The
top-left corner of such picture can contain ˝ or ‚, but the whole picture must
have the chessboard pattern.

L5 is the set of all pictures where the top left quadrant is black and the rest
white.

L6 is the set of all pictures with alternating black and white rows. The first row
can be either black or white.

Lmnist1 is based on the dataset of handwritten digits MNIST [9]. All pictures of
digit one are treated as positive and all other digits as negative examples.
We adapted the pictures from gray-scale to black and white.

We also added a noisy version for each crisp language L1, . . . , L6. Each picture
belonging to a noisy language must not differ from a positive crisp example by
more than a given noise threshold – in our experiments, it was 5%.

4.1 Datasets

Experimental datasets for L1, . . . , L6 were randomly selected from a randomly
generated pool of pictures of various sizes. Pictures of larger sizes are more com-
mon in order to accommodate the larger space needed to be sampled. Positive
and negative examples are handled separately. Positive examples with zero noise
are always included in the pool.

The languages are sparse. Hence crisp positive examples can be obtained
easily. Noisy positive examples are obtained by randomly flipping pixels. Neg-
ative examples are generated from the positive ones by flipping pixels selected
uniformly randomly. We discard negative examples if they accidentally become
positive. For noisy languages, the number of differing pixels is counted for each
crisp positive picture and then tested whether it exceeds the noise threshold 5%.

From this pool, train and test sets are uniformly randomly chosen. If there is
too few positive examples in the pool to match the number of negative examples,
negative examples are added so that the sets have the same total sizes across all
languages.

The specific training and testing sets required for our experiments were gen-
erated using scripts (available upon request) and are fully reproducible. Sample
sets comprised 100, 200, 400, 800, 1600, and 3200 pictures for each sample lan-
guage, ranging from dimensions (5, 5) to (10, 10). Each set contained the same
number of positive and negative examples if possible. However, for training k-
locally testable (string) languages, only positive examples in the training sets
are used – see below.
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4.2 Learning Setup

The experiment is set us as follows. First, a picture is rewritten into a string
using a scanner and scanner dictionary. Then for each set S of sample strings, a
deterministic finite-state automaton consistent with S is learned. In our experi-
ments, we stick to a single scanning strategy – row-by-row and from left to right
in each row using a scanning window of size 3-by-3. The first sequence dictio-
nary simply rewrites the contents of a 3-by-3 scanning window into a string of 9
symbols. This is referred to as a one-to-one encoder.

The second sequence dictionary maps the contents of a scanning window into
a single symbol from the alphabet {˝, ‚,#}. As the alphabet is of size 19683,
the symbol is represented as an integer between 0 and 19682. This sequence
dictionary is referred to as a many-to-int encoder.

The training for k-locally testable languages consists in collecting the sets of
possible prefixes, suffixes, and infixes of length k from all positive samples.

For learning from sets containing both positive and negative examples, we
use the state merging algorithm traxbar, which is our python implementation
of a version of breadth-first Trakhtenbrot-Barzdin’s state merging algorithm [8].

Once the learning is finished, the resulting automaton is tested on an inde-
pendent test set of pictures that are rewritten into strings in the same way. As our
sample languages are rather sparse, we do not report accuracy as it usually con-
siderably differs between positive and negative samples. Instead, we use F1-score

defined as
Precision · Recall
Precision ` Recall

, where Precision “ TP
TP`FP , Recall “ TP

TP`FN ,

TP , FP , and FN stand for the number of true positive, false positive, and false
negative samples, respectively.

4.3 One-to-One Encoding of Window Contents

At first, we considered the same encoding of the contents of a scanning window
into a string as in [7]. All symbols within the window are rewritten into a string
row-by-row. That way, on each step of the scanning, the contents of the scanning
window produced a string of length 9. Repeatedly, the window moved by one
position to the right, and the current contents of the scanning window was
rewritten into a string of length 9. In contrast to [7], we did not separate the
consecutive contents of the scanning window by any separator. Further, we will
call this encoding one-to-one.

Unsurprisingly, such encoding of the contents of the scanning window pro-
duces long strings. Training traxbar on a set of strings obtained from relatively
small samples of pictures was prohibitively slow (see Fig. 3) with a terrible accu-
racy (F1-score close to zero). From the plots, we can see that the combination
of one-to-one encoding and traxbar is unusable.

Conversely, combining one-to-one encoding with learning k-locally testable
languages is feasible (see Fig. 4). When using k-locally testable languages, we
must also choose a proper order k for locally testable languages. In the figure,
there are plotted results of experiments with k “ 2, 4, 6, . . . , 20 with the language
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Fig. 3. Results of training finite automata using traxbar on 100 and 200 samples in
train/test sets with the one-to-one encoding of the contents of the scanning window.

Fig. 4. Results of training finite automata using k-locally testable languages on sample
sets with 100, 200, 400, 800, 1600, and 3200 samples in train/test sets with the one-to-
one encoding of the contents of the scanning window. F1-score on test sets on the left
and time for training on train sets on the right. The markers for different values of k
are shifted a little to show overlapping marks.

L1 of diagonals. The best F1-score was achieved for k “ 18 and k “ 20. The
results for the other sample languages were also promising, and simultaneously,
they were obtained in a very short training time.

4.4 Many-to-Int Encoding of Window Contents

As the train and test sets are generated randomly, the resulting F1-score and
training time is not constant. Therefore, in the following, we will plot the average
F1-score and train time from 10 randomly generated train and test sets for each
size. To illustrate variance in the achieved results, we use error bars of length
equal to the sample standard deviation of the measurements.

Using the many-to-int encoding, traxbar produced a reasonable F1-score for
all tested crisp languages and also for noisy languages (Figs. 5 and 6). Except
for the noisy version of the language L5, the training time for traxbar is not
higher than 300 s up to the sample size of 3200. F1-score is between 0.5 and 0.8,
which is quite good for mostly sparse languages in our samples.

Next, we experimented with learning k-locally testable languages when using
the many-to-int encoding. The obtained results are surprising. At first, we exam-
ined how the value of k influences the F1-score. for the sample language L1, we
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Fig. 5. Results of training finite automata for crisp sample languages using traxbar

with the many-to-int encoding of the contents of the scanning window. Average F1-
score on test sets on the left and average time for training on train sets on the right.
The length of the error bars is the sample standard deviation.

Fig. 6. Results of training finite automata for noisy sample languages using traxbar

with the many-to-int encoding of the contents of the scanning window. Average F1-
score on test sets on the left and average time for training on train sets on the right.
The length of the error bars is the sample standard deviation.

can see in Fig. 7 and Fig. 8 that the resulting average F1-score is the highest for
k “ 2.

Similarly, for other sample languages, the value k “ 2 together with the
many-to-int encoding was the best combination. Interestingly, the value k “ 2
with the many-to-int encoding corresponds exactly to k “ 18 with the one-to-one
encoding.

For the rest of our sample languages, the performance of learning crisp and
noisy sample picture languages using 2-locally testable languages is plotted in
Figs. 9 and 10. For all crisp sample languages, the F1-score is close to 1, except for
the sample language L1 (of diagonals), for which it achieves 0.88 only. Probably
it is caused by the very low number of positive samples. For all noisy sample
languages, including the noisy version of L1, the F1-score converges to a value
around 0.95 with the growing size of the training sample. The convergence is
very stable, which can be seen from very short error bars.

Additionally, we can see a linear growth of the time required for training 2-
locally testable languages with respect to the growing size of the training sample.
Simultaneously, the training time is low. Lower than 0.03 s even for sample sets
of size 3200.
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Fig. 7. Results of training finite automata using k-locally testable languages for the
crisp sample language L1 with the many-to-int encoding of the contents of the scanning
window. Average F1-score on test sets on the left and average time for training on
train sets on the right. The markers for different values of k are shifted a little to show
overlapping marks.

Fig. 8. Results of training finite automata using k-locally testable languages for the
noisy sample language L1 with the many-to-int encoding of the contents of the scanning
window. Average F1-score on test sets on the left and average time for training on train
sets on the right.

4.5 Application on MNIST Dataset

Inspired by the high F1-score obtained with many-to-int encoding, we decided
to try the method on the known MNIST dataset1 [9]. We prepared a training
dataset consisting of 200 randomly selected pictures of handwritten digit one
and 200 randomly selected pictures of other digits different from one. Similarly,
we prepared a larger dataset consisting of 400 binarized pictures of digit one and
400 binarized pictures of other digits. Gray levels in the pixels of the original
dataset were replaced by black and white pixels.

On these two datasets encoded with the many-to-int encoder, we applied
traxbar and learning locally testable languages. While traxbar needed more than
five hours to train on the second MNIST dataset, the training time for learn-
ing locally testable languages was under one second. In accordance with our
experiments with the above sample languages, learning through locally testable
languages achieved F1-score more than 0.9 on the bigger MNIST dataset, while
traxbar obtained F1-score of only 0.45. The results are plotted in Fig. 11.

1 The dataset is available from http://yann.lecun.com/exdb/mnist.

http://yann.lecun.com/exdb/mnist
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Fig. 9. Results of training finite automata using k-locally testable languages for the
crisp sample language L1 with the many-to-int encoding of the contents of the scanning
window. Average F1-score on test sets on the left and average time for training on
train sets on the right. The markers for different values of k are shifted a little to show
overlapping marks.

Fig. 10. Results of training finite automata using k-locally testable languages for the
noisy sample language L1 with the many-to-int encoding of the contents of the scanning
window. Average F1-score on test sets on the left and average time for training on train
sets on the right.

Fig. 11. Results of training finite automata using traxbar and 2-locally testable lan-
guages for the two subsets of binarized MNIST.

5 Conclusion

We have proposed and formalized the transcription-evaluation framework,
including the Transducer-Evaluator and the four-way scanner automaton. These
help us solidify the theoretical foundations for our experiments and formalize
further options for picture scanning and processing.

In the experiments, the focus was set on several aspects. First was the com-
parison of different alphabet sizes in the scanning window transcription. We
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found out that with traxbar the many-to-int encoding clearly outperforms one-
to-one encoding, while with LTL, the one-to-one encoding is perfectly sufficient.

The second aspect of interest was the behavior of the learning algorithms
on our sample languages. The performance of traxbar with the many-to-int
encoding on crisp languages varied significantly, but on languages with noise, it
showed a decent performance with F1-scores mainly in the 0.6 to 0.8 band.

As for the locally testable languages with the best performing value of k “ 2,
the learning algorithm succeeded for all of them, however, the diagonal language
without noise turned out to be slightly more difficult to learn than others.

Lastly, we wanted to verify whether learning automata from picture lan-
guages has reached a stage where it can be used for practical problems – in
our case learning numbers from the MNIST dataset. Clearly, we did not expect
the learned automata to compete with deep neural networks, but the obtained
results offer a promise for further research of this and other practical problems.
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Abstract. Long vehicles queues at traffic signalized intersections are
common elements on most urban roads. One of the causes of this problem
is the configuration of installed traffic signals. The analysis of these config-
urations must consider human behavior, which is sometimes imprudent.
Imprudence combined with poor signal configuration makes the waiting
time on the road worse. Queuing theory is commonly used to represent
traffic flow. This paper presents a queuing based model to evaluate traf-
fic configurations with the inclusion of the parameters related to pedes-
trians and drivers simultaneously. An agent-based simulation is used to
obtained results from the model with different human parameters. Com-
parisons show that when analyzing certain behaviors and characteristics
of people, traffic performance, measured by waiting time, is affected.

Keywords: Agent based simulation · Human behaviors · Queuing
based traffic model · Urban traffic light

1 Introduction

Achieving the proper functioning of urban traffic is a complex task for govern-
ments. An important indicator to consider is the occurrence of traffic jams [17].
These are long lines of vehicles waiting for the activation of a signal or for other
vehicles to continue their route. This unfortunate situation has negative con-
sequences such as environmental pollution due to gases, noise or excessive fuel
consumption [1]. Additionally, drivers’ activities are affected, delaying them in
reaching their work or meetings, for instance.

One of the fundamental elements in traffic control is signal configuration. A
correct configuration contributes to the reduction of congestion. Signal config-
uration is known as the selection of the times that make up the traffic lights
cycle and the location of vertical road signs when a traffic light is not considered
necessary [16]. Proper synchronization between placed vertical road signs and
traffic light cycles contributes to uninterrupted vehicular flow [1].
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Poor signal configurations, far from optimizing traffic, obstruct it. For this
reason, it is necessary to evaluate their performance before their implementation
[15]. Other parameters that can determine the impact of a configuration are the
decisions or actions taken by drivers or pedestrians. These parameters must be
consider in order to analyze how influence the impact of the evaluated signal
configuration.

Mathematical models are often used to measure the impact that a given traf-
fic configuration will have prior to its installation [3]. There are several types of
mathematical models, including linear complementary, system component cal-
culations, and queuing theory, among others [20]. Table 1 summarizes a review
of recent works that propose models to represent traffic and identifies those that
consider the presence of human factor.

Table 1. Analyzed elements from literature reviewed

Reference Type of model Human Factor

[11] Queuing Theory –

[9] Queuing Theory –

[6] Queuing Theory –

[7] Queuing Theory –

[25] Mixed Integer Linear Programming Waiting time for pedestrian crossing

[5] Queuing Theory –

[22] Queuing Theory –

[23] Macroscopic Dynamic Waiting time for pedestrian crossing

[13] Queuing Theory Waiting time for pedestrian crossing

[14] Queuing Theory –

[12] Queuing Theory –

[24] Green Wave Optimization Waiting time for pedestrian crossing

[21] Nagel-Schreckenberg (NaSch) Pedestrian traffic lights

[18] Markov Stochastic Driver choices by environment

[19] Dynamic Hybrid Choice Driver choices by stress

This review of the state of the art shows that most of the models apply queu-
ing theory to represent the waiting time in traffic. The human factor is analyzed
in several proposals, where the main issues are the waiting time experienced by
vehicles at crosswalks, the placement of pedestrian traffic lights and the variation
in drivers’ behaviors according to the characteristics of the environment.

However, the review has not identified a proposal that includes behaviors
for combining both, pedestrians and drivers. In addition, among the proposals
using queuing theory, only one was found that consider the human factor in traffic
modeling. This proposal aims improving traffic volume and vehicle average speed
for less queuing delays and better security for pedestrians [13].

The aim of this paper is to present a model based on queuing theory to rep-
resent traffic including behaviors and characteristics of drivers and pedestrians.
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The model will be used to evaluate the influence of different types of factors and
parameters in order to improve traffic performance. It is an extensible model
that could include new characteristics and human behaviors that are considered
of interest for the analysis of signal configurations.

The paper is structured as follows: Sect. 2 presents the mathematical model
and queuing theory measurements to evaluate the performance of the signal
configurations. Section 3 shows the results from an agent based simulation of the
model. Finally, Sect. 4 presents the conclusions of the work.

2 Model Formulation Using Queuing Theory

Queuing theory is used to represent waiting situations [4], such as waiting for
traffic signals. In this paper the traffic process is represented as a queuing system,
where the clients are vehicles of all types that travel on the road. Vehicles must
wait principally for the activation of the green light of traffic lights or for other
vertical road sign on their way. These signals are considered service stations.

The queuing systems are represented by the notation (A|B|C : D|E|F )
where [6]: A is the distribution of arrivals or inter-arrival time, B is the dis-
tribution of service time, C is number of service channel, D is service discipline,
E is maximum number of customers and F is the source of the units that will
receive service.

Vehicle arrivals is assumed to be exponential [8]. Exponential distribution is
used when modeling the time interval between independent events occurring at
a fixed mean rate of change [6], as are the arrivals of the vehicles independent
of each other. Since the exponential distribution satisfies the properties of the
Markovian distribution, it is represented as (M), although other distributions
such as uniform, general or Erlang can be used.

The number of servers will be the lanes on the roadway. The traffic follows
a FCFS (First Come First Serve) discipline. There is no maximum number of
vehicles for the system and the sources of arrival will be the intersection streets.

Service provision occurs at two types of stations: traffic lights and stop signs.
Stop sign also have exponential distribution because the service time is short and
not very variable so it will be directly proportional to the arrival distribution.
So the model for these stations will be (M/M/s). Traffic lights follow a general
distribution [8] and the model will be (M/G/s). This model accepts any data
distribution for service times. It has been shown to fit the behavior of traffic
lights [6].

At both signals there is an established waiting time, which vehicles must
respect, otherwise it is considered an infraction. Particularly the service of traffic
light is divided into three phases during the green light time of a traffic light [11]:
(1) from the movement beginning of the first car in the queue until the flow of the
recommended speed is reached; (2) from the moment the recommended speed
is reached until the last car in the queue has passed; (3) from the moment of
passing the queue to the end of the green traffic light.
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The proposed mathematical model receives parameters from map, weather
conditions, vehicles, people and the queuing system. These parameters are pre-
sented in Table 2. The possible values shown are specific to the data sources of
this research then, they may be different if other sources are used.

Table 2. Model input parameters.

Group Name Expression Possible Values in this research

Queuing Model Average arrival rate λ –

Average service rate μ –

Variance of service time σ2 –

Utilization factor ρ –

Map Street Type Ts Primary, Secondary, Highway

Surface condition Us Good, Regular, Bad, Repair

Width Ds > 0

Maximum Allowed Speed Vs > 0

Vehicles Type Tv Car, Bus, Articulated

Technical condition Ev Good, Max or Min problem

Vehicle length la > 0

People Age Gp > 0

Sex Sp Male, Female

Knowledge of the area Kp [1, 5]

Years of experience Xp ≥ 0

Weather Temperature Temp –

Humidity Hum [0, 100]

Rain ll [1, 5]

Probabilities Red Light Violation Rprob [0, 1]

Stop Violation Sprob [0, 1]

Obstacles Oprob [0, 1]

Traffic Minimum traffic light cycle Minc > 0

Maximum traffic light cycle Maxc > 0

Standard speed of people Vep > 0

Speeds by Tv and Ts Vev V value for each Tv and Ts

Distance between vehicles lo > 0

The equations below are used to calculate the performance measures of the
queues, using the parameters obtained from Table 2.

a =
d

dt
Vev (1)

μ0(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

aτ
2(lo+la) , τ ∈ [0; τ∗]

V 2/2a+V (τ−τ∗)
τ(lo+la) , τ ∈ [τ∗; τ∗∗]

V 2/2a+V (τ∗∗−τ∗)
(lo+la)+λ(τ−τ∗∗) /τ, τ ∈ [τ∗∗; τ∗∗∗]

(2)
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ρ =
λ

sμ
(3)

P0 = 1 − ρ (4)

Lq =

⎧
⎪⎪⎨

⎪⎪⎩

λ2σ2
s+( λ

sμ )2

2(1− λ
sμ )

→ (M/G/s)

( λ
μ )sρ×P0

s!(1−ρ)2 → (M/M/s)

(5)

L =
{

λW → (M/G/s)
Lq + (λ

μ ) → (M/M/s) (6)

Wq =
Lq

λ
(7)

W = Wq +
1
μ

(8)

Equation 1 corresponds to the instantaneous acceleration of vehicles at the
start of the green light [11]. Equation 2 is used to calculate the average service
rate of traffic light stations using the model presented in [11]. In this equation
τ is the current time of the model and τ∗,τ∗∗,τ∗∗∗ the duration times of each
subphase. Equation 3 calculates the factor of utilization of the queue [6] and Eq. 4
is the probability that exactly 0 clients will be in the queue. Equation 5 and 6
corresponds with number of vehicles in the every traffic signal (queues) and in
the system respectively [6,10]. These measurements are calculated differently for
each model used, so you will get one value for stop signs and another for traffic
lights. Equation 7 and 8 get the waiting time in queue and system respectively [6,
10]. These measures are calculated in the same way for both models used.

Based on the behavior analyzed for queuing systems, simultaneous pedestrian
and driver interactions are modeled according to the following equations:

ITH = 0.8 × Temp + Hum× (Temp− 14.4) + 46.4 (9)

CF = ITH × ll (10)

V arCF−Sp
= 0.01 × (CF − 70)2 + (1.5 − Sp) (11)

V arGp−Kp
=

35
Gp

× 3
Kp

(12)

V arUs−Ev−Xp
=

3
Us + Ev + Xp

(13)

Vp = [Vep + V arCF−Ss
] × V arGp−Kp

(14)

Vv = [
Vev + Vs

2
+ V arCF−Sp

] × V arGp−Kp
× V arUs−Ev−Xp

(15)

Equation 9 obtains the humidity temperature index which is used to deter-
mine the level of comfort driver [2]. Equation 10 obtains a relationship between
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this index and rainfall. Equation 11–13 are the variations to be applied to the
speed of people considering their characteristics and the external factors of the
vehicle and the environment. Equation 11 depends on thermal comfort and gen-
der, Eq. 12 on age and knowledge of the area, and Eq. 13 on the technical condi-
tion of the vehicles, roads and driving experience. Equation 14 and 15 calculate
the speeds for drivers and pedestrians, based on the standard speeds and the
variations applied to them.

Other behaviors to be analyzed are the violations committed by drivers,
calculated by Eq. 16 and the waiting time of vehicles when a pedestrian stops in
front of them, calculated by Eq. 17.

viol = Rprob × Sprob × ΣLi (16)

Ep =
Ds

Vp
× Oprob (17)

The variables that determine the performance of the model will be S and
Times.

S =
[
S1 S2 ... Sn

]

Times =

⎡

⎢
⎢
⎣

GT1 RT1 A1

GT2 RT2 A2

... ... ...
GTk RTk Ak

⎤

⎥
⎥
⎦

The variable S represents the location of the signals where the values taken
by the matrix positions are 0 if no signal, 1 if traffic light and 2 if stop sign. For
each traffic light corner there will be a Times matrix with the times of the lights
(GT - green time, RT - red time) of the k phases of the traffic light.

Times also stores the active phase in each traffic light. To determine the
active phase, the Eq. 18 is applied. The active phase will have value 1 in the
matrix, while the remaining phases will have value 0.

Active = k − [
ΣGTk

τ
] (18)

Having the indices, variables and parameters of the model, the objective
function of the proposed model is:

MINZ = ΣWs
+ ΣWt

+ Ep + viol (19)

s.t.:
GTn + RTn + Y Tn ≤ Maxc (20)

GTn + RTn + Y Tn ≥ Minc (21)

Σk
i=1Ai = 1 (22)

The objective function of the model (Eq. 19) gets the total waiting time in
the system, where Wt is the waiting time obtained for the traffic lights of the
queuing system: W → (M/G/s) and Ws is the waiting time at Stop signs of
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the queuing system: W → (M/M/s). In addition, a penalization is applied for
vehicles violations. Constraints 20 and 21 correspond to obtaining light cycles
that are in the range set in the parameters. Constraint 22 ensures that each
traffic light has only one active phase at each time τ .

3 Experimentation

To evaluate the presented model, an experiment with two test instances is per-
formed. The objective is to show initially the influence of variable human factors
on the model. To this end, we focus on the age of pedestrians and drivers as one
of the factors that we consider most influential on traffic behavior. In addition,
previous state-of-the-art scenarios where only pedestrians or drivers are included
exclusively are modeled, and the results are compared to show the influence of
both factors simultaneously. The model parameters are obtained from Open-
StreetMap, OpenWeatherMap and set by the analyst1. Figure 1 shows the street
and signal distribution for the two previously analyzed regions in the town of
Plaza, Havana, Cuba.

Fig. 1. Instances to evaluate the model

An agent-based simulation that reproduces the behavior of drivers and pedes-
trians on the road is used to obtain the values calculated by the model. For the
execution of the simulations it is used a tool developed by the authors and
documented at [16].

The environment where the agents interact is the map. Three main types
of agents are identified: (1) Traffic Lights check if the light’s time is finalized
and change for the next one; (2) Vehicles decide whether to obey the signals
or not. They can decide on the speed at which they travel according to their
driver behavior. Finally, pedestrians decide the speed of travel, where to cross
the streets, whether to commit infractions, and can walk in a group or alone.

1 A complete parameters configuration can be downloaded from https://github.com/
amoreno98/Mathematical-Model/blob/main/parameters.json.

https://github.com/amoreno98/Mathematical-Model/blob/main/parameters.json
https://github.com/amoreno98/Mathematical-Model/blob/main/parameters.json
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Each instance was evaluated with two age configurations. Figure 2 shows the
relationship of the number of people in each age range in each configuration.

Fig. 2. Age range distributions

Through measurements and observation at the evaluated intersections, aver-
age arrival rates are λ = 0.6 for instance (a) and λ = 0.77 for instance (b)2 The
service time of the stop signal is μ = 0.8 and for the traffic lights it is calculated
with the model equations.

The main measures analyzed in the results are the average speed of pedestri-
ans and vehicles and the waiting time of vehicles during a 6-hour simulation. The
speed chosen by each agent to travel on the road is independent of the presence
or behavior of other agents, so it is analyzed in general for all scenarios. Figure 3
shows a comparison between speed obtained by model for both instances and
age distributions.

Pedestrian speed is faster with the first distribution. This is because 53%
of the people on the road are in [0–30] ages. Young pedestrians have better
physical condition and skills, so their movements are faster, while older people
move slower due to illness, physical or motor problems. In the second distribution
there are 40% of people over 60 years of age, which causes the average speed to
decrease.

Vehicle speed for the first distribution is also faster in both instances, but at
a lower rate. Younger drivers also drive at a higher speed, disobey speed limits
more frequently and are more reckless, while older drivers are more careful when
driving, sometimes even driving below the minimum speed limit.

Vehicle and pedestrian speed is one of the factors influencing the queue sys-
tem performance measures. Figure 4 the performance measure analyzed is the
waiting time obtained for each combination of instance and distribution in three
different scenarios.

2 Measurements and observations can be found in https://github.com/amoreno98/
Mathematical-Model/tree/main/Measurements.

https://github.com/amoreno98/Mathematical-Model/tree/main/Measurements
https://github.com/amoreno98/Mathematical-Model/tree/main/Measurements
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Fig. 3. Average speed of vehicles and pedestrians (km/h)

Analyzing the proposal showed in Fig. 4(a), it is found that in the first
instance, the lowest waiting time is obtained with the first age distribution.
This may be caused by the fact that pedestrians and vehicles travel faster. How-
ever, in the second instance the waiting times behave very similarly for both
distributions. Although with the first instance vehicles and pedestrians will also
travel faster, the intersection contained in this instance is high demand, and the
variation in vehicle speed makes no difference in having long waits for signal
activation.

Comparing with state-of-the-art scenarios it is evident that pedestrian behav-
ior has lower influence than driver behavior, since in the simulations with only
pedestrians, the waiting times for both age distributions are similar. When there
are only drivers, the general trend seen in Fig. 4(a) is maintained.

It is important to note that the first age distribution remains generally with
the lowest waiting time. Behavior according to age is maintained in all scenarios.
For instance (a), when only pedestrians, the waiting time is the longest obtained
because vehicles travel at approximately the same speed without violating speed
limits due to age. In instance (b) waiting time increases in the combined evalu-
ation, due to the slow pace of the elderly that makes the vehicles have to stop.

Generalizing results, for scenarios with young people (areas near schools,
universities, amusement parks, etc.) the speeds are higher, while in areas with
an aging population (near hospitals, grandparents’ homes, etc.) the traffic is
slower. In addition, it was shown that age is not the only factor that determines
the behavior of the road, but also traffic demand and other parameters, so the
model will be useful for analyses that integrate several factors and evaluate signal
configurations that favor traffic performance.

The experiment shows how the model is able to capture the behaviors that
are evident in real cases and with the support of the simulation visualize the
traffic performance and generalize configurations for other instances with similar
characteristics. In future work we can evaluate the influence of other factors.
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Fig. 4. Waiting times obtained by the model (s)

4 Conclusions

There are numerous mathematical models built for traffic signal optimization
that obtain efficient configurations in a short time. However, the literature review
showed a low presence of an important factor such as the human behavior com-
bining both, drivers and pedestrians.

In the proposed model these behaviors based on age are used to calculate their
travel speed. The waiting time of vehicles is affected not only by the signals. Age
proved to be an influential factor in the time spent in traffic. Other factors are
also influential, such as the number of traffic violations, where the increase in
waiting time is evident.

The analysis of a factor’s influence on the model can be performed for gender,
years of experience, comfort with the environment or knowledge of the traffic
area. From each analysis, conclusions can be drawn and possible rules for signal
configuration can be established. Speed variation equations can be extended by
taking into account new traffic, vehicle and human parameters that are decisive.

The comparison with previous scenarios showed that driver behaviors are
more influential than pedestrian behaviors. Possible reasons could be the dif-
ference in flow rates, a greater prudence of people when they are pedestrians,
among other reasons that will be analyzed in future extensions of the work.
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This model is extensible to new human behaviors such as physical disabilities,
alcohol consumption or distractions and can be used to analyze different types
of configurations and factors that can be considered to achieve better traffic
performance. The proposal integrated to the multi-agent simulation constitutes
a support tool for signal configuration. This integration can be used to evaluate
real cases, where the inputs will be the traffic parameters and the region to
be configured, in order to obtain an efficient configuration based on the data
provided.
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Abstract. With an increase in the diversity of data that companies in
our society produce today, extracting insights from them manually has
become an arduous task. One of the processes of extracting knowledge
from the data is the application of anomaly detection models, which
allows for finding unusual patterns in a given dataset. The applica-
tion of these models in the context of Wastewater Treatment Plants
(WWTPs) can improve water quality monitoring in these facilities, aler-
ting decision-makers to act more quickly and effectively on anomalous
events. Hence, this study aims to conceive and evaluate several candi-
date models based on Isolations Forest and Long Short-Term Memory-
Autoencoders (LSTM-AE) to detect anomalies in the WWTP effluent,
namely in the concentration of nitrates. Considering the obtained results,
the best candidate was the LSTM-AE-based model, which had the best
performance with an F1-Score of 97% and an AUC-ROC of 98%.

Keywords: Anomaly detection · Isolation forests · Long short-term
memory-autoencoders · Nitrates · Wastewater treatment plants

1 Introduction

With the growth in the number of computing devices and their sensing capacity,
the diversity of data available in different areas of our society is increasing [1].
Hence, an anomaly detection process, which aims to discover unusual deviations
in a given dataset, has become arduous to perform manually [2,3]. By apply-
ing Machine Learning (ML) models to detect anomalies, it is possible to make
this process automatic [4]. Within the scope of Wastewater Treatment Plants
(WWTPs), anomaly detection models aim to help, in a better and more effective
response, the decision-making process.

In the process of treatment in a WWTP, there are a variety of substances that
can be taken into account in the context of anomaly detection. In this study, the
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focus was on the concentration of nitrates present in effluent. Nitrate contamina-
tion in water bodies is considered a serious environmental problem since nitrate
can cause water quality deterioration and river eutrophication. Additionally, the
presence of nitrite due to nitrate reduction is also a threat to humans’ health
[5]. Therefore, it is of extreme importance the detection of anomalies regarded
to nitrate present in effluents, due to the impact that this compound can have
on the ecosystems.

Therefore, this study aims to design, evaluate and tune different candidate
models for each ML model to detect anomalies in a WWTP, specifically in the
nitrate levels present in the effluent released by facilities. For this, we conceived
models based on Isolation Forests and Long Short-Term Memory-Autoencoders
(LSTM-AE). This manuscript is structured as follows: the next section presents
the literature review carried out in the detection of water quality anomalies in
WWTPs. The third section focuses on the description of the data exploration
and preparation process carried out in this study and a brief explanation of the
models and evaluation metrics used. The fourth section presents the experiments
carried out throughout this study. The fifth section presents the obtained results
and its respective discussion. The conclusions drawn from this study and future
work are presented in the last section.

2 State of the Art

In comparison with other areas, in the context of WWTPs, the application of
anomaly detection models is not yet fully explored. Although, some studies have
already applied an anomaly detection process, especially concerning water qual-
ity [6–8].

A study by Mamandipoor et al. [6] focused on using a deep learning model,
namely LSTMs, to detect anomalies regarding ammonia in a WWTP. To com-
pare the performance of their model, the authors also used a statistical analysis
method and a model based on the Principal Component Analysis-Support Vec-
tor Machine (PCA-SVM) for the anomaly detection process. The study was
based on a WWTP in northern Italy, with data collection between January and
December 2017, labelled as anomalous or non-anomalous by experts in the field.
After that, the authors used a random search approach to select some of the
best hyperparameters for the LSTM model. The data used were 70% and 30%
for training and testing, respectively. To evaluate the performance of the models,
the authors used different metrics, one of them being the F1-Score. Through the
analysis of the results obtained, it was possible to verify that the LSTM model
presented the best performance, compared to the others, with an F1-Score of
93%. The authors concluded that these results were obtained due to the high
capacity that this model has to model temporal dependencies.

Another work carried out by Li et al. [7] aimed to detect contamination
events, focusing on various water quality parameters in a water distribution sys-
tem. The authors propose a stack-based learning model to detect anomalies in
substances such as pH or turbidity. This model consisted of a first phase of pre-
dicting each parameter using a stacking model. In a second phase, anomalous and
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non-anomalous events are classified through the residuals between the predicted
and measured data and the threshold obtained by the Sequential model-based
optimization (SMBO) algorithm. The data used was based on the CANARY
dataset, with data on water quality over a period of 4 months. These data were
divided into 67% for training and 33% for tests, and cross-validation was used
in the training set. The authors also used an Artificial Neural Network (ANN)
to compare the designed model for anomaly detection. The F1-score value was
higher for the stacked model than for the ANN model in all water quality parame-
ters. For example, in the case of turbidity, the stacked model reached an F1-score
of 75%.

Farhi et al. [8] carried out a study where they developed several models to
detect anomalies in water quality in a WWTP, namely in ammonia concentra-
tion. The authors designed different ML models, such as LSTM-AE, LSTM or
Gated Recurrent Units (GRUs). The data used in this study were based on a
WWTP installed in Israel using the SCADA platform. The data were divided
into 60% for training, 20% for testing and 20% for validation. Also, the data
were normalized in an interval between 0 and 1. In the study, the authors per-
formed only the number of epochs, the optimizer to be used, and the number of
batch sizes considered in optimizing the hyperparameters. Before the anomaly
classification process, the authors used the models designed to predict the values
of substances for the next two days. After that, they defined a threshold, and
if the predicted values were above the specified threshold, they were classified
as anomalies. Concerning the evaluation metrics, the authors used the Accuracy
and F1-Score. Through the results obtained, the LSTM-AE model obtained the
best performance, in the case of ammonia concentration, with an F1-Score of
88%.

As mentioned, the use of anomaly detection models in WWTPs is still a topic
that has not been much explored in the literature. From the analyzed studies, it
is possible to verify that the process of searching for the best hyperparameters in
the models used should be a more comprehensive topic. The studies that searched
for the best hyperparameters were very contained in their scope, which may have
achieved better results. The use of LSTM-AE in this context is also somewhat
unexplored, and critical issues are not mentioned, such as the prevention of
overfitting or the use of cross-validation appropriate to the cases of temporal
sequences.

3 Material and Methods

Throughout this section, we will explain the steps developed in collecting, explor-
ing and processing the data used in this study. The ML models used to detect
anomalies are also presented as their evaluation metrics.
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3.1 Data Collection

Concerning the data collection process, the data used in this study was provided
by a multi-municipal Portuguese company responsible by the management of
several WWTPs. The data provided based on one of its WWTPs, was collected
between August 6th, 2018 and September 28th, 2019.

3.2 Data Exploration

The dataset used in the various experiments carried out in this study is based on
the values of nitrates collected in a Portuguese WWTP. This dataset, containing
207 observations, presents a total of two features, namely the value of nitrates
and the date on which this value was collected, which are described in Table 1.
The data present in the dataset have a periodicity of every two days.

Table 1. Available features in the used datasets.

# Features Description Unit

1 date time Timestamp Date & time

2 nitrates value mg/L nitrates concentration in the effluent

After verifying the number of features and observations in the dataset, the
next step was to check for missing values in the entire dataset. When analyzing
the data provided, it was possible to verify the existence of 3 missing timesteps,
whose treatment is presented in the sub-section corresponding to the data
preparation.

The next step focused on the statistical analysis of the column corresponding
to the nitrate concentration. With this in mind, we analyzed different metrics
such as the mean, the value of Kurtosis and Skewness. The mean value presented
by nitrates throughout the dataset was 11.25. Regarding the Skewness, a value
of 1.38 was obtained, thus affirming that the data related to nitrates present a
positive asymmetric distribution. Finally, with a Kurtosis value of 1.08, it was
possible to conclude that the nitrate data followed a leptokurtic distribution.

To understand the value of nitrates throughout the dataset, we conceived a
graph with a set of boxplots by quarters. Through Fig. 1, it is possible to verify
that the only quart that does not present outliers in the value of nitrates is
the third quarter. However, in this quarter, the set of box plots illustrates the
greatest dispersion of the data. In addition, the first and third quarters have a
non-symmetrical distribution, unlike the second quarter, where this symmetry
is evident. The highest outlier is presented in the first quarter, above 40 mg/L
of nitrate, while in quantity, the second and fourth quarters have three outliers
each.
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Fig. 1. Distribution of nitrate values per quarter.

The last step in data exploration was verifying if the data followed a Gaussian
distribution. This is an essential process for deciding which data correlation
analysis approach is used in the data processing phase. For this, the Kolmogorov-
Smirnov test was used, with p < 0.05. Through the analysis of the obtained
results, it was possible to conclude that the data did not follow a Gaussian
distribution.

3.3 Data Preparation

The first step in data processing was the treatment of the missing timesteps
identified earlier. In the exploratory analysis of the data, three missing timesteps
were identified, and as in the case of the LSTM-AE model, the temporal sequence
is essential. So it was necessary to insert these three observations into the data.
The introduction of these missing timesteps resulted in missing values associated
with these observations. To deal with these missing values, linear interpolation
was used to fill them in.

Then, we applied a feature engineering process to create new resources to
verify the possibility of correlation with the value of nitrates. From the date time
attribute, four new functionalities were created: the year, the month, the day of
the month and the day of the week.

The next step developed was the correlation analysis. Considering the
obtained results in the analysis of the Gaussian distribution of the data, as
they did not follow a normal distribution, the nonparametric Spearman’s rank
correlation coefficient was chosen for correlation analysis. The correlation of the
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different features with the target was carried out, in this case, the value of
nitrates. Through the results obtained, it was possible to verify that none of the
features presented a strong correlation with the value of nitrates. Consequently,
we removed all attributes, except the target, with the final dataset having 210
observations, sorted ascending by the index (date time). Then, to label the data
as anomalous and non-anomalous, to evaluate the performance of the developed
models, the data from the final dataset were labelled by specialists. It should
be noted that the feature with data labelling only served to evaluate the perfor-
mance of the models, thus not being used in their training.

Finally, taking into account the use of a model based on LSTMs, the data
that feed the LSTM-AE model were normalized considering the MinMaxScaler,
between −1 and 1.

3.4 Evaluation Metrics

Two evaluation metrics were considered to assess the performance of the different
candidate models conceived. Considering that we face a classification problem,
the metrics chosen to evaluate the performance were the F-Score and the Area
Under the Curve-Receiver Operating Characteristics (AUC-ROC).

The first metric, the F-Score, is a measure used to evaluate binary classi-
fication systems. The F-Score is a metric that combines two metrics, in this
case, Precision and Recall, and is, therefore, a weighted average of Precision and
Recall. When the F-Score value is 1, there is a perfect Precision and Recall. On
the other hand, when it has a value of 0, it indicates that the other two metrics
are 0 [9]. In this study, the F1-Score was determined according to the following
equation:

F1-Score = 2 × Precision×Recall

Precision + Recall
(1)

The second metric, the AUC-ROC, is used to evaluate the performance of
classification models. This metric helps to determine the ability of a given model
to distinguish classes, where ROC is the probability curve, and AUC represents
the degree of separability. A model with an excellent separability measure has
an AUC-ROC close to 1, whereas a value close to 0 means worse separability.
If the value assigned to the AUC-ROC is 0.5, the model could not separate the
classes present in the data [10].

3.5 Isolation Forests

Isolation Forests are a type of anomaly detection model based on decision trees,
showing similarities with Random Forests. This model is based on the fact that
the anomalies in a given dataset are generally found in small numbers, which are
different from most of the data. Unlike other anomaly detection models, Isolation
Forests isolate anomalies rather than profiling what non-anomalous instances are
[11].
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The isolation process carried out in an Isolation Forest model is based on cre-
ating several Isolation Trees (iTrees) for a given data set. The instances defined
as anomalies are those that are not found in the depths of the iTrees because
it was easier for the tree to separate it from the other instances. On the other
hand, the instances with greater depth in iTrees are those where there were more
cuts to isolate them, thus becoming less likely to be classified as anomalies [11].
Figure 2 presents an example of the architecture of the Isolation Forest model.

Fig. 2. Example of an isolation forest architecture.

3.6 LSTM-Autoencoder

A LSTM-AE is a network that implements an autoencoder for a given sequence
of data using LSTMs. An autoencoder aims to reduce the dimensions of the data
without changing the main information present in the structure of the data. This
type of network is characterized by an input and output layer, encoding and
decoding neural network, and a latent space. Through the encoding network,
the objective is to compare the data in the latent space. On the other hand, the
decoding network focuses on decompressing the encoded representation at the
output layer [12].

Using a LSTM-AE, both the encoder and decoder are part of an LSTM net-
work. Taking into account the ability of LSTMs to learn the temporal sequences
existing in the data, the combination of an autoencoder with an LSTM makes it
possible to perceive patterns of sequential data and recreate the input sequence.
The performance of these models is evaluated on the ability of the trained model
to recreate the input sequence. In the case of using these models for an anomaly
detection process, the critical point is to determine the threshold of the recon-
struction error. This threshold can be defined as the maximum mean absolute
error loss value. For a given point in the test data, if its reconstruction error
is greater than the defined threshold, it is labelled an anomaly [12]. Figure 3
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presents an example of a LSTM-AE. In our study, at the end of the LSTM
encoder there is a Dropout layer, as well as at the end of the LSTM decoder.

Fig. 3. Example of a LSTM-AE architecture.

4 Experiments

Several experiments were developed following a uni-variate approach to obtain
the best candidate model for detecting anomalies in the nitrates present in the
effluent of a WWTP. All experiments carried out were evaluated by considering
the previously mentioned metrics to discover the best combination of hyperpa-
rameters to select the best one. For this search, the grid search technique was
used.

Table 2 describes the hyperparameters, and the different values tested, with
various combinations thereof, in the experiments carried out.

In all the experiments, the models were trained without the labels that iden-
tify if an observation is an anomaly. These labels were only used in the test
data to evaluate the performances of the different candidate models. Data were
divided into 70% for training and 30% for testing.

In the case of candidate models based on LSTM-AE, the learning curves
were analyzed so that the models did not suffer from overfitting or underfitting.
For the models not to go through an overfitting process, the epoch value used
was 100. In addition, specific cross-validation for time series was used, namely
the TimeSeriesSplit, with a value of k equal to 3. The threshold used in the
LSTM-AE was defined based on the maximum value of the Mean Absolute
Error obtained in the training phase.

Regarding the technologies used in the development of this study, Python
3.9 was the programming language selected for the exploration and processing of
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Table 2. Isolation Forests vs LSTM-AE hyperparameters’ searching space.

Parameter Isolation forest LSTM-AE

Neurons – [32,64,128]

Batch size – [10,20]

Drop-Out – [0.0, 0.2, 0.5]

LSTM layers – [1,2,3]

Activation – [ReLU, tanh]

№Estimators [100,150,200] –

Contamination [0.02, 0.04, 0.06, 0.08, 0.1] –

Bootstrap [True, False] –

Max Samples [80, 100, 120] –

data and the conception of the different candidate models. Different libraries were
used, such as pandas, scikit-learn and TensorFlow v2.0. The experiments carried
out were developed on the hardware made available to Google’s Collaboratory.

5 Results and Discussion

With all the experiments carried out, the next step was to analyze their results.
In Table 3 and Table 4, it is possible to observe the top-3 of the best candidate
for the models based on Isolation Forest and LSTM-AE, respectively. In these
tables, it is possible to verify the value of each hyperparameter for each candidate
model and the respective value of the two evaluation metrics taken into account.
In addition, the training time of each candidate model is also illustrated.

Table 3. Isolation Forest top-3 candidate models. Legend: a. n estimators; b. contam-
ination; c. max samples; d. bootstrap; e. F1-Score; f. AUC-ROC; g. time (in seconds).

a. b. c. d. e. f. g.

100 0.02 80 True 0.91 0.92 0.243

100 0.08 80 True 0.87 0.88 0.248

100 0.08 80 False 0.83 0.87 0.196

Analyzing the results obtained, expressed in the previous tables, it is possible
to verify that the best candidate model is a model based on LSTM-AE with an
F1-Score of 0.97 and an AUC-ROC of 0.98. Compared with the other two best
candidate models, it is possible to verify that this one needs a smaller number
of layers and fewer neurons per layer. On the other hand, the best model based
on LSTM-AE required a higher drop-out value than the others. Regarding the
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Table 4. LSTM-AE top-3 candidate models. Legend: a. layers; b. neurons; c. activation
function; d. dropout-rate; e. batch size; f. F1-Score; g. AUC-ROC; h. time (in seconds).

a. b. c. d. e. f. g. h.

2 64 ReLu 0.5 10 0.97 0.98 12.787

3 128 ReLu 0.2 20 0.95 0.97 23.469

3 128 tanh 0.2 20 0.94 0.96 24.436

activation function, in comparing the three models, there is a higher prevalence
of the ReLu function. Also, the best model needed a lower value than the other
two models in terms of batch size.

Regarding models based on Isolation Forests, the best candidate model
obtained an F1-Score of 0.91 and an AUC-ROC of 0.92. It is, therefore, possible
to verify a certain homogeneity in the value of the hyperparameters present in the
three best candidate models, mainly in terms of n estimators and max samples.
Considering the best model, it is possible to verify that it needs a lower dataset
contamination value, in this case, 0.02, than the other two that need a value of
0.08. In terms of the bootstrap hyperparameter, there was a prevalence of the
value True, as far as the three best candidate models are concerned.

When comparing the two types of models, as expected, in terms of training
time, LSTM-based models have a higher value, as this type of model has a higher
computational cost. Considering the evaluation metrics (F1-Score and the AUC-
ROC), it is possible to verify that the candidate models based on LSTM-AE are
always superior when compared to the Isolation Forests-based models. Focusing
on the best candidate models of both models, there is a 6% improvement over
the F1-Score and the AUC-ROC. It is also important to note a more pronounced
decrease of both metrics in Isolation Forest-based models.

Considering the best candidate model, LSTM-AE-based, Fig. 4 illustrates the
anomalies detected in nitrate concentration by this model. It is possible to verify
that the model detected as anomalies the values above 20 mg/L. At the bottom
of the graph, it is clear that the anomalies detected are at values close to 0 mg/L.
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Fig. 4. Anomalies detected by the best candidate model.

6 Conclusions

Automating an anomaly detection process aims to help and alert decision-makers
more quickly. In the case of WWTPs, the alert of a possible anomaly in water
quality has the consequence that it is possible to act in advance on it, which can
lead decision-makers to prevent events throughout the decision process. There-
fore, through this study, the objective was to design ML models to detect anoma-
lies in terms of nitrates in the effluent of a WWTP, namely through Isolation
Forests and LSTM-AE.

To understand which candidate model had the best performance, considering
the focus of the study, we developed several experiments in this sense. The results
verified that the best candidate model was LSTM-AE-based, with an F1-Score
of 0.97 and an AUC-ROC of 0.98. As expected, the LSTM-AE-based models had
a higher training time than the Isolation Forests-based ones. Another conclusion
is that in the three best candidate LSTM-AE-based models, there is no marked
decrease in their performance, taking into account the two evaluation metrics.
On the contrary, this decrease is more evidently verified in the Isolation Forest-
based models.

Regarding the following steps to be taken, as future work, the objective
is to design more anomaly detection models, such as the One-Class Support
Vector Machines, in addition to the development of hybrid models, such as the
conjunction of the LSTM-AE with the Isolation Forest. In the case of LSTM-AE,
in which the threshold is static in this study, the objective is to apply a threshold
moving technique to verify the model’s performance with this new approach. In
addition, the next step is to use the anomaly detection models for other aspects
of WWTPs, such as energy consumption or volumetric flows.
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Abstract. Physics-informed neural networks allow the neural network
to be trained by both the training data and prior domain knowledge
about the physical system that models the data. In particular, it has a
loss function for the data and the physics, where the latter is the devia-
tion from a partial differential equation describing the system. Conven-
tionally, both loss functions are combined by a weighted sum, but this
leaves the optimal weight unknown. Additionally, it is necessary to find
the optimal architecture of the neural network. In our work, we propose
a multi-objective optimization approach to find the optimal value for
the loss function weighting, as well as the optimal activation function,
number of layers, and number of neurons for each layer. We validate our
results on the Burgers and wave equations and show that we are able to
find accurate approximations of the solution using optimal hyperparam-
eters.

Keywords: Physics-informed neural networks · Multi-objective
optimization · Evolutionary algorithms

1 Introduction

Physics-informed neural networks (PINNs) [21] constitute a novel (deep) neu-
ral network learning method that consists of the joint use of data accompanied
with a model coming from a physical law, typically in form of a partial dif-
ferential equation (PDE), in order to train a neural network that will be a
simulation of the physical phenomenon. Recently, this technique has gained a
broad attention for being applicable in science and engineering. This general
concept has been previously explored and is known as data assimilation [25],
but PINNs bring a novel and sound approach to consolidate the existing models
and sampled data. As a matter of fact, it can be said that they could represent
an stepping stone towards machine learning explainability and, eventually, the
connectionism-symbolism dichotomy.

In contrast, in classical numerical schemes, a discretized version of the PDE
with an associated error with respect to the exact PDE is used. For this case,
there are results establishing the existence and uniqueness of the exact solution
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for this discretized PDE [1]. Most classical numerical methods in PDEs are finite
differences, finite elements and finite volumes, and they have been studied and
have good properties, see for example [1]. However, these classical methods are
not suitable for efficiently approximating PDEs with high-dimensional state or
parameter spaces. An advantage of PINNs with respect to classical simulation
methods is the fact that PINNs present a differentiable, mesh-free approach and
capable of avoiding the curse of dimensionality [11]. Therefore, problems that are
intractable with classical methods because of their computational requirements
become viable with PINNs.

A natural approach for PINNs is to define a total loss which is a weighted
sum of each task/objective loss function. In the seminal paper [21], the weights
are the same for each loss term, but such weighting is not efficient for several
models, so it is necessary to obtain a better choice of the weights.

The ‘natural’ approach to PINNs is to define an aggregated loss which is a
weighted sum of each task/objective loss function � = (1−λ)�data+λ�physics that
aggregates the loss of the data (�data) and the loss of the physical law (PDE)
component(s) (�physics). λ is commonly set as an a priori hyperparameter. This �
loss is then used to learn the neural network parameters (weights). In the seminal
paper [21], the weights are the same for each loss term, but such weighting is
not efficient for several models, so it is necessary to obtain a better choice of λ.

This poses an overlooked and -in our opinion- important issue: as the opti-
mization process as both model and data can lead to conflicts between �data and
�physics depending on the initialization of the neural network. This is not at issue
in classical methods for PDEs as in that case the initial and boundary conditions
do not lead to conflicts with the actual PDE, and there are results establishing
the existence and uniqueness of an exact solution for the PDE exactly satisfying
the boundary/initial conditions [10].

Even if such conflict does not occur, setting the correct value of λ is not an
intuitive process. At first glance, it can be expected that λ expresses a preference
between the two loss terms. For instance, in some problems where data is par-
ticularly noisy or not representative one would trust more the physical model.
In other cases, where there is a big set of measured data, more attention would
be paid to the data loss.

A reason for weighting the loss terms is that, in general, PDE and data losses
have different physical units, and it is possible that they have different magni-
tudes, which can cause that in a stochastic initialization of the neural network,
and hence the loss functions can considerably differ in their magnitudes. This
fact can cause that PINNs suffer problems for the convergence and efficiency. As
�data and �physics will likely have very different numerical characteristics (range,
absolute values of the gradients, etc.), the role of λ overloaded as it is not only
to expresses a preference but is also responsible of compensating the numerical
characteristics of both losses. For example, a way in which PINNs fail to con-
verge is the presence of gradient pathologies arising from imbalanced loss terms,
as reported in [26].
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Furthermore, there is a huge number of choices for free hyperparameters such
as the configurations of the neural networks and types of activation functions and
the neuron weight initialization. The choice of activation function is particularly
critical because of its numerical impact in the computation of �physics. Some
methods have been proposed in order to balance the contribution of the terms
of the PINNs loss and their gradients, for example, Learning Rate Annealing
[26], GradNorm [6], SoftAdapt [13], ReLoBRaLo [3], among others.

For this reason, we decided to propose a different approach to attempt to
overcome this issue: instead of a priori guessing what are the values of λ we
split this process in two parts:

– first find the set of trade-off values for �data and �physics as a Pareto front (and
the values of λ that generate those trade-offs) as well as activation functions
then

– allow practitioners (decision makers) to determine what point of the Pareto
front best expresses their preferences between �data and �physics.

We tackle this by formulating the PINNs learning problem as a multi-
objective optimization problem (MOP). MOPs consist on jointly optimizing mul-
tiple objectives, often competing between them under their constraints and thus
would be capable of representing those trade-offs. This seems viable taking into
account the current state of the art of evolutionary multi-objective optimiza-
tion (EMO) [7], multi-objective AutoML [19,20,23], and MOP applications in
multi-task learning problems [5,12,15–18,28].

In a related work [22], the Pareto optimal set is estimated by varying the loss
weight for a given architecture and hyperparameters. However, a manual tuning
of these scaling factors requires arduous grid search and becomes intractable as
the number of terms grows due to the sensitivity and interdependence of these
hyperparameters.

In this paper we report our preliminary results on multi-objective physics-
informed neural networks (MOPINNs). MOPINNs uses an EMO algorithm to
find the set of trade-offs of �data and �physics and the corresponding values of λ.
Because of time and computational resources constraints we have limited our
search space to individuals that represent a given value of λ and the activation
function used by the neural network.

To the best of our knowledge, this is the first work relating MOPs and PINNs
via evolutionary algorithms, so our contribution is to provide an exploratory
analysis of this technique, in order to determine its feasibility. With that purpose,
we apply MOPINNs on PDEs of particular interest: the heat equation and the
following hyperbolic PDEs: waves, and Burgers equations. The motivation for
the selection of these problems is derived by our interest on applying the results
here described in ocean modelling problems where it is necessary to deal with
the approximation of ocean waves.

This paper is organized as follows. In Sect. 2, we provide the necessary con-
cepts used in our approach for solving PINNs. After that, in Sect. 3, we give
a rationale and state-of-the-art in the problem of balancing the loss terms in
PINNs, and we present our method. Then, in Sect. 4, we show the setting of our
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Fig. 1. Schematic representation of a physics-informed neural network with inputs
x, y, and t; output û. In this work we applied metaheuristics for determining the
optimal hyperparameters for each case. Using automatic gradient calculation we can
differentiate the neural network by its input variables and construct a physics error
function f . The loss function involves a loss term for the data and a loss term for the
physics function.

numerical experiments and present the results of them. Finally, in Sect. 5, we
discuss the results and show our conclusions.

2 Physics-Informed Neural Networks (PINNs)

The above-mentioned approaches have the limitation of high computational costs
for creating such data sets. Physics-informed neural networks (PINNs) were
recently proposed [21] with the goal of overcoming those high computational costs.
They are defined as a hybrid approach that considers a process where a source of
model knowledge in the form of PDEs is available. They specify the problem of
training the neural networks as a multi-objective learning task, where we want to
minimize the error with the data as well as the error with a physical law.

Now we have three problems instead of one: minimizing the error with the
data, minimizing the error with the physical law, and the combination of training
for both objectives. In [21] this is solved by incorporating a physics loss term to
the loss function, including a relative weight between both loss terms.

PINNs are neural network models that are trained to obey laws of physics
described by PDEs. They are used to solve supervised tasks in which we both
minimize the error with respect to the data and to the physics law. Their
schematic representation is summarized in Fig. 1.

Let F be a differential operator on Ω × (0, T ). Let us consider a PDE for
the unknown function u = u(x, t), such that the physical law can be written as
F (u)(x, t) = 0 for all (x, t) ∈ Ω × (0, T ). Let us assume that we have measure-
ments of u(x, t) for a discrete set of points (x, t), usually on the boundary and in
the initial condition ∈ ∂Ω × (0, T ) ∪ Ω × {t = 0}, or even including some points
in the interior of the spatio-temporal domain Ω × (0, T ).



Optimal Architecture Discovery for Physics-Informed Neural Networks 81

Definition 1 (Weighted Physics-Informed Neural Network Formula-
tion). Given λ ∈ (0, 1) and a neural network uθ(x, t), find θ = (W, b) the set of
weights and biases that minimizes the loss function

�(θ, λ) = (1 − λ)�data(θ) + λ�physics(θ) , (1)

where �data is the loss with respect to the data, �physics is the loss with respect to
the PDE expressing a physics law, and λ ∈ [0, 1] is the relative trade-off between
the losses.

The losses are

�data(θ) =
1

Nu

Nu∑

i=1

∣∣∣B(u)(xu
i , tui ) − B(uθ)(xu

i , tui )
∣∣∣
2

, (2)

�physics(θ) =
1

Nf

Nf∑

j=1

∣∣∣F (uθ)(x
f
j , tfj )

∣∣∣
2

, (3)

where {(xu
i , tui )}Nu

i=1 are the points where the data is collected, and {(xf
j , tfj )}Nf

j=1

are the points where the PDE holds.

3 Evolutionary Multi-objective Optimization

Let X be a nonempty set and let F : S → R
M be a function F = (f1, . . . , fm),

we define
x∗ ∈ arg min

x∈S
F (x) , (4)

as the optimal solution.
We state that x solves the multi-objective problem if x ∈ S∗, with S∗ the

Pareto-optimal set defined by

S∗ = {x ∈ S| (∀x̂ ∈ S) (∃i ∈ {1, . . . , m}, fi(x̂) > fi(x))
∨(∀j ∈ {1, . . . , m}, fj(x̂) ≥ fj(x))}

The set O∗ = F (S∗) is called the Pareto-optimal front [4].
As finding the explicit formulation of S∗ is often impossible, generally, an

algorithm solving (4) yields a discrete non-dominated set, P∗, that approximates
S∗. The image of P∗ in objective set, PF∗, is known as the non-dominated front.

A broad range of heuristic and metaheuristic approaches has been used to
address MOPs [4]. Among these, Evolutionary multi-objective optimization algo-
rithms (EMOAs) [7] have been found to be a competent approach in a wide
variety of application domains. Their main advantages are ease of use, inher-
ent parallel search and lower susceptibility to the shape or continuity of the
image of the efficient set, compared with traditional mathematical programming
techniques for multi-objective optimization [4].

For this work we have selected three representative EMOAs: the non-
dominated sorting genetic algorithm (NSGA-II) [9], the reference-point-based
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selection NSGA (NSGA-III) [8], and the multi-objective evolutionary algorithm
by decomposition (MOEA/D) [27].

NSGA-II is one of the classical algorithm in the field. It is an improvement
over the non-dominated sorting genetic algorithm (NSGA) [24]. NSGA-II incor-
porates two key operations: fast non-dominated sorting of the population and
crowding distance computation with the aim of promoting diversity in the pop-
ulation. We have included in the analysis as it represents a solid well-understood
baseline.

The crowding distance considers the size of the largest cuboid enclosing each
individual without including any other member of the population. This feature is
used to keep diversity in the population, where solutions belonging to the same
rank and with a higher crowding distance are assigned a better fitness than those
with a lower crowding distance, avoiding the use of the fitness sharing factor.

Similarly to NSGA-II, NSGA-III employs the Pareto non-dominated sorting
to partition the population into a number of fronts. In the last front however,
rather than using the crowding distance to determine the surviving individuals,
a novel niche-preservation operator is applied. This niche-preservation opera-
tor relies on reference points organised in a hyper-plane in order to promote a
diverse population. As a result, solutions associated with a smaller number of
crowded reference points are more likely to be selected. Finally, we note that a
sophisticated normalisation scheme is incorporated into the NSGA-III, which is
aimed to effectively handle objective functions of different scales.

MOEA/D decomposes the objectives into subproblems with only one objec-
tive. This characteristic makes it particularly appealing for addressing the PINNs
with a multi-objective approach as can be directly associated with the loss func-
tion weight λ. The population is split into subpopulations where each individual
is associated with a subproblem. Each subproblem is linked to a certain num-
ber of neighboring subproblems, which contribute to the optimization process
of the subproblem itself. The fitness function of each subproblem is the decom-
position function, implemented to encompass all the objectives of the original
problem. The Tchebycheff decomposition is widely used because is less param-
eterized, e. g., when compared to Penalty-based Boundary Intersection (PBI)
[27], another well-known decomposition function [14].

4 Experiments

We consider the case of weighted PINNs where we look for the solution of a
neural network uθ, which approximates the PDE by estimating the solution of
the multi-objective problem by minimizing

min
θ,λ

(
(1 − λ)�physics(θ), λ�data(θ)

)
. (5)
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Here, the minimum is understood as the Pareto efficient set. The individuals
for the EMO algorithms are composed of λ ∈ [0, 1] from (1), the number of
neurons per layer, as well as the activation function used by the network, includ-
ing: LeakyReLU, ReLU, Tanh, Sigmoid, Softplus, Softsign, TanhShrink, CELU,
GELU, ELU, SELU, and LogSigmoid. This allows us to investigate the two main
dimensions of interest: the feasible intervals of λ and the ideal activation function
and architecture per problem.

The MOEA/D multi-objective algorithm is run with a population size of 25
individuals and run for 20 generations. Sampling, crossover, and mutation were
implemented for the mixed variable case of both optimizing a continuous variable
λ and discrete variables for the activation function and the number of neurons
per layer. Simulated binary crossover was used with η = 3.0, and polynomial
mutation with η = 3.0. A set of 12 uniformly distributed reference directions
were generated.

We select a sample subset (Xi, Yi) ∀i ∈ [0, Nu −1] at random from the entire
solution space for training, with Xi ∈ R

D the D features and Yi ∈ R
P the labels

of dimension P . Note that for the physics loss the solution is not needed, allowing
applications to be able to train even when few data are available of the solution.

4.1 Burgers Equation

We consider the Burgers equation

∂u

∂t
+ u

∂u

∂x
= ν

∂2u

∂x2
, (6)

where the unknown is u = u(x, t), and ν is the diffusion coefficient. This equation
usually appears in the context of fluid mechanics, and more specifically models
one-dimensional internal waves in deep water. It represents a hyperbolic con-
servation law as ν → 0 and it is the simplest model for analyzing the effect of
nonlinear advection and diffusion in a combined way.

We simulated the Burgers equation in the spatio-temporal domain x ∈ [−1, 1]
and t ∈ [0, 1] using a Fourier spectral method [2] with 512 spatial points and
100 points in time in uniform grids. The diffusion coefficient is taken as ν =
0.01/π m2/s. We consider the initial condition

u(x, 0) = − sin(πx) ∀ x ∈ [−1, 1] , (7)

and the boundary condition

u(1, t) = u(−1, t) = 0 ∀ t ∈ [0, 1] , (8)
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Fig. 2. The individuals for three generations for the Burgers equation, each trained
with 25000 epochs.

Fig. 3. Burgers equation solution with 50 × 50 × 40 neurons, λ = 0.15, using the tanh
activation function for 25000 epochs.

Therefore, the simulation produced 512×100 = 51200 spatio-temporal points.
From them, for PINNs we randomly selected Nu = 46080 and Nf = 46080 points.

The evolution of the multi-objective optimization is shown in Fig. 2, where
we observe how the first generation selects a wide range of activation functions,
but quickly converges to the best performing activation function. The last five
generations have an additional objective to optimize the number of neurons in
the neural network. On the Pareto front only the tanh activation function and
a configuration of 50 × 50 × 40 survived.

The solution of MOPINNs compared to the solution simulated by Fourier
spectral method (which is understood as a sufficiently accurate solution) is shown
in Fig. 3. The largest deviation from the exact solution is 0.0162 m/s, validating
that MOPINNs is able to accurately find the solution of the Burgers equation.
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Fig. 4. The individuals for three generations for the wave equation, each trained with
2500 epochs.

4.2 Wave Equation

We consider the wave equation for Ω ∈ R
2, defined by

∂2η

∂t2
= ∇ · (H∇η) , (9)

where the unknowns are η the displacement and H the depth.
We simulate the wave equation on a rectangular spatial domain Ω = (0, 1)2

in the time interval (0, Tf ), with null Dirichlet boundary condition for η on
∂Ω × (0, Tf ) with initial conditions

η(x, y, 0) = exp
(−10 · (

(x − 0.5)2 + (y − 0.75)2
))

,
∂η
∂t (x, y, 0) = 0.

(10)

The depth H is taken to be

H(x, y) = (1 − x)(2 − sin(3πy)). (11)

We implement FEM for this equation considering Lagrange finite elements of
degree 1, the spatial domain is represented by an unstructured rectangular mesh
with 218 nodes and 384 triangles. The time scheme is explicit and Tf = 1.0,
n = 100. Therefore, the simulation produced 218× 100 = 21800 spatio-temporal
points. From them, we randomly selected Nu = 19620 and Nf = 19620 points
for PINNs.

In Fig. 4 we observe how the multi-objective optimization quickly converges
to the SELU activation function. Again, from the 5th generation onwards we
additionally optimize for the number of neurons.

The solutions of the wave equation are shown in Fig. 5, where we have opti-
mized for both the displacement η and the height H fields. The first row, called
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Fig. 5. Wave equation solution of η (top three rows) and H (bottom row) with 60 ×
50 × 50 neurons, λ = 0.76, using the SELU activation function for 25000 epochs.

“Solution” is the one simulated by FEM, since it is understood as a sufficiently
accurate solution. The wave equation is a significantly harder problem than the
Burgers equation, but we are still able to replicate the large features of the orig-
inal solution. The first three rows show the solution for η at different values of
t ∈ {0.0, 0.5, 1.0}. The last row shows the solution for H which is constant in
time.
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5 Conclusions

We have shown that using a multi-objective approach to training physics-
informed neural networks allows to find the optimal architecture for each equa-
tion by optimizing the value for λ, number of hidden layers, neurons per layer,
and the activation function.

The evolutionary nature of the optimization algorithms are effective at select-
ing and mixing successful individuals on the Parent front, and allow the survival
of the optimal neural network architecture. We have shown that the optimal
architecture is highly dependent on the problem, and that an automatic search
using multi-objective optimization is required.

Our method is able to recover an accurate solution with respect to the exact
solution, validating that the physics-informed neural network is able to learn the
physical model behind the solution. It is important to mention that the amount
of points for the data loss is large, so future work will need to explore the ability
of PINNs for predicting the solution in a larger set of points, where it will be
interesting to see the role of λ. It will also make MOPINNs be an alternative
solver as FDM, FEM and FVM, and at the same time a corrector of models in
the case data is taken for predicting the solution for a given PDE model that
is not fully known, which would give a special ability to this technique and will
place it as a useful technique for applications.
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Abstract. In this paper, a novel AI method for failure prediction
in transmission lines components is presented. The method combines
machine learning and deep learning capabilities. The approach was tested
using degradation simulated data of a composite insulator exposed to
different levels of environmental pollution. The failure model was con-
structed using historical real data of a Mexican utility. Preliminary exper-
imental results shows that the joint use of deterministic forecasting and
probabilistic diagnosis methods help determine the future failure of a
transmission line component for different time horizons with very accept-
able precision rates.

Keywords: Transmission line components · Composite polymeric
insulators · Failure prediction · Machine learning · Deep learning

1 Introduction

Transmission lines are the physical assets through which the electrical energy
is transported, and they are made up of: conductors, towers, insulators, fittings
accessories between insulators and towers, ground wires, etc. Due to their impor-
tance, it is necessary to have a permanent and reliable diagnosis that allows to
adequately plan their maintenance actions. The components of a transmission
line have an average service life of about 30 years, but with a proper mainte-
nance they can last up to 50 years. By the general and preventive overhaul can
be possible to achieve with the goal of making the components 100% available,
in order to hold a high reliability

Currently, the Mexican public electric utility, Comisión Federal de Electrici-
dad (CFE), evaluates its transmission lines using a reliability index. This indica-
tor provides an idea of the state of a transmission line. Some of the parameters
for calculating this index are obtained based on the experience of the inspection
personnel. In order to strengthen the way to assess the condition of transmission
lines (TL) and schedule the maintenance of their assets effectively in the Mexican
transmission network, in the PE-A-11 project financed by the Mexican Center
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 89–100, 2022.
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for innovation in Intelligent Electrical Networks and Microgrids (CEMIE-Redes),
which is developed by the National Institute of Electricity and Clean Energies
(INEEL), have redefined the way of evaluating the TL through the implemen-
tation of maintenance techniques based on the condition, and for which now a
condition index will be used.

There are important and inspiring related work found in literature such as
[1], in which a proposed framework of health index of the transmission line using
a condition-based method is presented. An inspection concept for maintenance
of overhead power transmission lines is also described in [7]. Irfan and Hand-
ika [3] further explain the method of calculating the health index taking into
account possible parameters, components, and weighting criteria that have not
been clearly discussed in previous research. In [4], a knowledge-based Fuzzy Infer-
ence System (FIS) is designed using Matlab’s Fuzzy Logic Toolbox as part of
the methodology and its application is demonstrated on utility visual inspection
practice of porcelain cap and pin insulators.

With the idea of anticipating the possible failure of a component, a transmis-
sion line component degradation model based on deep learning techniques will
be proposed. This model will be able to show the evolution of a component in
the future based on its historical evaluations. The degradation model is based
on recurrent neural networks (RNN) and its implementation in Python lan-
guage. From historical data provided by the CFE, a probabilistic failure model
is obtained. It will determine the probability of failure from on-site evaluations of
the components of the TL that have historically presented failures over the years.
The failure model is based on Bayesian networks (BN) and its implementation in
the OpenMarkov tool. In this way, the assembly of Recurrent Neural Networks
and Static Bayesian Networks will allow to predict failures in transmission lines
components with a good degree of certainty.

2 Transmission Lines Components and Common Failures

Considering a transmission line as a system, it could be described as a set of
subsystems interrelated in such a way that works as a whole. A subsystem is
an indicator that mainly determine the operation availability or continuity of
the electric power supply. Each subsystem is conformed by components whose
functional condition contributes to the own indicator or subsystem availability.
The subsystems might be: a component, a set of components, or a environmental
aspect. The main subsystems in this document are: founding, structures, light-
ning, and contamination. Table 1 shows a sample of components of a transmission
line classified by subsystems.

One of the main components of an overhead transmission line is the insulator,
which can be made out of glass, ceramic and polymer matrix composite. Compos-
ite insulators have been increasingly accepted by utilities as suitable substitutes
for porcelain and glass insulators since their introduction in the early 1970 s s
due to their hydrophobic property providing better performance in areas of high
contamination. This is not the case of glass and porcelain insulators where the
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Table 1. Sample of components of a transmission line classified by subsystems

Component Description Subsystem

AB Shield angle Lightning (DA)

ST Grounding systems Lightning (DA)

AP Line lightning surge arrester Lightning (DA)

EHG Ground wire/splices for ground wire/ground wire damper Lightning (DA)

CHCH Fittings for protection against ground wire impact Lightning

PCI Impact protection Foundation (CIM)

CIM Steel or concret foundation Foundation (CIM)

EST Structure Structure (EST)

LC Vertically Structure (EST)

FA Insulators Contamination (CON)

CHC Fittings for conductor Contamination (CON)

SEP Conductor damper Contamination (CON)

CECN Splice for conductor Contamination (CON)

CHH Insulator pin Contamination (CON)

COND Conductor Contamination (CON)

TOF Type of fault

combination of contamination with moisture increases the risk of failure due to
the presence of dry bands and consequent flashover.

Unfortunately, the composite insulator could present degradation of its fiber-
glass rod and therefore it can suffer from mechanical failure that can cause the
risk of the conductor falling. When some fibers are fragile, all the mechanical
stress is supported by other fibers, over-stressing them to the point of rupture,
as shown in Fig. 1. This failure process is known as Brittle Fracture and can
cause a destructive failure.

Fig. 1. Mechanical failure of an insulator due to the process of Brittle Fracture.

Based on this, it is very relevant to consider the composite insulator as an
element whose main properties must be monitored in real time and taken into
account as something important to determine the state and risk of a transmission
line in order to avoid a failure.

The term potential failure is the process at which it is possible to detect that
the failure is occurring or is about to occur. The condition of the fiberglass rod
indicates its potential to fail i.e. break. And because conditions on an insulator
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rod can deteriorate with time, the relationship between the rod condition and
the time at which the insulator is put in service can be represented by the P-F
curve shown in Fig. 2. P is the moment at which the rod could fail (potential
failure) and F is the point at which it really fails.

Fig. 2. Characteristic P-F curve of useful-life in a synthetic insulator.

3 Fundamentals

3.1 Bayesian Networks

A Bayesian network or belief network [5] is a probabilistic graphical model
(acyclic and directed) represented by a set of variables and their conditional
dependencies. Nodes represent random variables and edges conditional depen-
dencies. Nodes might be observable amounts, unknown parameters, or hypoth-
esis. Non–interconnected nodes represent variables that are conditionally inde-
pendent of others. Each node has a probability function associated that takes
a set of particular values as input from the parent nodes and that returns the
variable probability represented by the node.

Fig. 3. A Bayesian network representing probabilistic relationships between failures
and observations.
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As an example, a Bayesian network might represent probabilistic relation-
ships between diseases and symptoms. Given certain symptoms, the network
might be used to compute the probability of one or more diseases. In the Bayesian
network of Fig. 3, nodes represent diseases, symptoms and other causal factors.
The variable pointed by the arrow is dependent conditionally of the variable that
originates the arrow. For instance, fever is dependent of typhoid and flu.

3.2 Recurrent Networks

Recurrent networks [6] are dynamic systems also known as space-time networks.
The calculation of an input in one step depends on the previous step, and in
some cases on the future step. They are an attempt to establish a correspon-
dence between input and output sequences that are nothing more than temporal
patterns.

The tasks that can be performed with this type of networks are:

– Sequence recognition: A particular output pattern is produced when an input
sequence is specified.

– Stream playback: The network must be able to generate the rest of a stream
when it sees part of it.

– Temporal association: In this case, a particular output sequence must be
produced in response to a specific input sequence.

One way to classify recurrent networks is depending on the number of their
hidden layers and the way of back-propagation, which is a way of training a neu-
ral network. They are of three types: Simple recursive networks, LSTM networks
(Long Short Term Memory), GRU networks (Gated Recurrent Unit).

LSTM networks [2] have a feedback connection, which consists of adapting
the network to the “hidden” information about the data it analyzes so that it
learns.

Fig. 4. A LSTM network and its gates.

The way of processing the data is the same as that of standard recurrent
neural networks. However, the information propagation operation is different.
As information passes through it, the operation decides which information to
process further and which information to let go. The main operation consists of
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cells and gates. The cellular state functions as a pathway to transfer information.
Cells can be considered as memory.

There are several gates in the LSTM process. When the cellular state carries
information, these gates help new information flow. The gates will indicate what
data is useful to save and what data is not useful. So only the relevant data is
passed through the sequence chain for easy prediction. Figure 4 shows the gates
of a LSTM unit and three steps of the network.

4 Failure Prediction of Transmission Lines Components

The estimation of future probability of failure is based on a current failure prob-
ability model that is instantiated with the evaluation of the future transmission
line component. The current failure probability is estimated using a Bayesian
model trained with historical evaluation-failure pair data. For this part, the
future evaluation of the elements is estimated by means of an LSTM-type recur-
rent network that estimates the damage or degradation in the components over
time. This network is trained with historical data of evaluations of each compo-
nent to know its behavior in the future. In this way, current component evalua-
tion data is fed into the degradation model to obtain an estimate of what would
be expected in the future. Figure 5 shows a block diagram of the process for
estimating the probability of future failures.

Fig. 5. Block diagram for failure prediction of transmission lines components.

Both the failure model and the component degradation model are built using
machine learning algorithms.

4.1 Failure Model Using Bayesian Networks

The training data set for obtaining the probabilistic failure model is composed of
historic pairs evaluations-failures with the form {C0, C1, C2,..Cm}, {F}, where
components C0, C1, C2, C3..,Cm are the attributes and the failure F is the
class. The evaluation of a particular component can be expressed as the state
condition s0, s1, s2, ..., sn, where sn means the best condition and state s0 the
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worst condition. Table 2 shows a sample of a hypothetical training data set, and
Table 3 shows the nomenclature of the different types of failures considered. The
resulting model is a static Bayesian network that can determine a failure given
the state condition of one or more components.

Table 2. Hypothetical training data set

C0 C1 C2 . . . F

1 s0 s0 s0 C0

2 s0 s1 s0 A1

3 s1 s1 s1 A1

4 s1 s1 s2 C1

..

i s4 s3 s5 . . . C2

Table 3. Nomenclature of the different types of failures considered.

ID Failure Type

A0 Structure Ordinary

A1 Fittings Ordinary

A2 Insulators Ordinary

A3 Conductor Ordinary

A4 Ground thread Ordinary

A5 Gap Ordinary

A6 Contamination Ordinary

B0 Lightning Ordinary

C0 Strong winds Ordinary

C1 Cane burning Ordinary

C2 Vegetation burning Ordinary

D0 Unknown failures Ordinary

E0 Equipment failures Extraordinary

E1 System disturbance Extraordinary

E2.I Vandalism Extraordinary

E2.II Natural phenomena Extraordinary

E2.III Accidents Extraordinary

E2.IV Other failures Extraordinary

E3 Technical failures Extraordinary

E4 Energy failure Extraordinary
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4.2 Degradation Model Using a LSTM Recurrent Network

A failure model is a mechanism that allows to diagnose a failure, while a degrada-
tion model allows to predict the state of a component in a certain time horizon.
This is why, the training data set must be given as a time-series.

Consider then a set of historic evaluations of the state condition of a compo-
nent Ci within a fixed time-step TS, i.e. s10 s10 s9 s9 s9 s8 s8 s8 s7. In order
to train a recurrent network, the sequence of evaluations must be divided into
input/output patterns of u time steps and v time steps. The input pattern are
the u historic observations of the component Ci. If v = 1 then the model will
predict one-step ahead but if v = 3 it will predict multiple steps in the future.

The equivalent training set for a u = 3 and v = 2 is then converted into a
matrix of the form:

x y
s10 s10 s9 s9 s9
s10 s9 s9 s9 s8
s9 s9 s9 s8 s8
...

where x is the input vector and y the output vector.
The resulting model is a recurrent network for uni-variate time-series that

predicts two-step ahead in periods of TS time steps, given 3 observations.

5 Experimental Results

In this section, an evaluation of the quality of the lifetime estimation model and
the failure model is presented. The predicted failure results of first predict the
potential evaluation in a certain horizon and then use this value to instantiate
the failure model in the interest element to obtain a probability distribution of
failure.

5.1 Evaluation of the Probabilistic Failure Model

The test scenario consisted of using historical pairs evaluations-failure in order
to build a probabilistic failure model capable to determine the distribution of
probabilities around the set of failures given the evaluation of a particular ele-
ment in the transmission line. The emphasis was given on the subsystem of
contamination. A Bayesian network was used to represent the failure model.

In order to train alternative models, 357 examples of historical evaluations
presenting some type of failure and 180 cases with no failure were used. The
failure data corresponded to years 2004 to 2012 from different transmission areas
in Mexico. The learning process used the hill climbing algorithm with a K2
metrics and an alpha parameter=5. The software tool utilized was OpenMarkov
and a python package called pgmpy.
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Fig. 6. Bayesian failure model. TIPOFALLA = Type of failure.

To select the best model, 5 alternative models were generated with different
data sets. The selected network was repeated in 2 of 5 tests carried out, being
the selected structure the one shown in Fig. 6.

Table 4 shows the precision of the failure model for the most likely value and
the second most likely value in terms of true positives (TN) and false positives
(FP ) of the confusion matrix. Preliminary results for the failure model using
the most likely value are not very acceptable. However, when using the second
most likely value are much better. The reason behind the decision to present
the second most like values is that during the experiment the modeled suffered
overfitting when selecting a non-appropriated number of training records with
no failure.

Table 4. Precision of the failure model.

Test TP TN precision

Most likely value 252 177 0.58741259

2nd most likely value 372 57 0.86713287

5.2 Evaluation of Lifetime Estimation with LSTM Models

The test consisted of training a prediction model using simulated data based on
real experiments of the lifetime of a polymer composite insulator under different
pollution conditions (see Table 5). The idea is that in the future, after collecting
real data, this initial model can be updated progressively (historical evaluations).

For this experiment, it was assumed that the inspections were performed
each 6 weeks (1.5 months) to the same insulator element during 4 years. This is,
a total of 33 observations (or inspections) for each contamination condition (see
Fig. 7).
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Table 5. Lifetime table for a silicone rubber insulator with alumina T under different
levels of contamination

Pollution Wetting Leakage distance
mm/kV

Lifetime
(years)

Industrial and salty
(very high)

Sea (> 50m), factories
emanations

39 0–5

Industrial and salty
(medium)

Sea (> 50m), factories
emanations

39 5–10

Industrial and salty
(light)

Sea (> 100m), factories
emanations

39 10–30

Fig. 7. Simulated data set for a Rubber-Silicone with alumina insulator under three
contamination scenarios (very high, medium and light).

A vanilla LSTM model shown in Fig. 8 was used to perform uni-variate fore-
cast for one-step ahead. In this way, the model was capable of predicting one
evaluation ahead given a set of 5 sequential inspections (observations). A com-
parison of real and predicted data for different contamination environments are
shown in Fig. 9.

Table 6 shows the mean absolute percent error (MAPE) for the three models
constructed under different levels of environmental pollution (very high, medium
and light). The MAPE for models of insulators exposed to medium and light
degree of pollution are very acceptable. However, the MAPE for insulators with
very high degree of pollution are numerically not good. One reason, is that the
output of the model provide a continuous value and not a category. Visually, the
results are quite good (see Fig. 9 left).
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Fig. 8. Vanilla LSTM model.

Fig. 9. Comparison of real and predicted data for different contamination environments
(left: very high, center: medium, right: light). Orange line corresponds to the real value
and blue line to the predicted value. (Color figure online)

Table 6. Mean absolute percent error (MAPE) for the degradation models constructed

Degree of pollution MAPE (%)

Very high 33.5981241

Medium 7.248735698

Light 8.3264011

6 Conclusions and Future Work

In this paper, a novel AI-based method for failure prediction in transmission
lines components was presented. The proposal combines machine learning and
deep learning capabilities. The approach has been tested using simulated data
of a composite polymeric insulator exposed to different degrees of ambient con-
tamination. Preliminary results shows that the joint use of probabilistic and
deterministic methods help determine the future failure of a transmission line
component based on an assembly of diagnosis and forecast models.

As future work, we plan to: i) Collect historical data from real inspections of
composite insulators and other TL components such as: conductors, towers, fit-
tings accessories between insulators and towers, ground wires. ii) Pre-process
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more existing failure historical data. iii) Re-parameterize and tune up both
degradation and failure models. iv) Build degradation models for multiple-steps
ahead.
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Abstract. With the rise of the internet and the Internet of Things
(IoT), the concept of a Smart City began to materialise. Crowdsens-
ing is the process of using portable sensing devices to gather information
about people’s surroundings. Furthermore, the research on these domains
has pivoted from solely technology concepts to now including how they
improve the quality of life of citizens and their utility.

This paper presents a systematic review aiming to identify the role
and purpose of crowdsensing and the improvement of citizens’ lives in
a smart city through this technique. Using the SCOPUS citation and
abstract database, six papers were picked out as relevant for discussion
in the review.

Keywords: Smart cities · Crowdsensing · Smart notifications ·
Internet of Things

1 Introduction

The study and development around Smart Cities has been a topic of great inter-
est for several years, however its first phase of research initially focused on strictly
technological concepts. More recently, the focus of interest has shifted towards
a holistic perspective on the information systems associated with them, with
a particular focus on the quality of life of citizens and the impact of the util-
ity of smart technologies on their lives, as well as on the social, economic and
environmental sustainability of cities [4].

The crowdsensing field is highly diverse and has experienced a lot of evolu-
tion, either by integrating sensory data collection through users’ mobile devices,
which consists of a citizen contributing to the collective, or by providing intelli-
gent information tailored to each citizen, in which a citizen is taking advantage
of the collective.

Thus, the aim of this systematic review to search for recent scientific publi-
cations that present an outlook of the current state of development in the fields
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of crowdsensing in smart cities. In this context, a Research Question was pro-
posed: “What is the role and purpose of crowdsensing and how does it impact
the citizen’s lives in smart cities?”.

The following document is structured in four sections. Next section describes
the research and review process. On Sect. 3, the obtained results are presented
and discussed, and the last section aims to summarise the main conclusions
and contributions obtained through the review, including recommendations for
future work.

2 Methodology

This systematic review is built on the PRISMA1 (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) statement and respective checklist.

The preliminary research was conducted on 25 April 2022 and the used data
source was SCOPUS2, due to its size, quality assurance and wide coverage in
terms of publication subjects.

In order to carry out the bibliographic research, some keywords were identi-
fied as a starting point. These keywords were applied in the title, abstract and
keywords fields, and organized into two groups, which are combined with a con-
junction. Keywords in each group are combined with disjunctions. This choice
fulfils the purpose of each group selecting all documents that include at least one
of its keywords and then ensuring that only documents containing one or more
terms from each of the selected groups. The first group is related to the areas and
technical subjects directly related to the research topic (“Smart Cities”, “Crowd-
sensing”, “Smart Notifications” and “Location-based Notifications”) and the sec-
ond group aims to filter by broader areas of the technological scope (“Information
Communication Technology”, “Internet of Things”, “Information Systems” and
“Mobile Computing”), in order to focus the results in the context of information
systems and agents.

To screen the articles and studies collected, some eligibility criteria (in the
form of exclusion criteria) were define. As such, all documents that matched any
of the following criteria were excluded: i) not accessible in open access mode;
ii) Were not produced in the last 4 years (from 2018) or have not yet been fully
published; iii) Do not come from the field of Computer Science or Engineering ;
iv) Are not an Article or a Review/Survey and are not written in English; v)
Were not written by relevant authors or don’t have a relevant number of cita-
tions; vi) Were not produced inside the European Union (due to similar policies
regarding extraction, manipulation and exploitation of data for the production
of knowledge, as well as data protection); and vii) Do not focus on the variables
studied or are out of context.

1 http://www.prisma-statement.org.
2 https://www.scopus.com.

http://www.prisma-statement.org
https://www.scopus.com
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3 Results and Discussion

Of the 21362 studies identified, the application of the PRISMA methodology
resulted in a final set of 8 studies that were relevant to previously defined research
questions. This section presents and discusses the findings of the review against
the research question.

Amaxilatis et al. [1] present a solution for deploying and managing crowdsens-
ing campaigns and experiments across cities. As a result, the authors concluded
that the system allows developers to reverse course if they notice that their
campaign design is underperforming through the system.

Foschini et al. [3] presented an edge-enabled mobile crowdsensing technology
that uses edge nodes to compute potentially dangerous crowd scenarios. Yang
et al. [6] present a perspective which displays crowdsensing as a technique in
which a large number of people using mobile devices with sensors share sensory
data to measure, analyse, or infer any issue of common interest.

Ismagilova et al. [4] present a discussion on the important findings from
existing research on issues connected to smart cities from an Information Systems
perspective. The authors outlined existing advancements’ shortcomings as well
as prospective future possibilities.

Capponi et al. [2] provided a comprehensive review of the challenges, solutions
and opportunities of mobile crowdsensing systems and proposed a four-layered
architecture to characterise the works in mobile crowdsensing.

Nizetic et al. [5] reviewed and discussed the IoT and its prospects, challenges,
and concerns in the context of a smart and sustainable future.

In terms of the role and purpose of crowdsensing in smart cities, Amaxilatis
et al. [1] and Foschini et al. [3] suggest that it enables the collection and sharing
of large volume of data, which can be used to track citizen habits and movements
in urban environments. Furthermore, crowdsensing enables the development of
cost-effective and high-quality monitoring systems for urban infrastructures, ser-
vices, and the environment, and could help speed up the deployment of smart
city projects [3,6].

Crowdsensing has the potential to significantly improve citizens’ daily lives
while also providing urban civilizations with new perspectives [2,5]. In smart
cities, citizens can not only interact and engage with services but also provide
data for these services via crowdsensing [4]. More information leads to more
comprehensive conclusions and, as a result, high-quality data sets [3].

Emergency management and prevention, environmental monitoring, health
care and wellbeing, e-commerce, indoor localization, intelligent transportation
systems, mobile social networks (MSNs), public safety, unmanned vehicles, urban
planning, waste management, and Wi-Fi characterization are among the most
promising application domains where crowdsensing can operate to improve citi-
zens’ quality of life in a smart city, according to Capponi et al. [2].
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4 Conclusion

The concept of smart cities is a cornerstone to the sustainability of cities and
places with high population density.

In this paper, a systematic review was conducted to analyse the literature
produced in the fields of smart cities and its application using crowdsensing.
The review was based in the PRISMA model using the SCOPUS database as
the source. In the studies analysed, all the authors agree that the implementation
of crowdsensing initiatives can improve the citizens’ lives in a smart city and, the
most promising application domains where crowdsensing can play an important
role were identified.

This work was developed as part of a research project whose goal is to study
the application of crowdsensing, in the smart cities’ infrastructure and frame-
work. As such, and given all the compiled information, future work includes the
study and development of a platform to integrate these concepts into a viable
and helpful information system that can bring value to the smart city paradigm
and the citizen’s lives where it is applied.

Acknowledgements. This work has been supported by FCT Fundação para a Ciên-
cia e Tecnologia within the RD Units Project Scope: UIDB/00319/2020. and the FCT
- Fundação para a Ciência e Tecnologia within the R&D Units Project Scope: NORTE-
01-0145-FEDER-000086.
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Abstract. Information sharing on the Web has also led to the rise and
spread of fake news. Considering that fake information is generally writ-
ten to trigger stronger feelings from the readers than simple facts, sen-
timent analysis has been widely used to detect fake news. Nevertheless,
sarcasm, irony, and even jokes use similar written styles, making the dis-
tinction between fake and fact harder to catch automatically. We propose
a new fake news Classifier that considers a set of language attributes and
the gradient of sentiments contained in a message. Sentiment analysis
approaches are based on labelling news with a unique value that shrinks
the entire message to a single feeling. We take a broader view of a mes-
sage’s sentiment representation, trying to unravel the gradient of senti-
ments a message may bring. We tested our approach using two datasets
containing texts written in Portuguese: a public one and another we cre-
ated with more up-to-date news scrapped from the Internet. Although
we believe our approach is general, we tested for the Portuguese lan-
guage. Our results show that the sentiment gradient positively impacts
the fake news classification performance with statistical significance. The
F-Measure reached 94%, with our approach surpassing available ones
(with a p-value less than 0.05 for our results).

Keywords: Fake news · Gradient · Sentiment analysis · Machine
learning · NLP

1 Introduction

Taking advantage of the overwhelming amount of information on the Web, big
corporations, governmental organizations, and ill-intended people may use tech-
nology to spread propaganda, manipulate the information people will consume
and misguide the beliefs of the masses. Worsening the situation, psychology the-
ories have shown that people prefer fake information even in the presence of the
known truth [10]. The reasons for this preference include the low cognitive effort
for understanding the fake message, the high social acceptance of the lies, and
even the old saying that repeating a lie many times turns it into a truth [14].

From the automatic detection process, we find out that sentiment analysis
plays an important role in detecting the urgency feeling that boosts the fake
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news spread, or the serious tone of a message. Works that use such features rely
on discrete values that imply either happiness, neutrality, or sorrow, while when
in reality, we can see a varying spectrum of those in a simple single sentence [11].

We developed a model capable of handling the multi-classification aspect of a
text and the sentimental variance. We trained and tested on a set of sociopolitical
Brazilian Portuguese news articles we outsourced and on a public dataset.

This paper presents our gradient sentiment method for detecting fake news
that outperforms current fake news detection approaches. Next section presents
the related works that provides an overview of the state-of-the art in fake news
detection. Then we present the Sentiment Gradient method followed by the
datasets’ descriptions and the experiments. Last, we present the discussion of
the results reflecting on the reasons our method outperform the others and the
conclusion.

2 Related Works

For fake news detection, the literature defines different strategies to solve the
problem of labeling data as truth or lie. Shu et al. [16], in an extensive review,
pointed that the trend of sentiment analysis in fake news Detection is funda-
mental for completing this task. Wang et al. [20] analyzed the different feature
choices available in this research area, one of them the sentiment analysis of
fake news, that they divided into four possible classes (Factual, Manipulative,
Hoax, and Incomplete) and with pure sentiment analysis (provided by Linguis-
tic Inquiry and Word Count - LIWC technique) achieved 94.2% of accuracy for
a known English set the PoliFact. Bhutani et al. [2] relied upon the traditional
term frequency-inverse document frequency(TF-IDF) vectorizer modeling of fake
news, in order to be compliant to neural networks models, achieving 84.7% of
accuracy.

Monteiro et al. [11] proposed a new Portuguese Dataset with 7200 news (3624
True News and 3576 fake news) called Fake.BR. They tested classifiers upon their
dataset and got 89% for their best classifier, an Support Vector Machine(SVM),
for all the features they worked with (POS-Tagging, Word Embedding, Senti-
ment Analysis, etc.). Focusing only on sentiment analysis, they got the best score
of 56% accuracy.

We observe in the literature that the classical machine learning models are
used as baselines of comparison against neural networks models [9], which are
modern and less feature engineering oriented approaches (as their inner architec-
ture is capable of automatic feature extraction) [8]. However, we should not forget
that the classical models can be as effective as the neural ones; the main differ-
ence is that they require more manual effort on feature engineering. Manjusha
and Raseek [8] obtained a winning 79.7% mean F-Measure for classifying articles
into satire, humor, and irony with a Convolutional Neural Network(CNN) that
competed against SVM, Decision Tree, K-Nearest Neighbors(KNN), and Gaus-
sian Naive Bayes(GNB). On the other hand, de Morais et al. [12] obtained 80%
F-Measure with classical models only for a Brazilian set of Portuguese News.
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According to the literature, the datasets are outsourced from social networks
and microblogs originated from polemic subjects as elections, polarizing discus-
sions, and events. Few works deal with the Portuguese language, such as: [13]; [5];
[15]; [12]. They all have in common the same outsourcing strategy of web scraping
articles from the news portals available in Brazil, and relying upon these portals’
reputation to label them as true or fake news. The trend we might notice is that
they follow the same strategy of English oriented works, and were implemented
almost simultaneously, therefore having no direct reference or intersection with
one another. They chose as metrics f-measure, accuracy, precision, and recall.
Moreover, they are also based on the classical machine learning models.

The works that deal with sentiment analysis usually focus on a sum of sen-
timent scores. Luo et al. [7] try to change the perspective for financial news
analysis by configuring an Long short-term memory neural net(LSTM) model
to have attention over sentences instead of words, but, in the end, it still aggre-
gates the sentiment score. The works of Wang et al. (e.g., [19]) explore the same
change of perspective on images by trying to get the sentiment of filtered regions
of the image to understand the bigger picture, but they also aggregate in the end.
Finally, Abburi et al. [1] try to decompose music into parts (beginning and end)
to understand the sentiment variance better. All these decomposed attempts
had great results for their specific tasks, compared against their own baselines,
even though in the end they aggregated the final product and only considered
the singular values of the parts when measuring.

3 Sentiment Gradient

Our proposed method changes the sentiment analysis representation. Instead
of summarizing a message by a holistic sentiment (a number), we represent
the message with its full nuances. The message is represented by a vector of
sentences.

The traditional sentiment analysis representation works as the “Bag-of-
Features” (BoF), which is the set of descriptors extracted from a textual message,
denoted by A = bag of ak, k ε {1, . . . , N}, in which ak is a feature and N
is the total number of features in a message. For traditional sentiment analysis,
each feature is a word that will have a sentiment score according to a function
f, given by pre-defined mapping of words to a sentiment score. The average of
those scores is the output of the Sentiment Analysis function (see Eq. 1). Then,
Sentiment(A) is one more feature considered to train the fake news classifier.

Sentiment(A) = 1
N

N∑

k=1

f(ak) (1)

Instead of modeling the BoF of the message by their word components, we
chose to model it by sentences because each sentence is an utterance about a
target subject. Then, we propose a novel technique of applying derivatives into
the array of features (see Eq. 3), like what we would do on a time series (Eq. 2),
that way we would be able to capture the information we need, i.e., the rise, the
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fall and the stability of a sentimental gradient. Allowing classifiers to comprehend
the sentiment variance of figurative languages such as Sarcasm. We named this
new interpretation and technique Sentiment Gradient (Algorithm 1).

S(A) = (Yt : tεN) (2)

Yt = f(x) =

{
Y1 = f(a1), i = 1

Yi = g(
∂f(ai−1)

∂sentiment ) , i > 1
(3)

The sentences can be understood as the phases of our text signal, the senti-
ment gradient as the amplitude (which mathematically would indicate the intent
of upward or downward change in sentiment), and the frequency is fixed by 20
sentences as it is the average in the dataset, as can be seen in Fig. 1. To follow
the trend, like the other works, we also have an aggregated average additional
to our time-series. This measure is the average sentiment gradient of the series.

In the same figure, we can observe that the three classes of news fall in a
specific spectrum of the signal, the True news maintain mostly the neutral to
positive overtone, the fake news maintain mostly the negative impact overtone,
and the sarcastic ones vary along the neutral point showing the subtle imbalance
game to make us laugh.

Any given message that is not truncated by the communication channel is
continuous on time, for word or sentence level. Therefore, by deriving a sentence’s
sentiment, we are not simply getting a singular value, but, depending on the
mathematical signal, the direction to which the signal is flowing, because the
derivative of a point ’a’ shows us the tangent inclination of the variation of that
point in relation to the linear function [3].

However, why choose to derive the sentences’ time-series? Because the deriva-
tive function shows us the areas of increase, and decrease of a function as well
as the magnitude of such change, passing more information than the singular
value [6].

Algorithm 1: Sentiment Gradient Algorithm
Result: Sentiment Gradient of the News
sentiment_timeseries = empty array;
sentence_array = SentenceTokens(News);
if Length(sentence_array) > 1 then

for each sentence in sentence_array do
sentiment_rate =
sentence[sentiment_charge]\Length(sentence[tokens])
sentiment_timeseries.append(sentiment_rate)

end
return mean(getGradients(sentiment_timeseries))

else
return sentence_array[0][sentiment_charge]

end

4 Dataset

We want the machine to understand the difference between ironic humorous
critic, true facts and false statements. We expect the machine to perceive the
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Fig. 1. Example of sentiment gradient extracted from three different pieces of news
with different tones: a fact (sentiment avg.: 0.5), a lie (sentiment avg.: -0.3), and a
sarcastic (sentiment avg.: -0.1).

nuances in sentiment charge across the sentences, and the style of writing (too
dense text, too wordy, etc.).

Due to the lack of open datasets in Portuguese for both the fake and sarcastic
news, we needed to leverage upon known popular sources of sarcastic and fake
news in Brazil, E-Farsas’ fake news session1 and Sensacionalista2 Furthermore,
for the True news, we chose Folha de São Paulo3 a journalistic source of news
known to the Brazilian population. Although we have a full set of other sources
for True News in Brazil, their sites have peculiarities and blockers that make
the scraping process harder than Folha de São Paulo. Also, we took advantage
of a produced set of 2000 pair-wise true and fake news from the works of Silva
et al. [18] and appended it into our main raw set to be preprocessed following
our proposed methodology.

We considered news agencies and governmental accounts to outsource the
truthful tweets. For the sarcastic ones, we chose popular sarcastic accounts,
e.g., Não Salvo (@naosalvo), Sensacionalista (@sensacionalista) and O Criador
(@OCriador). Finally, for fake news, we considered a set of reported known fake
news spreader accounts, such as @opavao and current politics involved in the
fake news scandal in Brazil from 2020 on-wards, which nonetheless, due to the
extreme political propaganda material on its own, they can be classified as fake
news as well as its unverified disseminated texts.

In order to extract the training set for our models, we created a web scraper
for each of the sources. To do so, we relied upon Python programming language
and its libraries, such as Beautifulsoup (lib for webscraping)4 NLTK (natural

1 E-Farsas - http://www.e-farsas.com/secoes/falso-2.
2 Sensacionalista - https://www.sensacionalista.com.br/.
3 Folha de São Paulo - https://www.folha.uol.com.br/.
4 BeautifulSoup - https://www.crummy.com/software/BeautifulSoup/.

http://www.e-farsas.com/secoes/falso-2
https://www.sensacionalista.com.br/
https://www.folha.uol.com.br/
https://www.crummy.com/software/BeautifulSoup/
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language toolkit)5 and re(for regular expression)6 Since our focus is on the tex-
tual content, we extracted only the textual news content from those sources and
ignored extra media embedded into the news, e.g., videos, images and recordings.

We extracted the essential metrics from the textual set, like textual length
and the average length of sentences. The procedure was similar and yet more
straightforward for the tweets, as the API already returns the textual content,
not needing the scraping part, only the preprocessing and feature extraction. In
the end, our dataset has three classes, Fake, Sarcastic, and True News. With
76,782 rows of news prelabeled according to our strategy aforementioned.

5 Experiment

The most used features by the literature for the sentiment analysis [4] are Word
Sentimental Score and Sentence Sentimental Score. However, different from our
novelty, this step is usually focused only on the singular synthesized metric of
sentiments (sum or average) from the entire text or sentence. For the basic
features the literature recommend word count, sentence count, space count, and
POS Tag count.

We investigated the difference between the basic sentiment analysis and the
Sentiment Gradient combined with basic features (results in Table 3). In order
to fairly compare against the related works, we trained models with all the
features, analogously they did in their respective works (results in Table 4). The
only public dataset in Portuguese we found available was the Fake BR, that we
used to train the same baseline SVM model of [11], which we obtained the same
0.89% score to compare against our own.

We ran the experiment of cross validating (using 5 folds, repeated 10 times)
each one with each set of the features we engineered as well as combinations
of the basic and each approach for sentiment analysis. After this process we
obtained distributions of 10 repetitions of 5, i.e., 50 registries to which we com-
pared against each other through Mann Whitney U Hypothesis test to check for
statistical significance in our results (obtaining p-values lower than 0.05 for all
comparisons).

5.1 Machine Learning Algorithms and Hyperparameters

The state of the art in fake news Detection indicates the following techniques as
most used ones [17]: K-Nearest Neighbors (KNN), Naive Bayes (Gaussian, GNB,
and Multi-nominal, MNB), Decision Tree, Random Forest (R.For.), Adaboost
Tree, Gradient Boosting, Support Vector Machine (SVM), Linear Regression
Classifier (LNR), LSTM and Multi-Layer Perceptron (MLP).

The following algorithms used the hyperparameter tuning process of 5 fold
cross validation, using f1-weighted as the comparison metric to decide the best

5 NLTK - https://www.nltk.org/.
6 Regular Expression - https://docs.python.org/3/library/re.html.

https://www.nltk.org/
https://docs.python.org/3/library/re.html
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hyperparameter configuration. This tuning process used the existing Gridsearch
of Python’s SKLearn Library.

– KNN: Number of neighbors as 5, weighting strategy of euclidean distance,
and deciding algorithm of ball tree.

– Decision tree: Max depth of 10, and both minimum leaf samples, and mini-
mum split samples of 2. With a random state of zero, for replication purposes.

– Random Forest: 500 estimators in the forest, each base classifier with max
depth of 40, min samples in the leaf nodes of 1, and min samples of split of
2. With a random state of zero, for replication purposes.

– Gradient Boosting: 500 base estimators, 0.01 learning rate, max depth of
10, min samples in leaf of 1, and min samples of split as 2. For the Adaboost
classifier, we got as best configuration set: 500 base estimators, and learning
rate of 0.01.

– Multi-layer Perceptron: Adam as solver, alpha of 1-e5, constant learn-
ing rate, activation function of relu, and the following architecture tuple
(10,20,30,40,50,40,30,20,10).

– LSTM: Activation function of hyperbolic tangent, optimizer adam, loss
of sparse categorical crossentropy, and the following architecture tuple (12
Dense, 4 Recurrent Units, Flatten, and Softmax, each hidden layer with a
subsequent dropout of 20%).

For the Linear Regression algorithm, Support Vector Machine, Gaus-
sian Naive Bayes, and Multinomial Naive Bayes we configure as studied
from literature because of the simplicity of naive bayes algorithms and SVM and
Linear Regression algorithms’ complexity when using the probability functions
(causing computer resource overload).

– Linear Regression Classifier with multi-class parameter set to multino-
mial.

– SVM with probability option set to True, and divided in 6 jobs.
– Gaussian Naive Bayes with standard parameters.
– Multinomial Naive Bayes with standard parameters.

5.2 Study Case in Twitter

We wanted to experiment how our approach would behave on messages coming
from Twitter. In order to do this, what we did was to repeat the data gathering
part of our experiment, now this time for Twitter.

In order to preemptively obtain the label values of each tweet, we took pro-
files known for spreading messages of each category (Fake, Sarcastic and True
messages) and composed our dataset from there. We ran the exact same prepro-
cessing we ran for the news set on the twitter-set, obtaining the same features.

The key point of analysis here is that the sentiment gradient on tweets would
operate in a short number of sentences, due to Twitter’s post size restriction (240
characters only). The average number of sentences in a tweet is 2. And following
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our algorithm the remaining pads (18 right pads) would be attenuated with 0.
This is a limitation of the classical models, in the sense that all features should
be fixed, linear, and normalized.

Then, we repeated the cross-validation experiment with the same parameters,
5 folds, repeating 10 times. In Table 1 we can see better the metrics we got.

Table 1. Twitter Dataset Cross-Validation Metrics.

Model Approach Score

GNB Basic + Sentiment 0.864 (+/–0.004)
GNB Basic + SentimentGradient 0.715 (+/–0.004)
LSTM Basic + Sentiment 0.887 (+/–0.004)
LSTM Basic + SentimentGradient 0.890 (+/–0)
R.For. Basic + Sentiment 0.890 (+/–0)
R.For. Basic + SentimentGradient 0.890 (+/–0)
SVM Basic + Sentiment 0.890 (+/–0)
SVM Basic + SentimentGradient 0.890 (+/–0)

From the results in this subsection we can see that more studies and experi-
mentation is needed to make sentiment gradient as effective to tweets as it was
for news.

Also for the joint of all attributes, we can see it’s metrics in Table 2.

Table 2. Comparison between our approach and the related works, compared against
the Tweets classification score.

Work Winning Model Score

Our Approach with News Grad. boosting classifier 0.949
Our Approach with Tweets R.For. 0.893
Wang et al. 2018 Logistic regression 0.942
Bhutani et al. 2019 CNN 0.847
Manjushaa and Raseek, 2018 CNN 0.797
Monteiro et al., 2018 SVM 0.890
de Morais et al., 2019 LP 0.800

6 Experiment Results Discussion

As shown in Table 3, the Sentiment Gradient feature positively impacted most of
the results of the model trained. We can observe an increase of 14% for Random
Forests, and 6% for Gradient Boost Classifiers for the best models.
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Table 3. F1 Measure comparing the usage of regular sentiment analysis and sentiment
gradient. As seen in bold, the best performing models were the Random Forest and
Gradient Boosting Classifiers setup with Sentiment Gradient.

Model Feature Choice F1(+/-Stdv)

Adaboost Basic + Sentiment 0.736(+/–0.007)
Adaboost Basic + SentimentGradient 0.739(+/–0.007)
DecTree Basic + Sentiment 0.757(+/-0.007)
DecTree Basic + SentimentGradient 0.754(+/–0.008)
GNB Basic + Sentiment 0.612(+/-0.019)
GNB Basic + SentimentGradient 0.594(+/–0.011)
GradientBoost Basic + Sentiment 0.778(+/–0.005)
GradientBoost Basic + SentimentGradient 0.832(+/–0.008)
KNN Basic + Sentiment 0.748(+/-0.007)
KNN Basic + SentimentGradient 0.661(+/–0.008)
LNR Basic + Sentiment 0.551(+/-0.003)
LNR Basic + SentimentGradient 0.632(+/–0.007)
LSTM Basic + Sentiment 0.656(+/–0.016)
LSTM Basic + SentimentGradient 0.677(+/–0.011)
MLP_ADAM Basic + Sentiment 0.756(+/–0.013)
MLP_ADAM Basic + SentimentGradient 0.769(+/–0.012)
MNB Basic + Sentiment 0.24(+/-0-.000)
MNB Basic + SentimentGradient 0.24(+/–0.000)
R.For. Basic + Sentiment 0.788(+/–0.007)
R.For. Basic + SentimentGradient 0.846(+/–0.006)
SVM Basic + Sentiment 0.554(+/–0.005)
SVM Basic + SentimentGradient 0.577(+/–0.008)

We experimented our model on tweets, wondering whether the data type
would influence the results. Employing our scrapers, we were able to outsource
tweets about the same topics of our news from known reference profiles on the
classes (Fake, True, and Sarcastic), obtaining 80,843 tweets. We observed that
due to the lack of sentences in Tweet’s microblog structure the sentiment gradient
is unable to get the nuance because the granularity would need to change to world
level maybe, as our results for that kind of data were of 89% F-Measure.

Even though the MLP and LSTM are modern approaches from the neural
networks class of algorithms, they were not able to beat the ensemble meth-
ods, and this may be explained by the lack of data that we have nowadays in
Portuguese just yet. However, analyzing on the contribution of the sentiment
gradient, those models were impacted positively as well.

On the other hand, we see that GNB, Decision Tree, and KNN models got
inverted results, benefiting more from the traditional sentiment analysis than
the sentiment gradient. We attribute this behavior to the increase in the data
dimensionality as we consider twenty sentences for representing the sentiment
gradient, but KNN and Decision Tree rely on their linear separation of observa-
tions’ space, a strategy that can be harmed by higher dimension sets.
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We ran the cross-validation training to perceive the real impact of senti-
ment gradient. We defined a 10 folded cross-validation setup on F1 Measure
and applied the Mann Whitney U Test to check if the results from the cross
val distributions were statistically significant. We got P-Values inferior to the
threshold of 0.05, i.e., our results have a confidence interval of 95%.

Comparing our results with the related works (see Table 4), we understand
that our approach strongly contributes to the Brazilian Portuguese differentia-
tion of True, Fake, and Sarcastic News, as we achieved more than 5% in relation
to similar works. Although we are not in the same language context, we sur-
passed the two CNN works and got pretty close to the best English detection
work with a difference of only 0.7%. We attribute this success to the fact that our
classifiers were able to comprehend the nuances of sentences’ sentiment charge
different from the related works handling a singular fixed value (concentrated
by an average, rather than the expansion of the series), and also due to the
information that the derivative function brings us, i.e., the direction of change
and its magnitude.

Table 4. Comparison between our approach and the related works.

Work Winning Model Score

Our Approach Gradient Boosting Classifier 0.949
Wang et al. 2018 Logistic Regression 0.942
Bhutani et al. 2019 CNN 0.847
Manjusha and Raseek, 2018 CNN 0.797
Monteiro et al. 2018 SVM 0.89
de Morais et al., 2019 LP 0.80

Comparing the results for the application of our approach over tweets, we
can see that the solution was not as effective since we could see that for some
algorithms such as the Random Forest and SVM the inclusion of it seems not
to make difference, and for GNB and LSTM the traditional sentiment analysis
worked better than sentiment gradient. Also in Table 2 we can see that even
though we got competitive metrics against the related works, it is not as effective
as the joint set for news, implying that the sentiment gradient didn’t impact the
classification of tweets.

We credit this for the fact that tweets have a much different structure if
compared to news, they are smaller, and with more slang and abbreviations.
For the sentiment gradient to work with tweets, we may need to change the
algorithm for taking words in consideration rather than sentences, however, this
can be challenging as well, since there tweets that don’t rely much on writing
and instead on links, or medias.

Our results show a benefit of using Sentiment Gradient on the fake news
detection process. However, more experimentation on other language datasets is
recommended, as well as exploring other format of news such as microblogs that
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might require mathematical modeling experimentation in the sentiment gradient
approach (from sentences to words) in order to get results closer to the ones in
news analysis.

7 Conclusions

From the results we got in our experiments, we were able to test our proposed
novelty of the sentiment gradient being effective to help differentiate what is fake,
true, or sarcastic as it can provide to the machine the sentimental imbalance that
occurs in sarcastic cues.

The current limitation of the novelty is the fact that it is not as effective
for tweets due to their different writing style, which relies on faster, smaller,
and more direct sarcastic cues. Furthermore, more experiments on other lan-
guage datasets are suggested, as we restricted our experiments to the Brazilian
Portuguese Scenario.

We see as contributions of this work the sentiment gradient technique we
propose and the dataset which allowed us to do such study, as Portuguese sets
of labeled news are hard to find due to the commodity of using known English
sets.

For future works, we intend to expand the sentiment gradient concept to other
datasets, such as the tweets, and also explore other machine learning algorithms
besides the classic models.
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Abstract. Several acoustic features have been proposed in the litera-
ture as useful indexes to characterize natural soundscapes. Such a char-
acterization can be applied, for instance, to study the effect of the land
transformation on the audible properties of a place. The collection of
available features is relatively large and, therefore, requires an examina-
tion to decide which ones are really informative and discriminative for
the problem at hand. In this paper, we pursue an empirical study for the
selection of acoustic features in the problem of discriminating between
highly and moderately transformed versions of two Colombian sound-
scapes. Classical supervised feature selection methods were used, along
with exploratory tools such as correlation matrices and scatter plots.
Results reveal that a small number of acoustic features are enough to
discriminate between the classes, typically those that estimate either the
acoustic complexity via the intrinsic variability of the sound intesities or
the biodiversity through the species richness or abundance in particular
frequency bands.

Keywords: Acoustic features · Classification · Feature selection
methods · Soundscapes

1 Introduction

The Artificial Intelligence (AI) community has recently focused efforts on the
application of AI for social good (AI4SG). According to [15], such a social good
is understood in relation to the 17 United Nations Sustainable Development
Goals, from which a number of them are related to ecological and environmental
concerns. Therefore, a branch of AI4SG directs its attention to the application of
AI techniques for the conservation of biodiversity, ecosystems and landscapes [9].
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Conservation has been traditionally based on visual assessments, either remote
or in situ, of the environment; however, an emerging field called Ecoacoustics [10]
is intersecting methods from Ecology, Signal Processing and Pattern Recogni-
tion (PR1) for the remote and, hopefully, continuous monitoring of the acoustic
nature of the habitats: the so-called soundscapes.

An ecoacoustic monitoring system is composed by the traditional blocks of
a PR system [7]; namely: sensing, segmentation, feature extraction/selection
and classification. The first block corresponds to the usage of electronic devices
for the recording of audio files; the second one consists in cutting long audio
recordings into shorter signals, by typically applying energy-based thresholds or
just a length-based splitting criterion; the third one provides measurements of
informative and discriminative properties of the the segmented signals, in order
to facilitate their vectorial representation for the subsequent step; finally, the last
block corresponds to the application of a rule that, based on a set of examples
and typically operating in a vector space, allows to discriminate among different
classes of soundscapes or audible events.

The step of feature extraction—or, more in general, called representation—
is of utmost importance for the PR pipeline; in fact, according to [6], any
ill-definition in this step cannot be improved later in the PR process. Many
different acoustic features2 have been proposed in Ecoacoustics, ranging from
traditional signal processing measurements to specialized acoustic attributes.
Nevertheless and in contrast to our human intuition, considering a large num-
ber of features does not necessarily leads to a better representation; indeed, the
opposite may occur, i.e. that the representation—and, therefore, the whole PR
system—deteriorates when considering a large number of features. Such a dete-
rioration might be in terms of reduction of classification accuracy, difficulty for
the human interpretation of the results or prohibitive speeds and costs for oper-
ating the system. That is why selecting a proper subset of features is required.
Depending on the application, different feature selection methods are available
either for supervised [12, Chap. 7] or unsupervised problems [14].

Assessing the state of conservation in a place is a frequent task in Ecology,
often defining it as a supervised two-class problem for categorizing an ecosys-
tem into either healthy (class#1) or poorly conserved (class #2). Even though
such an evaluation, in many cases, can be directly inferred from the visual land-
scape, the audible component may contribute with additional insights as well
as to provide a non-intrusive alternative to the human visits that might change
the behavior of the vocally-active species. Moreover, exploratory studies about
soundscapes are of interest to characterize habitats whose acoustic properties
are barely known or just qualitatively assessed. That is precisely the case of dis-

1 PR is, according to [1], a branch of AI. Other authors highlight practical and philo-
sophical differences between them, see https://bit.ly/3slL6Ht. Anyway, both disci-
plines are closely related, showing a significant overlap in their techniques.

2 In Ecoacoustics, authors prefer to use the name Acoustic indexes instead of Acoustic
features. However, in this paper we use the latter in order to adhere to the standard
PR terminology. Other synonyms are Acoustic variables and Acoustic attributes.

https://bit.ly/3slL6Ht


Selection of Acoustic Features for Discriminating Colombian Soundscapes 123

tinguishing between different states of conservation of the ecosystems through
the analysis of their corresponding soundscapes.

Recently, the authors of [13] discussed the importance of Ecoacoustics to
study Colombian ecosystems and presented examples of highly and moderately
transformed Colombian soundscapes, namely to distinguish between i) pure cof-
fee plantations (monoculture) or mixed with forest patches; ii) “páramos”3 suf-
fering low or high transformations and iii) tropical dry forests also exhibiting
either low or severe transformations of the landscape. Those examples were pre-
sented with both spectrograms and audio files but, to the best of our knowledge,
have not yet been analyzed in terms of neither quantitative properties nor to
select which acoustic features are the most discriminative to distinguish between
the two categories of conservation for each ecosystem.

The aim of this paper is, therefore, to consider the variety of acoustic features
available in the ecoacoustic literature and evaluate their discrimination power
to distinguish between the two above-mentioned conservation categories of two
Colombian soundscapes. Several supervised feature selection methods are used
for both selecting the best individual features and finding the best sets of them.
The remaining part of the document is as follows. A summary of acoustic features
and supervised feature selection methods is presented in Sect. 2. Afterwards,
the results of their application to the examples of Colombian soundscapes are
presented and discussed in Sect. 3. Finally, our concluding remarks, along with
future work directions, are given in Sect. 4.

2 Background and Methods

2.1 Acoustic Features

As stated above, a variety of acoustic features have been proposed in the liter-
ature. The main ones, along with their Python implementations, were recently
outlined in [8] by Eldridge and Guyot. They grouped the acoustic features into
three categories, namely: i) ecoacoustic features, which are particularly designed
for characterizing soundscapes and mainly focused on studying complexity from
an ecological point-of-view; ii) spectral features, which are directly computed
from the spectrogram and are generic to characterize any audio signal and iii)
temporal features, which are directly computed from the signal waveforms.

In this work we consider the acoustic features surveyed by Eldridge and
Guyot; in addition, the recently proposed Ecoacoustic Global Complexity Index
(EGCI) [4] was also considered and computed by using the implementation avail-
able in [3]. A list of the acoustic features considered in our study is shown in
Table 1. Notice that several features correspond to summary statistics of the
same attributes. As a result, many of them are potentially redundant. There-
fore, applying feature selection methods is required in order to avoid such a
redundancy as well as to reduce the dimensionality of the feature space.

3 A “Páramo” is an Andean high mountain biome, roughly delimited between 2700
and 3700 m above the sea level.
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Table 1. Acoustic features considered in this study.

ID number Feature names

1 to 7 Acoustic Complexity Index (main, min, max, mean, median, std, var)
8, 37 Acoustic Diversity Index (main, NR main)
9, 38 Acoustic Evenness Index (main, NR)
10, 39 Bioacoustic Index(main, NR)
11 Normalized Difference Sound Index
12 to 17 RMS energy (min, max, mean, median, std, var)
18 to 23 Spectral centroid (min, max, mean, median, std, var)
24, 40 Spectral Entropy (main, NR)
25 Temporal Entropy
26 to 31 Zero Crossing Rate - ZCR (min, max, mean, median, std, var)
32 to 35 Wave Signal to Noise Ratio (SNR, Acoustic activity, Acoustic events,

Average duration)
36 Number of Peaks
41 Normalized Entropy
42 Ecoacoustic Global Complexity Index

2.2 Feature Selection Methods

Feature selection is aimed at finding an optimal feature subset, such that the
risk of the so-called curse of dimensionality [11, Sec. 3] is avoided. The simplest
options to select features consist in removing or fusing those that are highly
correlated or judging their individual ability to discriminate between the classes.
However, these simple methods are often inconvenient to be applied because,
firstly, non-linear correlations are difficult to assess and, secondly, a well-known
fact in pattern recognition is that the best individual features does not necessarily
compose the best subset [5].

Finding an optimal feature subset is a combinatorial search problem and,
therefore, may turn computationally very costly. As a solution, A number of
suboptimal feature selection methods are available for the supervised case which
differ in the applied evaluation criteria and the chosen search algorithms. Among
the evaluation criteria, those based on the ratio of inter-intra class distances and
the classification performance of a parameterless classifier—typically the nearest
neighbor (NN) rule—are often preferred.

In this study we considered the main selection methods whose implementa-
tions are available in PRTools4. A brief description of them is provided below
(further details can be found in [12, Chap. 7]).

– Individual selection: it provides a ranking of the features according to their
independent ability to separate the classes.

4 http://37steps.com/prtools.

http://37steps.com/prtools
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– Forward selection and backward selection: The search of a subset of features
can be done either by adding features (named as forward search) or sequen-
tially removing them (backward search). The latter requires more computa-
tions that the first one [11, Table 5]; thereby, the forward selection is typically
preferred over the backward one.

– Float selection: A refined version of the forward selection, known as its floating
variant. It provides the best tradeoff between a nearly optimal result and an
affordable computational cost to perform the search.

– Branch-and-bound : this method is recursive but computationally tractable;
moreover, it guarantees that the optimal subset is found, provided that
the evaluation criterion—i.e. the objective function of the optimization
procedure—is monotonous. However, this monotonicity requirement is dif-
ficult to be satisfied; indeed, classification performance while includ-
ing/excluding features is far from being monotonously increasing or decreas-
ing. The implementation also requires the specification of a desired cardinality
of the feature subset.

3 Results and Discussion

For the experiments, we considered four 10-minute audio recordings5 provided
by Instituto Humboldt, which correspond to each one of the four soundscape
categories: a) pure coffee plantations (monoculture) or b) mixed with forest
patches; c) “Páramo” with low transformations or d) “Páramo” highly trans-
formed. Soundscapes a) and b) are associated to the first classification problem
and, similarly, soundscapes c) and d) constitute the second one. The spectro-
grams of the four audio recordings are shown in Fig. 1.

The audio signals for “Páramo” were recorded at Chingaza Natural Park and
those of the coffee plantations were acquired in locations near Belén de Umbría.
The four recordings were sampled at 48 kHz and cleaned by using a 1 kHz high-
pass filter to remove wind noise perturbations [13]. In order to build a dataset,
the 10-min length files were segmented into observations (windows) lasting for
1min each and with a 50% of overlap (i.e. an overlap of 30 s) Afterwards, the 1-
minute segments were characterized by computing all the acoustic features listed
in Table 1. As a result, each soundscape class is exemplified by 19 points in the
feature space. Consequently, the data matrices corresponding to the two-class
problems contain 38 observations and 42 features each.

The very first inspection consists in computing the correlation matrices for
both classification problems. They are shown in Fig. 2. Notice that the absolute
values of the correlation coefficients are shown instead of their signed versions.
This is because, even though the sign allows to distinguish the direction of the
relation (either positive or negative), here we are only interested in its strength:
the darker the entry, the stronger the relationship between the pair of acoustic
features. Some groups of acoustic features are clearly highly correlated; see for
5 The audio files are available at: http://colecciones.humboldt.org.co/rec/sonidos/

publicaciones/ret2019/.

http://colecciones.humboldt.org.co/rec/sonidos/publicaciones/ret2019/
http://colecciones.humboldt.org.co/rec/sonidos/publicaciones/ret2019/
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instance the top-left corner in Fig. 2(a), which correspond to all the summary
statistics of the Acoustic Complexity Index.

Fig. 1. Spectrograms of the four Colombian soundscapes considered in this study.

Fig. 2. Correlation matrices for the two studied classification problems.

After inspecting the correlation matrices, we proceeded to apply four of
the above-mentioned feature selection methods, namely: individual selection,
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forward selection, float selection and branch-and-bound. When a desired dimen-
sionality (size of the feature subset) was not specified, we only use float selection
due to its appropriate tradeoff between quality of the result and computational
cost. Moreover, considering the limited amount of available observations per
dataset, we also restrict ourselves to apply the leave-one-out NN classification
performance as evaluation criterion for all the methods; indeed, according to [11],
the NN performance is a common exemplar criterion. Moreover, other methods
such as those based on either the inter-intra distances or the sum of Mahalanobis
distances tend to be ill-posed for small-sample problems due to the inversion of
almost singular matrices.

3.1 Individual Feature Selection

The individual selection returns a ranking of the features, in descending order
of importance to discriminate between the classes. Below we report the rankings
for both soundscape classification problems. In order to save space, we refer to
the ID number of the features instead of their names, as they were codified in
Table 1.

– Páramo: In this problem, the ranking of the features is the following one: 5,
1, 4, 35. 18, 3, 2, 11, 40, 34, 13, 19, 24, 6, 7, 26, 27, 32, 38, 8, 37, 9, 12, 20, 30,
31, 42, 14, 16, 17, 25, 41, 10, 15, 21, 29, 33, 39, 22, 23, 36 and 28. Notice that
the best individual feature to discriminate between the two classes of Páramo
soundscape is the median of the Acoustic Complexity Index, followed by two
features corresponding to the main value and the mean of the very same
acoustic attribute. Therefore, all in all, the main information to discriminate
in this problem is provided by the Acoustic Complexity Index.

– Coffee: In this problem, the ranking of the features is the following one: 10,
11, 12, 15, 19, 20, 21, 28, 29, 18, 25, 5, 22, 23, 27, 30, 31, 32, 13, 16, 17,
34, 35, 36, 39, 42, 2, 24, 9, 26, 1, 4, 14, 3, 38, 8, 37, 6, 7, 33, 40 and 41. In
this case, the best individual feature corresponds to the main value of the
Bio Acoustic Index, followed by the Normalized Difference Sound Index and,
afterwards, by the minimum of the RMS Energy. Notice that, in contrast
with the behavior observed for the Páramo problem, in the case of the Coffee
soundscape classification problem there is no a dominant attribute among
the first ones of the individual ranking. Moreover, it is interesting that the
minimum of the RMS Energy appears among the best ranked ones, indicating
that the presence/absence of an energetic acoustic source is a key factor for
the discrimination.

The individual selection provides some insights but, as stated above, it is well-
known that the best individual features do not necessarily form the best subset;
so, the performance when using combinations of features must be explored. In
particular, we looked for the best pair, the best triple and the best group of
features. The first two cases were explored for the sake of a direct visualization
of the corresponding scatter plots, the last case was considered in order to remove
any conditioning on the resulting dimensionality of the feature vectors.
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3.2 Selection of the Best Pair of Acoustic Features

The best pair of features was searched by using all the selection methods
described in Sect. 2.2—except backward search—and using the NN performance
as evaluation criterion. The selected features per method are reported below.
The corresponding scatter plots are shown in Fig. 3.

Páramo:
– Float and Forward: 5 (Median of the Acoustic Complexity Index) and 9

(Main value of the Acoustic Evenness Index)
– Branch-and-bound: 35 (Average duration of the Wave SNR) and 5

(Median of the Acoustic Complexity Index)
Coffee:

– Float : The method only returns feature 10 (Main value of the Bio Acoustic
Index) as the selected one.

– Forward : 10 (Main value of the Bio Acoustic Index) and 2 (Minimum of
the Acoustic Complexity Index)

– Branch-and-Bound : 28 (Mean of the ZCR) and 29 (Median of the ZCR)

Fig. 3. Scatter plots for the best pairs of acoustic features per classification problem
and selection method.

3.3 Selection of the Best Triple of Acoustic Features

Similarly, the same methods and evaluation criterion were used for selecting a
subset of three features. The selected triples of features per method are reported
below. Their associated scatter plots are shown in Fig. 4.
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Páramo:
– Float : This method reports that only the following two features are

needed: 5 (Median of the Acoustic Complexity Index) and 9 (Main value
of the Acoustic Evenness Index)

– Forward : 5 (Median of the Acoustic Complexity Index), 9 (Main value of
the Acoustic Evenness Index) and 8 (Main value of the Acoustic Diversity
Index)

– Branch-and-bound : 4 (Mean of the Acoustic Complexity Index), 35 (Aver-
age duration of the Wave SNR) and 5 (Median of the Acoustic Complexity
Index)

Coffee:
– Float : A single feature is required, namely feature 10 (Main value of the

Bio Acoustic Index)
– Forward : 10 (Main value of the Bio Acoustic Index), 2 (Minimum of the

Acoustic Complexity Index) and 4 (Mean of the Acoustic Complexity
Index)

– Branch-and-Bound : 21 (Median of the Spectral Centroid), 28 (Mean of
the ZCR) and 29 (Median of the ZCR)

Fig. 4. Scatter plots for the best triples of acoustic features per classification problem
and selection method.

In the case of the Coffee classification problem, it is noteworthy that Branch-
and-bound selected features 28 (Mean of the ZCR) and 29 (Median of the ZCR);
that is, two summary statistics of the same acoustic feature (ZCR) that are
clearly highly correlated as can be observed in Fig. 2(b).

An interesting observation in both classification problems, as well as for
results in Sects. 3.2 and 3.3, is that float and forward tend to coincide in the
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composition of the selected acoustic features. Remember that the float method
is a modified version of the forward one and, thereby, it is expected that their
results are similar. However, notice that float consistently selects subsets smaller
than the specified dimensionality; that is, a singleton for Coffee even though
either a pair or a triple of features was desired and, similarly, a pair of features
for Páramo when a subset of size three was looked for.

3.4 Selection of the Best Subset of Acoustic Features

Lastly, no dimensionality was specified when using float selection, such that the
resulting subset is the best one found by that method with the NN criterion. For
each classification problem, the best subsets were the following ones:

Páramo: The best subset is composed by the following three features: 5 (Median
of the Acoustic Complexity Index), 11 (Main value of the Normalized Differ-
ence Sound Index) and 2 (Minimum of the Acoustic Complexity Index)

Coffee: The best feature subset is a singleton: 10 (Main value of the Bio Acoustic
Index)

Since the best found subsets are three-dimensional and one-dimensional,
respectively, the corresponding scatter plots can be visualized; see Fig. 5.

Fig. 5. Scatter plots for the best subsets of acoustic features, per classification problem,
found by float selection.

Notice that, in the case of Páramo, the best subset selected by the float
method is a triple that includes two statistics of the Acoustic Complexity Index,
namely its median (feature 5) and minimum (feature 2) values. Indeed, the
correlation coefficient between those features is high, as can be confirmed with
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a visual inspection of the top-left corner in Fig. 2(a). Therefore, in this case,
the method fails in finding a subset of informative but independent acoustic
features. Regarding this observation, remember that the optimal solution is only
guaranteed for float selection if a monotonic function is optimized.

4 Conclusion

In this work, a supervised selection of acoustic features was undertaken in the
context of discriminating between two classes for, in turn, two classification
problems of Colombian soundscapes. A collection of well-documented acoustic
features was used as the initial set, finding that many of them correspond to sum-
mary statistics of the very same attributes (such as mean, mode, standard devia-
tion, min/max, among others), implying that a strong redundancy is expected as
confirmed by the entry values in the correlation matrices. Agreements—and some
discrepancies—among the feature subsets selected by the methods were observed;
such disagreements are explained, at least partially, by the non-monotonicity of
the objective function involved in the selection procedure, which does not allow
to guarantee that an optimal subset of acoustic features is found.

A notorious fact was that the acoustic complexity index was preferred by the
selection methods for the Páramo problem and the bio acoustic index for the
Coffee problem; the first one quantifies the inherent irregularity in biophony and
the second one estimates the richness or abundance of vocally-active species by
inspecting how much energy is concentrated between 2 and 11 kHz [2]. Indeed,
by listening to the audio recordings we noticed that the Páramo soundscape with
low transformation contains more bird sounds than the amount that are heard
in the one with high transformation and, therefore, a lowly-transformed Páramo
is a more complex soundscape. Similarly, an examination of the Coffee audio
recordings confirm that the pure soundscape includes a persistent background
sound (a water stream), which is absent in the mixed soundscape. This difference
might be crucial for the discrimination.

In addition to the two-class classification problem, a quantification of the
degree of transformation might be derived as a measure of the proximity of
a feature point (that represents a query soundscape) to the decision bound-
ary. Future work includes the application of alternative supervised strategies,
for instance those using evolutionary computation (e.g. genetic algorithms), as
well as the application of unsupervised feature selection methods [14] and non-
negative matrix factorization algorithms.
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Abstract. This work proposes, develops, and evaluates an approach to
improve the efficiency of ML models. This approach is centered on a
Green AI, and the models’ efficiency is a trade-off of accuracy, time to
solution, and energy consumption. This leads to a multi-objective opti-
mization problem implemented through the Genetic Algorithms (GA).
We present the GA scheme and operators designed for this work focused
on the architecture and hyperparameter optimization of ML pipeline,
developed to be part of an AutoML solution. GA was evaluated for the
XGBoost algorithm and results show the effectiveness of the GA for this
multi-objective optimization. Also, it was possible to reduce energy con-
sumption with minimal losses of predictive performance.

Keywords: Genetic algorithms · Green AI · Auto machine learning

1 Introduction

Artificial Intelligence (AI), especially its subarea, Machine Learning (ML),
touches almost every part of our lives. It has attracted considerable research
interest. We repeatedly hear about AI’s benefits to our society, helping us solve
society’s challenges. On the other side, much has been debated about the neg-
ative impacts of AI on ethical and environmental issues. This negative view is
intimately related to AI data-driven approaches, like ML, which has been trained
using increasingly large datasets and requires significant computation times and
capacities to fine-tune these models, leading to high energy consumption and
carbon emissions.

A more pressing concern about how modern AI directly creates amounts of
emissions from the data-intensive training of ML algorithms came after the study
published in June 2019 by the College of Information and Computer Sciences at
the University of Massachusetts [28]. The study pointed out that a common Nat-
ural Language Processing (NLP) model training and tuning pipeline using Deep
Learning (DL) produced the same amount of carbon dioxide equivalent (CO2e)
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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as five cars during their lifespan. In sequence, [27] demonstrated through case
studies that ML systems can significantly contribute to CO2 emissions and intro-
duced the term Green AI, in which our work is centered, an area of “AI research
that is more environmentally friendly and inclusive” [27]. The recent work [1]
made a fuss involving AI and one Big Tech, arguing that the current trajectory
of AI, with NLP models trained on increasingly large data sets, is unsustainable
and harmful in several ways, including its massive carbon footprint.

One approach that has shown promise in reducing these costs is the develop-
ment of Automated Machine Learning (AutoML). In AutoML [13], the goal is to
automate the development of parts, or even the entire pipeline, of an ML model.
There are already several AutoML frameworks and tools available [7]. However,
the most proposed approaches only seek to maximize the predictive performance
in a given task without considering aspects related to energy efficiency.

Thus, the main contribution of this paper is to propose, develop and evaluate
an approach to improve the efficiency of ML models. The term efficiency encom-
passes the accuracy of the models, the time to reach a solution, and its energy
consumption. This leads to a multi-objective optimization problem implemented
through the Genetic Algorithms (GA) [11] for the model generation part of the
ML pipeline focusing on the architecture and hyperparameter search. Finally, it
is being developed to be part of an AutoML solution to increase ML pipeline
automation’s efficiency. We describe implemented GA scheme and operators.
Experiments are performed for the XGBoost ML model, and the results show
the effectiveness of the GA for multi-objective optimization. Also, it was possible
to reduce energy consumption with minimal losses of predictive performance.

2 Background and Related Works

This section briefly introduces the domain of Automated Machine Learning and
Green AI with some background information and its state of the art, presenting
the main works related to our proposal. The aim is not to do a literature review,
which can be found in [6,7,13,21] about AutoML and about GreenAI in [8] and
in the aforementioned references [1,27,28].

Schwartz et al. [27] introduce the concept of Red AI, which refers to AI
research that seeks to improve accuracy through massive computational power
while being both environmentally unfriendly and prohibitively expensive, raising
barriers to participation. The costs of the actual state-of-the-art AI research limit
the ability of many researchers to study it and practitioners to adopt it. The use
of massive data and large amounts of computation in tuning hyperparameters
of computationally intensive models creates barriers for many researchers to
reproduce these models’ results and train their models on the same setup. Red
AI research has yielded valuable scientific contributions to the field, but it is
time to increase the prevalence of Green AI. Creating efficiency in AI research
will decrease its carbon footprint and increase its inclusivity as AI study should
not require large budgets and computational power. Green AI refers to research
that yields novel results while considering the computational cost [8].
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AutoML is an approach that has shown great promise and has been among the
AI trends in the coming years1 since ML model trained to one particular dataset
would not work well in another one. So there is a need to create separate ML
models for each dataset, including steps of data preparation, feature engineer-
ing, algorithm selection, and hyperparameter tuning. Most of these steps require
trial and error approaches, making the process inefficient and costly (economic,
time and environmental). This has motivated the development of AutoML [13],
which aim to automate parts or even the entire pipeline of building an ML model.
The pipeline can involve several processes: data preparation, attribute engineer-
ing, model construction and evaluation. The model building process consists of the
selection of algorithms and optimization methods. The optimization methods are
further divided into hyperparameter optimization (HPO) and architecture opti-
mization (AO) or Neural Architecture Optimization (NAS) when it involves only
neural network models [13]. In HPO the former indicates the parameters related
to training (e.g., learning rate and batch size), and the latter indicates the param-
eters related to the model (for example, the number of layers for neural network
architectures or the number of trees in XGBoost).

The works found in the literature are distinguished mainly by the optimiza-
tion technique used in their formulation, the most common being the Bayesian [9],
Reinforcement Learning [14], Random Search [19] and Evolutionary Algorithms
(EA) [25]; by the type of input data being tabular, text, images and time series;
and by the pipeline processes that are involved [7]. However, what they all have
in common is that the formulation of the optimization process most only involves
maximizing the predictive performance (Red AI approach), without considering
the energy consumption as our proposal, which is Green AI centric.

Among the optimization techniques used in the formulation of AutoML
approaches, the methods based on EA, more specifically the Genetic Algo-
rithms [15], have shown good results to optimize different ML models [10,12,
16,17,20,29,31]. Several works with AutoML are for DL models and using GA
as optimizer [5,12,20,26,29,30]. This is justified by the fact that, as already
mentioned, these algorithms have achieved surprising results for unstructured
data. Furthermore, these models involve a large number of hyperparameters to
be adjusted. At the same time, eXtreme Gradient Boosting (XGBoost [3]) is
very effective for structured data. It is among the most used ML algorithms for
all kinds of data science problems and responsible for solving and winning most
of Kaggle’s challenges [18].

There is a growing number of tools for AutoML: Auto-Weka, Auto-sklearn [9],
TPOT [23], Autokeras, Auto PyTorch, H2O [19] and rminer2 [7], and others [22].

Multi-objective optimization is implemented in some existing AutoML solu-
tions and various criteria can be involved in its design. AutoxgboostMC [24]
proposes Bayesian approach for optimize predictive performance, fairness and
interpretability in HPO process for XGBoost. [25] proposes an EA as a model

1 Gartner https://www.gartner.com/smarterwithgartner/top-trends-on-the-gartner-
hype-cycle-for-artificial-intelligence-2019.

2 https://cran.r-project.org/web/packages/rminer/rminer.pdf.

https://www.gartner.com/smarterwithgartner/top-trends-on-the-gartner-hype-cycle-for-artificial-intelligence-2019
https://www.gartner.com/smarterwithgartner/top-trends-on-the-gartner-hype-cycle-for-artificial-intelligence-2019
https://cran.r-project.org/web/packages/rminer/rminer.pdf
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design to be implemented as part of the AutoML framework FEDOT. Two opti-
mization objectives are used: solution quality and chain complexity.

Most of AutoML approaches are single-objective and to the best of our knowl-
edge, existing multi-objective optimization approaches do not consider energy
consumption. In this paper, we present the multi-objective proposal using GA,
the specially designed crossover, mutation and selection operators.

3 Proposal of Multi-objective Optimization with GA

Among the optimization techniques used in AutoML formulation, including the
hyperparameter and architecture optimization, Genetic Algorithms [11] have
shown good results to optimize different ML models. GA are stochastic com-
putational device that allows an effective search in very large search spaces.
Mathematically GA mimic the mechanisms of natural evolution of species, com-
prising processes of genetic evolution of populations, survival and adaptation
of individuals [4]. These algorithms have a lower probability of getting stuck
in a local optima than most optimization algorithms because they perform a
global search in the solution space. GA are considered one of the most efficient
techniques for multi-objective optimization and, according to [25], one of the
potential choices for AutoML creating stable pipelines and simpler to imple-
ment. But, in order to apply the GA we have to define specially designed genetic
operators (crossover, mutation and selection) and a fitness functions. These spe-
cial operators are important for processing the individuals described by a GA.
They also offer the possibility to take into account multiple objective functions.

Fig. 1. Flowchart for the GA method workflow implemented in this work.

This section presents the GA design choices for a multi-objective approach
centered in Green AI. The solution proposed in this work will be part of the
development of AutoML framework, which aims to automate model construction
process, focusing on HPO and AO/NAS optimization. The GA design has been
developed for two ML models: XGBoost (XGB), for classification and regression
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(tabular data) and, CNN for image classification. The general workflow of our GA
is presented in Fig. 1 and detailed next. The hyperparameter and architecture
model tuning are treated as an optimization problem, where the multi-objective
functions that we want to optimize are the predictive performance (accuracy
or MSE), the energy and time to solution (Fitness function). The GA method
(Fig. 1) and operators (in bold) we have designed are:

– The genetic evolution starts with the creation of an initial population con-
sisting of randomly generated solutions, using the functions generatePop-
ulation and generateIndividual. In our case, a solution is a combination
of hyperparameters that defines the ML model’s architecture and learning
process, and are encoded in a binary format represented by a integer array of
zeroes and ones, referred to as chromosome, and each element as allele. The
generatePopulation initializes an array of pointers of length p that ‘stores’
the individuals created by the generateIndividual function that generates
a random array of length l, where p is the number of individuals in the pop-
ulation and l is the minimum necessary number of “bits” to represent the
highest value for each hyperparameter.

– After the population is created, each individual is tested and assigned a fit-
ness score. This is the most time and energy-consuming part of the evolutive
process. The fitness scores are given by the Eqs. 1 (for the XGB Classification)
and 2 (XGB Regression):

fi = α ∗ (ai ∗ 100) + β ∗ 1
ei∑n

j=1 ej

+ γ ∗ 1
ti∑n

j=1 tj

(1)

where a is the accuracy, e is the energy in Joules, t is the time in seconds,
α, β, γ are the weights attributed to the relevance of the accuracy, energy and
time respectively, and n is the total number of individuals in the population

fi = α ∗ 1
mi∑n

j=1 mj

+ β ∗ 1
ei∑n

j=1 ej

+ γ ∗ 1
ti∑n

j=1 tj

(2)

where m is the MSE, e is the energy in Joules, t is the time in seconds,
α, β, γ are the weights attributed to the relevance of the MSE, energy and
time respectively, and n is the total number of individuals in the population

– Selection: until the stop condition is not reached (for this work the number
of generations), two individuals are selected from current population based
on their fitness scores. The higher the score the more likely to be selected.

– Crossover function may be applied or not. The probability of the crossover
parameter gives it: if set to 100 it is always applied; 0 it’s never applied. If
applied, a random allele is selected as the crossover point and all the alleles
before it are copied directly to the offspring solutions. For example, individual
“a” to offspring “a”, and “b” to “b”. The rest of the alleles, starting at the
marked allele are copied from the other individual (“a” to “b” and “b” to
“a”). If the crossover is not applied, the selected individuals’ chromosomes
are copied, as they are to the 2 new offspring solutions.
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– The Mutation functions are applied to the offspring. The probability of
mutations happening is given by the probability of mutation parameter, which
is checked for every allele of offspring. If a mutation occurs, the value of
the allele is inverted, i.e., 0 to 1 and 1 to 0; every time a mutation occurs,
the probability is divided by 2, reducing the chance of another mutation
happening in the same offspring.

– The two new offspring are then added to the new population pool along
with the n best solutions of the current population, where n is given by the
elitism parameter. This is due to preserving the best solution found up to
that generation.

– The process of generating new individuals is repeated until the new popula-
tion pool is full; once the new population is full, it is evaluated. Repeat this
process until the stop condition is not reached.

This GA method was developed for XGB or CNN. But, it also could be
used in general for other ML models-the same for the main operators like selec-
tion, mutation, and crossover functions. For example, at this moment, we imple-
mented a simple selection function. In the future, other selection methods, such
as the Tournament selection, could be implemented and evaluated. But, it will
be applied to both ML models. However, the test population and fitness function
presented are specific for XGB and, in future work, will be modified to include
CNN HPO and NAS optimization. In addition, in our design, the strategy is a
joint hyperparameter and architecture optimization. Most NAS methods fix the
same setting of training-related hyperparameters during the whole search stage.
After the search, the hyperparameters of the best-performing architecture are
further optimized. However, this paradigm may result in sub-optimal results as
different architectures tend to fit different hyperparameters [13].

4 Methodology and Experimental Setup

In order to evaluate the feasibility of the multi-objective optimization using
our GA method and operators we evaluated our implementation for XGBoost
algorithm using two datasets and seven experimental configurations.

XGBoost [3] is an implementation of gradient boosted tree algorithms. This
technique, known as Boosting, is an ensemble learning technique that uses a
set of base learners to improve the stability and effectiveness of an ML model.
It’s called gradient boosting because it uses a gradient descent algorithm to
minimize the loss when adding new models. The central idea of boosting is the
implementation of homogeneous ML algorithms in a sequential way, where each
of these algorithms tries to improve the stability of the model by focusing on the
errors made by the previous algorithm.

The dataset utilized for the classification task is Boson Higgs3, whose objec-
tive is to classify if an event is Higgs bóson decay or not; and Seoul Bike Trip

3 https://archive.ics.uci.edu/ml/datasets/HIGGS.

https://archive.ics.uci.edu/ml/datasets/HIGGS
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Duration4 for regression, which predicts the travel duration of bicycles rented in
Seoul, based on combining weather data. Boson Higgs has 11 million examples, 2
classes and 28 numerical features. Seoul has 9 million examples and 24 numerical
features. None of the datasets have features with missing data.

A combination of four parameters of the XGBoost is tuned by GA, search-
ing for the best optimization multi-objective. The HPO (N jobs, ETA) and
AO (N estimators, max depth) parameters are optimized jointly. The parameter
N jobs defines the number of cores in parallel that the processor will execute the
algorithm. When N jobs = −1, all cores are used, and for N jobs = 1, only one
core. The ETA parameter is the learning rate and defines the correction made at
each boosting step. The N estimators is the number of gradients boosted trees
and the maximum tree depth for base learners is defined by max depth. XGBoost
splits up to the max depth specified and then starts pruning the tree backward
and removing splits beyond which there is no positive gain.

For the tests, we fixed the total length of the chromosome at 20 alleles, where
the first 6 represent the ETA ranging from 0.01 to 0.64; the next 4 were used for
the N jobs, (1 to 16), followed by N estimators, 9 alleles (9 to 520). The last 3
were used for the max depth (3 to 10). The GA parameters were set as follows:
population size = 20; number of generations = 30; elitism = 4; probability of
crossover = 80; probability of mutation = 10.

Our scheme enables the multi-objectives of optimization to be defined accord-
ing to the user’s requirement. It’s possible setting priorities for time, energy, and
predictive performance. This defines the configuration of the fitness function of
the GA (a combination of maximizing accuracy or minimizing MSE, minimizing
time, and minimizing energy). These possibilities of configuration defined the
methodology for experiments. We evaluated seven different experimental config-
urations, as described in Tables 1 and 2.

Table 1 shows the combinations of relevance, in percent, attributed to model
accuracy, training time and energy consumed when training the model for the
XGBoost for classification task (XGBC). Table 2 shows the combinations for the
XGBoost for regression (XGBR). Note that the combination 1,1,1 indicates the
3 attributes have the same relevance, i.e., approximately 33.33%.

Table 1. Configurations of the relevance
for the experimentes with XGBoost for
classification

Configuration Accuracy Time Energy

1 98 1 1

2 96 2 2

3 97 2 1

4 97 1 2

5 49 50 1

Table 2. Configurations of the rel-
evance for the experimentes with
XGBoost for regression

Configuration MSE Time Energy

1 1 1 1

2 90 5 5

4 https://www.kaggle.com/saurabhshahane/seoul-bike-trip-duration-prediction.

https://www.kaggle.com/saurabhshahane/seoul-bike-trip-duration-prediction


140 A. M. Yokoyama et al.

Test environment was a computer with an Intel Core i7-8700 CPU with 6
cores e 12 threads, frequency 3.20 GHz, memory 64 GB DDR4 (16 GB X4), 1 HD
SATA Seagate de 2TB e 1 SSD Corsair MP510 de 240 GB of storage, and a GPU
Nvidia GeForce RTX 2080Ti with a base clock of 1350 MHz e Boosted clock of
1545 MHz, and 11 GB of memory GDDR6 with ECC off, and OS Ubuntu 20.04.

XGBoost was implemented and executed with Python 3.8. The time and
energy were measured with Perf Tool. The GA is implemented in C++. As a
reproducibility compromise all the codes and configurations are available at:
https://github.com/comcidis/GA ML XGB.git.

5 Results and Discussion

Figure 2 shows the fitness of each individual (bars) and the average of the popu-
lation (line), for a sample test with a population of 10 individuals over 9 genera-
tions for XGBC. Generation 0 is the initial randomly generated population. For
this test we used the elitism of 1, where only the best solution of the generation
is passed on to the next, due to the small size of the population. The graph shows
the evolution and that as new generations are created, it is possible to observe
the improvement of the fitness function (the bigger, the better). This can be
seen for the best individual (blue bar) and the general population (AVG line).
This shows that you can improve the population, even with this small example
with 10 individuals (for visualization purposes only).

Fig. 2. Example of the evolution process with a population of 10 individuals.

Figures 3, 4, 5 and 6 show the Accuracy/MSE, time and energy, for the best
solution for each configuration (Tables 1 and 2). Figure 3 compares the accuracy

https://github.com/comcidis/GA_ML_XGB.git
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and time for the XGBC. Configuration 1 has a highest focus in the accuracy
(Table 1). It had, as expected, the best accuracy at 76%, but the worst time at
266.99 s. For configuration 2, we slightly increased both time and energy rele-
vance. Results had a significant drop in the time and a reduction of only one
percentage point in the accuracy. Configurations 3 and 4 also show reductions
in time, even though not as much as configuration 2, which had a smaller loss
in accuracy. Configuration 5, which has high relevance to time, had the worse
accuracy at 70.9%. It had the best time, only 26.28, less the 10% of the time
of configuration 1. These results show the ability of GA to multi-objective opti-
mization, even allowing for to definition of priorities. Furthermore, it is possible
to see that the GA manages to optimize for the defined criteria.

Fig. 3. Comparison of the Accuracy and Time for the XGBoost for classification.

In Fig. 4 it can be seem the the energy had the same behavior as the time.

Fig. 4. Comparison of the accuracy and energy for the XGBoost for classification.

Figure 5 shows the comparison between the MSE and time for the XGBR,
and Fig. 6 the MSE and Energy. The best time and energy were obtained in
configuration 1, while the best MSE was obtained by configuration 2.
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We compared these results with the work of [2] which trained XGBoost with
the Higgs Boson dataset with 11 million examples searching by energy savings.
We compared our results with the experiment of [2] with the default parameter
of XGBoost, and also the configuration which obtained the highest accuracy. The
configuration with the best accuracy achieved the same accuracy result as our
configuration 1. However, their result was obtained in a shorter time (223.86 s
in comparison with the 266.994 of ours and energy consumption of 13095.18J to
16429.67). For the default configuration, the accuracy of [2] was 74% with a time
of 108.36 s and energy of 5647.08 J. Compared to our configuration 2 had the
closest accuracy at 75%, but the total time was 56.143 s and energy 2803.16 J.
It is about half of time and energy consumption.

Fig. 5. Comparison of the accuracy
and time for the XGBR.

Fig. 6. Comparison of the accuracy
and energy for the XGBR.

Our results did not compare with other AutoML frameworks or GA
approaches since it was not possible to find other works that implement multi-
objective optimization evaluating energy and time in addition to precision.

6 Final Considerations

In this work, we designed, implemented, and evaluated a multi-objective opti-
mization centered on Green AI, searching for an AI that is more environmen-
tally friendly. It was implemented through GA using workflow and operators
specially developed for this problem to be part of an AutoML solution. We per-
formed the experimental set for HPO+AO joint optimization for the XGBoost
algorithm for classification and regression tasks. Although the GA was evalu-
ated using XGBoost, the workflow and some operators were designed to be used
for ML models in general. The initial results showed our solution’s effectiveness
for multi-objective optimization using XGBoost. In addition, some experiments
enable significant energy savings compared to manual hyperparameter tuning
when searching for the same objectives. For future work, we are evolving this
GA to include HPO+NAS for CNN model.

Acknowledgements. This work is funded by Faperj, CAPES and LNCC-MCTI.
Projects GreenAI 21-CLIMAT-07 and SUSAIN Inria Associated Teams.
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Abstract. Static node embedding algorithms applied to snapshots of
real-world applications graphs are unable to capture their evolving pro-
cess. As a result, the absence of information about the dynamics in these
node representations can harm the accuracy and increase processing
time of machine learning tasks related to these applications. We pro-
pose a biased random walk method named Evolving Node Embedding
(EVNE), which leverages the sequential relationship of graph snapshots
by incorporating historic information when generating embeddings for
the next snapshot. EVNE learns node representations through a neu-
ral network, but differs from existing methods as it: (i) incorporates
previously run walks at each step; (ii) starts the optimization of the cur-
rent embedding from the parameters obtained in the previous iteration;
and (iii) uses two time-varying parameters to regulate the behavior of
the biased random walks over the process of graph exploration. Through
a wide set of experiments we show that our approach generates better
embeddings, outperforming baselines in a downstream node classification
task.

Keywords: Node embeddings · Evolving graphs · Representation
learning

1 Introduction

Real-world data and processes are often modeled as graphs, since these abstrac-
tions can express the relationships between entities of interest in an intuitive
and useful way. In many real networks, access to data associated to nodes and
edges is often difficult and/or costly. For this reason, it is not uncommon that,
at all times, a large fraction of the data we desire to model is unobserved. In
most cases, data is acquired through some sort of online search or exploration of
the graph, which can be seen as an evolving process that increases the available
knowledge about the network as the search progresses. At each step, information
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about topology, nodes and edges is collected, but the full knowledge may never
be attained [11].

In this work, we focus on addressing issues that arise with evolving graphs [7]
whose network topology is partially unknown throughout the graph exploration.
In this scenario, we start from a small set of nodes and edges and, at each step of
the search (i.e. network snapshot), nodes and edges may be added or removed.
As an example of evolving graphs, we have the process of spreading fake news
on social media [17]. In this context, imagine that a few Twitter users post an
initial tweet with fake news. Each of these users would then be modeled as a
node in the graph, which is composed only by nodes in the beginning of the
evolving process. After some time, other Twitter users start to post or retweet
the same fake news. In this case, users posting the fake news are modeled as new
nodes in the network and users retweeting the fake news are not only modeled
as new nodes but also create an edge with the users from the original tweet. As
the dissemination of the fake news goes on, the graph keeps growing with the
addition of new nodes and edges.

Several machine learning methods have been developed for graph data in the
past few years, mostly for tasks involving predictions over nodes and edges [3],
by improving node and graph learning representations. Effective representations
can improve both these types of predictions and the performance of downstream
machine learning algorithms [1]. Also, graph embeddings were proven to be an
excellent alternative for graph representation [1]. Graph embedding is a frame-
work for building low dimensional representations of the entire graph, or parts of
it, e.g. nodes, edges and sub-graphs, while preserving structural information and
graph properties. In this work, we focus on node embedding techniques, which
aim to represent each node as a d-dimensional feature vector (d is an input) that
accurately captures its relationships to other nodes [1].

Although there is wide variety of node embedding approaches for static
graphs [5,12,13] (see Sect. 2), all of the methods mentioned assume that the
graph topology is fully observable and static (i.e., does not change over time).
In the scenario where the graph evolves, applying one of these methods to gener-
ate node embeddings consists of running it on snapshots taken from the network.
In this case, each snapshot and respective embedding represents an independent
network. This approach disregards the fact that each snapshot may contain
relevant information about the next, and that incorporating past information
into the learning procedure could improve the accuracy of downstream infer-
ence tasks. Moreover, the resources spent in computing previous embeddings
are entirely wasted. As a result, this approach leads to decreased performance
in machine learning tasks mainly due to the characteristic of adding or remov-
ing nodes and edges of growing graphs, which directly impacts on the stability
of the generated embedding. Aiming to fill this gap, we provide the following
contributions:
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1: We propose a technique named Evolving Node Embedding (EVNE), which
instead of learning the node embeddings in each snapshot from scratch, incre-
mentally builds the embedding at time t from the embedding at time t − 1.
2: We conduct an experimental study to evaluate the quality of the embeddings
obtained for an evolving graph by EVNE in comparison to those obtained by
state-of-the-art methods.
3: We evaluate the embeddings based on their performance on node classification
tasks, using four different network datasets. We also conduct an ablation study
to show the impact of each of the new mechanisms incorportated into our model.

Our results show that EVNE generates better embeddings in a downstream
node classification task when compared to node2vec and the other baselines in
almost all scenarios, with gains up to 20%.

2 Related Work

Node embedding techniques have become the standard feature engineering
paradigm for node representation in graphs [1], as they provide low dimen-
sional representations of large adjacency matrices. The remainder of this section
discusses the methods for two classes of node embedding methods: static and
dynamic.

Static Node Embeddings: The first methods for static node embeddings were
proposed in the past decade. We select 3 of these methods which will be used as
baselines in our experiments: DeepWalk [12], LINE [13], and node2vec [5].

DeepWalk is an unsupervised feature learning model that learns latent rep-
resentations of nodes in a network using information obtained from truncated
random walks. It captures the structure of the graph regardless of node label
distributions, allowing the same representation to be used across various clas-
sification problems. LINE, in turn, creates an embedding of large graphs while
preserving their local and global structures, defined respectively in terms of first-
order and second-order proximity. The model learns similar representations for
nodes with high first and second order proximities.

Node2vec uses biased random walks to learn a low-dimensional embedding
of a graph, preserving the neighborhoods of nodes, in a semi-supervised fash-
ion. The model uses walks to relate nodes that belong to the same community
(homophily) or nodes that play similar structural roles in the network (structural
equivalence). These concepts define similarity in node2vec.

The methods described above have been developed for static graphic sce-
narios where the graph topology is completely observable upfront. Previous
works have applied methods for generating static embeddings to evolving graph
datasets. In this case, an embedding is generated for each snapshot of a network
[2] that is treated by the algorithm as an independent network, not leveraging
any information regarding the evolution of the network.

Dynamic Node Embeddings: Dynamic node embedding have been proposed
as extensions to originally designed for static embeddings in order to capture the
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temporal evolution of real-world networks. The main idea behind these methods
is to update the embeddings using information from the previous embeddings
along with information from the current state of the graph [2].

Various methods proposed for generating embeddings in dynamic graphs are
based on random walks and adapted to work with dynamic networks, including
dynnode2vec [9] and HIN–DRL [10]. However, such approaches do not outper-
form the standard node2vec in well-know dataset (for more details, refer to
[15]). The most of the recent methods are based on deep learning techniques,
particularly, dyngraph2vec [2] and GraphSAGE [6]. Although they present com-
petitive results in machine learning tasks when compared to static counterparts,
the applicability of deep neural networks and deep autoencoders is restricted to
graphs that are large enough to allow for learning a large number of parameters
without overfitting.

Our Contributions. Unlike previous works, EVNE is a viable alternative for
networks that evolve from very small graphs. As the method does not rely on
deep learning architectures, it is possible to learn useful embeddings regardless
of the graph size. EVNE updates the embeddings using information from the
previous embeddings together with information from the current state of the
graph without starting from scratch, as traditional dynamic node embeddings
do. In sum, we explore the sequential relationship between graph snapshots by
incorporating information from past snapshots into the generation of the embed-
ding corresponding to the current snapshot. EVNE can handle small and large
graphs with the addition and removal of nodes and edges. Table 1 highlights
the most important differences among the main baselines for node embedding
generation and EVNE.

Table 1. Comparison of baselines for node embedding generation. ∗ refers to methods
such as [2,4,6,8,14].

DeepWalk LINE Dyn. DNN∗ node2vec EVNE

Fits to evolving graphs - - ✓ - ✓

Works with small graphs ✓ ✓ - ✓ ✓

Explor.-exploit. trade-off - - - ✓ ✓

Stable - ✓ - ✓ ✓

Scalable ✓ ✓ ✓ ✓ ✓

3 Evolving Node Embedding

Let G = (V,E) be a graph where V is the set of nodes and E is the set of edges.
We define a discrete evolving network as a sequence of graphs G = {Gt}T

t=1, in
which Gt = (Vt, Et) is the network snapshot at exploration step t = 1, . . . , T .

Given G, a node embedding is a mapping function f from nodes to fea-
ture vector representations, f : V → R

d, for some d � |V |. The function f is
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defined so that a similarity measure (e.g., cosine similarity) between f(u) and
f(v) encodes some notion of proximity between u, v ∈ G. As a slight abuse of
notation, we denote by ft (Gt) ∈ R

|V |×d the embedding matrix of all nodes in
Gt. Hence, for evolving networks, we have F = {f1, f2, · · · , fT } as a series of
(|Vt| × d)-dimensional matrices, where ft is the graph embedding matrix for Gt.

EVNE is an evolving node embedding algorithm that can be applied to both
small and large evolving networks. We consider evolving graphs that start rela-
tively small and evolve by the addition or removal of new nodes and edges, as in
our fake news scenario described in Sect. 1. The purpose of EVNE’s embedding
is to (i) preserve the aggregation of local and global structural characteristics
from the exploration of the graph; (ii) account for information about the evo-
lution of the network; and (iii) avoid the typical process of visiting and storing
information about all network snapshots.

EVNE’s challenge is to update the embedding for Gt from the embedding
generated for Gt−1. Particularly, EVNE extends node2vec to handle evolving
networks through three new mechanisms that allow for an evolving representa-
tion learning: (i) it concatenates the previous iteration’s biased random walks to
the current iteration’s walks; (ii) it loads the previous snapshot’s embeddings as
the initial weights of the extended Skip-Gram model; and (iii) it uses a strategy
for varying parameters p and q throughout the iteration over the snapshots.

In contrast to mechanism (i), in the original node2vec, random walks are inde-
pendently generated for each time step, rendering it unable to capture temporal
patterns across graph snapshots. To address this issue, we use both the walks
sampled in step t − 1 and those sampled in step t when learning the embedding
for Gt. This mechanism enables the inclusion of additional structural information
identified in the previous step in the current embedding generation, improving
structural knowledge and adding dynamic information to the embeddings gener-
ated by EVNE. Mechanism (ii) changes the way we start the training phase of
Skip-Gram. The original Skip-Gram initializes the learning process from a vec-
tor of random weights. Instead, we initialize the weight vectors at time t using
embeddings generated at time t − 1. This allows EVNE to capture structural
changes in network nodes that were previously seen.

node2vec provides a flexible notion of neighborhood through the use of biased
random walks that interpolate between a BFS and a DFS-like behavior. This
interpolation is governed by two parameters: the return parameter p controls
how far from the source node the walk will go, by defining the likelihood of
returning to a node that was visited in the previous step; the in-out parameter q
directs the walk towards nodes that are further away from the source. Random
walks are in turn used to define the neighborhoods of the nodes by feeding the
sequences of visited nodes to an extension of the Skip-Gram model [5].

We modify the original p and q parameters to change their values dynami-
cally, allowing the balance between BFS and DFS biases to change over time.
At the beginning, when the graph is small, we weaken the DFS behavior, rein-
forcing the BFS bias. Conversely, when the observed network becomes larger,
EVNE reinforces the DFS bias in order to explore a larger region of the graph,
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while dimming the BFS behavior. This change can improve the quality of the
embeddings by making the exploration more consistent over time, based on the
size of the graph.

We define the values of p and q in two ordered lists of values (P and Q),
used as input to the algorithm. We start by creating the lists P and Q with all
possible values p and q can assume during the network evolving process. Then,
p and q will change over time according to the total number of iterations and
size of the lists P and Q maintaining uniform intervals, so as to keep changes
equally spaced in time. This means that, for example, if a network is observed
for 200 timestamps and we have 4 different values for p in the input list P, then
the initial value will be set at iteration 0 and updated at iterations 50, 100 and
150. We opted for specifying the sequence of values for p and q to keep total
control of the experimental process and ease of reproducibility.

In addition, in a scenario where nodes or edges are deleted, EVNE sup-
presses the representation of removed nodes and updates the representation of
nodes kept in the graph. Moreover, the walks and valid weights from previous
iterations are fed to the Skipgram model. Thus, structural changes in the graph
associated with the removal of nodes/edges would be captured during EVNE’s
representation update, a process analogous to the expansion of the graph.

EVNE’s Algorithm: Algorithm 1 presents EVNE. It receives as inputs a set
of snapshots G = {Gt}T

t=1, the embedding dimension d, the number of random
walks r to be sampled per node, the walk length �, the context window size for
Skip-Gram k and the list of values for parameters p and q, P and Q. It outputs
a sequence of node embeddings E = {Gt}T

t=1, one for each graph Gt. When
processing snapshot t, pt and qt are set as the

⌈
t
T L

⌉
position on the lists P and

Q, where L = |P| = |Q|. At step t, the transition probability matrix Πt – which
governs the random walks – is initialized according to pt, qt and Et. Next, for
each node u ∈ Vt, we sample r walks of length � per node using node2vec’s biased
random walk with transition probabilities given by Πt (line 8). These walks are
stored in curWalks (line 9). Then, using stochastic gradient descent to minimize
Skip-Gram’s loss function, we obtain embedding ft for snapshot Gt using both
prevWalks (from t − 1) and curWalks (from t), initializing the representations
of all nodes observed in t−1 as ft−1 and those for new nodes, randomly (line 12).
Last, we append ft to the list Et and update prevWalks (line 13).

It is noteworthy that the mechanisms implemented to modify node2vec in
order to build EVNEdo not change the asymptotic complexity of node2vec.
Thus, EVNEis as fast as node2vec. However, our task is different from the
traditional task of node2vec, as our networks evolve over time. Thus, running
EVNE is faster than running node2vec for each step of the evolving process.

4 Experimental Analysis

We analyze EVNE using 5 datasets representing undirected and unweighted
networks. Although our experiments focus on undirected networks, EVNE’s
execution generalizes and presents the same behaviour for both undirected and
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Algorithm 1: Evolving Node Embedding Algorithm
Data: G = {Gt}T

t=1: list of graph snapshots, d: embedding dimension, r: walks per node, �:
walk length, k: context size, start values for p and q

Result: F = {ft}T
t=1: list of embedding matrices for network snapshot

1 prevWalks = ∅; // stores walks from previous snapshot
2 for Gt = (Vt, Et) ∈ G do
3 pt = P[ceiling(|P|t/T )]; qt = Q[ceiling(|Q|t/T )];

/* initialize Πt to cache RW transition probabilities */
4 Πt = initTransitionProbMatrix(pt, qt, Et);
5 curWalks = ∅; // stores walks from current snapshot
6 forall u ∈ Vt do
7 forall i ∈ 1, . . . , r do
8 walks = sampleNode2vecWalk(Et, Πt, u, �);
9 append walks to curWalks

10 end
11 end
12 ft = SGD(k, d, prevWalks ∪ curWalks, ft−1);
13 append ft to E; prevWalks = curWalks;
14 end

directed networks. We choose to apply our method to only undirected networks
due to the high complexity associated with the growth in the number of edges
in this scenario. The classification task is defined by choosing one node sub-
population of interest and defining them as targets and the remaning nodes as
non-targets, yielding highly unbalanced classes. Table 2 summarizes the network
characteristics of each dataset.

Table 2. Description and basic statistics of each network. “Targets” refers to the sub-
population of interest, |G| is the number of snapshots, |V| |E| are the number of nodes
and edges in the last snapshot, respectively, and |V+|/|V|% is the percentage of target
nodes in the last snapshot of the network.

ID CS DBP DC KS WK

Dataset CiteSeer DBpedia DonorsChoose Kiskstarter Wikipedia
Nodes Papers Places Donors Donors Wikipages
Edges Citations Hyperlinks Co-donors Co-donors links
Targets Top venue adm.regions P donors DFA donors OOP pages
|G| 1482 677 133 680 377
|V| 3825 4931 677 18644 4536
|E| 31984 44204 7406 439970 39302
|V+|/|V|% 41.38 14.72 8.27 7.89 4.47
#SH 1482 677 133 680 379
#BFS 832 39 10 107 133

Graph Snapshots: The evolving networks were modeled as a sequence of
graph snapshots representing consecutive observation steps. We consider snap-
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shots generated by two different network search algorithms: Selective Harvesting
(SH) [11] and a modified version o Breadth-First Search (BFS).

SH performs a type of online network search. The goal of SH is to maximize
the number of nodes found, belonging to a certain target subpopulation, given a
partial view of the graph and assuming the cost to query node labels is high. It
covers scenarios where good temporal embeddings for nodes could boost perfor-
mance in a given machine learning task. SH resembles a DFS, with the addition
of a guiding procedure, which decides which node to query next. Figure 1(left)
illustrates two consecutives steps of SH execution. On the left snapshot, three
nodes (black) have already been queried for labels. Four other nodes (gray) are
known but unqueried and the remaning nodes (white) are still unknown at this
point. Solid edges represent the known graph structure in this step, dashed edges
are still unseen. In the next snapshot, on the right, a node is queried for its label,
also revealing its outgoing edges and neighboring nodes. Nodes above the traced
line are included in the current snapshot.

The second algorithm modifies the BFS original search procedure in order
to explore one node of the same level at each query. Figure 1(right) illustrates
an example of two consecutives steps of BFS procedure execution. On the left,
the gray nodes compose the current exploration queue. Each query removes one
node from the queue, turning it to black and revealing its connections. Figure 2
shows the growth in number of observed nodes and edges, respectively, across
snapshots for SH’s and BFS.

Fig. 1. Example of two consecutives steps of Selective Harvesting (left) and BFS
(right). Black, gray and white colors represent queried, unqueried and unknown nodes
respectively. Solid and dashed lines represent known and unknown edges.

Fig. 2. Node and Edge counts for each dataset through the snapshots for SH’s (top)
and BFS (bottom) search procedure.

The number of snapshots varies for each search procedure. As the search
begins from a random node, the neighborhood exploration differs for each node.
The last two rows in Table 2 presents the number of generated snapshots for
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both SH’s and BFS. For reproducibility, all graph snapshots used in this work
are publicly available1.

Experimental Setup for Node Embedding Generation: We obtain node
embeddings for each of the snapshots of the 5 networks using 4 static node
embedding models as baselines, namely DeepWalk, LINE1st, LINE2nd (1st and
2nd order, respectively), and node2vec. The embeddings were trained with 128
dimensions. DeepWalk and node2vec have three common parameters: size of the
context window d and number r and length � of the random walks. These were
set to their default values: (d = 80, r = 10, � = 80). Node2vec’s in-out parameter
p and the return parameter q were both set to 1.

We tested all variants of our method using the same parameters as
node2vec’s. The only difference is the value of the parameters p and q, which
are static in node2vec and adaptive in our methods. We designed a strategy for
changing these parameters as a function of the knowledge about the network.
We define the start values for Q = 4 and P = 0.25. We increase P and decrease
Q by a factor of 2 at every 1

5 of the total number of snapshots.

4.1 Node Classification Task

Our experimental study focuses on the node classification task. We use the node
embeddings generated for each snapshot and the corresponding node labels to
train a classifier along the graph evolution process. We consider 4 standard
classifiers, namely Adaboost (AD), Logistic Regression (LG), Naive Bayes (NB)
and Random Forest (RF). Classifiers were run with their default parameters,
since the goal is to compare the embedding techniques. The performance of
each combination dataset × embedding technique × classifier was computed over
5 executions of a 10-fold cross-validation procedure, each corresponding to a
sequence of snapshots obtained from a different initial node. Macro-F1 was used
as the evaluation metric.

Also, to provide a holistic assessment of the embeddings, we compute two
evalutation metrics that account for all executions over all datasets used in the
experimental study: Mean Penalty (MP) and Mean Rank (MR). These metrics
were proposed in [16] as a simple and intuitive way of comparing ensemble meth-
ods. Lower values for these metrics imply better performance. We computed a
value of MR and MP for each classifier, and present the sum of all values.

Let Re,d be the rank of embedding method e on dataset d ∈ D, where D is the
set of all datasets we run a classifier. The Mean Rank of embedding method MRe

is given by MRe =
∑

d∈D Re,d

|D| . Let E be the set of embedding methods and Se,d

be the score achieved by embedding method e on same dataset d for a classifier.
The Mean Penalty MPe is given by MPe =

∑
d∈D max(Se′,d)−Se,d

|D| ; e′ ∈ E.

Mean Rank determines which embedding yields the best results more often.
Mean Penalty, in turn, identifies embeddings that are robust and consistent to
changes in datasets and classifiers through the evolution process. By robustness,

1 EVNE implementation and all the datasets, snapshots, generated embedding and
results are available at: Here.

http://afterthepublication.com/EVNE
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we mean the method should have small variations of Mean Penalty values across
different datasets and classifiers. By consistency, a robust method should also be
consistent over time regardless of changes in the network’s evolution scenario.

Best Static Embedding Method: We evaluate whether node2vec overper-
forms standard baselines DeepWalk, LINE1st and LINE2nd. Also, we provide
results to identify the method with best robustness and consistency, in the node
classification task. Figure 3 presents the results of Mean Rank and Mean Penalty
for all 5 datasets and each classifier. The results are presented for different iter-
ations steps of the evolution process, namely 25%, 50%, 75% and 100% of the
total number of steps. Figure 3b shows that, for BFS, node2vec outperforms all
other methods except at the first search stage. Also, node2vec’s performance is
superior to LINE1 and LINE2 in all cases. For SH, node2vec outperforms LINE2
in all cases, LINE1 in 2 cases and Deepwalk in 1 out of 4 cases. Thus, we con-
clude that node2vec works best for BFS. For SH, Deepwalk yields competitive
results when compared to node2vec. Figure 3b presents the Mean Penalty results
for each baseline and search procedure. Note that the methods’ performance is
consistent across classifiers and iteration steps. Node2vec achieves lower values of
Mean Penalty in 5 out of 8 cases. From the results discussed above, we find that
node2vec displays great robusteness across datasets and classifiers, and great
consistency over time.

EVNE’s Performance: EVNE introduces three new mechanisms to node2vec.
In order to understand the impact of each, we analyze all seven combinations
of these mechanisms. Combinations are referred to by the following acronyms:
dpq for dynamic p and q parameters, rw for the evolving random walks, wgt for
initializing weights using those of previous snapshots. Combinations that include
2 mechanisms are denoted by their acronyms separated by a “+”, whereas those
including the 3 mechanisms are denoted by all.

Fig. 3. Results of Mean Rank (left) and Mean Penalty (right) for all datasets on all
classifiers, regarding 4 iteration steps and 2 search methods (BFS and SH). Dw, l1, l2
and n2v represent, respectively, DeepWalk, LINE1st, LINE2nd and node2vec. Lower
values represent better performance.



Evolving Node Embeddings for Dynamic Exploration of Network Topologies 157

In Fig. 3a, the results of the BFS indicate that in each iteration step, at
least one variation of EVNE embeddings presents better performance com-
pared to the baselines. For the SH search, we find the same behavior, except at
stage 100%, where node2vec outperforms all seven combinations of EVNE . In
short, EVNE substantially outperforms all baselines in 7 out of 8 cases. Also,
we observe that EVNE variations dpq+wgt and rw+wgt perform better than
the other variations for BFS. In addition, dpq+wgt outperforms all baselines
in all 4 scenarios (BFS and SH for both mean rank and mean penalty metrics).
Regarding the SH search, EVNE variations dpq+wgt, rw and wgt perform better
than the other variations. Additionaly, variations dpq+wgt and wgt outperform
node2vec in 3 out of 4 scenarios.

From these analysis, we highlight 3 key facts: (i) If we choose the same
classifier for both EVNE and node2vec, regardless of which, at least one of
EVNE’s variations outperforms node2vec. This result suggests that EVNE’s
performance results are not biased by the choice of the classifier, (ii) the mech-
anisms of EVNE are responsible for improving node classification performance
in evolving scenarios, and (iii) EVNE wgt is the variation with the best results
considering all iteration steps. In addition, in a general representation scenario,
EVNE wgt is the best variation of the proposed model.

EVNE’s Robustness: We analyze the Mean Penalty results to assess the
consistency and robusteness of all EVNE variations and node2vec over time.
Figure 3b presents the results of Mean Penalty for all EVNE variations and all
baselines. Two interesting facts: (i) the mean penalty values are very low for both
BFS and SH, which indicates great robustness of the proposed method variants;
(ii) EVNE is more robust than the baselines evaluated. The similar values of
Mean Penalty observed at different iteration steps indicate that changes during
the evolution of the network do not interfere with the consistency of the method
over time. In particular, we observe that our method and its variations are more
consistent than the other baselines.

The Effect of the Modifications on node2vec Over Time: From Fig. 3, we
observe that leveraging information on the network evolution process through
each of EVNE’s mechanisms can have a positive impact on the node classi-
fication performance for all classifiers. Our analysis shows two main results: (i)
most of EVNE’s variants outperform all baselines w.r.t. Macro-F1 based on the
Mean Rank evaluation; and (ii) EVNE provides results that are more robust
and methods more consistents throughout the network evolution process.

For a more in-depth anaylisis of modifications over time, we analyze how the
aggregation of evolving information affects the node classification performance
during the exploitation process when compared to the baselines, we quantify
this effect at different points of the evolving process. To provide an overview of
EVNE ’s performance, we show, in Fig. 4 the Macro-F1 values for all classifiers
though all stages of the evolving process, for both BFS (upper) and SH (bottom)
search method. The results of Macro-F1 for the BFS search are generally lower
than the values of Macro-F1 for the SH search process. In addition, the values
of Macro-F1 tend to increase over time for both BFS and SH search. Also from
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Fig. 4, for both SH and BFS, the variations dpq, dpq+wgt and wgt tend to provide
the best results, while the variation all tends to provide lower values of Macro-F1
for both BFS and SH search process. EVNE is a skip-gram model, based on
biased random walks. There are some random features inherent in the model.
These characteristics may be responsible for causing variations in the results
of EVNE variants. In a general scenario, EVNE wgt is the best variation
of the proposed model, showing better results than node2vec and the other
EVNE variations in most cases, for both BFS and SH search process.

Fig. 4. Mean absolute Macro-F1 results of node2vec and the seven variations of
EVNE, by classifier and search method, at all iteration steps.

5 Final Remarks

This work proposed EVNE, a new node embedding technique that learns repre-
sentation vectors from evolving networks. Our proposals to EVNE are generic
enough to be applied to all SGNE and Random Walks based methods in a
dynamic setting. EVNE yields embeddings capable of adapting to structural
changes that take place in evolving graphs. Experimental analysis showed that
it generated better embeddings in a downstream node classification task, where
our embeddings achieved better performance than the other static methods in
most cases. There are several directions of future work. We plan to improve
the generation of the time-varying parameters with a dynamic adaptation strat-
egy. We also plan to use EVNE representations in a hybrid scenario where
an evolving graph becomes large enough that a deep learning method can be
applied.
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Abstract. Kernel density estimation (KDE) is one of the most widely
used nonparametric density estimation methods. The fact that it is
a memory-based method, i.e., it uses the entire training data set for
prediction, makes it unsuitable for most current big data applications.
Several strategies, such as tree-based or hashing-based estimators, have
been proposed to improve the efficiency of the kernel density estimation
method. The novel density kernel density estimation method (DMKDE)
uses density matrices, a quantum mechanical formalism, and random
Fourier features, an explicit kernel approximation, to produce density
estimates. This method has its roots in the KDE and can be considered
as an approximation method, without its memory-based restriction. In
this paper, we systematically evaluate the novel DMKDE algorithm and
compare it with other state-of-the-art fast procedures for approximating
the kernel density estimation method on different synthetic data sets.
Our experimental results show that DMKDE is on par with its competi-
tors for computing density estimates and advantages are shown when
performed on high-dimensional data. We have made all the code avail-
able as an open source software repository.

Keywords: Density matrix · Random fourier features · Kernel density
estimation · Approximations of kernel density estimation · Quantum
machine learning

1 Introduction

In many applications we have a finite set of data and we would like to know
what probability distribution has generated the data. From the point of view of
statistical inference, this problem has played a central role in research and has
inspired many methods that are based on the use of the density function. Also
in machine learning there are many methods base on density estimation, such as
anomaly detection methods [16], generative models [15], agglomerative clustering
[18], spatial analysis [4], sequence-to-sequence models [22], among others.

Making certain assumptions on the probability model that generated the data
leads to parametric estimation. Another common approach is non-parametric
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estimation. The most representative non-parametric method is called Kernel
Density Estimation (KDE) [21,25] and can be understood as a weighted sum
of density contributions that are centered on each data point. In this method,
one has to choose a function called kernel and a smoothing parameter that con-
trols the dispersion of the estimate. Given n as the number of training data
points, direct evaluation of the KDE on m test data points requires O(mn) ker-
nel evaluations and O(mn) additions and multiplications, i.e., if the number of
training n is sufficiently large, similar to the number of m test points, its com-
plexity is quadratic. This makes it a very expensive process, especially for large
data sets and higher dimensions as stated in [10]. One approach to the problem
of scalability of KDE focuses on finding a fast approximate kernel evaluation.
According to [27], we can identify three main lines of work: space partitioning
methods, random sampling, and hashing-based estimators. In the Subsect. 3 we
elaborate on each type of approximation. In [9], a novel KDE approach using
random Fourier features and density matrices was proposed, which appears to
be a promising way to scale up the KDE. This method uses an explicit Gaussian
kernel approximation and a density matrix to produce density estimates. A more
detailed explanation can be found in the Subsect. 2.3.

The goal of this paper is to compare, within a statistical experimental
setup, several fast KDE implementations that are based on famous theoreti-
cal approaches for kernel density estimation approximation, including DMKDE,
all the code is available as an open source software repository [8]. The paper is
organized as follows: Sect. 2 covers the background of random features, kernel
density estimation; Sect. 3 presents some methods for kernel density estimation
approximation; Sect. 4 presents the experimental setup and systematic evalu-
ation, where seven synthetic data sets are used to compare DMKDE against
other KDE approximation methods. This section shows that DMKDE outper-
formed other KDE approximation methods in terms of time consumed to make
new predictions; finally, Sect. 5 discusses the conclusions of the paper and future
research directions.

2 Background and Related Work

2.1 Kernel Density Estimation

The multivariate kernel density estimator at a query point x ∈ R
d for a given

random sample X = {xi}n
i=1, where n is the number of samples drawn from an

unknown density f , is given by

f̂(x) =
1
n

n∑

i=1

|h|−1/2k
(
h−1/2 (x − xi)

)
(1)

where H is the d×d bandwidth matrix, which is positive definite and symmetric
and k : Rd → R≥0 is the kernel function. Defining kh(u) = |h|−1/2k

(
h−1/2u

)

we can write 1 as

f̂(x) =
1
n

n∑

i=1

kh (x − xi) (2)
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Throughout the paper we will work with the rescaled multivariate KDE ver-
sion written in the Eq. 2. We will also assume that h = σ2Id where σ2 represents
the bandwidth in each dimension, Id is the d× d identity matrix, and the kernel
will be Gaussian expressed by

Kγ(x,y) = (2π)−d/2 exp
(−γ||x − y||2) . (3)

where γ = 1/(2σ2).
All of these assumptions lead to the functional form

f̂γ,X(x) =
1

n(π/γ)
d
2

n∑

i=1

e−γ‖x−xi‖2
(4)

of the KDE estimator for a query point x ∈ R
d where we define γ = 1

2σ .
Kernel density estimation has multiple applications some examples include:

to visualize clusters of crime areas using it as a spatio-temporal modification
[18]; to assess injury-related traffic accidents in London, UK [1], to generate
the intensity surface in a spatial environment for moving objects couple with
time geography [6]; to make a spatial analysis of city noise with information
collected from a French mobile application installed on citizens’ smartphones
using their GPS location data [11]; to generate new samples from a given dataset
by dealing with unbalanced datasets [12]; to process the image by subtracting
the background in a pixel-based method [14]; to propose an end-to-end pipeline
for classification [13]; to propose a classification method using density estimation
and random Fourier features [9].

2.2 Random Fourier Features

Using random Fourier features (RFF) to approximate kernels was initially pre-
sented in [23]. In this method, the authors approximate a shift invariant kernel
by an inner product in an explicit Hilbert spaces. Formally, given a shift invariant
kernel k : Rd × R

d → R they build a map φrff : Rd → R
D such that

k(x, y) ≈ φrff(x)∗φrff(y) (5)

for all {x,y} ⊆ R
d, and in the case of the Gaussian kernel the mapping is defined

as follows
φrff(x) =

√
2 cos(ω∗x + b) (6)

where w is sampled from N (0, ID) and b is samples from Uniform(0,2π). The
main theoretical result supporting 5 comes from an instance of Bochner’s the-
orem [26] which states that a shift invariant continuous kernel is the Fourier
transform of a nonnegative probability measure. This methodology suggests that
we can compute shift-invariant kernel approximations via a sampling strategy.
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2.3 Quantum Kernel Density Estimation Approximation

The central idea of the method density matrix kernel density estimation
(DMKDE), introduced by [9] and systematically evaluated in [7], is to use density
matrices along with random Fourier features to represent arbitrary probability
distributions by addressing the important question of how to encode probability
density functions in R

n into density matrices. The overall process is divided into
a training and a testing phases. The training phase is defined as follows:

1. Input: a set of n d-dimensional samples x1, · · · ,xn, D number of random
Fourier features and a bandwidth parameter γ ∈ R

2. Sampling of the vector w and b as explained in Subsect. 2.2
3. Mapping: compute the random Fourier feature vector for each data point as

explained in Eq. 6.
4. xi as zi = φrff(xi)
5. Compute a density matrix as ρ = 1

n

∑n
i=1 ziz

T
i

The testing phase is as follows:

1. Apply step 3 to each testing data point.
2. The density estimation of a testing point x is calculate using the Born’s rule

f̂ρ(x) =
φrff(x)T ρφrff(x)

Z
where the normalizing constant is: Z = (π/(2γ))d/2

Note that this algorithm does not need to store each training data point,
but a square matrix whose dimensions are equal to D × D suffices computed in
step 5. Moreover, the time consumed in estimating a new data point does not
depend on the training size. The ρ-density matrix is one of the main building
blocks used in quantum physics to capture classical and quantum probability in
a given physical system. This formalism was conceived by [28] as the foundation
of quantum statistical mechanics. The density matrix describes the states of the
quantum system and explains the relationship between the pure state and the
mixed states of the system. Define the quantum state of a system in pure state
as ψ. Then the ρ-density matrix for the pure state ψ is defined as ρ := |ψ〉〈ψ|.
Let us now consider a quantum ensemble system of n systems (objects) that are
not in the same state. Let pi := ni/n where ni is the number of systems that
are in state |ψi〉 and

∑
ni = n. Therefore, the mixed density matrix is defined

as ρmix =
∑

i piρ
pure
i =

∑
i |ψi〉〈ψi|.

A matrix factorization of the ρ-matrix simplifies the computation of the
matrix as ρ = V ∗ΛV , where V ∈ R

r×D, Λ ∈ R
r×r is a diagonal matrix and

r < D is the reduced rank of the factorization. Thus, using this matrix factoriza-
tion, the method called DMKDE-SGD is expressed as: f̂ρ = 1

Z ||Λ1/2V φrff(x)||2.
This method reduces the time required for a new density to O(Dr).
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3 KDE Approximation Methods

Fast density estimation methods are of paramount importance in several appli-
cations, as shown above in Subsect. 2.1. There are four main approaches for fast
kernel density estimation approximation. First, space partitioning methods do
not work well in high dimensions and make use of geometric data structures to
partition the space, and achieve speedup by limiting the contribution of data
points to the kernel density using partitions. Second, random sampling focuses
on randomly sampling the kernel density and gives good results in high dimen-
sions. Third, the most recent methods and the most promising state-of-the-art
tools are hash-based estimators for kernel density estimation, in which a hash
structure is used to construct close distance boxes that allow the calculation of
few distances in the prediction step [2]. Here, a sampling scheme is used, where
points are sorted into buckets thanks to a hash function whose main objective
is to send similar objects to the same hash value. Finally, the novel DMKDE
as explained above in Sect. 2.3 can approximate kernel density estimation. The
following algorithms including DMKDE are used in the experimental setup.

– Tree kernel density estimation (TREEKDE): the density approximation is
obtained using the partitioning of the space through recursive segmentations
of the space into smaller sections. By obtaining the partition, we can approx-
imate the kernel of a specific point by traversing the tree, without having to
explicitly evaluate the kernel function [17].

– Kernel Density Estimation using k-dimensional Tree (KDEKDT): this
method addresses the k-nearest neighbor problem using a kd-tree structure
that generalizes two-dimensional Quad-trees and three-dimensional Oct-trees
to an arbitrary number of dimensions. Internally, it is a binary search tree that
partitions the data into nested orthotopic regions that are used to approxi-
mate the kernel at a specific point [3].

– Kernel Density using Ball Tree (KDEBT): in this method the Ball Tree struc-
ture is used to avoid the inefficiencies of KD trees in high dimensionality
spaces. In these spaces, the Ball Tree divides the space into nested hyper-
spheres [19].

4 Experimental Evaluation

In this section, we systematically assess the performance of DMKDE on various
synthetic data sets and compare it with kernel density estimation approximation
methods.

Data Sets and Experimental Setup. We used seven synthetic data sets to
evaluate DMKDE against kernel density approximation methods. The data sets
are characterized as follows:
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– The data set Arc corresponds to a two-dimensional random sample drawn
from a random vector X = (X1,X2) with probability density function given
by

f(x1, x2) = N (x2|0, 4)N (x1|0.25x2
2, 1)

where N (u|μ, σ2) denotes the density function of a normal distribution with
mean μ and variance σ2. [20] used this data set to evaluate his neural density
estimation methods.

– The data set Potential 1 corresponds to a two-dimensional random sample
drawn from a random vector X = (X1,X2) with probability density function
given by

f(x1, x2) =
1

2

( ||x|| − 2

0.4

)2

− ln

(
exp

{
− 1

2

[
x1 − 2

0.6

]2}
+ exp

{
−1

2

[
x1 + 2

0.6

]2})

with a normalizing constant of approximately 6.52 calculated by Monte Carlo
integration.

– The data set Potential 2 corresponds to a two-dimensional random sample
drawn from a random vector X = (X1,X2) with probability density function
given by

f(x1, x2) =
1
2

[
x2 − w1(x)

0.4

]2

where w1(x) = sin (2πx1
4 ) with a normalizing constant of approximately 8

calculated by Monte Carlo integration.
– The data set Potential 3 corresponds to a two-dimensional random sample

drawn from a random vector X = (X1,X2) with probability density function
given by

f(x1, x2) = − ln

(
exp

{
−1

2

[
x2 − w1(x)

0.35

]2
}

+ exp

{
−1

2

[
x2 − w1(x) + w2(x)

0.35

2
]})

where w1(x) = sin (2πx1
4 ) and w2(x) = 3 exp

{
− 1

2

[
x1−1
0.6

]2}
with a normaliz-

ing constant of approximately 13.9 calculated by Monte Carlo integration.
– The data set Potential 4 corresponds to a two-dimensional random sample

drawn from a random vector X = (X1,X2) with probability density function
given by

f(x1, x2) = − ln

(
exp

{
−1

2

[
x2 − w1(x)

0.4

]2
}

+ exp

{
−1

2

[
x2 − w1(x) + w3(x)

0.35

2
]})

where w1(x) = sin (2πx1
4 ), w3(x) = 3σ

([
x1−1
0.3

]2)
, and σ(x) = 1

1+exp(x) with
a normalizing constant of approximately 13.9 calculated by Monte Carlo inte-
gration.

– The data set 2D mixture corresponds to a two-dimensional random sample
drawn from the random vector X = (X1,X2) with a probability density
function given by

f(x) =
1
2
N (x|μ1,Σ1) +

1
2
N (x|μ2,Σ2)
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Fig. 1. True density of each data set: arc, potential 1 to 4, and 2D mixture. High
density points are colored as yellow and low-density points are colored as white. (Color
figure online)

with means and covariance matrices μ1 = [1,−1]T , μ2 = [−2, 2]T , Σ1 =[
1 0
0 2

]
, and Σ1 =

[
2 0
0 1

]

– The data set 10D-mixture corresponds to a 10-dimensional random sample
drawn from the random vector X = (X1, · · · ,X10) with a mixture of four
diagonal normal probability density functions N (Xi|μi, σi), where each μi is
drawn uniformly in the interval [−0.5, 0.5], and the σi is drawn uniformly
in the interval [−0.01, 0.5]. Each diagonal normal probability density has the
same probability of being drawn 1/4.

The functions from Potential 1 to 4 were presented in [24] to test their
normalizing flow algorithms. The ARC data set was presented in [20] to test his
autoregressive models.

For this experiment, we compared DMKDE with different methods of
approximate kernel density estimation. We used for this comparison: (1) a raw
implementation of kernel density estimation using Numpy (RAWKDKE, (2) a
naive implementation of kernel density estimation using the KDE.py library
(NAIVEKDE)1, (3) tree-based kernel density estimation (TREEKDE), (4) ker-
nel density estimation using a k-dimensional tree (KDEKDT), and (5) kernel
density using a ball tree (KDEBT). Details of NAIVEKDE, KDEKDT, and
KDEBT can be found above in Sect. 3. In this experimental setup, we did not
compare with the hashing-based approach due to the restriction of the algo-
rithm implementations. For all experiments, the Gaussian kernel was used. Two
different types of experiments were performed. In the first, we evaluated the
1 Implementation of KDE.py: https://github.com/Daniel-B-Smith/KDE-for-SciPy/

blob/master/kde.py.

https://github.com/Daniel-B-Smith/KDE-for-SciPy/blob/master/kde.py
https://github.com/Daniel-B-Smith/KDE-for-SciPy/blob/master/kde.py
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accuracy of each of the algorithms on each data set. In the second, we eval-
uated the time it takes to make a new density prediction on the training set.
Each run was performed with different training set sizes, using a scale of 10i

where i ∈ {1, 2, 3, 4, 5}, and we set the test set to 104 test examples. The
spread parameter was found using a 5-fold cross validation for each data set
and each training size in a logarithmic scale γ ∈ {2−20, · · · , 220}. The optimal
number of random Fourier features used by DMKDE-SGD was searched in the
set {50, 100, 500, 1000}. After finding the best-hyperparameter, several attempts
were performed for each algorithm in each data set.

We measure the efficacy of each algorithm on each data set using the L1-
error also known as average error. Some advantages over L2-error are outlined in
[5]. The L1-error is defined over n samples by the following equation: MAE =
1
n

∑n
i=1 |f̂(x) − f(x)|. In [5], the author shows that the loss L1 loss

∫ |f̂ − f | is
invariant under monotone transformations of the coordinate axes and points out
that it is related to the maximum error made if we were estimating the probabilities
of all Borel sets of f̂ and f respectively. Efficiency was evaluated using CPU time
in milliseconds (ms), which defines the amount of time it takes the central process-
ing unit (CPU) to execute its processing instructions to compute the evaluation
query. We used the built-in time package in the Python programming language
to measure the elapsed time in prediction time for each algorithm.

Table 1. Efficacy test results measured in MAE for training size 1 × 105

DATA SET RAW NAIVE TREE KDBTREE KDKDTREE DMKDE-SGD

ARC 0.0012 ± 2E − 4 0.0012 ± 1E − 4 0.0012 ± 2E − 4 0.0012 ± 1E − 4 0.0012 ± 1E − 4 0.0080 ± 1E − 4

2D MIXTURE 0.0010 ± 1E − 4 0.0010 ± 1E − 4 0.0010 ± 3E − 4 0.0010 ± 5E − 4 0.0010 ± 5E − 4 0.0016 ± 2E − 4

10D MIXTURE 2.5282 ± 3E-4 2.5282 ± 3E-4 583000 ± 0.0004 2.6216 ± 2E − 4 2.5282 ± 3E − 4 1.7420 ± 1E − 4

POTENTIAL 1 0.0046 ± 1E − 4 0.0046 ± 1E − 4 0.0046 ± 3E-4 0.0046 ± 2E − 4 0.0046 ± 6E-4 0.00334 ± 3E − 4

POTENTIAL 2 0.0456 ± 2E − 4 0.0456 ± 2E − 4 0.0456 ± 0.0004 0.0456 ± 0.0007 0.0456 ± 0.0007 0.0332 ± 2E − 4

POTENTIAL 3 0.0182 ± 1E − 4 0.0182 ± 1E − 4 0.0182 ± 5E − 4 0.0182 ± 6E-4 0.0182 ± 6E-4 0.0299 ± 2E − 4

POTENTIAL 4 0.0190 ± 2E − 4 0.0190 ± 1E − 4 0.0190 ± 2E − 4 0.0190 ± 5E − 4 0.0190 ± 8E − 4 0.0235 ± 3E-4

Table 2. Efficiency test results in millisecond (ms) for training size 1 × 105

DATA SET RAW NAIVE TREE KDBTREE KDKDTREE DMKDE-SGD

ARC 52400 ± 500 103000 ± 447 24700 ± 171 49200 ± 700 56000 ± 141 4330± 145

2D MIXTURE 42400 ± 282 68000 ± 707 35900 ± 282 54800 ± 505 62000± 577 3500± 190

10D MIXTURE 88000 ± 115 123000 ± 1527 583000 ± 435 190000 ± 436 193000 ± 577 504± 110

POTENTIAL 1 46100 ± 378 76000 ± 547 22100 ± 141 39901 ± 212 52400 ± 141 3640± 311

POTENTIAL 2 28800 ± 212 70000 ± 0.000 4920 ± 210 29400 ± 302 36700 ± 700 3630± 106

POTENTIAL 3 30200 ± 0.000 72000 ± 0.000 19900 ± 410 41100 ± 520 48900 ± 0.000 3280± 176

POTENTIAL 4 30700 ± 0.000 68000 ± 707 54700 ± 424 54800 ± 0.000 64000 ± 0.000 3700 ± 158

Results and Discussion. Table 1 shows the comparison of the mean error of
each algorithm on each data set against the true density. The results obtained
by each approximation method are better than those of DMKDE-SGD, except
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Fig. 2. Comparison of the efficacy of each algorithm on six synthetic data sets. The
x-axis is a logarithmic scale of 10i where i ∈ {1, · · · , 5}. The y-axis represents the mean
average error between the prediction of the algorithm and the true density.
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Fig. 3. Comparison of the efficiency of each algorithm on six synthetic data sets. The
x-axis is a logarithmic scale of 10i where i ∈ {1, · · · , 5}. The y-axis represents the time
consumed by each algorithm in milliseconds used of the central processing unit (CPU).
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for the 10-dimensional mixture data set. Table 2 shows the time consumed by
each algorithm on each data set. The DMKDE-SGD method is at least 6 times
faster than the TREE algorithm, 10 times faster than RAW, KDBTREE and
KDKDTREE. And 20 times faster than NAIVE. It is worth noting that if we
increase the number of training sizes, all algorithms except DMKDE-SGD will
consume more time to produce a prediction. Figure 2 shows the comparison of
the efficacy measure with the mean average error (MAE) of each algorithm on six
synthetic data sets. The MAE of DMKDE and DMKDE-SGD is close to other
KDE approximation methods in ARC, Potential 1, Potential3, Potential 4, and
2d mixture. In Arc, however, their performance does not improve after 103 train-
ing data points. In Potential 2, both DMKDE and DMKDE-SGD are better than
the KDE approximation methods. On 10D Mixture, DMKDE and DMKDE-SGD
outperform other KDE approximation methods. Figure 3 shows the comparison
of the efficiency measure in time taken of the central processing unit (CPU) of
approximation methods of KDE. All approximation methods, except DMKDE
and DMKDE-SGD, increase their prediction time when the number of points
increases. However, it is observed that DMKDE does not increase linearly like
the other methods. DMKDE-SGD has a larger initial footprint, but it remains
constant as the number of data points increases. If we evaluate it with more
than 105 points, we would expect all methods to exceed the time consumed by
DMKDE-SGD.

5 Conclusion

In this paper we systematically evaluate the performance of the method called
Density Matrix Kernel Density Estimation (DMKDE). This method uses the ker-
nel approximation given by random Fourier features and density matrices which
are a fundamental tool in quantum mechanics. The efficiency and efficacy of the
model was compared with three kernel density approximation methods: tree ker-
nel density estimation method, kernel density estimation using a k-dimensional
tree and kernel density using a ball tree. Systematic comparison shows that the
new method is close in terms of mean error to these kernel density estimation
approaches, but uses ten times less computational resources. The method can be
used in domains where the size of the training data set is large (> 104), where
kernel density estimation will suffer given its memory-based behavior.
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Abstract. Internal Combustion Engines (ICE) are widely used in every-
day life regardless of its contaminant emissions production, in order to
reduce the impact of these emissions it is necessary to maximize the
engines’ efficiency and diagnosing them it is the first step. Usually, these
diagnoses are based on the analysis of signals (pressure, rotational speed,
emissions, temperature, air flux, fuel consumption, etc.), taken through
multiple means, some intrusive and expensive. In order to reduce the
complexity, cost and avoid intrusive measurements, in the present work
it is presented a robust and efficient ICE diagnosis methodology based
on vibrations, by means of Multiscale Permutation Entropy (MPE) mea-
surements, combined with the feature selection technique Variance Rel-
evance Analysis (VRA) and the supervised classifier of the K Nearest
Neighbors (KNN). This methodology based on non-intrusive signals man-
ages to perform a diagnosis of performance and identification of ICE
parameters (rotational speed, pressure and emissions) with over 91.6%
of accuracy.

Keywords: Multiescale · Combustion · Machine · Diagnosis ·
Non-intrusive · Vibrations

1 Introduction

In order to improve competitiveness in the engine industry, it is necessary to
research and develop ways to reduce fuel consumption, emissions and increase
the specific power. Maintaining engines in an optimal state is an alternative and
effective way to mitigate this problem in the industry [16]. Steady state perfor-
mance studies can give a broad understanding of the real state of the engine
under different regimes. There are multiple methodologies to diagnose the real
state of an ICE [17], of those methodologies, signal-based use measured signals
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rather than input-output models for diagnosis. Therefore, the device states are
inferred from the measured data, usually based on the study and analysis of sig-
nals as the pressure, temperature, fuel-air flow ratio, acoustic emissions, exhaust
emissions, temperature of gases, soot, etc. However, most of these variables need
the use of a variety of different sensors, controlled environments and modifi-
cations to the engine system for being able to capture the signals. One of the
problems of measurement procedures it is the uncertainty and energy provided
by the measurement system to the object measured, which modifies the purity
of the physical phenomenon. Therefore, it is ideal for a measurement system not
to interfere in any way in the morphology of the object to measure; nonetheless
the impossibility of this feat leaves the only option of reducing the interference
of the sensor over the objective system. In the case of the ICE measurement
system, multiple technologies try to reduce the number and volume of sensors
or to avoid intrusion of the instrumentation system over the ICE, such as the
use of vibrations and acoustic signals [5,39]. Some of them search to evaluate
the state of the combustion based on the pressure in the combustion chamber
which is reconstructed based on vibrations [14,18,30,32]. Moreover patter recog-
nition approaches are used commonly based on representation of the signals in
time, frequency or other special domains [2,8]. The most common methods are
based on frequency representations employing Fast Fourier Transform (FFT) yet
inadequate for identifying non-stationary data and limited by the sampling rate
[34]. Time-frequency usually uses Wavelet Transform (WT) [27] and shows to
be promising for diagnosis; yet ignore information due to the limited length of
the wavelet. Typical approaches in time domain have focused on statistical mea-
sures intended for stationary processes [13], overlooking early faults; nonethe-
less, those can find information invisible for frequency domains when used the
proper feature extraction technique. Feature extraction techniques are mathe-
matical approaches to characterize signals and describe them using features. The
most common techniques for these analyses, commonly include Principal Com-
ponent Analysis (PCA) [23], Kernel Principal Component Analysis (KPCA) [33],
entropy based approaches as Simple Entropy (ApEn) [33], Approximate Entropy
(SampEn) [31], Multiscale Entropy (MSE) [9], Permutation Entropy (PE) [4] and
Multiscale Permutation Entropy (MPE) [3,19,24,25,28]. The features determine
the quantity of the information to provide in the learning phase, therefore, unim-
portant features increase both time and complexity of the learning process also
driving to an overfitted model [10]. Then, in order to determine the quality
of the information, feature selection techniques are often employed for dimen-
sionality reduction. Techniques such as Laplacian Score (LS) [12], Relief (REL)
[37] and Variance based on Relevance Analysis (VRA) [21] are widely used to
achieve this reduction. Finally, the techniques to perform classification step are
commonly found as Neural Networks [40], Hidden Markov Models [42], Genetic
Algorithms [15], Support Vector Machines [36] proves to be accurate even though
they are complex and require a long computation time, different from Decision
trees (TREE) [6], Naive Bayes (BAYES) [35] and K-Nearest Neighbors (KNN)
[20,22], which are also accurate but do not require as long computation time.
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Complex classification algorithms let the system achieve accurate results, how-
ever not always the most complex it is the most accurate. It is possible for
the combination of suitable characterization method, selection technique and
classification algorithm to also provide high accurate results. In this work it is
described a methodology for ICE diagnosis based on non-intrusive data, specif-
ically vibrations signals. These signals are processed based on the robust MPE
feature extraction method, and VRA feature selection algorithm, to use as base
information to classify different variables of the current state of an ICE, with the
help of the efficient KNN supervised classification machine learning algorithm.
In this paper, it is described the methodology, and each of its components for
the vibration-based diagnosis of the ICE. Then, it is described the experimental
setup and discussion of the Results obtained. Finally, it is outlined the main
ideas in the Conclusions.

2 Materials and Methods

In this section is described the mathematical models and base knowledge of the
MPE, VRA and KNN in Sects. 2.1, 2.2, 2.3, respectively. Then, in Sect. 2.4 it is
described the ICE, signals and engine parameters used for the diagnosis.

2.1 Multiscale Permutation Entropy

Entropy is defined as a physical quantity capable of interpreting the disorder,
positive information, lack of information or ignorance, among others [7]. Specif-
ically, when it comes to information content, Shannon’s entropy is often consid-
ered the fundamental, the most natural [43] and has been used in the characteri-
zation of a wide variety of systems. However, Shannon’s entropy is very sensitive
to conditions such as stationarity, time series length, parameter variation, noise
pollution level, among others [43]. To overcome this problem, multiple variations
of Shannon’s entropy have been developed, such as Multiscale Entropy (MSE),
Permutation Entropy (PE) and Multiscale Permutation Entropy (MPE). The
MPE is positioned as a particularly useful and robust tool in the presence of
dynamic noise and its definition comes from the Shannon Entropy [45], as is
shown in Eq. 1.

H(X) = −
∑

i

p(xi) ln p(xi) (1)

Where xi ∈ R and p(xi) is the marginal probability of value xi over the entire
time series. Entropy is a measure of information by which it is seen as the sum
of the marginal probability of each point multiplied with the natural logarithm
of each probability. The natural logarithm is implemented with the objective of
giving greater weight to the low probabilities, because the values that are less
repeated are the ones that carry more information. If considered a time series
[xt]Tt=1, where T is the length of it, the time series can be represented with a
time and dimension delay, as shown in Eq. 2.

Xm,τ
i = (xi, xi+τ ...xi+(m−1)τ ) (2)
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where m is the dimension, τ the delay and j = 1, 2...T − (m − 1)τ is the new
length in terms of the delay and scale, this means, it goes from a space of
characteristics to a space of permutations. The process begins by truncating the
time series in N = T − (m−1)τ different vectors. To each vector the calculation
of the Shannon’s Entropy is performed, but represented in a permutations space
of m! different symbols [πm,τ

i ]m!
i=1 denoted as

∏
, as show in Eq. 3.

H(m, τ) = −
∑

i:πm,τ
i ∈∏

p(πm,τ
i ) ln p(πm,τ

i ) (3)

where probability p(πm,τ
i ) is as show in Eq. 4.

p(πm,τ
i ) =

∑
j≤N 1u:type(u)=πi

(Xm,τ
j )

∑
j≤N 1u:type(u)∈∏(Xm,τ

j )
(4)

where the judgment type denotes the map from pattern space to symbol space.
Also, 1A(u) = 1 if u ∈ A and 1A(u) = 0 if u �∈ A. The MPE can take values
between the ranges [0, ln(m!)] and it is invariant under nonlinear monotonic
transformations (signal rearrangement).

2.2 Variance Relevance Analysis

The VRA is based on the Principal Component Analysis (PCA) and is a tech-
nique used to describe a data set in terms of new uncorrelated variables (com-
ponents). The components are sorted by the amount of original variance they
describe, so the technique is useful for reducing the dimensionality of a data set
[26]. Suppose we have a dataset x(1), x(2), ..., x(m) with n dimension inputs. To
reduce the data from n dimension to k dimension (k << n) using PCA. The
procedure of PCA starts standardizing the raw data making it to have zero as
mean and unit variance, like is show in Eq. 5.

x
(i)
j =

x
(i)
j − x̄j

σj
∀j (5)

For a symmetric matrix, such as the covariance matrix, it is possible to calculate
an orthogonal base given by its eigenvalues λj and eigenvectors. The new orthog-
onal base is created with the first eigenvector that points to the direction of the
greatest variance of the data. In this way, the first eigenvectors are (m < p) can
be selected and the transformation matrix can be constructed as shown in Eq. 6.

uT Σ = λu (6)

where y is the vector of projected characteristics in a new sub-space with a lower
dimensionality.
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Fig. 1. Signals measured from the ICE.

2.3 K Nearest Neighbors

The K Nearest Neighbors (KNN) method is a supervised and non-parametric
classification method that estimates the subsequent probability that an element
x belongs to the class Cj from a set of information provided [11]. A point in
space is assigned to the class Cj , this is the most frequent class among the K
nearest samples of training. Assuming, p as the dimension of the feature set
and the vector Xi = (x1i, x2i, . . . , xpi)X, the calculation of the probabilities is
commonly made using the Euclidean distance. Said procedure is shown Eq. 7.

d(Xi,Xj) =

√√√√
p∑

r=1

(Xri − Xij)2 (7)

It should be noted that the choice of K is based fundamentally on the nature of
the data, since at large values of K it reduces noise effects but creates boundaries
between similar classes.

2.4 Internal Combustion Engine

In this work a stationary 406 cm3 four-stroke cycle vertical OHV air-cooled
single cylinder CHANGFA 186F engine with a compression ratio of 14:1 is used.
The mechanical vibrations, pressure in the combustion chamber, the crankshaft
speed, and gas emissions (CO) signals were measured. The schematic of the
experimental set-up is illustrated in Fig. 1.

With the signals and configurations shown in Fig. 1, an extensive diagno-
sis of the motor can be made since in those signals a large part of the physi-
cal phenomena that occur in its operation is reflected. The problem lies in the
instrumentation needed to capture the signals, since (except for vibrations and
emissions) the signals are intrusive. The intrusive signals are those in which it is
necessary to physically affect the ICE to make its acquisition, specifically in this
case, the speed and pressure. On the one hand, ICE’s have strict requirements
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for emissions to be accepted commercialy, on the other hand, the adquisition of
this signal requires expesive emission analyzers. To meet this need, in this article
an unconventional methodology for the diagnosis of ICE is exposed, which can
be seen in Fig. 2. The classical methodology needs multiple signals which are
complex and expensive to implement, so a new methodology is proposed that
only needs signal to diagnose an ICE. The methodology only needs the ICE
vibration signals, which contains a lot of information about the operation.

Fig. 2. Classical methodology and proposal for the diagnosis of ICE.

2.5 Data Base

The database was created by an instrumentation system that allowed the syn-
chronous capture of signals from the engine. Pressure signals were captured
through KISTLER pressure sensor model 7061B with range until 250 bar. Vibra-
tion signals were captured for 5 s 51200Hz sampling rate. Each of the 24 sig-
nals consists of 256.000 samples, which are divided into 62 sub signals of 4096
samples with the objective of having more samples per class and reducing the
computation time. In addition, dividing the original signals allows to follow the
experimental framework of works such as [44], which look for more stationary
signal segments. Classification tags for the CI engine diagnosis are as follows.
It is used the phase angle between the TDC (Top Dead Center) and the peak
pressure which should vary from 10.5 to 12.5 ◦C [40]; this gives three classes,
under the interval, in the interval and over the interval. Moreover, the different
fuels were classified to demonstrate the relationship between vibrations and gen-
eral information about the engine working state, which here are three different
blends. In addition, three different rotational speeds were tested for each fuel.
Last, it was classified the state of the CO emissions, been permissible or non-
permissible under the standard. A second test was done for the comparison of the
methodology, in which the Case Western Reserve database was used [1]. It was
taken the vibration signals of the normal bearings, bearings with faults in the



Multiscale Permutation Entropy 179

internal train, external train, and bearings with ball failure for the classification,
which makes a total of four classes for the test. To guarantee the independence
of the model, a cross validation for both tests of k = 5 was performed (20% for
testing, 70% for training and 10% for validation).

3 Results

Before testing the proposed methodology in the ICE database, its effectiveness
is established by experimenting with fault diagnosis in bearing systems (Case
Western Reserve database) and comparing its accuracy with results from the
literature. The result of this experiment can be seen in the Table 1.

Table 1. Accuracy comparison for bearings diagnosis.

Author Classes Feature extraction Classifier Features Acc.[%]

Zhang et al. [36] 3 PE+EMD SVM 12 97.8
Yuwono et al. [41] 3 WPT HMM 12 95.8
William et al. [38] 4 ZC ANN 10 97.1
Ocak et al. [29] 3 LPM HMM 30 99.6
Wei et al. [37] 6 FR+WPT AP 18 96.0
Zheng et al. [45] 6 GCMPE SVM+PSO 2 98.8
Liang et al. [22] 4 TP+FR KNN 3 92.9
Muru et al. [28] 4 SSA ANN 10 95.1
This work 4 MPE KNN 9 99.7

Table 2 positions the proposed methodology as one of the best results in
the state of the art. It should be noted that the high number of features is
compensated by the low-time computation due to the KNN classifier. This can
be seen in Table 3.

Table 2. Accuracy comparison for bearings diagnosis.

Classifier Computation time

KNN 3.297 ± 0.035
SVM 108.822 ± 3.503
ANN 45.232 ± 0.578

The computation time was computed based on 10 classification repetitions
in a computer with an i7 processor and 16 Gb of ram (dedicated only to the
classification process). KNN has a computation time 36 and 15 times lower
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than SVM and ANN, respectively. Now, the proposed methodology seeks to
diagnose ICE based on vibration signals, classifying different configurations and
characteristics through machine learning. The characteristics and configurations
are divided into classes to be classified by the algorithms and thus be able to
generate a correct diagnosis. The division into classes can be seen in Fig. 3. The
defined classes allow the creation of the database, which is composed of vibration
signals that have the six labels to perform the automatic classification. The
results of the classification can be seen in Fig. 4. All classification results exceed
91.6% accuracy, demonstrating the effectiveness of the proposed methodology
to generate a diagnosis of the ICE. In addition, it is verified that the vibration
signals have relevant information on the operating status of the ICE, making
acquisition of other signals unnecessary. The highest precision is presented by
the variable CO with 96.6% ± 2.1%. The high accuracy of CO classification
verifies the high correlation this variable has with mechanical vibrations. On
the other hand, speed tag has the lowest with an accuracy of 91.6% ± 0.63%,

Fig. 3. Configuration in classes and characteristics.

Fig. 4. Classification results for each label.
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although without significant differences with the other tags. The Performance
angle is a very important feature in the operation of the ICE and the proposed
methodology can identify it with 93.2% ± 1.6% accuracy.

4 Conclusion

In the present work, a robust and efficient ICE diagnosis methodology based on
vibrations, a non-intrusive signal, is presented in detail by means of Multiscale
Permutation Entropy measurements, processing them with the feature selection
technique Variance Relevance Analysis in the combination with the supervised
classifier of the K Nearest Neighbors. The proposed methodology generates a
model that classifies characteristics as rotational speed, performance angle, and
CO for an ICE diagnosis. The model obtained can be considered independent
after cross validating the data with 20% for test data. The non-linear classifica-
tion method KNN used to analyze the data within the vibration signal with the
MPE characterization method derives an innovative alternative in place of clas-
sical analyzes in frequency domain. Improving its performance hierarchizing and
selecting beforehand, by variance with the VRA technique, the features, which
greatly improves the efficiency and effectiveness of the model avoiding overfit-
ting. The characteristics and configurations were classified with an accuracy of
over 91.6% with low standard deviation for all variables predicted, allowing to
confirm the relevance of the information presented in the vibration signals of the
ICEs. The best characteristic classified was CO emissions, which achieved 96.6%
accuracy, which would help to make fast diagnose for maintenance in order to
have a clean environment. Another important contribution of this research is the
application of a methodology for computing the ICE combustion performance
angle, which together with the proposed classification methodology would help to
take measures to maintain the ICE with the best possible combustion, extending
components’ useful life and reducing emissions by taking advantage of a max-
imum power, since knowing the Performance angle even if ICE configurations
and characteristics are altered, allows corrective actions (advance the spark in
the combustion chamber or modify the fuel).
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Abstract. The Colombian armed conflict has affected in some degree its
entire population. Health authorities require markers to determine this
exposure and provide proper mental-health interventions. Unsupervised
learning techniques allow clustering subjects with similar features. Here,
we propose a novel methodology to automatically finds the features that
best relate to levels of exposure to the armed conflict and associated risks
(drug dependency, alcoholism, etc.) through cluster centers. Unlike previ-
ous studies on the armed conflict field, we do not use key predefined labels
to cluster the data. We test this methodology with a mixed-response type
characterization database of 528 features obtained from 346 volunteers
with different estimated levels of exposure to extreme experiences in the
frame of the Colombian armed conflict. As a result, using the proposed
approach we identified 62 features related to exposure. In order to con-
firm the selected features as violence exposure markers, we created a
model based on artificial neural networks (ANN). The ANN model uses
the 62 features as input and it was able to estimate the subjects’ level
of exposure to conflict with 100 % accuracy in training and over 76% in
validation.

Keywords: Armed conflict · Mental health · Feature selection ·
Unsupervised learning · Clustering

1 Introduction

The internal armed conflict is the main cause of violence in Colombia. This has
brought economic, humanitarian, and social consequences, as well as emotional
impacts on the population for more than six decades. The RUV (from Spanish:
Unique Registry of Victims) in its latest report shows that more than 8.2 mil-
lion people have been internally displaced [15]. Previous studies have evidenced
that emotional affectation is extended to the civilian population and not only
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ex-combatants and victims [4,11,14]. In these studies, we have observed higher
levels of aggression and incidence of mental-health disorders in populations who
show high exposure to conflict-related extreme experiences, even in subjects who
do not perceive themselves as victims. This exposure could lead to long term out-
comes in mental health if not timely and properly accounted. Therefore, a better
characterization of the population is required to help the health authorities, for
example by identifying affectation markers with computational intelligence tools.
The markers are features included in psychological questionnaires. The features
can be analyzed with artificial intelligent algorithms in order to identify the most
relevant to emotional affectation.

Machine learning techniques allow finding relationships among features.
These techniques have their foundations in mathematics and statistics, but they
are more focused on prediction than traditional statistical inference methods.
The main advantage of unsupervised learning techniques is their model inde-
pendency and their aim to maximize precision and minimize replicability issues
[10]. Unsupervised techniques naturally find associations among data with sim-
ilar features, e.g., clustering techniques establish their operation on finding nat-
ural groups according to their data structure. The goal of clustering is to find
a characteristic pattern per group, which is represented by a vector located in
the center of the cluster [1]. Here, we propose to use cluster centers to identify
features that could be used as health markers, using a database with several
different aspects: demographic, economic, psychiatric, among others; and sev-
eral different types of response (dichotomous, Likert, categorical, etc.) To our
knowledge, there are not previous works using cluster centers analysis to find
key features in this kind of problem.

Other authors who have studied violence and armed conflict using machine
learning techniques [5,13] have used regression methods, random forests, and
deep neural networks to make dimensionality reductions looking for the most
relevant features in the classification of violence. But these studies use supervised
techniques to select the variables (commonly veteran and victim), leaving aside
the civilian population who has been affected by the conflict but misclassified
as controls, as stated by [11]. In addition to the fact that most dimensionality
reduction techniques are supervised, they cannot be applied to mixed data types,
such as PCA or LDA [7,9]. Besides, the number of initial variables they use is
significantly lower than ours.

In this work, we propose a methodology to provide health markers of expo-
sure to violence using unsupervised learning over a database with 528 variables
surveyed from 346 subjects, i.e., an ill-posed problem. We use the cluster centers
to find relevant features related to the armed conflict, always keeping trace-
ability and interpretability. Once they are determined, we test them with an
artificial neural network (ANN) as a supervised technique. The ANN is used to
find a model to identify levels of exposition in civilians, according to the Extreme
Experiences Scale (EX2) [4]. Our aim with the ANN is to analyze the estimation
capability of the relevant features to relate the subjects with the armed conflict,
so they are reliable health markers useful for decisions takers.
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2 Materials and Methods

2.1 Materials

Antioquia is one of the Colombian regions with more historical armed conflict
events, especially in rural areas. We analyze data from a sample of 346 univer-
sity students from different municipalities of Antioquia, who participated in two
different surveys: A general characterization (virtual survey) which contains 401
questions on the following aspects: basic information, health and social safety,
academic, psychological, socioeconomic, socio-family, work, sexuality and affec-
tivity, nutrition, sport, recreation, and culture [16]. Within the questions that
evaluate psychological aspects, 22 of these partially correspond to the self-report
questionnaire (SRQ), a psychometric scale that evaluates five aspects: depres-
sion, anxiety, alcoholism, psychosis, and epilepsy. This scale results in an alert of
possible clinical indicators of the above aspects. [3]. The database is composed of
different types of responses: open responses, Likert-based, numerical, categorical,
and dichotomous.

This characterization is performed by the Wellness Unit of the Universidad
de Antioquia www.udea.edu.co, public university with presence in several urban
and rural municipalities of Antioquia, and its objective is to identify risks. Based
on the answers given by the subjects, 88 risks are computed and classified as
high, medium, or low (for example: low risk for drug use, high risk for academic
desertion, etc.) In total, the database contains 507 variables (including 18 default
items: dates, undergraduate program, etc.)

This database is complemented with the Scale of Extreme Experiences (EX2)
[4], which is an 18-items questionnaire adapted to the context of the Colombian
armed conflict. The items are classified in two dimensions: direct extreme experi-
ences (dEX2) and indirect extreme experiences (iEX2). The first one focused on
personal physical situations (e.g. been kidnapped or beaten) and the second one
on third parties with whom there is an emotional bond, such as family or friends
(e.g. murder or kidnapping of a close person). The responses are dichotomous
(yes/no), and the final score is the sum of the affirmative responses per item.
In [4], authors found that more than two affirmative questions (EX2 scores over
2.5) were indicative of high exposure to extreme experiences in the frame of the
armed conflict.

For data protection, all open responses (name, address, etc.) were removed
from the study. Then, all categorical features were quantified expanding each
category to a new feature. The new feature denotes the presence or absence
numerically with 0 or 1 (e.g. a categorical feature with 3 categories was replaced
by 3 binary features). Finally, all variables were normalized to avoid biases. The
EX2 results were not used in the clustering stage (as they could work as labels). In
the same way, items “victim of the armed conflict”, “internally displaced person”,
and risk variables given by the characterization survey were excluded. These
variables were later used for further testing the automatically generated clusters.
In total, 303 variables were used to form the clusters and the rest of them for
testing.

www.udea.edu.co
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This research was approved by the ethics committee of the National School
of Public Health at the Universidad de Antioquia, adopting the ethical consid-
erations of resolution 8430 of 1993 of the Colombian Ministry of Health and
the declaration of Helsinki [6]. Privacy, confidentiality, the right to not partic-
ipate, data anonymity, and information custody and management conditions
were guaranteed. The risk of the investigation was minimal. However, due to
the sensitivity that some items of the EX2 can cause, support networks were
established to attend to eventual crises, but no incidents were reported.

2.2 Methods

The proposed methodology consists of the flowchart presented in Fig. 1. The
process is iterative and begins by automatically grouping the subjects in nine
partitions (from two to ten clusters) via k-means. Then, the adequate number
of clusters is selected by applying an internal cluster index to each partition.
With this index, the partition with the most (within) compacted and (between)
separated clusters is selected. The next step consists of finding the cluster center
values (for each feature). Based on the measured center distances, the most
relevant features are selected, and a new iteration begins with this new reduced
set.

Starting from the second iteration and once the adequate number of clusters is
determined, their correlation with conflict related and risks variables is obtained.
If this correlation improves compared to the previous iteration, the algorithm
continues by pruning non-relevant features and starting a new iteration with
the reduced set. Otherwise, the process stops and the set of features from the
previous iteration is kept. These steps are explained below.

Fig. 1. Proposed methodology to find markers relating a general characterization of
civilian population with their level of exposure to the armed conflict.
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Clustering: The first step consists of grouping the Nc subjects in clusters using
the k-means algorithm [8]. Let define the objects X = {x1, x2, . . . , xNc

} ∈ R
Nf ,

where each object is formed with the Nf features (or attributes) of a subject; and
the clusters C = {c1, c2, . . . , cNk

}, where the number of clusters Nk is provided
by the user. Our aim is to minimize the squared error εk−means between the
empirical mean of each k-th cluster (represented by its center μk ∈ R

Nf ) and
the dimensions of its own objects X(k):

εk−means =
Nk∑

k=1

N(k)
c∑

i=1

‖x
(k)
i − μk‖2 (1)

where x
(k)
i is the i-th object belonging to the k-th cluster, which contains N

(k)
c

objects. The algorithm consists of the following steps:

1. Select the parameter Nk corresponding to the number of clusters.
2. Randomly create a starting position for the centers of each cluster.
3. Compute the Euclidean distance between each object and the centers.
4. Assign each object to the closest center.
5. To minimize the error of (1), μk is relocated from the calculation of the

average of the objects that belong to the cluster ck.
6. Repeat the steps 3 to 5 until it stabilizes or until reaching a maximum number

of iterations.

To avoid local minima, several runs with different seeds should be made (we ran
500). The algorithm records the final value of εk−means per run, and returns the
minimum one.

We repeated this procedure for nine partitions, varying the number of clusters
in step 1 from Nk = {2, . . . , 10}.

Finding the Adequate Number of Clusters: Once all partitions are created,
the one with the number of clusters that better groups the subjects (in terms
of intra-group cohesion and inter-group separation) is validated through the
silhouette index [12]. For each partition, the average dissimilarity a ∈ R

Nc among
all objects from cluster ck is calculated:

a(i) =
1

N
(k)
c − 1

N(k)
c −1∑

j,j �=i

d
(
x
(k)
i , x

(k)
j

)
(2)

where d
(
x
(k)
i , x

(k)
j

)
is the Euclidean distance between x

(k)
i and x

(k)
j . Then, the

average dissimilarity b ∈ R
Nc between the objects of ck and the ones from the

nearest cluster c
̂k (k̂ �= k) is calculated:

b(i) =
1

N
(̂k)
c

N(̂k)
c∑

j=1

d
(
x
(k)
i , x

(̂k)
j

)
(3)
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With a and b, silhouette values for each subject s ∈ R
Nc are computed:

s(i) =
b(i) − a(i)

max (a(i), b(i))
(4)

each giving a score between −1 and 1. Finally, an average silhouette width per
partition is computed: S(j) = mean(s), with N

(j)
k = 2, . . . , 10; and the chosen

partition corresponds to Nk = argmax(S).

Distance Calculation: With the proper number of clusters Nk found, the
maximum distances among all cluster centers per feature δ ∈ R

Nf are computed:

δ(f) = max
(
μ
(k)
f − μ

(̂k)
f

)
; ∀k, k̂ = 1, . . . , Nk; k �= k̂ (5)

with f = 1, . . . , Nf . A graphic example is presented in Fig. 2, where the largest
distance among centers for Feature X is 0.7 (between μ

(1)
x and μ

(3)
x ), while δ(Z) =

0.15. All distances are computed from the largest center position, so all values
are positive.

Fig. 2. Examples of distances among cluster centers for each feature. The y-axis rep-
resents the position of the centroid in each feature dimension. Distances for Feature
X are significantly larger than for Feature Z, which will be accounted in the following
stage.

Finding the Most Relevant Features: In this step, the distances δ are
arranged from largest to smallest and plotted as in Fig. 3 (left). Then, the slope
between the minimum and maximum values is calculated (see Fig. 3 (mid)) and
the graph is rotated until the slope is zero (Fig. 3 (right)). Finally, the new
minimum value is the inflection point (red dot in Fig. 3 (right)), features found
before that value are considered as the most relevant for the clusters (toy features
X, V , and Q in this example).
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Fig. 3. Procedure to select the variables that contribute the most to the clustering. The
y-axis represents the largest distance δ found for each feature. Toy names X, V , Q, and
Nf represent the features ordered in descending order. Left: Distances calculated with
(5). Middle: The slope between the maximum and minimum distances is calculated.
Right: The plot is rotated, and a new minimum is found. In this example, the inflection
point occurs in feature Q; therefore, features X, V , and Q are the more relevant for
the clustering.

Association of Clusters with Level of Exposure to Conflict: Starting in
the second iteration and once the partition with the adequate number of clusters
is found, the correlation between the set of clusters and the variables related to
conflict and risks (labels) is computed. If the correlation is higher than in the
previous iteration (i.e., if the reduced set of features behaves better), there is a
chance that further reducing the number of features would improve the results.
Otherwise, the set of features from the previous iteration is kept as the one that
better differentiates the clusters in terms of levels of exposure to conflict and
risks.

Testing the Final Set: Although the EX2 test is a direct measure of exposure
to extreme experiences in the frame of the conflict, it is not part of the general
characterization. Therefore, it would be desirable to determine the capabilities
of the selected set of features to estimate high exposure to the conflict without
including the EX2 test.

To this aim. We created an artificial neural network (ANN) fed with the
selected features and the EX2 score. The ANN consisted of a feedforward neu-
ral network with four hidden layers, each with the same number of neurons
(corresponding to the final number of features). An 80/20 partition was made
for training and testing. The activation function for the hidden and output lay-
ers was a symmetric sigmoid transfer function. A gradient descent with adaptive
learning rate was used for training.
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3 Results

Applying the proposed methodology led to find 62 features as relevant markers
(a reduction of 79% from the 303 initial ones), grouping the subjects in three
clusters after just three iterations. They are listed in Table 1. It shows which
features were more relevant per aspect, numbering them in relevance order (1
being the most discriminant).

Table 1. Relevant features defined as markers with the proposed methodology. They
are separated in the aspects to which each characteristic belongs, and each feature
includes its relevance within the set.

Description Description
psychological academic
1 SRQ: Do you feel sad? 43 Study habits: Do you have a quiet space to study?
2 SRQ: Do you feel bored? 46 Why did you choose the academic program? possibility of exchange to another program
3 SRQ: Do you feel tired all the time? 47 Study habits: Do you have a desk to study?
4 SRQ: Have you lost interest in things? 59 Why did you choose the academic program? professional vocation
5 SRQ: Do you feel nervous or tense? 61 Why did you choose the academic program? low cost
7 SRQ: Do you sleep poorly? 62 Study habits: Do you have a solitary space to study?
8 SRQ: Is it difficult for you to do your job? / Has your job been affected? socio-economic
11 SRQ: Is it difficult for you to enjoy your daily activities? 20 Type of home you live in: Room
12 SRQ: Do you have difficulty making decisions? 29 Type of housing: Own
14 SRQ: Have you had the idea of ending your life? 31 Type of housing: Leased
16 SRQ: Do you have frequent headaches? 44 Who do you depend on financially? Parents
17 SRQ: Have you noticed interference or something strange in your thinking? 45 Who do you depend on financially? Yourself
18 SRQ: Do you have a bad appetite? 54 What type of employment relationship do you have? independent
19 Did you use this substance in the last year? Marijuana 55 Type of housing you live in: House
22 SRQ: Are you unable to think clearly? socio-family
25 SRQ: Do you cry very often? 13 Family dynamics: Are you satisfied with the time you and your family spend together?
30 Do you consider that working has affected any aspect of your life? 24 Family dynamics: Do you discuss with each other the problems you have at home?
32 SRQ: Do you suffer from tremor in your hands? 27 Family dynamics: Are you satisfied with the help you receive from your family?
33 SRQ: Do you get scared easily? 28 Family dynamics: Are important decisions made together at home?
34 SRQ: Are you unable to play a useful role in your life? 50 Do you feel that your family loves you?
35 SRQ: Do you suffer from poor digestion? 51 Have you suffered pressure from your family in making decisions?
39 Do you consider that the Internet has affected any aspect of your life? nutrition
40 Do you consider that chatting has affected any aspect of your life? 6 On most days of the week, do you have a snack between lunch and dinner?
48 Do you consider that online games have affected any aspect of your life? 15 On most days of the week, do you have set times for your meals?
49 SRQ: Do you feel that someone has tried to hurt you? 21 On most days of the week, do you eat snacks between breakfast and lunch?
52 Do you consider that social networks have affected any aspect of your life? 23 Are you currently using any strategy to keep from gaining or losing weight?
58 Do you consider that sex has affected any aspect of your life? 36 On most days of the week, how much fruit do you consume?
academic 38 In a typical week, how many days do you eat fish?
9 Study habits: Do you have a chair to study? 57 In a typical week, how many days of the week do you consume legumes?
10 Study habits: Do you have a desk to study? others*
26 Study habits: is the place where you study illuminated? 53 In general terms, how do you think your health is?
37 Have you thought about quitting school? 56 do you have social security?
41 Study habits: Do you have time to study? 60 sex: female or male
42 Study habits: Do you have a smartphone to study?
*Others refers to health, social safety, and basic information

The features that contributed the most to the separation of the groups were:
psychological aspects (specially the SRQ scale), followed by academic, and socio-
economic variables. From the 22 SRQ features, the 20 selected (see Table 1) are
focused on depression and anxiety disorders. To a lesser extent, relevant aspects
related to socio-family, nutrition, health and social safety, and basic information.
In past studies, demographic factors, age, sex, and education have been used
for traditional analyses in populations related to the armed conflict [2,11,14].
However, our methodology uses the data to find natural clusters that in turn may
be related to exposure to conflict, so that other useful aspects not considered
before can be included.

Figure 4 (left panel) shows the distances of the final set of features. This
information was used to define the relevance list of Table 1 and allows the users
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to quantify this relevance, i.e., these distances provide traceability in post-hoc
studies, where psychologist might orient their intervention by focus in cognitive
and conduct trainings in specific aspects.

Fig. 4. Left: Maximum distance δ of each of the final 62 selected features. This chart
provides the relative relevance among features. Right: Percentage of subjects in each
cluster that present high exposure, consider themselves as victims of the conflict, are
displaced, or presented high SQR alert. These charts provides the profiles later used
by psychologists to define new alerts and provide cognitive and conduct trainings.

The clustering identified representative groups associated with exposure to
conflict and risks. Figure 4 (right panel) shows that Clusters 1 and 2 included a
higher percentage of subjects with those variables more directly related to the
conflict (e.g. “high exposure” from the EX2) and mental health risks (e.g. SRQ
results). Note how the SQR based alert was highly associated to Cluster 2. This
coincides with the top features shown in Table 1.

Estimation of Exposure to Conflict: An ANN was implemented to analyze
the capabilities of the final 62 features to estimate individual levels of exposure
(using the EX2 score as a label). We first needed to balance the classes, leaving
120 samples per class and a total population of 240 subjects. A 5-fold cross-
validation was performed, reaching a mean accuracy of 99.58% (SD=0.83) for
the training stage and 75.36% (SD = 0.98) in the testing stage. This supervised
learning method confirms that the variables selected from the previous proce-
dure are discriminatory. Therefore, in absence of the EX2 test (which is the
usual situation), health authorities (the Wellness Unit of the University in this
case) can automatically create a high-precision alert on students who were more
exposed to the conflict and may present undesired outcomes if an intervention is
not made. Additionally, the correlation with other risks could help on the design
of trainings for this population.
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4 Conclusions

We proposed a methodology for finding relevant features that better relate with
a set of conflict related and risk variables, extracted from a characterization
database with mixed personal information (demographic, socioeconomic, psy-
chological, etc.) The selected features were chosen with a novel pipeline based
on distance into the cluster centers; which resulted in a set of 62 markers from
the initial set of 303 features, with a high relevance of the mental health SRQ
scale. This latter relation has been suggested in the literature but not tested
before in the Colombian armed conflict context.

An ANN was implemented to test the effectiveness of the set of 62 markers
to estimate exposure to extreme experiences in the frame of the armed conflict.
As a result, a validation accuracy close to 80% was obtained. The low num-
ber of subjects compared to the number of variables could be a limitation to
achieve a higher accuracy; nevertheless, the results show consistency and a good
approach to study this population. With this approach, mental health profes-
sionals can prepare intervention programs with features that could be neglected
by traditional statistical or supervised learning analyses.
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Abstract. One of the most important limitation of deep learning and
deep reinforcement learning, is the number of parameters in their mod-
els (dozens to hundreds of millions). Different model compression tech-
niques, such as policy distillation, have been proposed to alleviate this lim-
itation. However, they need a high number of instances to obtain accept-
able performance and the use of the source model. In this work, we propose
a model compression method based on the comparison of mutual informa-
tion between the distribution layers of the network. This method automat-
ically determines how much the model should be reduced, and the num-
ber of instances required to obtain acceptable performance is consider-
ably lower than the state-of-the-art solutions (19M). It also requires lower
resources because only the last two layers of the network are fine-tuned.

Keywords: Model compression · Deep reinforcement learning ·
Mutual information

1 Introduction

Recently, deep Learning (DL) techniques have shown important advances in dif-
ferent tasks, such as natural language processing [2], object recognition [15], and
reinforcement learning [12] (RL), among others. Nevertheless, these algorithms
have some limitations such as the long training times (even with specialized
hardware), the large number of instances required to obtain acceptable perfor-
mance, and the number of parameters that form such deep models. Among these
limitations, we approach in this paper the latter one. To illustrate its impact,
consider some classical deep learning models: VGG19 [19] has 143.6M param-
eters, ResNet [8] has 60M, BERT [2] has 345M, DRL models such as Deep
Q-Network(DQN) [12] has 4M parameters. Such a number of parameters has a
direct impact into the memory required to load the model and the number of
operations required to evaluate the model. Also, model complexity challenges
the machine learning field that has to deal with vanishing gradients, overfitting,
and related issues.

To alleviate the previous limitation, some researchers have proposed tech-
niques to reduce the number of parameters in deep models [4]. Such techniques
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can be categorized into three groups: quantization, which reduces the number
of bits to represent the weights in the network; pruning, which removes the
irrelevant elements of a trained model to reduce the number of parameters in
the network; and knowledge distillation, which trains a new model with fewer
parameters using the outputs of the source model.

In the context of Deep Reinforcement Learning (DRL), Rusu et al. [16] pro-
pose policy distillation using the outputs of a pre-trained DQN (teacher) to train
a new Convolutional Neural Network (CNN) with fewer parameters (student).
They propose two schemes, using a single teacher to train a new model or using
multiple teachers to obtain a useful model for different tasks. Some extensions
use one [20] or more than one [21] teacher in a specific task to train all of them
at the same time. Nevertheless, these methods require more than one model to
train the new network because the teacher needs to provide the examples to train
the student, and they need a large number of instances to obtain an acceptable
performance (270 and 80 million, respectively, for one and two teachers).

In this work, we propose a method to compress a DQN network trained in
Atari games [1]. This method is based on the mutual information between the
distribution of the source model and a compressed model, and we focus on the
fully connected layer, that has a large number of parameters (using the DQN
architecture each unit of the fully connected layer contains 7.5K parameters).
Our method uses a fine-tuning process to train the new model and it requires, in
the worst case, 19 million instances to obtain an acceptable performance; also,
the models for the games are compressed to 47.22% of the parameters.

The contributions of this work are the following: (i) a method that reduces a
DQN network in the fully connected layer; (ii) the proposed method determines
how much to reduce from the model using the mutual information between the
source model and the compressed model; (iii) compared with the state-of-the-art
methods, our proposed method needs a considerably lower number of instances
to obtain the highest scores (19M instances).

The remainder of this paper is structured as follows: In the next section, we
present some background material for the proposed method; in Sect. 2 the related
work of model compression in DRL is presented; Sect. 4 introduces the proposed
method for model compression; then, in Sect. 5 we present the experimental
results; finally, we present conclusions and future work in Sect. 6.

2 Background

2.1 Deep Reinforcement Learning

In RL, an agent interacts with the representation of the environment (state, s)
and selects an available action a. Then, the agent receives a positive or negative
reward depending on the next state and which action was taken. This process is
repeated until the agent reaches a final state. The function that decides which
action to take (policy) is updated based on the rewards obtained by the agent
to maximize the accumulated reward [22].
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An RL problem can be modeled as a Markov Decision Process, which is
described by a 4-tuple=(S,A, P,R): S is a set of states that are a representation
of the environment; A is a set of actions available to the agent during training; P
is a probabilistic state transition function that gives the probability of reaching
a state s′ when taking action a in state s; finally, a reward function R returns a
positive or negative reward depending on the action selected by the agent.

With a large state-action space, we can approximate the policy [17], the
Q value [12], or both [11] with parameterized functions. In this work we use
DQN [12] that approximates the Q value function with a deep neural network.
DQN used the same hyperparameters and CNN architecture to train agents for
49 different Atari games. This work uses as base the DQN algorithm, as other
related work methods do in model compression for DRL.

2.2 Entropy and Mutual Information

In this section, we describe two important concepts of information theory that
are used in the proposed method: entropy and mutual information. In this work,
entropy is used to rank the importance of the units of a fully connected layer,
under the assumption that units that produce outputs with a high entropy are
more important than those that produce lower values. While mutual information
is used to compare two probability distributions to determine how much to
compress a model. In the next paragraphs we provide an introduction of these
concepts.

The entropy represents the number of bits necessary to represent a random
variable [18] and gives a measure of the uncertainty of a random variable. Con-
sidering a probability mass function p(x) the entropy H(x) of a discrete random
variable is defined by H(x) = −∑

x∈X p(x) log p(x), where the log is to the base
2 and the entropy is expressed in bits [5] in a discrete probability distribution
with X dims. The value of entropy is higher when the distribution p(x) (in this
case the distribution corresponds to outputs of a fully connected layer in a pre-
trained model) has diverse values, and when uniform outputs are obtained it will
have a lower entropy. In this work, we want to remove those units that produce
a uniform output.

Mutual information is a measure of the amount of information that a random
variable contains about another random variable. Consider the joint probabil-
ity mass of two random variables p(x, y), the mutual information is defined by
I(x, y) =

∑
x∈X

∑
y∈Y p(x, y) log p(x,y)

p(x)p(y) . In this work, we use mutual informa-
tion to determine the units to remove from a fully connected layer [5].

3 Related Work

Policy distillation [16] is a method based on knowledge distillation [9] and model
compression [14], also, some of them use a similar process to train a model for
different tasks (multi-task DRL). These methods consist of a teacher-student
scheme, where a pre-trained model (teacher) is used to guide the training of a
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new model (student) with fewer parameters than the teacher. Nevertheless, it
require high computer resources to train the student model because the teacher
(one or more) and the student models are used during this process.

Policy Distillation [16] compresses a model for a certain task and a similar
approach is used to obtain a model for the same task. Unlike the reference DQN
architecture [12], this model is pre-trained in the source task and it is used to
obtain the experience replay to train a model with fewer units in its layers.
However, this method requires one to evaluate the instances in the source model
to update the compressed one, which requires high computational resources. In
contrast to them, we propose to compress the model and train this model as a
new DQN, using fewer computational resources.

Parisotto et al. [13], propose an actor-mimic approach that consists of two
parts, first they find a representation with a deep model for different source tasks
(Atari games) and then they train different output modules for each source task.
Also, they propose to transfer the learned representation to new games; however,
those games with different dynamics obtain poor performance in the fine-tuning
process. The last two methods focus on a multitask scheme, and are related to
policy distillation.

Some other extensions of policy distillation have been proposed. For example,
Green et al. [7] propose an extension called proximal policy optimization [17].
Sun et al. propose to train the teacher and the student at the same time; they use
two variants: using only one teacher [20] and using more than one teacher [21].
These methods have similar limitations to policy distillation, as they require
high computational resources to load different source models and evaluate them
to extract instances for training the new target model. In the next section, we
will describe the proposed method for model compression in DRL.

Also, policy distillation have been used for applications in economics [6],
where a teacher-student scheme to learn an optimal policy from imperfect infor-
mation, however they do not use this scheme to reduce the model size. Other
approach combine a pruning strategy with policy distillation [24], they propose
to prune the less important units according to explainability metrics and then
mimic the behavior of the teacher model with the pruned model. Explainability
techniques are combined with policy distillation to reduce the size of experience
replay [10] and to obtain saliency maps more interpretable for humans [23].

4 Model Compression for Deep Reinforcement Learning

The proposed method can be seen graphically in Fig. 1. Our method is based
on ranking the units of fully connected layers and then comparing the mutual
information between the distribution of the output with all the units and without
those with lowest ranked units. In the next subsection, we introduce the steps
of our proposed method. First, we present how to rank the units based on the
entropy of their outputs. Then, we present a method to reduce the number of
units in the fully connected layer.
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Fig. 1. Proposed method for model compression: 1) evaluate a sample in the pre-trained
model; 2) extract the outputs in the hidden layer, and find the distribution of each unit,
then rank the units according to the entropy; 3) finally, compare the distributions with
the units and without the lower ranked ones with mutual information, the stop criterion
is when the mutual information starts to decrease.

4.1 Ranking the Units

In this subsection, we introduce a method for ranking fully connected layers
using a sample of the task used to train a DQN. In Algorithm 1 the procedure
for ranking the units is shown, we use the entropy value of the output in the
fully connected layers, we hypothesize that the units that produce diverse values
are more useful that those that produce uniform values.

As input of the algorithm we need a pre-trained model in an Atari game
using the DQN algorithm (DQNsource) and a set of instances (Data) of the game.
Then, we obtain the output in the fully connected layer using the instances of the
game. If the architecture proposed by Mnhi [12] is used, we obtain 512 outputs
per instance. In the next step, we obtain the discrete probability distribution of
each unit in the fully connected layer using 100 dims in order to represent in
a good way the distributions. Finally, we find the entropy of each distribution
that was obtained in the previous step. Finally, we rank the units according to
their entropy values; the units that obtain low values can be removed from the
model, and then the model can be fine-tuned to obtain similar performance with
all the units.

In the next subsection, we will define how many units we will preserve in
the fully connected layer using mutual information of the distributions with the
entire layer and without the units that obtain the lowest entropy values. We
hypothesize, and experimentally show, that the units with lowest entropy do
not contribute as much to the performance of the model, as those with highest
values.
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Algorithm 1. Algorithm for obtaining the ranking of the units in a fully con-
nected layer.
Input: A pre-trained model with the DQN architecture DQNsource, and a set of

instances of the task Data
Output: A list with the ranking of the units entropies

for instance in Data do
Evaluate the instance in DQNsource until the fully connected layer
Save the outputs in a list Outs

end for
Obtain the discrete distribution in each unit using Outs
Obtain the entropy of each distribution
return the rank of the entropies of the units entropies

4.2 Model Compression

In this subsection, we will present the proposed method to build the new model
without the units that have the lowest entropy values, this process can be seen
in Algorithm 2. To apply this algorithm we need a pre-trained model, a set of
instances (that we produce evaluating the model for some episodes), and the
ranked entropy values obtained from Algorithm 1.

Algorithm 2. Method to compress a pre-trained model of a DQN.
Input: A pre-trained DQN DQNsource, a set of instances Data, and the ranked units

entropy values
Output: A new compressed model DQNtarget

Obtain the rank of units in DQNsource using Data with Algorithm 1
Obtain the distribution of outs (entire distribution)
mutual information entire ← mutual(entire distribution, entire distribution)
current mutual info ← mutual information entire
while mutual information entire = current mutual info do

Remove the unit with lowest entropy
Find the new distribution now with the unit removed
Compute current mutual info with the new distribution

end while
return The compressed model DQNtarget

The next step is to obtain the outputs of the fully connected layer in the pre-
trained model and the outputs are stored in a list, then we obtain the distribution
of the entire outputs. After that, we find the mutual information with the same
output distribution, this value will be used to determine the stop criterion of the
algorithm.
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Then, the unit with lowest entropy is removed, and we find its distribu-
tion without this unit and compare it with the distribution of the entire layer
through mutual information. The process continues removing the units with low-
est entropy and comparing their distributions with mutual information, until the
mutual information starts to decrease. Finally, we obtain a compressed model
in the fully connected layer, and fine-tune the last two layers to improve the
performance of the compressed model.

The main advantages of the proposed method are presented below. The
method can obtain the number of units to compress the layer without adjusting
more parameters. Nevertheless, there can be biases for the number of bins used
to obtain the discrete probability distribution. Also, the experimental results
show that it can obtain similar performance compared to the source model. The
number of parameters of the target model is lower than the source model and
we need few number of instances to fine-tune the model (a DQN requires 200M
of instances).

5 Experimental Results

In this section, we present an experimental evaluation of our proposed method.
The aim of the experiments is to show that our method is able to automatically
obtain the number of units to retain in the fully connected layer of a pre-trained
DQN without significantly decreasing its performance.

To evaluate the proposed method, we use the Atari Learning Environment
with 32 games. The implementation of the DQN algorithm of Castro et al. [3] in
the dopamine-rl library is used for our experiments. First, we use the ten games
that are used in the policy distillation paper [16]. Also, we use the games that
overcome human level performance according to the DQN paper. The baseline
algorithm used in this work is DQN [12]. We compare the proposed method with
policy distillation [16], and the ensemble policy distillation that are the methods
that use model compression in their experiments.

Table 1 shows a comparison between the state-of-the-art and a comparison
of percentages obtained by the three methods, those experiments that are not
performed by the authors are marked by “X”. We can see that in different
teacher models the method proposed by Sun [21] obtain poor performance (i.e.,
Beam Rider or Breakout). Furthermore, they avoid using the Freeway and Space
Invaders games in their comparison with policy distillation [16]. On the other
hand, policy distillation obtains good results in all the games used with models
with fewer parameters. Nevertheless, the methods of the state-of-the-art require
more than one model to train the student one; consequently, they require compu-
tational resources higher than ours. The proposed method requires in the worst
case 19M instances, and only one model is fine-tuned in the last two fully con-
nected layers, and the experiments for all the games are fast (in the worst case
3 days in Google Colab notebooks).
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Table 1. Comparison with the state-of-the-art, for each algorithm we report: the source
model score (S), the compressed model score (C) and the percentage score of the
compressed model respect to the source model (%S). The proposed method obtains
higher performance in some games, but in some others obtains poor scores. In the
games marked with X the experiment is not reported.

Policy distillation Ensemble PD Ours

Game S C %S S C %S S C %S

Beam Rider 8672.4 7552.8 87.09 147.0 698.0 474.82 5517.6 3881.4 70.34

Breakout 303.9 321.0 105.62 13.0 16.0 123.09 142.9 177.2 124.00

Enduro 475.6 677.9 142.53 157.9 317.0 200.75 792.3 915.6 115.62

Freeway 25.8 26.7 103.42 X X X 32.8 31.0 94.51

MsPacman 763.5 782.5 102.48 959.4 1041.0 108.50 3721.0 2886.7 77.57

Pong 16.2 16.8 103.72 12.7 14.1 111.02 17.1 16.8 98.24

Qbert 4589.8 5994.0 130.59 2990.1 3295.0 110.19 12403.2 646.0 5.20

Riverraid 4065.3 4442.7 109.28 3608.0 4142.0 114.80 10829.0 3627.0 33.49

Seaquest 2793.3 4567.1 163.50 1241.3 1682.0 135.50 1225.0 2480.3 202.47

Space Invades 1449.7 1140.0 78.63 X X X 1841.47 1878.6 102.01

To provide further evidence of the performance of the proposed approach,
we used twenty-two additional games. Figure 2 shows a comparison of the per-
formance and parameters that are reduced with the proposed method. The two
extreme cases as Krull, where the percentage of parameters of the target model
is 7.29% with respect to the source one, and the performance is increased in
85%, and Qbert, where the parameters are only slightly reduced (85.25%, with
respect to the source model) and obtains a very poor performance (5% when
compared with the entire model).

According to all experiments, the proposed method obtains a competitive
performance to the source model in 22/32 experiments (higher than 90% with
respect to the source model); in 7/22 cases, the proposed method obtains perfor-
mances between 50%–90% with respect to the source model; finally, in 3 games,
the proposed method obtains poor performance (lower than 35%). Using the
mean of the different metrics that are shown in Table 2: the performance mean
is a little higher than the source models; the average of the number of frames
that are needed in the training of the agents is 7.35 million, which is consider-
ably lower than the state-of-the-art (80 and 120 million, respectively); finally,
the mean number of parameters in the compressed models is roughly half when
compared to the source models.
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Fig. 2. Comparison of the experiments with 32 different games. In blue we can see the
performance of the compressed model compared with the source model, and in red the
percentage of the parameters reduction. (Color figure online)
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Table 2. Results of the proposed method in 32 Atari games, we show the normalized
performance respect to the source model, the necessary frames to obtain the best
performance (in millions) and the percentage of parameters respect to the source model.

Game Performance No. Frames Percentage of parameters

Seaquest 2.0248 0.5 M 0.5039

Krull 1.8589 6.0 M 0.0729

VideoPinball 1.8380 4.0 M 0.8889

Ice Hockey 1.7358 3.5 M 0.6590

Gopher 1.5529 5.0 M 0.8851

Kangaroo 1.3045 5.0 M 0.6973

NameThisGame 1.2761 4.5 M 0.3775

Breakout 1.2402 5.0 M 0.0997

Robotank 1.1972 6.5 M 0.9521

UpNDown 1.1758 12.5 M 0.1093

Enduro 1.1556 8.0 M 0.3909

TimePilot 1.1016 1.0 M 0.1035

Asterix 1.0563 6.0 M 0.0940

Boxing 1.0454 8.0 M 0.8946

Atlantis 1.0399 3.0 M 0.8372

Space Invaders 1.0202 7.0 M 0.4368

DemonAttack 1.0112 12.5 M 0.2740

Tennis 1.0000 4.0 M 0.8199

Pong 0.9927 5.0 M 0.9119

Fishing Derby 0.9925 1.0 M 0.6456

RoadRunner 0.9884 14.5 M 0.1936

Freeway 0.9446 7.5 M 0.3085

Jamesbond 0.8183 13.0 M 0.2625

KungFuMaster 0.7778 3.5 M 0.7146

Ms Pacman 0.7758 13.0 M 0.4292

BeamRider 0.7035 13.5 M 0.3315

Tutankham 0.5728 1.0 M 0.5211

StarGunner 0.5538 19.0 M 0.3564

Assault 0.4928 19.0 M 0.1361

Riverraid 0.3349 12.0 M 0.2913

Hero 0.1415 3.0 M 0.0576

Qbert 0.0521 8.5 M 0.8525

Mean 1.0242 7.35 M 0.4722
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6 Conclusions and Future Work

In this work, we propose a method for compressing a DQN in the fully connected
layer. The proposed method consists on the comparison of the distribution of
the outputs in a fully connected layer with all the units and without those that
have low entropy values. We observe that with the proposed method we can
automatically obtain the number of units to preserve in the layer. Also, the
proposed method obtains competitive results when compared with the state-
of-the-art, while using less computational resources (we only fine-tune the last
two layers) and uses fewer instances (19 million in the worst case) to obtain
an acceptable performance. The proposed method is also evaluated in 22 more
games.

As future work we will propose a method to compress the convolutional layers
and with this the number of operations will be reduced, instead of only reducing
the number of parameters, also we want to apply this method in other domains
such as classification.
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Abstract. Interactive applications are becoming increasingly popular to gather
feedback from users in different fields (e.g., Urbanism, Design, Economy, or Soci-
ology). However, it is difficult to keep users engagedwith an application to provide
high-quality answers, as there are plenty of competitors for their attention (e.g.
other applications) and their attention time is short. In this context, the interactive
adaptation of applications to the actual interaction with users is a key element
to improve users’ engagement. It allows modifying the interface and story of the
application to make it more attractive to the users while they play with it. This
paper addresses this issue with early detection of potential signs of fatigue or
abandonment by users in interactive visual novels. It applies Randomized Forests
over a variety of events common in this type of application and analyzes which of
them are best predictors of those signs. The results with a variety of novels and
the selected features show promising results (a minimum accuracy of 81%).

Keywords: User engagement · Adaptation of applications · Visual novels ·
Abandonment predictor · Randomized Forest

1 Introduction

Interactive applications (and contents in general) have been gaining increasing presence
in our lives [1, 2]. They can be used to gather people feedback on multiple domains
[3, 4], as they offer multiple interaction possibilities and users are already familiar with
their common interaction mechanisms. However, this use is also very challenging [5],
since users spend less time on each application, switching among them frequently, so
their level of attention can be low. For these reasons, there is a risk to get answers that
not always have the quality and confidence that is required.

Nowadays, the success of interactive applications to attract and retain users largely
depends on their ability to adapt to their users, contexts and specific interactions [6, 7].
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In turn, this adaptation needs techniques to analyze user engagement and retention. For
instance, the identification of early signs of fatigue or potential abandonment will make
it possible to design some changes on applications trying to improve users’ attention and
interest.

Though there are multiple works in the area of the assessment of user engagement
from the interaction in applications, the problem is still open. This is largely due to the
variety of types of interactive applications and the information that they can gather.

Our work focuses on visual novels as a tool to provide a context for interactive
(and sometimes geolocated) questions to gather users’ feedback. Visual novels [8] are
a hybrid between written stories and video-games that involve the use visual assess
to convey characters, backgrounds, and actions. They also frequently request users’
interactions to choose paths of action or answers to specific questions.

This paper presents a model that can predict early abandonment in visual novels with
interactive and geolocated questions. There is still no information on predictions in this
type of applications as opposed to traditional systems. For this purpose, the paper also
reports a study of the temporal variables that can be obtained from the use of a visual
novel to identify those that can contribute to better predictors.

The rest of the paper is structured as follows. Section 2 reviews the related work on
user retention and abandonment predictions. Section 3 describes the proposed method-
ology for the design of the method to predict when the user wants to abandon the
application, while Sect. 4 presents the results and Sect. 5 discusses them. Finally, Sect. 6
discusses the conclusions and future work.

2 Related Work

The problem of user engagement in applications and interactive content has been well
studied. Acquiring new users is a difficult process, so applicationsmust retain those users
who already use them as a first step to increasing their number of users. In recent times,
this problem has gained increased attention due to its relevance for the monetization of,
for instance, websites [9] and mobile apps [10].

The study of user engagement from application data has been characterized as a
type of data mining problem that includes five steps [11]: data-preprocessing, feature
selection, sampling of data, training the classifier, testing for prediction, and output of
prediction. There are multiple approaches to this perspective, like [12] that studies the
acquisition and retention of clients in the area of marketing with an algorithm for predic-
tion based on clustering, [11], whose goal was to knowwhen a customer would leave the
services using several techniques (e.g. Boruta algorithm, Support Vector Machines, and
Random Forests), or [13], which analyzed the performance of eight classifiers for this
purpose. In a previous paper working on designing an emotion-based prediction system
[14], a comparison was made with other predictor techniques, such as support vector
machines (SVC), k-nearest neighbors (KNN) and decision trees. It was concluded that
decision trees allowed better predictions.

Given the results in the literature, our work uses Randomized Forests (RFs). Though
the literature [15] shows that Decision Trees (DTs) facilitate explaining to users the result
of classification, they tend to overfit. This means that they usually learn the training data
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verywell, but their generalization to other data is not straightforward.Oneway to improve
the generalization of decision trees is to use regularization, which involves limiting the
model’s capabilities in someway to obtain a better generalizingmachine learningmodel,
and beyond this, combining several trees. In general, it improves classification but harms
explainability. This combination is used, for instance, in the proposed RFs.

The nonparametric RFs [16] use supervised learning to extend DTs. The RF algo-
rithm arises as to the grouping of several classification trees. Basically, it randomly
selects a number of variables with which each of the individual trees is built, and predic-
tions are made with these variables that will later be weighted through the calculation
of the most voted class of the trees that were generated, to finally make the prediction.

The problem of classification is not only about the algorithms, but also about the
chosen data. A poor choice causes poor prediction results. In the case of abandonment,
some articles (e.g. [17]) show a relationship between it and the time users spend playing.

Our study uses variables related to the time users expend in the application because
they are frequently collected in visual novels. In our application, some questions in the
novel also have geolocation data.

3 Methodology

Our research has designed five visual novels using a framework based on Monogatari.io
[18] (https://monogatari.io). Their application domains are different: three of them are
based on awareness and sustainability; the other two are intended for data collection
regarding citizen opinions about potential changes in the Urbanism of a city. These
visual novels have immersive questions and can also have geolocation. The application
asks these to users while visiting the place in the application (i.e. immersive) or also the
real world (i.e. geolocated).

The tests of the novels collected various data, like the section/chapter of the novel and
the time spent in each section. For the novels with geolocation, the tests also collected
the time spent going from one place to another. Finally, the experiments recorded the
time at which the user finishes the novel, which serves as an arrival point in our ranking
system.

The implementation of the prediction algorithm and the data analysis is made with
Python. It uses the libraries: Scikit, which provides an implementation of theRF classifier
algorithm; Numpy to works with vectors, matrices, and arrays, and implements high-
level mathematical functions; Pandas which provides flexible data structures and allows
working with them very efficiently.

With these elements, the work with the visual novel is as follows. After analyzing
the data and executing the prediction algorithm, possibilities of users’ abandonment can
be detected. Then, the application can change the story to try to avoid that abandonment.
This adaptation process has to meet two requirements: (1) That abandonment indicators
can be detected quickly in the users’ interactions, so they can be made when changing
the user’s mind is still possible; (2) That the accuracy of the prediction algorithm is good
to detect the possibility of abandonment, so there are not too many false positives that
could lead to changes when the users are actually engaged with the application.

https://monogatari.io
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4 Results

Our datasets contain measurements from tests performed with several visual novels. For
analysis, we split them into two datasets, to test how the fact that some visual novels
have geolocation affects them. The samples include data on the elapsed time between
different sections of the novel. For these datasets, we differentiate between dataset1,
which includes whether the visual novel has geolocation or not (e.g., 1: True, 0: False),
and dataset2, which only has data from geolocated novels, the elapsed time it takes to
move between section locations.

4.1 Sample

There are 60 data samples obtained in total, each from different users and distributed in
5 visual novels. The novels have been made in the cities of Madrid and Teruel, both in
Spain. 21 out of those 60 samples correspond to novels with geolocation.

4.2 Data Description

The independent variables to be considered for the analysis of the RF model are the
following:

• geo: Parameter that indicates if the novel has geolocation or not (true or false).
• time1, time2, time3, time4, time5: The different times spend in each section of the
novel (in seconds).

• time1geo, time2geo: The different times spend between geolocations in the novel (in
seconds), They indicate the time users use to travel a section between two locations.

• last_time: Last entry of time taken by the user to complete the last section of the
novel (in seconds).

• last_time_geo:Last entry of the time it takes to traverse the location of the last section
of the novel (in seconds), It corresponds to the time users need to traverse the section
between the penultimate and the last location.

• total_time: Completion time (in seconds).
• finished: This variable is only saved at the end of the novel if the user has completed
the whole experience. (true or false). It allows identifying users’ abandonment of the
novel.

If abandonment occurs, the times corresponding to the sections that the user do not
play will be coded as zero. Zero time is also used when novels have a different number
of sections. In this way, results are unified to allow comparison, so they do not affect the
prediction.

The different datasets corresponding to the different visual novels that we are going
to use in our random forest are the following:

• dataset1: geo, time1, time2, time3, time4, time5, last_time, total_time and finished.
• dataset2: time1, time1geo, time2, time2geo, last_time, last_time_geo, total_time and
finished.
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4.3 Model Construction

The construction of the RF model considers the following setup: (1) the number of
estimators (DTs) is 100, (2) for the construction of each estimator, the minimum number
of observations to split a node is four random variables, and (3) different sample sizes
are used for training, so the complete training dataset is never used.

To determine the most important variables for the classification of finished novels,
the Gini variable importance method [19] was used, v_importance variable is measured
in Gini Importance or Mean Decrease in Impurity (MDI) calculates each feature impor-
tance as the sum over the number of splits (across all tress) that include the feature,
proportionally to the number of samples it splits. Table 1 and Table 2 show the results.

Table 1. Relevant variables for dataset1.

feature v_importance (MDI)

7 last_time 0.286018

1 total_time 0.203590

2 time1 0.152313

3 time2 0.135189

6 time5 0.085493

5 time4 0.071685

4 time3 0.056398

0 geo 0.009315

Table 2. Relevant variables for dataset2.

feature v_importance (MDI)

6 last_time_geo 0.200849

4 time1geo 0.199045

1 time1 0.168858

3 last_time 0.147107

5 time2geo 0.142674

2 time2 0.079342

0 total_time 0.062124

The first four variables in importance are the following. For dataset1, the time it takes
to perform the last section of the novel, with the highest variable importance value, of the
two datasets (0.29), followed by the total time (0.20), the time of the first sector (0.15)
and the time of the second sector (0.14). For dataset2, the time it takes to go through the
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last section of the novel, with the highest variable importance value (0.20), followed by
the time it takes to go through the first sector (0.199), the time of the first sector (0.17)
and the time of the last sector (0.15).

4.4 Model Validation

OOB Error
The OOB error [20] rate estimate is calculated from the out-of-bag observations. The
error estimate suggests that when themodel is applied to new observations, the responses
will have an OOB error of 18.8% for dataset1and 11.8% for dataset2. It can also be said
that the model is 81.2% accurate for dataset1 and 88.2% accurate for dataset2.

Confusion Matrix
To proceed with the validation of the model, the analysis considers the “Test” dataset to
calculate the confusion matrix. It shows small values in the diagonal of the misclassified,
that is, there is an error of 1.2% (Fig. 1) for dataset1 and 0.42% (Fig. 2) for dataset2.
Thus, the proposed RF model classifies with a very low number of errors.

Fig. 1. Confusion matrix chart for dataset1.
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Fig. 2. Confusion matrix chart for dataset2.

5 Discussion

Early abandonment detection is novel in immersive applications based on visual novels.
In the literature, we see how it has been studied in other areas such as gaming or gam-
ification [17] or with enterprise clients [11] (more focused on not losing monetization
[9, 10]). Our case focuses on obtaining data more accurately by preventing users from
abandoning the app and completing all the fields until the end. This is something we
consider of great value for the type of applications we are going to use, to collect data
for the design of smart cities and improve the attention of users when they are being
explained about awareness and sustainability.

Going back to the results in the previous section, some additional conclusions can be
drawn. Since the results for the two datasets are slightly different, this section considers
them separately and then discusses some common observations.

Table 1 (for dataset1) indicates that the most important variable is last_time; in the
case of Table 2 (for dataset2) is the variable last_time_geo. If these times are low, the
users will not finish the application. We can also observe how in dataset2, the most
important variable in dataset1 (last_time) is in the fourth position below time1. This
change may be because in dataset2, there are fewer dropouts and therefore, the variable
corresponding to the last time is less important since most of them arrive in that section.

The previous variables are close to the end of the novel, so they have a limited impact
to enable changes in the novel. Looking for other relevant variables, the first two sections
of time are also important for the two datasets. So, our system is able to detect cases of
abandonment in an early way, as it can also use the first sections (time1 and time2) for
prediction.
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Regarding the data with geolocation, the values time1 and time1geo, (Table 2), are
of similar relevance. Being two variables related to the same section, the first one allows
to detect the potential abandonment with less requirements (i.e. geolocation).

Using the previous values, the application allows anticipating if users are going to
abandon, meaning that they will complete the novel but not do the last survey of the
application. This survey is the key elements to ask users about their opinion of the novel.
If the application could anticipate the abandonment, it could change some parts of the
story to keep users’ attention as soon as the novel starts, so there would be an increase in
the number of users completing the survey.Thiswill allowdesign applications to consider
these values in order to increase engagement and reduce the number of abandonments.

The results of dataset2 (Table 2) are slightly worse than those of dataset1 (Table 1).
Probably, once there are more geolocated records, these differences will be reduced.

The RF appears as a simple and quite fast and precise model. Although it lacks the
interpretability of DTs, it reduces overfitting and is a more robust classifier. The RF
model gave good results in terms of classification (82.2% and 88.2% of accuracy) and,
above all, in determining the importance of the variables, all of it with small datasets.
This is very useful for subsequent variable debugging and more precise analysis.

Our studymakes it reasonable to use time as an important variable for the detection of
abandonment. We have identified the most important variables when using visual novels
seeing that with the first-time intervals we can detect them with good accuracy in the
results. Just as in [16] they see a relationship with game time, we see it between the time
it takes users to perform different activities within the application with abandonment.
However, the study has some limitations such as the small size of the data sample.

6 Conclusions

This paper shows an algorithm based on RFs that analyzes time variables to predict
application abandonment. This is applied to an application that tries to collect data for
the design of smart cities by using visual novels. The statistical analysis of the data
collected in the tests with the applications shows a significant relationship between the
variables that are used for the prediction (of time and geolocation) and abandonment.
These variables are relevant for this kind of application (i.e., playing scenarios in a smart
city), and time should always have an impact, but others should be considered for other
cases.

Among the most important variables, those in the first sections have a high degree of
importance, so early detection is possible. This would give enough time to make changes
in the application and keep the attention of the user on its content.

With accuracy in the two datasets above 80%, the detection of future abandonments
offers enough confidence for adaptation. Changes in the story have a high probability of
improving the user experience. The changes will be classified in two ways, if we want
to do it for specific histories (i.e. If the user is walking around the city, we will add some
kind of gamification to make the user interact in an immersive way with the monuments)
or make it in general for all the visual novels (i.e. Change the time the user will spend
in the visual novel).

This research has still several open issues for future work, such as improving the
prediction with more data as the available applications are used or if other applications
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are added, they would all be along the lines of visual novels. Also, we want to design
a system that, depending on the abandonment predictions, makes a series of changes
that modify the application to get the user’s attention. Finally, to improve the prediction
system we can consider including more variables obtained from the application. We
can even use the variables that the user enters previously in the application to make a
classification and separate them into several user profiles, depending on these profiles the
application initially adapts the application to further reduce the option of abandonment
of the application by the user. To do this, a user-adaptive application would be created
using these user profiles.
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1 Introduction

Passive acoustic monitoring (PAM) is presented as an alternative for biodiversity and
conservationmonitoringwhich allows the identification of different ecosystemprocesses
and their changes by collecting the activity present in the soundscape through acoustic
recorder units (ARU) [1–3]. Soundscape studies have provided information on biodi-
versity conditions, population trends, and have permitted the identification of changes
in ecosystem richness and composition due to natural and anthropogenic impacts [4].

Soundscape analysis can be performed through species acoustic pattern recognition.
These patterns come from vocalizations that species perform to communicate with each
other for reproductive, warning, and territorial purposes. PAM is a cost-efficient alter-
native that gives away to obtaining species data throughout the day and night, analyzing
long periods, and thus collecting more information about the object of study than direct
observation [3]. Moreover, compared to photo trapping, PAM offers an advantage in
species monitoring because the analysis of camera trap images is more complex for
cryptic and small animal species such as frogs and insects.

The species detection in soundscapes can be realized by manual human analysis
using computer tools as Raven (The Cornell Lab of Ornithology) and Avisoft (Avisoft
Bioacoustics). These tools allow audio analysis by spectrograms but require high user
intervention. This can be an issue when large amounts of data recordings need to be
analyzed. Therefore, it is necessary to design automatic recognitionmethods that support
large-scale monitoring.

The most common methods for automatic species detection through their vocaliza-
tion are based on machine learning techniques, as in the case of birds [5, 6], frogs [7,
8], and mammal species such as bats [9]. Most of these works use supervised learning
techniques, requiring labeling data for the training stage, and there is no information
about species in all ecosystems [10]. In a country such as Colombia which has a signif-
icant amount of fauna that is unknown to science, some species would not be correctly
detected. Furthermore, most of the proposals are focused on the identification of species
of a specific taxonomic group (e.g., avians, anurans, cetaceans, chiropterans) or specific
target species. In general, the steps to be followed to perform multi-species recognition
fromaudio are: (I) signal pre-processing, (II) audio segmentation, (III) feature extraction,
and (IV) classification [11].

Some studies have implemented feature extraction algorithms in combination with
machine learning techniques for species identification. However, most proposals are
focused on determining the presence of a small number of species from a single taxo-
nomic group. Among the most commonly used features are Mel Cepstral Coefficients
(MFCC) [7], Linear Cepstral Coefficients [12], spectral centroid, mean energy, and sig-
nal time-frequency features as call length, peak frequency, and minimum and maximum
frequencies [13]. Recently, deep learning methods have been used to extract discrimina-
tive features in different audio applications. These features are the inputs of a clustering
algorithm that differentiates between bird species [14, 15], frog species [16], and individ-
uals of a bird species [17]. However, the application of these techniques in bioacoustics,
specifically in multi-species detection using unsupervised learning, is understudied.

This work aims to explore the feature extraction for automatic multi-species iden-
tification, which involves the analysis of all frequency bands present in the soundscape
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(100 Hz–90 kHz), and the use of unsupervised learning techniques to perform species
detection in different ecosystems without the need for labeled data. For feature extrac-
tion, we use the features commonly extracted in bioacoustics: cepstral coefficients and
frequency features such as peak frequency and frequency range. From the deep learning
area, Variational Autoencoders [14], which is an unsupervised and unapplied method in
bioacoustics, was analyzed. Furthermore, we analyzed a supervised approach using a
pre-trained Convolutional Neural Network architecture based on VGG19 [17] as feature
extractor. These features are the input of a clustering algorithm that groups the species
according to their similarities.

This paper is presented as follows. Section 2 explains the used dataset and feature
extraction methodology for multi-species recognition; the clustering algorithm used
will also be briefly described. Section 3 presents the proposed experiment results and
discussion. Finally, in Sect. 4 conclusions and future work are presented.

2 Materials and Methods

2.1 Materials

The dataset used for this case study consists of 832 audio recordings obtained through
acoustic monitoring collected in March and June 2021 from a rural area in Puerto
Wilches, Santander, Colombia (7°21′52.5′′N, 73°51′33.0′′W). For this dataset, two
recordings were used: a Song Meter Mini (Wildlife Acoustics, Inc) device programmed
to collect 1-min recordings every 10minwas usedwith a sampling rate of 48kHz for audi-
ble species (100Hz–22 kHz), and a SongMeterMini bat (WildlifeAcoustics, Inc) device
programmed to collect 15 s every 15 min with a sampling rate of 384 kHz for species
in high frequencies (22 kHz–90 kHz). More than 10000 segments are estimated in the
audios, possibly corresponding to animal calls. Experts identified the presence/absence
of species in this dataset. This information was only used to measure the performance
of the clustering algorithm. It has 30 identified species in multiple frequency bands,
including chiropterans (ultrasound), orthopterans (ultrasound), avians, anurans, and a
primate.

As CNN architectures are a supervised method, it was required to label each species
call (segments in the audio). Therefore, 315 audio recordings were randomly selected
from the dataset and approximately 4000 calls were labeled in this subset. These calls
were used to train the KiwiNet network.

2.2 Multi-species Identification Methodology

Generally, automatic species identification follows the methodology presented in Fig. 1.
First, audio recordings pass through a pre-processing stage in which time-frequency
representation is obtained using the short-timeFourier transform (STFT), thus generating
the spectrogram [18]. This representation provides a detailed description of the energy
present at each frequency and time and can help to differentiate between species call
types. At this stage, the background noise is also removed from the audio recordings
using a Gaussian filter and spectral subtraction [19]. After obtaining the time-frequency
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representation of the audio and removing the background noise, signal segmentation is
performed. In this stage, the acoustic units or acoustic events that could be associated
with the species calls are extracted. In ourwork, this stage is carried out by image analysis
using the Acoustic Event Detection (AED) methodology proposed by Xie et al. [19] but
analyzing all frequencies. The next stage consists of extracting themost relevant acoustic
information for each segment found in the previous stage. Here, the ability of deep
learning techniques to extract features was analyzed in contrast to the most widely used
approaches in the literature, which are the cepstral coefficients and frequency features
(peak frequency, minimum and maximum frequencies). This stage will be discussed in
more detail in the following section. In the final stage, a clustering algorithm analyzes
the previously extracted features and aggregates the segments based on the similarity of
species vocalizations. Due to the type of problemwhere the number of species present at
the site are not previously known, we selected a clustering algorithm LAMDA (Learning
Algorithm for Multivariate Analysis) [7]. This algorithm does not require the number
of classes as an input parameter and allows the identification of species that were not
present at the training stage.

Fig. 1. Automatic multi-species identification methodology

2.3 Feature Extraction for Multi-species Identification

For automatic species identification, somemethods have been applied for feature extrac-
tion. These features can be based on signal energy, zero-crossing, and time-frequency
features such as peak frequency, bandwidth, call duration, and frequency range [13].
Other works have used Mel frequency cepstral coefficients (MFCC) [7, 13, 15] linear
frequency cepstral coefficients (LFCC) [12] and recently, feature extraction has been per-
formed using deep learning techniques such as Convolutional Neural Networks (CNN)
[17, 18] and Variational Autoencoders (VAE) [14, 15]. Then we considered interest-
ing to analyze the behavior of multi-species identification method using deep learning
approaches.

Feature Extraction Using Linear Cepstral Coefficients
Mel-Frequency Cepstral Coefficients [20] are widely used discriminatory features in
human speech and speaker recognition. They redistribute the frequency across the spec-
trum in a logarithmicway,Mel scale, in order to benefit specific frequency bands inwhich
the human vocal apparatus works [20]. In some cases, the spectral range of the studied
species is in the human speech spectrum (30 Hz–3 kHz) and species recognition can be
made successfully; Nevertheless, generating a Mel-like scale for identify vocalizations
of different taxa would not be an optimal solution. For this reason, Cepstral Coefficients
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uniformly and linearly distributed across the spectrum have been used when it is not
desired to benefit specific frequency bands [12, 21]. The process for calculating LFCC
is described as follows:

Based on the segments previously obtained in the segmentation stage, the first step
of process consists in estimating the logarithm of the energy Q ∈ R

Ns×Nl for each
vocalization segment H ∈ R

Ns×Nt . Where Ns and Nt are the length of the segmented
call in the spectral and temporal domain respectively and Nl is the number of logarithms
calculated in each window. This operation extracts the relevant acoustic information
from the temporal domain and redistribute it across the spectral domain in a non-linear
way.

Then, the unitary Discrete Cosine Transform (DCT) of Q is calculated in order to
reduce the dimensionality of Q and set a common length for the extracted feature vector
in all vocalizations. Finally, the vector ya ∈ R

Nk is obtained, where Nk is the number of
coefficients. In our case, 24 coefficients are obtained.

These coefficients are combined with call frequency information: peak frequency,
minimumandmaximum frequencieswhich are a relevant biological information seeking
to improve the detection performance.

This procedure allows the species identification across the entire spectrum without
the inherent need to change its parameters according to the specific animal species.

Feature Extraction Using Variational Autoencoders (VAE)
Variational autoencoders (VAE) are an unsupervised method for feature extraction. As
it is a relatively new approach [22], there are few analyses in bioacoustics. Rowe et al.
[16] use them for biodiversity analysis focused on bird detection and was also used by
Ntalampiras and Potamitis at [15] for detection of unknown bird species.

VAE is an improvement of the traditional autoencoders where the latent space gen-
erated by the encoding stage is used to learn a normal distribution of the features and
then reconstruct the original inputs by sampling features. This method provides a prin-
cipled framework for learning deep latent-variable models and corresponding inference
models.

In this case, we based our architecture on the work of [23]. Our neural network
is composed of three convolutional layers and their corresponding relu for encoding.
Original inputs are RGB spectrogram with size 224 × 224, then for each layer, the
input size is halved, and the number of channels increases until 64. The latent space was
generated by computing the mean and standard deviation on a fully-connect layer at the
end of the encoder. Finally, the reconstruction was performed by five deconvolutional
layers and relu layers among them. This process can be observed in the Fig. 2.

From latent space, a vector yb ∈ R
NL is obtained, whereNL is the number of features,

in this case, 64. These features were evaluated initially alone and then the frequency
features were added.

Feature Extraction Using a Convolutional Neural Network-KiwiNet
Recent works perform feature extraction through deep learning methods. Most of them
use Convolutional Neural Network (CNN) for feature extraction and classification tasks
[18]. This method presents the advantage of having pre-trained architectures such as
VGG19 [24] which vary each other in the number of layers, loss function, and order
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Fig. 2. Variational Autoencoder architecture used for feature extraction for multi-species identi-
fication.

of different components in their layers. However, as a supervised method, it requires a
labeled dataset.

For feature extractionpurposes,weused aCNNbasedon the architecture proposedby
Bedoya and Mell [17] called KiwiNet. This network was created to identify individuals
of a bird species (Great spotted kiwi/roroa) in New Zealand using as a core the VGG19
architecture [24] with two extra convolutional layers to reduce the number of filters from
512 to 32 and a global average pooling layer to generate a 1-dimensional latent space.
We chose KiwiNet because its high individual identification accuracy using the species
call segment and was trained for feature extraction purpose.

CNNs are characterized by requiring fine-tuning of parameters depending on the
application. In our case, the KiwiNet input is 224 × 224 RGB spectrogram image
segments containing the species vocalizations; the previous labeled calls were used for
training. The first seven layers were frozen, and as presented in [17], we introduced two
layers before the fully connected layer. The training was performed using stochastic
gradient descent with momentum in mini-batches of eight segments, a learning rate of
1×10−4, and a stopping criterion with the number of epochs. We used transfer learning
by applying the KiwiNet architecture with VGG19 values. VGG18 was pre-trained with
the ImageNet dataset; this allowed us to accelerate the training workflow and do the
training with our small dataset. From the patterns generated by convolutional layers, a
vector yc ∈ R

Nf is obtained, where Nf is the number of features, in this case, 32. These
features were initially evaluated alone and then the frequency features were added.

2.4 KiwiNet as a Supervised Classifier

CNNs are commonly used as a classification method.We wanted to test the performance
of our trained KiwiNet network to classify 30 species from 4 different taxonomic groups
(aves, amphibians, mammals, and insecta).

The results section presents the performance comparison of the clustering algorithm
using the extracted features and the KiwiNet network as a supervised classifier.
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2.5 Clustering for Multi-species Identification

Acoustic features y from the previous stage were analyzed using a clustering algorithm
to identify the sounds related to multiple species.

LAMDA [25] is an unsupervised fuzzy clustering methodology that has previously
been used for the detection of anuran species [7] and birds individuals [17]. It does not
require the number of classes as an input parameter and estimates the global adequacy
degree of each datum by estimating the contribution of the input features using a non-
iterative process. We use the Yager-Rivalov triple � operator [26] as fuzzy connective
to strengthen the relationship between the number of generated clusters and the number
of classes associated with biophonie sounds. The detailed description of the algorithm
can be found in [7, 25].

The procedure for using LAMDA for multi-species identification is divided into two
steps: species learning (clustering) and species identification.

(i) Species learning: the user enters the audio recordings to be analyzed. LAMDA in
unsupervised way returns the proposed clusters. The expert decides which clusters
are of interest, associates them to a species, and saves the cluster (or clusters)
containing the representative vocalization of the species.

(ii) Species identification: Once the species are trained, new audios can be analyzed.
LAMDArecognizes the trained clusters (species clusters saved in the training stage)
and if a new biophonie it is identified, it assigns them to a Non-Informative Class
(NIC), showing that this methodology is able to find unexpected species that were
not include in the training stage.

2.6 Evaluation Metrics

Methods performancewas evaluated according to the species presence-absence detection
in a recording using the recognition rate Eq. (1)

Recognition rate (%) = Nd

Np
(1)

where Nd is the number of audio recordings where the species was correctly identified,
and Np is the total number of audio files where the species is present according to the
ground truth (expert labels).

This metric was used to evaluate the performance of the different feature extrac-
tion approaches using an unsupervised algorithm (LAMDA-clustering).Moreover, since
CNN methods are widely used as a classifier, although it is a supervised method, we
diced to compare the LAMDA results with the KiwiNet as a classifier.

3 Experimental Results and Discussion

In this study, we compare the multi-species identification performance using three dif-
ferent methods for feature extraction (LFCC, VAE, and KiwiNet) and an unsupervised
clusteringmethodology. Here, each feature extractionmethodwas analyzed individually
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and then with the conjunction of the frequency features (peak frequency, minimum and
maximum frequencies). Table 1 shows the average recognition rate of 30 species in the
832 audio recordings using the feature extraction methods. Additionally, we present the
results of the KiwiNet architecture used as a supervised multi-species classifier.

Our results show that multi-species recognition rate increases significantly when
frequency information is used in conjunction with the three different tested methods
showing that biological information is relevant to differentiating between taxa.

Feature extraction from LFCC in combination with frequency information shows
that it is possible to detect species automatically in different frequency bands with high
performance. This combination allows a clustering algorithm to generate an accurate
cluster for species. However, as a biological problem, some species present intra-species
variability due to background noise or environmental conditions, and this affects some
species detection.

Table 1. Comparing the average performance for multi-species identification using different fea-
tures representation. Six feature representation were evaluated with an unsupervised clustering
methodology and a CNN was evaluated for feature extraction and classifier.

Features representation Classifier Hit rate

Frequency information LAMDA 84%

LFCC and frequency
information

LAMDA 95%

VAE LAMDA 78%

VAE and frequency
information

LAMDA 92%

KiwiNet-CNN LAMDA 89%

KiwiNet-CNN and
frequency information

LAMDA 90%

KiwiNet-CNN KiwiNet-CNN 88%

VAE is able to encode and decode from the spectrogram representation of the species
call, achieving high reconstruction probability as presented in Fig. 3. As an unsupervised
method, it has the advantage of not requiring species labels or large datasets for accurate
reconstructions. However, in this case, when the generated latent space is used as an
input for clustering algorithm, some features are not relevant to group some species
correctly, and the global species detection average decreases.

When these features are combined with species frequency information providing by
frequency features, multi-species detection improves.

In the same way, the KiwiNet performance as a feature extraction was relatively
similar to the other methods used. KiwiNet architecture was designed originally for
feature extraction for individuals of the Great spotted kiwi (New Zealand bird species)
[19] but with the tuning of some architecture parameters, it has proven to be useful for
the multi-species approach.
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Fig. 3. Examples of original and reconstructed calls using VAE of two species in ultrasonic and
audible frequencies. Molossus bondae (bat) and Troglogytes aedon (bird).

The KiwiNet, as any CNN architecture, requires an extensive and properly labeled
dataset for training. Due to the diversity of species calls, the dataset is not balanced. It
was necessary to manually find the most representative song segments for each species
and use them for training. We used 40 vocalizations from each of the 30 species. This
made it difficult to train the network.

Despite CNN being a supervised method, we decided to evaluate the performance
of KiwiNet as a classifier due to CNN recently being one of the most used classifiers
for species identification. This gives us a baseline to compare our unsupervised purpose.
Table 1 shows the performance obtained with this technique.

Additionally, Table 2 presents time execution of complete process for multi-species
identification using each feature extraction method. It is important to consider that CNN
architectures training may require significant computational resources. We worked in a
high-performance computer (Ryzen 5 3600, 16 gb ram, Nvidia rtx 2060 super) where
CNN is notoriously the most time-consuming method.

Table 2. Comparing the execution times to perform multi-species identification in the entire
dataset using different feature extraction methods.

Features representation Execution time (seconds)

Frequency information 1053.0

LFCC and frequency
information

2065.7

VAE 3986.1

VAE and frequency
information

4341.6

KiwiNet-CNN 10707.9

KiwiNet-CNN and
frequency information

11067.9
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Finally, the identification results of the 30 analyzed species are presented in Fig. 4.
These results show the difference between species detection in each tested feature extrac-
tion method. In general, high frequency species such as in the case of bats (most mam-
mals) and orthopterans (most insecta) has a high performance, this may be since at these
frequencies, the presence of background noise is low or almost null, which makes the
detection improved.

Overall, species detection was above 50%. This shows that both classical methods
such as LFCC and more current methods such as deep learning models in combination
with species frequency information can provide relevant information about the calls to
the clustering algorithm.

Table 3. Summary of species name and corresponding code for 30 analyzed species.

No. Species-name Code No. Species-name Code No. Species-name Code

1 Boana
platanera

BPA 11 cf. Rhogeessa CRA 21 Saccopteryx
leptura

SLA

2 Dendropsophus
microcephalus

DMS 12 Cynomops CPS 22 Molossus bondae MBE

3 Leptodactylus
fragilis

LFS 13 Dasypterus
ega

DEGA 23 Molossus
molossus

MMS

4 Leptodactylus
fuscus

LFUS 14 Eppia
truncatipennis

ETS 24 Alouatta sp. ASP

5 Crotophaga ani CANI 15 Eptesicus
brasiliensis

EBS 25 Neoconocephalus
affinis

NAIS

6 Crypturellus
soui

CSI 16 Eptesicus
furinalis

EFS 26 Orthoptera sp. 1 OSP1

7 Dendroplex
picus

DPS 17 Eumops
glaucinus

EGS 27 Orthoptera sp. 2 OSP2

8 Nyctidromus
albicollis

NAS 18 Lasiurus
blossevillii

LBI 28 Orthoptera sp. 3 OSP3

9 Patagioenas
cayennensis

PCS 19 Myotis keaysi MKI 29 Orthoptera sp. 4 OSP4

10 Troglodytes
aedon

TAN 20 Saccopteryx
bilineata

SBA 30 Orthoptera sp. 5 OSP5

Species names in Fig. 4 were coded, the complete name of each species is presented
in Table 3.
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Fig. 4. Multi-species identification results using different features extraction method with
LAMDA algorithm. There are six circular bar diagrams, each one representing multi-species
results using each feature representation. Each bar represents the performance of every analyzed
species. Species results are organized according to their taxonomic group (aves, amphibians,
mammals, and insects).

4 Conclusions and Future Work

This work aims to evaluate different methods to feature extraction for multi-species
identification. Deep learning models are currently the most widely used due to their high
performance in different applications but have not been widely used to extract features
in bioacoustics application. We decided to test them in a multi-species identification
approach compared to classical feature extraction methods used in machine learning for
ecoacoustics analysis.

It was found that deep learning methods for feature extraction allow the clustering
algorithm to perform the species identification of different taxonomic groups. How-
ever, frequency-based methods such as LFCC showed to be faster at execution time
without high performance sacrificing. Furthermore, frequency variables proved to be of
significant contribution to multi-species identification.

Supervised deep learning methods such as CNN showed adequate performance in
multi-species identification task. However, this method is highly dependent on a robust
dataset, even with transfer learning. This can be a problem in biological applications,
where a lot of audio data is collected for biodiversity monitoring and species information
is not always available.
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Variational Autoencoders is an unsupervised method that shows that accurate detec-
tion is possible in a multi-species approach in combination with frequency features.
This method presents the advantage of working with the complete dataset due that do
not require species labels. This model obtained a low reconstruction error. Nevertheless,
we used the spectrogramwith call segment as an image, and as an image, the latent space
was appropriate for reconstruction but could be improved for clustering tasks.

Future work consists of evaluating VAEwith the call segments coming directly from
the time-frequency representation (spectrogram) and not taking them as an image in
order to try to obtain a better feature representation in the latent space as input for the
LAMDA algorithm. Besides, to analyze the generalization capacity of deep learning
methods with databases from other regions since the training requires fine-tuning of
parameters to find an adequate performance.
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Abstract. Deep learning algorithms automatically extract features
from ECG signals, eliminating the manual feature extraction step. Deep
learning approaches require extensive data to be trained, and access to
an ECG database with a large variety of cardiac rhythms is limited.
Transfer learning is a possible solution to improve the results of car-
diac rhythms classification in a small database. This work proposes a
open-access robust 1D-CNN model to be trained with a public database
containing cardiac rhythms with their annotations. This study explores
transfer learning in a small database to improve arrhythmia classification
tasks. Overall, the 1D-CNN model trained without TL achieved an aver-
age accuracy of 91.73 % and F1-score 67.18 %; meanwhile, the 1D-CNN
model with TL achieved an average accuracy of 94.40 % and F1-score
of 79.72 %. The F1-score has an overall improvement of 12.54 % over
the baseline model for rhythm classification. Moreover, this method sig-
nificantly improved the F1-score precision and recall, making the model
trained with transfer learning more relevant and reliable.

Keywords: Transfer learning · Deep learning · ECG classification ·
Heart rhythms

1 Introduction

Specific pathologies related to the heart can be detectable from the short-term
acquisition of data in the hospital. The most commonly used non-invasive screen-
ing procedure is electrocardiography (ECG), which records the cardiac electrical
activity, thereby extracting significant parameters to assess the patient’s over-
all cardiac health [3,4]. In contrast, others require long-term by using medical
devices such as ECG-Holter and wearable, leading to a large volume of acquired
data. An unusual rhythm might be related toa cardiac arrhythmia. Arrhyth-
mias are caused by different reasons, such as changes in cardiac tissue, stress,
imbalance in the blood, e.g., excess or deficiency of electrolytes or hormones, a
side effect of medications, chronic diseases, or problems with the heart’s electri-
cal system [3]. Automatic ECG signal analysis plays a crucial role in assisting
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healthcare professionals, providing real-time alarms for immediate treatment in
intensive care units (ICUs), and improving people’s quality of life through early
detection of abnormal patterns [4]. Interpreting the ECG in an automatic pro-
cess is a challenge, as an ECG signal can differ among and within patients due to
different physical conditions [9]. For ECG-based diagnosis, the algorithm must
characterize and recognize ECG morphology and rhythm [1].

Most research has focused on automated learning algorithms involving pre-
processing, feature extraction, feature selection, and the automatic classification
of cardiac arrhythmias. The accessibility of computer systems with higher pro-
cessing and performance has facilitated the migration to research and develop-
ment of deep learning algorithms to perform cardiac arrhythmia classification
tasks. Deep learning (DL) algorithms benefit from not manually extracting fea-
tures from the ECG signals, as the algorithm extracts the features automatically,
eliminating the manual feature extraction step. Deep learning approaches require
an extensive amount of data to be trained. However, access to an ECG database
with a large variety of cardiac rhythms is limited. Transfer learning is a possi-
ble solution to improve the results of cardiac rhythms classification in a small
database [1,2]. Transfer learning has been widely used for image and natural
language processing tasks. For this study, the focus will be on transfer learning
on time-series ECG signals. The implementation of transfer learning requires a
pre-trained model. The pre-trained model is an architecture previously trained
with a broad database. The idea behind this technique is that the pre-trained
model with an extensive database can generalize, thus effectively functioning as
a generic model for a specific task. The advantage is that by reusing the pre-
trained model, it is not necessary to start training the model from scratch; the
features already learned by the internal layers of the model are then reused.
Today, there are several pre-trained models with image data, such as VGG and
AlexNet; in comparison, time-series have not been broadly explored [25].

This study explores transfer learning to improve arrhythmia classification
tasks in a small database. A pre-trained model with ECG time-series signals
will be used to perform this task. In the absence of a publicly available pre-
trained model. A robust 1D-CNN model will be trained with a public database
containing many cardiac rhythms with their annotations. Transfer Learning will
be implemented to improve the classification results on a small database but
with a more variety of heart rhythms. The rest of the paper is organized as
follows: First, related and previous relevant works and public databases will
be described in Sect. 2. Related methods based on transfer learning for ECG
arrhythmia detection are briefly reviewed in Sect. 3. Then, in Sect. 4, the pro-
posed method is explained in detail, and in Sect. 5, the results are discussed. The
last Sect. 6 presents the conclusion.
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2 Related Work

2.1 Public Database

Large public databases of annotated ECG signals play a fundamental role in the
developed algorithms for automatic ECG classification, serving as a benchmark
for comparing the validation and quantitative evaluation of algorithms from
different works in the scientific community [4]. The PhysioNet Computing in
Cardiology Challenge 2017 (cinc17) [5,6] and the Telehealth Network of Minas
Gerais (TNMG) [8] are among the popularly used databases for heart rhythms
classification. Table 1 highlights both databases, which differ in terms of the
number of records, data acquisition (i.e., sampling frequency), condition, and
annotations pathologies. The cinc17 database focused on Atrial Fibrillation (AF)
detection by differentiating the AF from noise, normal sinus, or other rhythms.
It contains 8,528 single-lead ECG recordings with a time length from 9 s to just
over 60 s. The database was recorded with the AliveCor device with a frequency
sample 300 Hz and filtered with a band-pass filter. The TNMG database contains
six different ECG annotations: 1st degree AV block (1dAVb), Left Bundle Branch
Block (LBBB), Right Bundle Branch Block (RBBB), sinus bradycardia (SB),
AF, sinus tachycardia (ST), and normal (N). The Massachusetts Institute of
Technology-Beth Israel Hospital (MIT-BIH) Arrhythmia database is frequently
used to detect cardiac arrhythmias and heartbeats, but this study is not included.

Table 1. ECG Database Overview

Abbrev. Sampling Number Leads Number of Annotation

Frequency Records Pathologies Type

(Hz)

cinc17 300 8,528 Lead I 4 rhythms

TNMG 400 827 12-Lead 6 rhythms

2.2 ECG Classification

The continuous increase in performance of processing systems has prompted
researchers to evaluate more complex methods for classifying arrhythmias and
heartbeats. Research has shown an increase in the number of extracted features
and combinations of Machine Learning (ML) algorithms [10]. The state-of-the-
art algorithms for machine learning has been broadly evaluated in recent years.
Sansome et al. (2013) [26] presented a literature review describing some methods
for feature extraction from ECG signals and the basic workflow for implementing
ML algorithms in heartbeat and rhythm classification, with SVM and ANN algo-
rithms being the most popular. A study published by Montenegro et al.(2022)
[27] compares the performance of an SVM algorithm with that of 1D-CNN for
the task of arrhythmia classification with time-series ECG signals. The results
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show that the SVM and 1D-CNN algorithms perform very similarly when trained
and validated with the same dataset.

DL algorithms rely primarily on data representation learning techniques.
Raw ECG signals can be used as input, thus obtaining QRS-complex infor-
mation and P and T-wave information, thereby better representing the signal
[11]. This does not imply that the raw ECG signal can be provided as the
sole input. The following is a literature review of Deep Learning methods for
the task of cardiac arrhythmia extraction and classification. ECG classification
research can be divided into either heartbeat [11–13] or arrhythmia [1,16–18].
The databases used often are the MIT-BIH [1,11–13,18] and cinc17 [16]. The
input of the model varied among research, being usually extracted features [1,16],
raw time-series ECG signals [11,12,17,18] and 2-dimensional images of the signal
[14,15,19,29], for example, spectrogram [13,20,21]. Transfer Learning has been
used for arrhythmia classification as it works by sharing knowledge among related
tasks. For instance, Van Steenkiste et al. (2020) [1] conducted a study to auto-
matically analyze equine electrocardiography (eECG), namely equine cardiac
signals. To perform this study, they proposed using Wavelet Transform (WT)
for both filtering and QRS detection in eECGs, and classification was with a
CNN architecture. The authors used transfer learning from a network trained
with a human ECG dataset to an auto-generated equine dataset with 20,000
beats recorded in a clinical setting. The model was trained with the MIT-BIH
database. The researchers included four types of beats, resulting in 237,704 heart-
beats for training. The network was optimized up to an accuracy of 97.7% and
92.6% for the MIT-BIH and eECG databases, respectively. Then, after applying
transfer learning from the MIT-BIH dataset to the eECG database, the average
accuracy, recall, positive predictive value, and F1 score of the network increased
with an accuracy of 97.1%.

A study where transfer learning was implemented for ECG classification in
time series was presented by Weimann et al. (2021). They present a pre-trained
model with the Icentia11K dataset and then, through transfer learning, fine-
tune the model for the classification of Atrial Fibrillation. Their results showed
an improvement in the performance of CNNs on the target task by up to 6.57%.
In our study, we will focus on ECG time series input data as opposed to other
studies where the focus is on the use of ECG images. Additionally, we will not
use such a broad database to pre-train the CNN model. Instead, we will pre-
train the model with the cinc17 database, which, as mentioned above, is very
popular in deep learning and arrhythmia classification studies. Although, the use
of a broad database to pre-train the model is frequently suggested for transfer
learning. We sought to evaluate whether the cinc17 database (despite being a
small dataset) is sufficient to train the model to learn enough features from the
ECG time series signals to be reused to fine-tune a much smaller database to
classify different types of arrhythmias.
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3 Methods

The main task is to explore whether transfer learning improves arrhythmia clas-
sification results in a small ECG rhythms database. The procedure requires a
pre-trained deep neural network model with an extensive database for task A.
Then, the pre-trained model is used to tune the deep neural network model for
a smaller database (TNMG); namely, it is reused as a starting point to train
the model for task B (see Fig. 1). The starting points are the weights learned
by the pre-trained model A. The knowledge acquired is provided to model B,
improving the learning of this model. The new data from TNMG database is
expected to be better to generalize. To verify this theory, we will compare the
evaluation metrics of model B with model C, which is trained with TNMG, but
without transfer learning. For this research, ECG time-series signals acquired
by Lead-I are the focus, and public access to pre-trained deep learning mod-
els from 1-Lead ECG signals is almost nonexistent. For this purpose, a robust
CNN model was pre-trained with cinc17. Although it is not a database with
a large amount of data, it is one of the most widely used databases for deep
learning cardiac rhythms classification. Next, we extracted the weights from the
pre-trained model and tuned the CNN model to classify six new cardiac arrhyth-
mias from TNMG database. Model B was also trained from scratch with TNMG
to compare accuracy metrics results versus the model with the transfer learning
knowledge. The databases and the CNN model will be described below.

Fig. 1. Proposed Workflow Method to apply Transfer Learning (TL) to Task B and
finally compare the evaluation metrics with Task C

3.1 Databases

Normalization was the only pre-processing step needed in the time-series signals
from cinc17 database. TNMG database was pre-processed to meet the same con-
ditions (e.g., removal of baseline wandering, re-sampling to a standard sampling
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Fig. 2. ECG signal pre-processing steps in cinc17 database and TNMG database.

frequency) as in cinc17, see Fig. 2. Before pre-training, the cinc17 database was
redesigned with three different types of rhythms, Normal (5076), Other Rhythms
(3173), and Noise (279), being a total of 8528 ECG Signals. The TNMG database
contains seven rhythms that include 1dAVb (20), LBBB (28), RBBB (32), SB
(16), AF (13), ST (37), and Normal (30), being 176 ECG signals. Both databases
have their respective heart rhythms annotations and were split randomly into
90% training dataset and 10% validation dataset.

3.2 1D-CNN Architecture Model

The 1D-CNN architecture designed by Hannun et al. [17] is open access, and
its robustness is to a cardiologist-level comparison. The 1D-CNN includes 34
layers, of which 33 are 1D-convolutional, followed by a fully-connected layer
with softmax. Additionally, the network contains 16 residual blocks, which are
the shortcut connections that have the task of extracting deeper features by going
deeper into the network. The 1D-convolutional network receives raw ECG time
series as input, and the output predicts one of the heart rhythms by implementing
the softmax layer. For more details on the model architecture and configuration
parameters, please refer to the author’s article where the model was initially
developed [17].

3.3 Transfer Learning Method

The pre-trained 1D-CNN model algorithm is trained with cinc17 database. The
algorithm is set to train up to 100 epochs but will stop if the validation accuracy
and validation loss values stop changing. The model with the best validation
accuracy and validation loss is the pre-trained model for the second task taken.
Before fine-tuning the 1D-CNN algorithm for the second task, the output layer
was replaced to ensure that the output would match the number of new arrhyth-
mia categories from TNMG database and initialized with random weights. The
initial layer did not need to be re-adjusted as it received the same input as the
pre-trained model. The rest of the layers are with the weights extracted from
the pre-trained model set. The 1D-CNN model is with a 50 epochs train. Valida-
tion metrics were obtained and compared with another model trained without
transfer learning.
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4 Results

The model B trained with transfer learned knowledge was compared with model
C trained from scratch with TNMG database. The model C was trained with
random initial weights and is considered the benchmark for task C, arrhythmias
classification from TNMG database.

Fig. 3. Training process per epoch TNMG database without transfer learning

Fig. 4. Training process per epoch TNMG database with transfer learning

Figure 3 shows the training process per epoch (training iteration) for Model
C with TNMG without transfer learning, and Fig. 4 shows the training process
for Model B with transfer learning. The figures show four-line plots in percent-
age. The upper graph is for accuracy and validation accuracy and the lower
for loss and validation loss. The algorithm trained with transfer learning con-
verged to a solution of the model faster than the model trained from scratch.
The validation accuracy converges to a model solution after epoch 18, where the
validation accuracy stabilized around 90.00 %. In contrast, the trained model
without transfer learning converged to a model solution at epoch 31, where the
validation accuracy stabilized at around 80.00 %. Moreover, the model without
transfer learning took much longer to stabilize at the beginning of training since
it learned the signal representations from scratch. In contrast, the model with
transfer learning stabilized faster since it had the knowledge acquired from the
pre-trained model. The model C (without transfer learning) has a final accuracy
of 99.95 %, a validation accuracy of 84.80 %, a loss of 0.85 %, and a validation
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Fig. 5. (a) Confusion Matrix of CNN Model without Transfer Learning. (b) Confusion
Matrix of CNN Model with Transfer Learning

loss of 46.25 %. The model B (with transfer learning) has a final accuracy of
99.95 %, a validation accuracy of 89.22 %, a loss of 0,78 %, and a validation loss
of 27.71 %. Overall, the model B with transfer learning improves the validation
accuracy up to 4.42 % and reduces validation loss to –18.54 %. Figure 5 shows the
confusion matrix for the CNN model trained with and without transfer learning.
The diagonal values of the confusion matrix show the true-positives values; the
rest are those that were not correctly classified. These values serve to compute
precision, recall, and F1-score metrics, which will give a better description of
how the model performed the classification task individually for each rhythm
category. The performance in the confusion matrix, it is observed that only four
cardiac arrhythmias were true-positive predicted in the model C (without TL).
However, The model B (with TL) shows that five cardiac arrhythmias were true-
positive predicted in its confusion matrix. Evaluation metrics are calculated for
each arrhythmia to get a better perspective of the performance of both models.

Table 2 shows the evaluation metrics for both models. At first glance, the
model C without transfer learning shows overall good accuracy results. How-
ever, the F1-score per cardiac rhythm was not as high, except for arrhythmia
1dAVb and SB, which means that this model’s prediction performance per indi-
vidual cardiac rhythm is not optimal. In contrast, the model B trained with
transfer learning shows improvement and increase in the F1-score for five of
the seven cardiac rhythms. The F1-scores improved 9.82 % for AF, 11.72 % for
LBBB, 44.64 % Normal Sinus, 31.67 % for RBBB and 13.33 % for ST. As the
precision and recall as well increased, the prediction results are more relevant
and reliable in the model B with transfer learning. Overall, the 1D-CNN model
trained without TL achieved an average accuracy of 91.73 % and F1-score 67.18
%; meanwhile, the 1D-CNN model with TL achieved an average accuracy of
94.40 % and F1-Score 79.72 %. The F1-score has an overall improvement of
12.54 % over the baseline model for rhythm classification.
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Table 2. Classification summary report per heart rhythm.

Model ECG Accuracy Precision Recall F1-Score Support

rhythm (%) (%) (%) (%)

CNN Model 1dAVb 97.88 88.00 100.00 93.61 3

Without TL AF 84.18 47.00 98.32 63.60 5

LBBB 95.11 75.00 96.57 84.43 3

N 84.12 0.00 0.00 0.00 1

RBBB 86.71 92.00 46.70 61.95 2

SB 100.00 100.00 100.00 100.00 2

ST 94.12 100.00 50.00 66.67 1

CNN Model 1dAVb 86.24 92.00 56.79 70.23 3

With TL AF 87.65 58.00 100.00 73.42 5

LBBB 98.59 100.00 92.60 96.15 3

N 92.71 33.33 67.57 44.64 1

RBBB 98.58 88.00 100.00 93.62 2

SB 100.00 100.00 100.00 100.00 2

ST 97.06 100.00 66.67 80.00 1

5 Discussion

This study showed that a robust CNN model does not necessarily require being
trained with an extensive ECG time-series database to be used for transfer learn-
ing on a smaller database. The fine-tuned model with the pre-trained model
weights improved its performance considerably on model B compared to model
C trained with TNMG database from scratch, reducing the training time and
enhancing its precision and F1-score. In multiple classification tasks, the overall
accuracy validation does not indicate the accuracy for each rhythm category.
Therefore, the evaluation metrics and confusion matrix are valuable when evalu-
ating a model. Interestingly, the normal sinus had the worst performance in both
models because there was only a single normal signal in the evaluation dataset.
The model mix it with sinus tachycardia due is morphology. Depending on the
type of ECG rhythm to be predicted, it can be confused with normal sinus since
its characteristics in the time domain are similar and vary in frequency.

The transfer learning model improved the prediction accuracy; however, ide-
ally, there should have been more than a single rhythm sample at the evalua-
tion time to observe a better performance of the model. Most cardiac rhythms
improved their values, showing better measurement quality and quantity in their
predictions. The pre-trained model helped perform transfer learning despite not
having such an extensive database because of the robustness and depth of the
model layers. The study presented by Weinmann et al. [29] used a wider database
to train the pre-training model. After TL, the model showed a 4.92 % F1-score
improvement in heart rhythm classification over their baseline model. In our
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case, we used fewer data in the pre-training model but used a model with a much
deeper convolutional layered configuration. We still obtained promising results
compared to the baseline model, with an F1-Score improvement of 12.54 %. The
model learned more specific characteristics of the signals as the model trained
on deeper layers. This knowledge of the signals, especially the more distinc-
tive features, is probable the model trained with transfer learning trained faster
and obtained improved performance results in contrast to the model without
transfer learning prior knowledge. Since all the convolution layers of the model
were fine-tuned, it would be interesting to test the above theory by reducing
the number of convolutional layers that are fine-tuned with the weights of the
pre-trained model. Instead of using the 33 convolutional layers with the weights,
set fewer layers and let the remaining ones be initialized with random weights
and compare the results.

6 Conclusion

This study used transfer learning to enhance convolutional neural networks
(CNNs) trained to classify cardiac rhythm from a database with few data sam-
ples. Pre-trained CNN models for time-series ECG signals are inaccessible com-
pared to pre-trained CNN models for images. This is due to limited access to
large-high-quality ECG databases since most are private for security reasons or
the cost of accessing them is very high, especially for independent researchers.
Using public databases for this purpose would be a solution to get pre-trained
models, however databases differ in the number of records, data acquisition (i.e.,
sampling frequency), number of leads and pathology annotations. The existence
of large public databases of annotated ECG signals plays a fundamental role in
design open access pre-trained models of time-serie signals. The access to large
databases is a recurrent problem faced by the research community. Although,
the continuous development of computerized ECG systems has increased the
collection of more data both at the clinic and in remote settings [22].

Systems based on ECG classification with transfer learning could be explored
in parallel with cardiovascular disease prediction systems based on Data Min-
ing. Studies based on data mining have shown positive results in the prediction
of cardiovascular disease by using clinical data collected during medical exam-
inations [23,24]. Implementing such applications in reliable mobile monitoring
systems would benefit patients with limited access to continuous care. Overall,
This study demonstrated first, that the cinc17 database could be used to pre-
train a robust and successful CNN model, and second, transfer learning improves
classification performance on a small database and speeds up the training time
for the CNN model.
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Abstract. Automated Machine Learning (AutoML) is an area of
research that focuses on developing methods to generate machine learn-
ing models automatically. The idea of being able to build machine learn-
ing models with very little human intervention represents a great oppor-
tunity for the practice of applied machine learning. However, there is very
little information on how to design an AutoML system in practice. Most
of the research focuses on the problems facing optimization algorithms
and leaves out the details of how that would be done in practice. In this
paper, we propose a frame of reference for building general AutoML sys-
tems. Through a narrative review of the main approaches in the area,
our main idea is to distill the fundamental concepts in order to support
them in a single design. Finally, we discuss some open problems related
to the application of AutoML for future research.

Keywords: Machine learning · Automated machine learning ·
AutoML · Applied machine learning · Applied AutoML

1 Introduction

In last decade, machine learning has been applied in various fields and used to
solve many challenging business problems. This has led to a growing demand for
data scientists with solid knowledge and experience to harness massive amounts
of data and create business-impacting machine learning solutions [4]. How-
ever apply machine learning to business problems is labor-intensive and human
experts are scarce and heavily demanded in organizations.

Automated machine learning (AutoML) has become an area of growing inter-
est for machine learning researchers and practitioners. AutoML groups together
many techniques and methods that can be used to automate the tasks that con-
stitute the process of applying machine learning. This has led the researchers
to propose many literature reviews that try to summarize the area from differ-
ent perspectives and propose many reusable components to solve the different
AutoML challenges.

In this work we take advantage of these perspectives to propose a general
recipe that brings them closer to the practice of applied machine learning. Based
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on findings in several AutoML reviews, we describe a design based on learn-
ing loops that attempts to provide the flexibility to incorporate main AutoML
methods. Furthermore, we propose a new way to approach the goal of AutoML
systems from a multi-objective perspective that takes into account time and
computational resources.

2 Methodology

The paper aims to gather information on AutoML, especially when it comes
from literature reviews. This is because the main objective is to identify the
most important parts for the comprehensive application of AutoML systems in
practice. To carry out the literature review, the narrative and scoping literature
review approaches have been adopted [6,28], and a research search strategy
has been developed [5,30]. Figure 1 shows the process flow for the systematic
literature review.

Fig. 1. Process flow for AutoML literature review.

The articles on AutoML were identified from the Scopus database to find the
most relevant published articles or in press articles. We search within the title,
abstract and key words for various terms such as “automated machine learning”,
“automl”, “automated data science” and “autods”. The search is then narrowed
to documents that also contain either in the title or the abstract or in the
keywords, the terms “review”, “survey”, “state-of-the-art” or “sota”. With this
we seek to keep all the articles that summarize various methods in the area. In
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order to focus on recent literature, the search is limited to articles published
in the last decade. The search was carried out on May 11, 2022 and retrieved
321 documents. After manual screening, e.g. removing duplicate or irrelevant
articles, 19 articles remained, which form the core of this review.

3 Results Analysis

In this section the results are presented. We focus on answering two main ques-
tions. The first question is: What we are trying to automatize? With this question
we are trying to identify and analyze the tasks we are trying to automate. The
second question is: How do we want to automate it? With this question we are
looking for describing the main methods through which it is sought to achieve
the automation.

3.1 What We Are Trying to Automatize?

Most of the articles describe AutoML as a process in which tasks that would
normally be performed by a data scientist are automated. Table 1 describes an
overall process and maps each part of the process to the articles. It is evident that
the majority of articles are concentrated around Model Selection and Hyperpa-
rameter Optimization. Moreover, the least explored areas are Task Formulation
and Prediction Engineering.

Table 1. Machine learning process phases identified in the reviewed articles.

Phases Reviews

Task Formulation [7,31]

Prediction Engineering [7,31]

Data Preparation [4,7,10,15,21,22,26,27,40]

Feature Engineering [2,4,7,10,15,21,22,24–27,31,32,36,40]

Model Selection [2,4,7,9,10,15,21,22,24–27,31–34,36,37,40]

Hyperparameter Opt. [2,4,7,9,10,15,21,22,24–27,31–34,36,37,40]

Model Estimation [2,9,10,15,21,32,36,40]

Results Summarizing [4,7,31]

Task Formulation. This is the process through which a machine learning
task is formulated that could help solve a business problem. Only two works of
those reviewed incorporate this phase within the scope of AutoML. Santu et al.
[31], highlights in this phase the interaction between domain experts and data
scientists, while De Bie et al. [7] relates it more to an EDA (Exploratory Data
Analysis) process. Generally, the output of this task are available data sources,
verified hypotheses and the main business metric to impact.
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Prediction Engineering. This is the phase in which the business problem is
framed as a machine learning problem. This includes deciding between different
frameworks, for example, a ranking problem can be solved as a scoring problem
(point-wise), a binary classification problem (pair-wise) or a position assignment
problem (list-wise). According to Santu et al. [31] This phase also involves con-
structing and assigning labels to data points according to the goal prediction
task. The output of this phase is generally the framing of the problem repre-
sented by the data points and targets, and a refinement of the business metric
into a proxy metric to be optimized.

Data Preparation. Many jobs incorporate data preparation as part of the
tasks that can be automated. The data preparation process consists of per-
forming operations on the defined dataset to make it ready for the next pro-
cess. Within this process we define two types of data preparation, those that
increase the number of data points (e.g. data collection, data augmentation)
[4,7,10,15,22,27] and those that do not (e.g. data cleaning, data inputation,
data standardization) [4,7,15,21,22,26,27,40]. The output of this phase is typi-
cally a curated dataset ready to be used for feature engineering.

Feature Engineering. Feature Engineering task aims to maximize the extrac-
tion of features from raw data for use by algorithms and models [15]. In this con-
text, raw data could be structured data, such as tabular and relational datasets
[4], or unstructured data, such as text and images. Feature Engineering consists
mainly of two sub-task: feature selection and feature transformation (e.g. fea-
ture extraction, feature construction). Feature Engineering is one of the most
explored task due to its impact on the performance of the model [40] since data
and features determine the upper bound of ML, and that models and algorithms
can only approximate this limit.

Model Exploration and Hyper-Parameter Tuning. This task is one of
the most explored in the literature as it was one of the places where researchers
started looking for automation [13]. With the advancement in computing power,
a growing wave of machine learning methods and techniques became available
to data scientists. Being able to explore different models with different hyper-
parameters automatically is something that usually saves machine learning prac-
titioners a lot of time. This problem is generally approached from two sub-
problems: The definition of a search space of possible models to be explored and
the search method to be used to traverse that space.

Model Estimation. Evaluating models is an expensive process, since it usually
requires a series of training and test stages, usually in a cross-validation scenario
using all the data. Because of this, researchers have focused over the years on
creating methods to estimate the performance of models in less expensive ways
[15]. This is usually done in roughly two ways. Either reducing the amount of data
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needed to evaluate the model (e.g. multi-fidelity approaches [11]) or modeling
the performance of the models in a way that allows us to predict it without the
need to evaluate it (e.g. surrogate models [8], relative landmarks [14]).

Results Summarizing/Recommendation. The last part of the procedures
is to summarize all the findings and recommend the most useful/promising solu-
tion to the stakeholders. There is very little information about this task in the
literature. Santu et al. [31] consider that the recommendations are made at the
model, function or computational overhead level. This part is still mostly done
manually without any systematic structure. However, some AutoML tools auto-
matically select the best solution from the target metric, while others allow the
data scientist to select an option from a ranking of available options.

3.2 How Do We Want to Automate It?

The general way researchers have found to automate the process is to think of it
as a search problem. Every possible decision within the machine learning appli-
cation process becomes a configuration variable. Thus, the problem is reduced
to finding the best configuration among all possible configurations. The main
methods to carry out this search according to the review of the literature are
described below.

Random Search and Grid Search. Random Search and Grid Search are the
most widely used strategies for automatically explore the search space for hyper-
parameter optimization [3]. Random search consists of exploring the search space
randomly. Usually this search is restricted to a fixed number of attempts. Grid
Search, consists of exploring the search space as if it were a grid. For this it is
necessary to discretize the values of the continuous numerical variables in order
to fit them into the grid. Both methods are widely used but do not have any
kind of optimization when it comes to exploring the space efficiently.

SMBO/SMAC. Sequential Model-Based Optimization (SMBO) involves tun-
ing a model of the predictive performance at the same time as configurations
are explored [19]. It then uses it to make decisions about which configurations
are most promising to evaluate. The classical implementation of this model is
using Bayesian optimization and a surrogate model based on Gaussian processes.
In Sequential Model-based Algorithm Configuration (SMAC) [16] Hutter et al.
generalize this model in an attempt to overcome some of its limitations. They
do this mainly by using random forests as surrogate models.

Reinforcement Learning. Reinforcement Learning has been widely used as a
search method [15]. It mainly consists of a controller model, usually a recurrent
neural network (RNN) [2,39]. The controller executes an action at each step to
sample a new configuration from the search space and receives an observation of
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the state together with a reward from the environment to update the controller’s
sampling strategy. Here environment refers to the application of the configura-
tion to the training procedure to train and evaluate the solution generated by
the controller, after which the corresponding predictive performance (such as
accuracy) are returned.

Evolution Based Methods. Evolution-based optimization methods follow a
process inspired by biological concepts related to evolution [26]. Generally the
most used is the one based on genetic programming. In this method, it first
creates a random population of possible configurations from the search space.
Then each individual (configuration) of the population is evaluated to know its
fitness function (predictive performance). Based on this aptitude, the best builds
have a higher chance of passing through to the next generation and interbreeding
with others. Generally this process is repeated until the performance is not
improved or until a certain number of generations is reached.

Bandit-Based Methods. Bandit-based methods consist of dividing the search
space and evaluating many options in parallel to then decide how to proceed [9].
The two most popular strategies are Successive Halving [17] and HyperBand [23].
On the one hand, Successive Halving consists of first evaluating all configurations
with a small data set. Configurations are then ranked based on their performance
and the worst half is eliminated. Finally, the data is doubled and the process is
repeated until only one configuration remains. On the other hand, HyperBand
uses the same technique, but instead of eliminating less promising configurations,
it assigns them a lower chance of being selected in the next iteration.

Adaptive Methods. Adaptive methods are those that aim to adapt the con-
figuration during training. This type of method is commonly used in neural
architecture search (NAS) to learn the best network architecture while learn-
ing its parameters [15]. For example, self-tuning networks (STN) and popula-
tion based training (PBT) fall into this category. Furthermore, in deep learning,
another widely used method is to adapt the learning rate during the training of
a network [38].

Meta-Learning. Meta-learning is learned from prior experience in a system-
atic, data-driven way [35]. It is a process which can be found in many reviews
about AutoML and that aims to improve the process itself from learning obtained
after the application in many tasks. It generally consists of two problems. The
first is how to represent and collect the prior knowledge, usually through meta-
features. The second problem is how to learn from this data to extract and
transfer knowledge that guides the process of finding an optimal solution for
new tasks. Meta-learning techniques can generally be roughly categorized into
three broad groups [9]: learning based on the properties of the task, learning
from evaluations of previous models, and learning from already trained models.
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4 A General Recipe for AutoML

There are several AutoML methods in literature that could be used to search
the best machine learning solution to an specific problem. Most of this methods
rely on a feedback loop to explore efficiently the search space. In particular, we
identify the necessity of three main loops in which the search of the best machine
learning solution can be decomposed (Fig. 2). Each of these learning loops are
described below.

Fig. 2. Context diagram of the main feedback loops in AutoML.

Another important component of AutoML systems is the objective function.
The objective function is the function that the system aims to maximize or
minimize. We will describe these components in more detail in the following
sections.

4.1 Scheduling Loop

AutoML systems rely on the possibility of evaluating a possible good configu-
ration, analyzing the results and being able to decide which is the next best
configuration to evaluate. This is the basis for most AutoML methods. We will
call the component that is responsible for making the decision the Scheduler.
Algorithm 1 shows the pseudo-code for the general operation of the Scheduler.
The Scheduler is not only responsible for deciding which are the best configura-
tions to explore but also for defining an evaluation plan to efficiently explore the
search space. This evaluation plan is composed of two abstractions, the steps and
the stages. A step can be defined as the evaluation of one configuration. A stage
can be defined as a set of independent steps that are likely to be parallelized.
For example, Random Search and Grid Search only contain steps. SMBO and
SMAC only contain 1-step Stages. Reinforcement learning techniques are also
commonly 1-Step Stages. Bandit-based and Evolution-based methods, require
the evaluation of a set of stages made up of independent steps. In real-world sce-
narios, the Scheduler may also have to decide on which computational resources
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to perform the evaluation and for how long (for those methods that may not
converge) [12].

Algorithm 1. AutoML Learning Algorithm
Input: Tasks, Configurations, History, Resources
for task in Tasks do

Create an Evaluation Plan consisting of a set of stages,
with each stage being made up of independent steps.
with each independent step assigned to a resource

for stage in Evaluation Plan do
for step in stage do

Evaluate the step
Add step results to the stage results

end for
Update the Evaluation Plan with stage results

end for
Summarize results
Add results to History

end for

4.2 Meta Loop

Another important capability of an AutoML system is to be able to learn from
its own experience and thus become more and more efficient in exploration. We
describe this learning ability as the Meta-Loop. The Meta-Loop allows us to
learn transversely about the problems we are solving. This loop is potentially
exploited by meta-learning techniques that learn from other tasks. Something
important to enable this learning is to define how the information will be stored,
what will be the way in which the tasks will be described (meta-features) and
how this information will be consumed by the Scheduler. Many authors have
studied how to represent tasks for use in a machine learning process. On the
one hand, some works have made an effort to identify the best characteristics
that describe a data set [29]. On the other hand, others have chosen to create
distributed representations [1,18].

4.3 Training Loop

Finally, it is possible see a third loop, the training loop. This loop occurs in
training time, and it is the basis for adaptive methods that change configurations
in a single trial, like adaptive learning rate [38]. In adaptive learning rate, the
value is selected in a dynamic way using information in training time. This
attempts to alleviate the task of choosing the best learning rate before training.
In practice, the learning information may not return to the Scheduler until the
training is complete. This is due to the overhead that can be caused if the



A General Recipe for Automated Machine Learning in Practice 251

Scheduler and the training are running on different processes or even machines.
Because of this, it is very important to consider that the Scheduler will only see,
for example, that adaptive learning rate was activated (as a binary configuration)
and then see the results of this after training.

4.4 Objective Function

The AutoML problem is generally defined as a combined algorithm selection
and hyperparameter search (CASH) problem [20]. In CASH the objective is
to find a pipeline (M) and a set of hyperparameters (λ) that minimizes the
generalization error (GE) of a particular task (D). Feurer et al. extend this
definition to generalize it to many tasks and thus include the idea of meta-
learning in the optimization problem [12]. It also proposes incorporating time
and computational resources as constraints on how much we are willing to invest
(T ) as shown in Eq. 1.

Mλ∗ ∈ argmin
λ∈Λ

̂GE(Mλ,D) s.t. (
∑

tλi) < T (1)

where Mλ∗ denotes the best pipeline configuration, and tλi denotes the time and
computational resources used to evaluate the i-th configuration λi of a particular
pipeline.

This definition is very useful at the experimental level. However, in practice,
two solutions can achieve the same or similar predictive performance and con-
sume far fewer resources. That solution would probably be the best. In that case,
seeing the budget as a constraint is not useful. Based on the works reviewed,
we believe that it is most convenient to model the problem as a multi-objective
optimization problem, in which the aim is to minimize the generalization error
together with the time and computational resources used.

Mλ∗ ∈ argmin
λ∈Λ

(̂GE(Mλ,D) ∧ (
∑

tλi)) s.t. (
∑

tλi) < T (2)

Equation 2 tries to synthesize the purpose of the three learning cycles pre-
sented in the previous sections. In essence, what we pursue in the general learn-
ing process is to be more and more efficient in the search for the best machine
learning solutions.

5 Discussion

AutoML is an area that has gained importance in recent years and has led to the
appearance of numerous literature reviews. In particular, we took into account
only those whose sources are indexed by Scopus, leaving out gray literature that
could be important. We believe that this helped us to better define the scope of
this work and to define a clear methodology. In addition, we indirectly consider
the references of the analyzed works where some references to gray literature
were found.
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The loops described in this work are important to visualize where learning
occurs. On one hand, we believe that the boundaries between these loops are per-
meable in terms of hyper-parameters. For example, one hyper-parameter could
be initialized as a range from knowledge in the meta loop and then refined in
the other loops. On the other hand, this boundaries are clearly defined in terms
of the execution of the loops. For example, each iteration of a higher level loop
might depend on the set of iterations of lower level loops to complete.

Another interesting point to discuss is that when we consider the entire
data science process for the application of machine learning, Task Formulation
and Prediction Engineering are two of the most difficult data science task to
automate. The main difficulty lies in the fact that these tasks involve a lot of
back and forth, where data scientists, domain experts and other stakeholders
have to consider multiple possibilities and check whether the required data and
business conditions are suitable each time before to make a decision. However,
we believe that this general view of AutoML could support some parts of these
tasks as long as the decisions made can be coded as configurations.

In addition, this article proposes to address CASH problems from a multi-
objective perspective. This brings with it the new challenge of having to define
the trade-off between maximizing predictive performance or minimizing time
and resource consumption. This may be difficult to determine in practice and
further research is required to define suitable criteria.

6 Conclusions

In this paper, we propose a general recipe for AutoML systems in practice gener-
ated from the findings of a systematic literature review. In particular, we describe
the main tasks in the process of apply machine learning and the main methods
used to automate it. After the review, we describe a general design for AutoML
systems from the perspective of feedback loops necessary for learning. Addition-
ally, we propose a multi-objective function as the general purpose for AutoML
systems in practice that takes into account time and computational resources.
Despite the recentness of the AutoML area, we hope this work would be helpful
for research scholars and practitioners of machine learning, to understand and
integrate the latest research efforts related to AutoML into your own systems.
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Abstract. In this work, a semi-supervised hierarchical classifier based on
local information (SSHC-BLI) is proposed. SSHC-BLI is a semi-supervised
learning algorithm that can be applied to hierarchical classification, that
is, it can handle labeled and unlabeled data in scenarios where the labels
are arranged in a hierarchical structure. SSHC-BLI tries to pseudo-label
each unlabeled instance using information of its nearest labeled instances.
It uses a similarity function to determine whether the unlabeled instance is
similar to its nearest labeled instances to assign it a label; if it is not, then
it continues unlabeled. A heuristic similarity function of an instance with
a set of instances was proposed to determine similitude. The method was
tested in several datasets from functional genomics and compared against a
hierarchical supervised classifier and two state of the art methods, showing
in most cases superior performance, with statistical significance in accu-
racy and hierarchical F-measure.

Keywords: Hierarchical classification · Semi-supervised learning ·
Local distance

1 Introduction

A common problem in supervised classification is the scarcity of labeled data.
This may be because hand-labeling data is time consuming and costly or just
hard to label [4]. Hence, training a classifier with few labeled data could produce
an unreliable classifier. However, large amounts of unlabeled information can
be obtained from different sources, such as the Internet. Moreover, unlabeled
information could be required in scenarios where instances can be associated to
multiple labels [5], like hierarchical classification [11], which makes more chal-
lenging making use of unlabeled data. Strategies that take advantage of that
information are required.

A suitable Semi Supervised Hierarchical Classification algorithm, that con-
siders the hierarchy, trained with labeled and unlabeled data, can produce a
hierarchical classifier with better performance than using only the few labeled
data. The proposed method, semi-supervised hierarchical classification based on
local information (SSHC-BLI), can handle tree hierarchies and predicts a single
path of labels. Its main idea is to pseudo-label the unlabeled data, which are
later used to train a hierarchical classifier. The nearest labeled instances to each
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 255–266, 2022.
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unlabeled instances are used to build a pseudo-label, then, the similitude of the
unlabeled instance with its nearest labeled instances is estimated, if they are sim-
ilar, the unlabeled instance is pseudo-labeled, else it is kept unlabeled. A heuristic
similitude function, similarity of an instance with a set of instances (SISI), is
proposed to measure this similitude. Experiments on a subset of the Functional
Catalogue (FunCat) datasets show promising results; SSHC-BLI outperforms
the baseline, a supervised hierarchical classifier (Top-Down) trained only on the
labeled instances; as well as two other state-of-the art semi-supervised hierarchi-
cal classifiers.

The main contributions of this manuscript are: (i) a semi-supervised hierar-
chical classifier that can handle hierarchies of tree type and predicts a single path
of labels that always reaches a leaf node, which makes use of local information to
pseudo-label the unlabeled instances and use them to train a classifier; and (ii) a
heuristic function, similarity of an instance with a set of instances (SISI), which,
as it name says, indicates if an instance is similar or not to a set of instances.

The document is organized as follow. Section 2 summarizes fundamentals of
hierarchical classification and semi-supervised learning. Section 3 reviews related
work. Section 4 presents the proposed method. Section 5 presents the experiments
and results. Finally, in Sect. 6, conclusions and some ideas for future work are
given.

2 Fundamentals

Hierarchical Classification. The hierarchy or hierarchical structure (HS) is
denoted with the graph notation: HS = (L,E), where L is the set of labels
(nodes), E is the set of edges that link the labels (nodes), and HS is a DAG.

Furthermore, the subset of labels for an instance has to fulfill the hierarchical
constraint. The hierarchical constraint states that if an instance x is associated
to the label l ∈ L then x has to be associated to the ancestors of l, Anc(l), given
by the HS:

∀x ∈ l → x ∈ z,∀z ∈ Anc(l) (1)

Therefore, a valid or consistent path is a subset of the labels that complies the
hierarchical constraint.

Silla and Freitas [11] described the hierachical problems as a 3-tuple (Υ, Ψ, Φ),
where Υ specifies the hierarchical structure type, T if it is a tree or DAG if it is
a Direct Acyclic Graph; Ψ specifies whether an instance can be associated to a
single or multiple paths of labels (SPL, MPL); and Φ indicates the depth of the
paths of the instances, Full Depth (FD) or Partial Depth (PD).

Semi-Supervised Learning. (SSL) can be seen as the branch of machine
learning that combines supervised and unsupervised learning [2,15]. Semi-
supervised classification methods are appropriate to scenarios where labeled data
is scarce, and a reliable classifier could be hard to obtain.
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There are some assumptions that are the foundation of most semi-supervised
learning algorithms, which depend on one or more of them being satisfied [2].
They are briefly described next: Smoothness assumption: It states that, for two
input points xi, xj ∈ X that are close by in the input space, the corresponding
labels yi, yj should be the same. This assumption can be applied transitively to
unlabeled data. Low-density assumption: It states that the decision boundary of
a classifier should preferably pass through low-density regions in the input space.
Manifold assumption: It states that the input space is composed of multiple lower
dimension manifolds on which all data points lie, therefore, data points on the
same manifold must have the same label.

Van Engelen and Hoos [4] proposed a taxonomy for the SSL methods which
are divided into two main groups, inductive and transductive, the former produce
a classification model, while the second only label the unlabeled data points.

3 Related Work

Metz and Freitas [5] proposed the first method for semi-supervised hierarchical
classification. It is essentially a Top-Down classifier that can handle hierarchies
of tree type and predicts a single path of labels that always reaches a leaf node.
It trains decision trees as binary classifier for each node, then each classifier is
self-trained following one of three strategies. Their results are not superior in a
statistically significant way against a supervised hierarchical classifier.

Santos and Canuto [7] proposed Hierarchical Multi-label classification using
Semi-Supervised Label Powerset (HMC-SSLP). First, a HMC-Label Powerset
(HMC-LP) [1] is trained with labeled data, then it is used to pseudo-label a
predefined proportion of the unlabeled data that will be added to the training set.
HMC-LP [1] combines all the classes of an example to generate a new hierarchy,
however, examples of how to combine paths of different lengths are not shown.
On the other hand, the positives instances for each new class could be too few,
which can result on unreliable classifiers.

Hierarchical Multi-label using Semi-Supervised Random k-Labelsets (HMC-
SSRAkEL) is the semi-supervised version of HMC-RAkEL [7]. This method
trains a RAkEL classifier [12] as local classifier per parent node. Then, a Top-
Down procedure is used to pseudo-label the predefined proportion of unlabeled
data that will be added to the training set. Santos and Canuto [8] also proposed
Hierarchical Multi-label Classification using Semi-Supervised Binary Relevance
(HMC-SSBR), that trains support vector machines as a local classifier per node
which are self-trained [9]. The Top-Down procedure for labeling instances in
HMC-SSRAkEL and HMC-SSBR can predict multiple labels in the same level.
On the other hand, the methods HMC-SSRAkEL, HMC-SSBR and HCM-SSLP
[7] pseudo-label a predefined proportion of unlabeled data in each iteration,
which are added to the training set, that is, these methods do not select the
instances with the most confident predictions but add all of them.

Later, Xiao et al. [14] proposed the Path Cost-Sentive Algorithm with Expec-
tation Maximization (PCEM) which consists on the following steps. First, the
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Fig. 1. Example of pseudo-labeling an instance based on the smoothness assumption.
The labeled points in b) are associated to the path that ends in the corresponding label
of the hierarchy in a). In a flat approach, as the 3 instances are different, the instance
will stay unlabeled. On the other hand, in the hierarchical approach, the internal nodes
{0,3} got the highest score, so the instance could be pseudo-labeled. (Best seen in color).

base classifier PCNB [14] is trained with the labeled data; then it pseudo-labels
all the unlabeled instances and trains the PCNB with labeled and pseudo-labeled
instances; this is iterated until convergence. PCEM was proposed for hierarchical
text classification, so it is no straightforward to apply it in non-text domains.

The proposed method pseudo-labels instances making use of a labeling strat-
egy which considers the local information of the unlabeled data, and selects those
with the most confident predictions for training in the next iterations; that is,
it does not pseudo-label a predefined amount of data in each iteration. Fur-
thermore, pseudo-labels may be updated or removed, in order to correct wrong
pseudo-labels. Additionally, the method can be applied to multiple domains.

4 SSHC Based on Local Information

Making use of the flat approach (only considering the leaf nodes and ignoring
the rest of the hierarchy) to pseudo-label the unlabeled instances is not the
best way, because unlabeled instances that may be partially pseudo-labeled will
stay unlabeled. An example is shown in Fig. 1c, as the 3 instances are different,
the unlabeled point will stay unlabeled. On the other hand, making use of an
hierarchical approach a partial path, that fulfills the hierarchical constraint could
be obtained. For instance, in Fig 1d, the number of times a label is seen is
averaged for each label, in this way, the internal nodes 0 and 3 got the highest
score, hence, the unlabeled instance could be pseudo-labeled with those labels.

The proposed method, SSHC-BLI, is mainly based on the smoothness
assumption, that is, neighboring instances must have the same or similar paths
of labels. SSHC-BLI begins building pseudo-labels for each unlabeled instance



SSHC-BLI 259

Algorithm 1. SSHC-BLI algorithm
Require: (X, Y ): labeled data, U : unlabeled data, k: number of nearest neighbors,

THR: similitude threshold, t2label: threshold to pseudo-label an instance, HS hier-
archy, maxIterations: maximum number of iterations.

Ensure: fsshc: semi supervised hierarchical classifier
1: T ← 1 � Iteration
2: LD ← X � LD: Labeled data
3: CL ← L � Labels of labeled data
4: while True do
5: for each uj ∈ U do
6: INDj ← getKNN(k, uj , LD) � Get k-nearest neighbors
7: PSLj ← getPseudoLabel(INDj , LD, t2label) � Pseudo label for uj

8: end for
9: for each uj ∈ U with valid PSLj do

10: if similitude(uj , INDj) < THR then
11: PSLj = ∅ � Invalid pseudo-label
12: end if
13: end for
14: if (T > maxIterations) or (PSLT == PSLT−1) then
15: break loop (while)
16: else � join labeled data with valid pseudo-labeled data
17: CL ← Y ∪ valid(PSL)
18: LD ← X ∪ U [valid(PSL)]
19: end if
20: T ← T + 1
21: end while
22: fSSHC ← trainHC(LD, CL, HS) � Train a hierarchical classifier

using its neighboring labeled instances, but if the unlabeled instance is not sim-
ilar to its labeled neighbors, it stays unlabeled; this process iterates until all the
pseudo-labels do not change.

Algorithm 1 shows the general steps. It is an iterative method where the
unlabeled data is pseudo-labeled using its nearest labeled neighbors (lines 6–7),
details of how pseudo-labels are built (line 7) are shown in Subsect. 4.1. Also,
the similitude of the unlabeled point with its neighbors (line 10) is considered, if
they are not similar the unlabeled point looses its pseudo-label, details of how
the similitude is estimated are shown in Subsect. 4.2. The method finishes when
the pseudo-labels for the unlabeled data do not change from an iteration to the
next, or when the maximum number of iterations is reached.

There are three variants of the SSHC-BLI algorithm:

– Variant 1: It corresponds to the version described in Algorithm 1.
– Variant 2: In each iteration the pseudo-labels for the unlabeled set are re-

estimated, so after the first iteration an instance that was added to the train-
ing set, it will have itself as one of the k-nearest neighbors. This results in
a biased pseudo-label, because the instance is contributing to itself. In order



260 J. Serrano-Pérez and L. E. Sucar

to avoid this, the function getKNN (line 6) is modified so that it guarantees
that none of nearest neighbors is the instance itself.

– Variant 3: Considering that the number of instances in the training set
could increase in each iteration, it may be interesting to increase the number
of nearest neighbors. In this way, variant 3 increases the value of k after a
predefined number of iterations.

4.1 Pseudo-Label an Instance

To pseudo-label an instance, labeled instances close to it are required. Let Y =
[y1, ..., yk] be the labels of k instances close to the unlabeled instance x, where
yi ∈ {0, 1}|L|, that is, yi,j is 1 if the i-th instance is associated to the j-th label,
0 otherwise. So the probabilities for each individual label can be estimated in
the following way:

ppslj =

{∑k
i=1 yi,j

k
, ∀j ∈ {1, ..., |L|} (2)

A threshold, t2label, is used to determine if an instance is associated to the label:

pslj =
{
1 : ppslj >= t2label
0 : ppslj < t2label

, ∀j ∈ {1, ..., |L|} (3)

0 <= t2label <= 1 (4)

Finally, psl is the pseudo label for x, but if psl is zero for all labels, then it is an
invalid path, therefore, x remains unlabeled.

4.2 SISI: Similarity of an Instance with a Set of Instances

A similarity function to estimate how similar is an instance to a small set of
instances is required, and the result should be in the interval [0, 1]; that is, 1
if the instance is similar to the set of instances, and 0 in the opposite case.
Nevertheless, it is not known1 a similarity function that complies the previous
requisites to the best of our knowledge.

Therefore, the heuristic function Similarity of an Instance with a Set of
Instances (SISI) is proposed. This is a local measure, because it does not con-
sider the complete data distribution, but just the instance of interest, p, and
a set of instances, A. SISI takes into account the distances among the set of
instances A, lavg; and the distances of an instance p with the instances of set
A, uavg:

lavg =

∑k
i=1

∑k
j=i+1 d(xi, xj)
k(k−1)

2

(5)

uavg =
∑k

i=1 d(p, xi)
k

(6)

1 The Mahalanobis distance estimates the distance between a point and a distribution.
Furthermore, this measure does not comply with the interval result, [0, 1].
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where xi ∈ A, k is the length of A and d(A,B) is any metric. Additionally, two
assumptions are made:

Assumption 1: It is assumed that if uavg is equal or lower than lavg, the
instance p is similar to the set of instances A with score 1.

Assumption 2: It is assumed that if uavg is greater than n times lavg, with
n > 1, the instance p is not similar to the set of instances A, that is, score 0.

Hence, from Assumptions 1 and 2, the equation of the line that passes through
points (lavg, 1) and (n ∗ lavg, 0) is defined as:

score =
lavg − uavg

(n − 1)lavg
+ 1 (7)

That is, Eq. 7 scores the similitude of the point p with the set of instances A in
interval (lavg, n ∗ lavg). Finally, from assumptions 1,2 and Eq. 7, function SISI
is defined in Eq. 8.

SISI(p,A) =

⎧⎨
⎩

1 uavg <= lavg
0 uavg >= n ∗ lavg

lavg−uavg
(n−1)lavg + 1 otherwise

(8)

SISI requires a parameter, n, that was set to 3, and the Euclidean distance was
used as the metric; the experiments were made with this configuration. However,
the method is not limited to the Euclidean distance; it can be replaced for other
metric according to the problem of interest.

5 Experiments and Results

The experiments are focused on showing that using unlabeled data may help to
improve the performance of a hierarchical classifier trained only on labeled data.

5.1 Evaluation Measures

In order to evaluate the performance of the compared methods, two common
evaluation measures in hierarchical classification are used. Let N be the number
of instances in the test set, let Y be the real subset of labels to which an instance
is associated and let Ŷ be the subset of predicted labels. The evaluation mea-
sures [6,11] are accuracy, Eq. 9; and hierarchical F-measure (hF), Eq. 10, that is
composed by hierarchical precision (hP) and hierarchical recall (hR).

Accuracy =
1
N

N∑
i=1

∣∣∣Yi ∩ Ŷi

∣∣∣∣∣∣Yi ∪ Ŷi

∣∣∣ (9)

hF =
2 ∗ hP ∗ hR

hP + hR
; hP =

∑N
i=1

∣∣∣Yi ∩ Ŷi

∣∣∣∑N
i=1

∣∣∣Ŷi

∣∣∣ ; hR =

∑N
i=1

∣∣∣Yi ∩ Ŷi

∣∣∣∑N
i=1 |Yi|

(10)
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Fig. 2. Pseudo-labels for the artificial dataset, labeled points are shown in the color
of the deepest node of their path and unlabeled instances are shown in gray. a) Initial
labeled and unlabeled data. Pseudo labels of variants 1-b), 2-c) and 3-d). (Best seen in
color.) (Color figure online)

5.2 Artificial Dataset

To illustrate the differences of the three variants of the SSHC-BLI, they were
applied to a simple artificial dataset. The parameters for the three variants are:
nearest neighbors, k = 3; similitude threshold, THR = 0.5; threshold to posi-
tively label an instance, t2label = 0.5; for variant 3 k increase each 5 iterations.
Finally, a Top-Down (TD) classifier is trained with labeled and pseudo-labeled
data, the TD trains support vector machines (regularization parameter: 1000,
kernel: rbf , gamma=1/n_features) as local classifier per node, and the less
inclusive policy is used to select positive and negative instances in each node.

Figure 2 shows an example of how the variants pseudo-label the unlabeled
data. Variant 1 pseudo-labeled the whole unlabeled data, most of wrongly
pseudo-labeled instances are found at the ends of the half moons (circled in
blue) as can be seen in Fig. 2 b). Variant 2 got better results at the ends of the
half moons (circled in blue), see Fig. 2 c). However, there are unlabeled points
that are surrounded by points with the same labels, so its natural to think that
they should have the same set of labels, but they were no pseudo-labeled because
the estimation of similitude with its nearest neighbors. Finally, variant 3 seems
to smooth the results obtained by the 2nd variant, see Fig. 2 d).

Results of the SSHC-BLI variants trained with the labeled and pseudo-
labeled data are shown in Table 1. Column TD corresponds to a hierarchical
classifier trained only on labeled data. Making use of the unlabeled data helped
to obtain a better performance than training only on the labeled data.
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Table 1. Results of SSHC-BLI variants (1, 2 and 3) and the supervised classifier,
Top-Down (TD), for the artificial dataset. In bold the best score.

TD V1 V2 V3

Accuracy 0.4662 0.8928 0.8951 0.8930

h Recall 0.7692 0.9492 0.9477 0.9492
h Precision 0.7082 0.9551 0.9595 0.9596
hF 0.7375 0.9522 0.9536 0.9544

5.3 Real World Datasets

In order to evaluate the performance of the methods, five challenging hierar-
chical data sets from the field of functional genomics (FunCat) [13] were used.
The preprocessing applied to the datasets is the same than Serrano-Pérez et al.
[10] (Tree, SPL, FD); that is, the hierarchies of the datasets are trees and the
instances are associated to a single path of labels which always reach a leaf node.
Description of datasets is shown in Table 2. A stratified 5-fold cross validation
was carried out, 80% for training and 20% for test. Additionally, the training set
was stratified split in labeled and unlabeled sets in the following way:

– Labeled: {10, 30, 50, 70, 90}%.
– Unlabeled: {90, 70, 50, 30, 10}%, complement with respect to labeled.

The training set was divided 3 times, so the results are the average of 15 (3 × 5)
executions. The parameters for the variants (V1, V2, V3) are: nearest neighbors,
k = 3; similitude threshold, THR = {0.7, 0.5, 0.3}; threshold to positively label
an instance, t2label = 0.5; maximum number of iterations, 45; variant 3 increase
k each 10 iterations. A TD classifier is trained with labeled and pseudo-labeled
data; the TD trains random forest classifiers (number of trees: 100, criterion: gini,
bootstrap: True) as local classifiers per node, and the balanced bottom-up policy
is used to select positive and negative instances in each node. For each variant,
the configuration that results in the highest average rank is selected: variant 1,
THR = 0.5; variant 2, THR = 0.3; and variant 3 THR = 0.7.

The proposed method is compared against two related methods. First, HMC-
SSBR [8] that uses support vector machines (regularization parameter: 1, kernel:

Table 2. Description of the FunCat datasets. MD: Maximum Depth

Dataset Instances Attr. Classes MD

cellcycle_FUN 2339 77 36 4

derisi_FUN 2381 63 37 4

eisen_FUN 1681 79 25 3

gasch1_FUN 2346 173 36 4

gasch2_FUN 2356 52 36 4
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Fig. 3. Results of FunCat datasets. Cellcycle: 3a and 3b. Derisi 3c and 3c. Eisen: 3e
and 3f. (Best seen in color.)

Table 3. Average rank of each classifier in the FunCat datasets. In bold the best (lower
is better).

TD V1 V2 V3 HMC-SSBR STA

Accuracy 3.72 2.52 2.52 1.76 5.12 5.36
hF 3.84 2.8 2.72 2.0 4.0 5.64

rbf , gamma=1/n_features) as local classifier per node; the method was iter-
ated {2,3,6} times, the configuration with the highest average rank was selected:
6 iterations. Second, the method self-training A (STA) [5], that uses decision
tree classifiers (criterion: gini, minimum number of intances per leaf: 1, pruning:
None) as local classifier per node; three thresholds were used α = {0.3, 0.5, 0.7},
the configuration with the highest average rank was selected: α = 0.3. Addi-
tionally, a supervised hierarchical classifier, TD, was trained only on the labeled
data, with the same parameters than the used by the SSHC-BLI.

The results in terms of accuracy and hF are shown in Figs. 3 and 4. Each
graph compares the three variants of SSHC-BLI with the related methods and
the baseline, TD, on different percentages of labeled-unlabeled data. Table 3
summarizes the results in terms of the average rank of each method.

5.4 Statistical Analysis and Discussion

To estimate if there is statistical difference among the variants of the proposed
method and the related methods (HMC-SSBR, STA, and TD), the Wilcoxon
test was used [3]. Given n independent samples (xi, yi) from paired samples,
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Fig. 4. Results of FunCat datasets. Gasch1 4a and 4b. Gasch2 4c and 4d. (Best seen
in color.)

the differences di = xi − yi are computed, where xi and yi are the proposed
and related methods scores, respectively. The null hypothesis (one-side) states
that the median of the differences is negative against the alternative that it
is positive. 25 experiments, 5 datasets with 5 divisions each, were considered,
with α = 0.05. For each SSHC-BLI variant against each related method: the
null hypothesis can be rejected in favor of the alternative, that is, the median is
greater than zero (positive) for both evaluation measures, accuracy and hF. In
other words, the different SSHC-BLI variants got better performance than all
the related methods (HMC-SSBR, STA, and TD) with statistical significance.

6 Conclusions and Future Work

In this manuscript was proposed a semi-supervised hierarchical classifier based
on local information. The method is based in the smoothness assumption, so
it finds the nearest labeled instances to each unlabeled instance in order to
generate a pseudo-label. Also, a heuristic similarity function, similarity of an
instance with a set of instances (SISI), was proposed, which is used to evaluate
whether an unlabeled instance is similar to its labeled neighbors.

The three variants of method were evaluated on a subset of the Functional
Catalogue datasets and the results were compared against different related meth-
ods. The proposed method outperforms the rest of the classifiers, mainly when
there is only few labeled data. Additionally, the Wilcoxon test showed that the
results of the proposed approach are significantly better than those of the related
methods. As future work, the proposed method will be extended to handle any
hierarchy of directed acyclic graph type, and to predict multiple paths of labels.
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Abstract. Stress is a social problem affecting society in different ways.
Obtaining an accurate diagnosis of stress is complex because the symp-
toms of stress are very similar to the symptoms of many other illnesses.
Some studies have used wearable sensors for psychophysiological sig-
nal acquisition and artificial intelligence approaches for automatic stress
pattern detection. Nevertheless, the literature does not present specific
group analyses among different participants’ characterizations. This work
evaluates the impact of the allostatic load on Machine Learning models
considering clinical patients compared to non-clinical patients. We cre-
ated and used a new dataset that uses a stress-inducing protocol based
on repetitive negative thoughts. This dataset contains 27 participants
with clinical and non-clinical profiles. The acquired data are electro-
cardiogram, respiration patterns, electrodermal activity, weight, height,
and Body Mass Index. The classifier that showed the best results was
Random Forest. The model using only non-clinical participants obtained
94.54% accuracy against 92.08% of clinical ones. Results obtained with
all participants had slight improvement, with 92.72%. Comparing clinical
and non-clinical patients showed an accuracy mean difference of 2.5%,
indicating aspects of the impact of the allostatic load on the model gen-
eralization for people outside the dataset.

Keywords: Machine learning · Wearable sensors · Allostatic load

1 Introduction

Even though stress is part of daily life, prolonged periods of stress harm our
health and can lead to the development of illnesses [1]. According to O’Connor
et al. [5], stress is a common risk factor in about 75% of diseases, including
those that cause the most morbidity and mortality. Giannakakis et al. [9] explain
that several studies show promising results for identifying stress using wearables
to acquire biosignals and applying Artificial Intelligence (AI) to detect stress
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patterns. Wearables have many applications, and with the improvement of the
sensors’ quality, the use of wearables is expanding [18].

The impact of allostatic load on stress identification has been studied in
recent years but still is considered a research gap. Allostatic load is the accumu-
lation of chronic stress load [14], which tends to impact people’s physiological
signals directly. Individuals who go through long periods of chronic stress tend to
have a disorder in their allostatic load, leading to an allostatic overload [14,21].
Several studies have evaluated the impact of allostatic load on stress monitoring
and the differences in physiological signs in stress cases. They point out that fur-
ther studies are needed to explore comparisons with individuals with a normal
allostatic load [7,8,10].

Based on this context, this work aims to study and compare the impact of
allostatic load on AI models of stress identification in clinical and non-clinical
patients based on physiological signals acquired through wearables. This work
used a new Stress-Inducing Features (SIF) dataset. This SIF dataset follows
inducing stress through repetitive negative thinking protocol [11,15,16]. The SIF
dataset has two kinds of participants, the clinical and the non-clinical. Clinical
participants are those who have received regular psychological support. More-
over, the non-clinical participants do not have any psychological follow-up or
diagnosis.

The SIF dataset is composed of multiple physiological signals. Several stud-
ies pointed out the multiple physiological signals as a reliable alternative for
detecting stress [17,19,23]. Because stress affects different aspects of the human
body, affecting different signs. To support overall stress effects identification,
the dataset has signals such as the electrocardiogram (ECG), respiration pat-
tern (RSP), and electrodermal activity (EDA). The levels of common physiolog-
ical signs of each individual are affected by several factors, such as age, height,
weight, and Body Mass Index [6,12].

The interest in investigating clinical and non-clinical participants is moti-
vated by the need to assess the behavior of physiological signals in these two
sets of participants. The main motivation of this study is to evaluate the impact
of allostatic load on pattern prediction using artificial intelligence, since allo-
static load directly affects the behavior of the individual’s vital signs. According
to allostatic load theory, clinical participants tend to have a different response
to stressful situations [10,14]. Thus, it may be that a model intended for use in
clinical participants may not be helpful in non-clinical participants due to the
unpredictability of the data. The central differential of this work is the in-depth
analysis of the impact of clinical individuals on the possible generalization of a
Machine Learning model with a focus on stress identification. The remainder of
this text is organized as follows. Section 2 presents a literature review. In Sect. 3,
the new dataset is described in detail. Section 4 presents the methodology, and
the results obtained are evaluated in Sect. 5. The conclusions and future work
indications are presented in Sect. 6.
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2 Literature Review

We conducted a review to identify recent work results on stress detection with
wearables and the presence of allostatic load joint studies. We have surveyed
the CAPES database, Elsevier, IEEE Explore, and ACM. For each repository,
we used the following strings: “wearable AND stress”; “wearable AND artificial
intelligence”; “artificial intelligence AND stress”; “artificial intelligence AND
allostatic load”; “allostatic load AND stress detection”. We have filtered the
papers published from 2017 to 2022. Bellow, we discuss the most relevant aspects
present in the area.

Han et al. [17] carried out a work to detect stress; for it, they applied a stress
induction protocol, the Montreal Imaging Stress Task (MIST). The authors col-
lected the signs using an unspecified wearable. The experiment had 39 partici-
pants who measured RSP and ECG data. The Random Forest (RF) and Support
Vector Machine (SVM) combined presented the best result among all the algo-
rithms. They obtained an accuracy of 84% for the stress classification with three
classes and 94% for binary classification.

Ahuja and Banga [19] carried out an experiment in which they monitored
young people during exam preparation and while using the internet. This work
aimed to detect mental stress. The experiments had 206 students’ data, and
for the AI experiments, the authors used Linear Regression (LR), Näıve Bayes
(NB), RF, and SVM algorithms.

Corrigan et al. [20] highlight the use of heart rate variability as a way to mon-
itor stress and allostatic load. The allostatic load consists of metabolic energy
composed of biological measures. It captures the dysregulation of multiple phys-
iological systems as a result of chronic exposure to stress [14,23]. HRV decreases
in response to a stressful situation, whether physically or cognitively [20]. They
observed that HRV recovery is usually slow in response to higher magnitude
stressors. They also conclude that people with allostatic load disorder usually
have a lower standardization HRV response. The authors emphasize that further
studies are needed to further the usefulness of HRV to assess allostatic load [10].

The use of AI for stress detection has several limitations and uncertainties
that we need to deepen. Research indicates that experiments in controlled lab-
oratory environments have high precision for detecting stress [2,13]. The stress
level is often significantly different from the induced stress level outside of con-
trolled environments. They also emphasize that wearables are excellent means to
carry out these experiments. The participants tend to accept easily non-intrusive
and discreet devices. Based on the state-of-the-art, we can conclude that there
is still a lot to be explored in stress detection.

Several works have been studying how to make a reliable stress detection
using wearables as a means of data acquisition due to their reliability and prac-
ticality. Our study pointed out the uses of classifiers such as DL and RF as the
best alternatives for stress detection. In addition, we found that the use of mul-
tiple physiological signals tends to be more reliable in detection. As mentioned,
stress detection still has limitations, including real-time stress detection in envi-
ronments outside of laboratories and the use of a single dataset for people who
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have not participated in the experiments. Another relevant issue is the relation-
ship between allostatic load and the generalization of a machine learning model.
Based on the literature, it is evident that the allostatic load impacts physiolog-
ical signs. Nevertheless, it is necessary to investigate further how people with
disturbances in the allostatic load impact a model generalization.

3 Dataset Composition

This section describes the dataset used in the experiments, which is a new dataset
obtained in experiments based on the Repetitive Negative Thoughts protocol
[11,15,16]. We denominate it Stress-Inducing Features (SIF) Dataset, and it
comprises a set of data from 27 participants. The dataset contains data for
ECG, EDA, RSP, age, height, weight, clinical status, and Body Mass Index
(BMI), which is an international measure used to calculate whether a person
has an ideal weight [4].

We used a proprietary architecture to acquire this dataset. The architecture’s
name is ATHENA I, an acronym for “Architecture for Healthcare reinforced
by Artificial Intelligence”. The developed architecture can acquire sensor data,
process it, and store it to compose a dataset. The architecture incorporates
wearable sensors and a single board computer (SBC). The wearable used for the
architecture was PsychoBIT from the BITalino company. PsychoBIT focuses on
acquiring signs related to the mental and psychological state, which is ideal for
collecting stress data. The sensors used collected ECG, EDA, and RSP data.
The SBC used for the architecture was the Raspberry Pi 4 Model B. We choose
this device for its processing power, as it needs to perform several functions in
parallel, collecting, processing, and storing data in real-time during long periods.

This section will present how the dataset acquisition process was in practice.
To perform this experiment, we followed a stress induction protocol. We have
performed this practical experiment in a multi-discipline partnership with the
Post Graduate Program in Psychology. The ethics committee (CAAE number
40555420.0.0000.5344) had approved the experiment to further studies regarding
the effects of Repetitive Negative Thoughts on the body.

With the stress induction protocol followed, it is possible to obtain three
classes of data: pre-stress, stress, and post-stress (relaxing). We aim to eval-
uate the heart rate variability in clinical and non-clinical patients (without a
prior diagnosis). Moreover, verify the behavior of this signal throughout a pro-
cess that leaves the normal state, with orientation to concentrate, going to a
moment of stress, and then returning to the normal state, trying to avoid the
stress. The protocol seeks to assess stress induction in clinical and non-clinical
patients, comparing the body’s responses to the effect of stress. We have con-
sidered clinical participants who have some psychological follow-up previously
diagnosed. Whereas non-clinical participants who have nothing diagnosed. We
have not made any previous tests to assess whether non-clinical patients have
something to be diagnosed.
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The first stage of the protocol is the coupling of wearable sensors. We decided
to place the electrodes at the beginning of the experiment. This way, the partic-
ipants would get used to using the sensors. We intended to reduce the impact of
the bother of the sensors during the experiment. In the next step, participants
filled in sociodemographic data and relevant data for inclusion in the model as
the social context and physiological information tend to impact the physiologi-
cal stress response. After completing the sociodemographic data, the pre-stress
meditation process begins, in which the participant remains looking at a white
screen, oriented to try not to think about anything specific. The participant
remains that way for five minutes. After completing the five pre-stress minutes,
the white screen changes to a screen with the phrase “Think about a recent
situation that has made you anguished or upset ...”. In this stage, the induction
of stress occurs through negative thinking. The participant spends 1 min think-
ing about the current situation that has made him go through some unpleasant
moments.

After completing this minute of stress induction, the screen returns to a
white screen, in which the participant again tries to avoid thinking, constituting
a post-stress stage. In this stage, as in pre-stress, it occurs for 5 min to return
to a neutral state. When completing the period time of the post-stress stage,
the participant performs a self-report. We have performed the experiments with
27 participants. Among the participants, 12 are non-clinical, and 15 are clinical
cases. Of these 27 participants, 66.67% participants are women aged 18 and 38.
Male participants represent 33.33%, aged between 19 and 38 years.

4 Pattern Detection Methodology

This section describes the data preparation, processing, and filtering steps, the
training process, and the Machine Learning approach. The data filtering process
took place using the Python library for physiological signals. We performed
specific techniques to filter each signal. We applied a Hamilton method for ECG
extraction. Firstly, the library applies a Butterworth low-pass filter. The filter
has order four and a cutoff frequency 25 Hz. The next step is to apply a high-
pass filter, Butterworth of order 4. We defined a cutoff frequency 3 Hz. Lastly, a
derivative function obtains a moving average of 80 ms. Finally, peak detection
and QRS complex detection are applied.

Related to the EDA filter, the first step is to apply a Butterworth low-pass
filter of order four, with a cutoff frequency of five Hz. A moving average function
of N terms is applied to smooth out the distortions. Finally, the library applies
differential functions with an analysis in frequency, and it extracts the intrinsic
values through zeros of the transfer functions.

Regarding the processing of the RSP, a second-order Butterworth band-pass
filter is applied, with cutoff frequencies set to 0.1 Hz 35 Hz. Then, the library uses
a zero-crossings function, which checks the points at which the signal intercepts
the axis.

We have 11 min of data, of which the initial 5 min refer to pre-stress, 1 min of
stress, and the last 5 min of post-stress. To balance the data, we defined that the
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data that we would use for pre-and post-stress would be the third minute because
in an evaluation carried out, these points correspond better to the objective of
the classifier step. In other words, of the 11 min collected in the experiment, we
selected the third, sixth, and ninth minutes. Thus, the data we used during the
AI experiment totaled 3 min of collection per participant, with 27 participants.

In sequence, we applied the windowing process, which aims to reinforce phys-
iological signals’ characteristics. For this, the data, after going through the fil-
tering process, are arranged in matrices. Each column is a signal, and the lines
its instant in time. We defined 600 ms windows for each of the signs with an
overlapping of 50% for each window, according to Fig. 1.

Fig. 1. Windowing

As seen in Fig. 1, we split the data into 600 ms windows, and windowing
occurs with the overlapping of these windows by sliding one over the other.
For example, the first window occurs from 0 ms to 600 ms, so we relocate these
selected data to the new dataset. The second window has an overlapping of 50%.
This overlapping of 50% means that the window advances 300 ms, thus forming
a time window of 300 ms to 600 ms. We relocate this second window again into
the new dataset, repeating 300 ms of data. This technique tends to reinforce the
characteristics of the trained data. This process repeats for the entire dataset.

After the windowing process, we performed the ML experiments with varia-
tions regarding the participants and the classification objectives. We performed
experiments with all and part of the dataset dedicated to identifying the clin-
ical and non-clinical behavior. We also evaluated classification with the three
classes (pre-stress, stress, and post-stress) and with some binary combinations.
We described the complete set of experiments in the following.

We performed a series of ML experiments using five different classification
algorithms. Among the algorithms used, we can mention DT, kNN, RF, Ada
Boost, and MLP. We separated these experiments into four sets. The first exper-
iment had all participants and classification using the three classes. We also
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performed experiments separating the dataset into clinical and non-clinical par-
ticipants. For each of these sets, we carried out experiments to detect stress.

Furthermore, it is essential to evaluate broadly the results obtained. In the
evaluation step, we used the accuracy, precision, F1, and Recall metrics. In
addition to the before-mentioned metrics, we also used the confusion matrix to
assess how the model classified the data. Moreover, we use a cross-validation
method to evaluate the possible overfitting. We selected the kFold method for
the cross-validation.

5 Results and Analysis

We performed a series of Machine Learning training experiments evaluating clas-
sification approaches and exploring the results with the collected dataset. The
new dataset has two different groups of participants, clinical and non-clinical
participants, so we also sought to evaluate them in isolation. According to the
allostatic load, theory [10,20], people with some mental disorders may present
different behavior in stressful situations. Furthermore, clinical people may not
feel anything in a stressful situation. Alternatively, after starting a stressful sit-
uation, they can take more time to return to a normal state or even do not
return.

The first set of tests performed involved all participants, classifying three
classes. The predicted classes are pre-stress, stress, and post-stress. The results
verified (Table 1) in this set of experiments showed significantly lower accuracy
when compared with the first experiment. However, we consider this result as
expected, considering that the classification went from two to three classes. In
this set of tests, the algorithms that stand out are still Decision Tree and Random
Forest, with 90% and 92% accuracy, respectively.

Table 1. Results from all participants - classes: pre-stress, stress, and post-stress

Algorithm Accuracy Precision Recall kFold

DT 90.522 90.521 90.522 86.341

kNN 72.046 72.136 72.046 69.992

RF 92.720 92.725 92.725 89.697

Ada Boost 57.605 57.273 57.605 58.042

MLP 33.551 33.357 33.551 33.806

In the second and third Machine Learning experiments performed, we divided
the dataset into non-clinical and clinical participants, using the three classes.
This division aimed to identify whether any of these two sets had any impact on
the trained values obtained. According to the allostatic load theory, we expected
lower results with the clinical participant set. The second experiment, with non-
clinical participants, showed better values when compared to training values
with all participants. The accuracy for DT and RF was above 93%.
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In the third experiment we carried out with clinical participants, the values
obtained were lower than non-clinical ones. We expected this range of values,
as the signs of clinical participants tend not to respond in a standard way in
stressful situations. Therefore the model presents difficulties in classifying these
individuals correctly. Even though the values obtained are lower than those of
the previous experiments, the accuracy and precision values for Decision Tree
and Random Forest continued to be above 90%. We can compare both results
in the Table 2.

Table 2. Results of non-clinical and clinical participants separately - classes: pre-stress,
stress, and post-stress

Algorithm Clinical Accuracy Precision Recall kFold

DT No 93.035 93.037 93.035 90.532

kNN No 80.861 80.962 80.861 79.536

RF No 94.564 94.564 94.564 92.845

Ada Boost No 64.917 64.817 64.917 65.157

MLP No 41.428 43.532 41.428 39.561

DT Yes 90.081 90.083 90.081 86.547

kNN Yes 70.276 70.322 70.276 68.407

RF Yes 92.083 92.083 92.081 88.940

Ada Boost Yes 60.140 60.071 60.140 59.046

MLP Yes 36.344 35.039 36.344 34.242

The values obtained in Cross-Validation are a means of varying the model’s
generalization. Thus, in these experiments, all values obtained are close to the
accuracy and precision values for the data sets and the algorithms, with an
average of 3% difference.

Another way to validate the values obtained in training is using confusion
matrices. We selected the algorithm Random Forest Classifier with three classes
for this verification. We first analyzed the results with all participants. Next,
we compared the set of non-clinical and clinical participants. In Fig. 2a, we look
at the predicted values in each class in percentage terms using DT. As we can
see, the classification occurred adequately, with the Post-Stress classifications
with the highest number of correct predictions. In the Fig. 2b, we check the
confusion matrix with absolute values. By analyzing the matrix, we verified that
the correctly predicted values in each class were very close.

On the other hand, the model made fewer predictions between post-stress
and stress. We can justify it because the final period of participant stress is at
its maximum stress level. The post-stress used has already passed 2 min of the
participant trying to get back to his basal state.

We can analyze the impact of allostatic load on non-clinical and clinical
patients by comparing the confusion matrix. In Fig. 3a, we have the confusion
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Fig. 2. Confusion matrix of all participants

matrix in percentage values for non-clinical patients with a three-class classi-
fication. In Fig. 3b, we see the confusion matrix for clinical patients, also in
percentage values for three classes. Both matrices are obtained from the train-
ing using RF. Comparing the values of the two matrices, we verified an average
decrease of 2.5% in the model accuracy with clinical patients compared to non-
clinical patients. The most significant difference found is in post-stress, in which
the classification for non-clinical patients reached 95.49% and dropped to 92.71%
with clinical patients.

Fig. 3. Confusion matrix percentage values of all categories

If we analyze the matrices of non-clinical (Fig. 4a) and clinical (Fig. 4b)
patients in absolute values, we verify the magnitude of the difference in predic-
tions. Before performing this direct comparison of absolute values, it is necessary
to highlight the number of participants in each group in the dataset. The dataset
has 12 non-clinical and 15 clinical participants, totaling three more participants
for the set of clinical participants. One of the possible comparisons between the
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two groups is the significant increase in post-stress classification errors. This
aspect aligns with our expectations because clinical participants have greater
difficulty returning to their normal state.

Fig. 4. Confusion matrix absolute values of all categories

We performed a brief analysis of the means of some clinical and non-clinical
participants in a comparative way. Using ECG data as a basis, we can verify the
behavior of the signs. It justifies the drop in the accuracy value. By analyzing the
non-clinical participants, we verified the expected behavior in the stress-inducing
protocol. Starting with lower heart signals, during the stress period, an increase
in the signals, and during the stress period, again a relaxation, thus decreasing
the heart rate levels.

However, if we analyze the clinical participants’ heart rates, we see different
behaviors in the signs. For example, participant 12 has an average of 82.81 bpm
in pre-stress, the heart hates rises to 83.53 bpm, and in post-stress, instead of
lower, the heart rate rises to 84.95 bpm. Participant 17, on the other hand, has
a heartbeat behavior that is the opposite of what we expected, starting with
85.90 bpm, decreasing to 84.15 bpm, and rising again to 86.26 bpm. Analyzing
participant 18, we verified that the behavior is as expected but at much higher
levels when compared to the other participants.

6 Conclusion

This work aimed to obtain a Machine Learning model that performs stress
detection based on stress induction through repetitive negative acquired through
wearables sensors. Our approach seeks to differentiate clinical and non-clinical
participants. This research considers the load theory, which defines that patients
with a psychological diagnosis exhibit behavior different from physiological signs.
Clinical people can show different behaviors at stressful moments, such as not
showing any difference in the levels of physiological signs.
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The study showed good values in detecting stress in clinical and non-clinical
individuals using ML algorithms for classification. Among the algorithms used,
we can highlight the Random Forest with 92.72% accuracy in the prediction using
three classes and the cross-validation test with 89.69%. The three classes we used
for detection were pre-stress, stress, and post-stress. For binary classification, the
model using RF Classifier obtained accuracy and cross-validation of 98.20%.

Another conclusion highlighted is the impact that clinical patients have on
the model. When comparing the training model with the set of clinical and non-
clinical participants, the values obtained with non-clinical participants were sig-
nificantly better. Nonetheless, the values are in line with expectations. According
to the allostatic load theory, clinical patients tend to have a different behavior
of physiological sign than non-clinical people. Clinical participants may have a
naturally higher basal (non-stress) level. Alternatively, their physiological sig-
nal levels do not return to normal without intervention when going through a
stressful situation.

As the main contribution of this work, we can mention the acquisition of
a dataset aimed at inducing stress through repetitive negative thinking, with
the possibility of evaluating differences in the behavior of physiological signs
in clinical and non-clinical patients. Thus, the dataset helps assess allostatic
load’s impact on stress and uses artificial intelligence to detect stress. Another
contribution is the Machine Learning experiments performed to obtain a model
for stress detection, evaluating in parallel the impact of allostatic load on the
model accuracy.

In future work, we intend to expand the dataset for broader coverage of
the data regarding the variety of physiological signs of the participants. Each
person has physiological and biological characteristics, which makes physiological
signals different. It is not easy to generalize the model to individuals outside
the study, thus requiring a tuning for each new participant. Furthermore, we
foresaw the practical application of the model obtained for validation in the
actual application. Since stress-inducing protocols tend to generate well-defined
signals, but outside these controlled environments, the values tend to be different.
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Abstract. Antonymy-Synonymy Discrimination (ASD) is a challenging
NLP task that has been tackled mainly for English. We present a dataset
for ASD in Spanish, built using online dictionaries and Wordnet in Span-
ish. To evaluate the quality of the dataset, we performed two manual
annotations on a random sample of the dataset, obtaining 0.89 of kappa
score between them. Additionally, each annotator obtained 0.9 of agree-
ment according to the dataset. The dataset is split into train, val and
test using three algorithms: (1) randomly, (2) Shwartz’s split [20], and
(3) graph split. The last two are without lexical intersection between its
parts, and (3) is based on the topology of the antonymy relation depicted
from data. Finally, we report results using a parasiamese neural network
[6] in our dataset, one of the best performing approaches in the literature.

Keywords: Antonymy-Synonymy Discrimination · Parasiamese neural
network · Word embeddings

1 Introduction

The discrimination of antonyms and synonyms (ASD) is a task of lexical seman-
tics that plays an important role in NLP. Synonyms refer to words with the same
(or almost the same) meaning, for example cute and adorable, and on the other
hand, antonymy can be roughly defined as words with opposite meanings, such as
hot and cold. ASD consists of distinguishing synonyms and antonyms from a set
of pairs of words. Although ASD is fairly easy for humans, it represents a chal-
lenging problem to be resolved automatically. Antonymic and synonymic words
tend to occur in similar contexts and thus leads to have close word embeddings
[15], which can lead to errors in end systems.

In ASD, as in hypernymy detection [19], there are two main approaches: dis-
tributional and pattern based. Pattern based approaches are rooted in Hearst’s
patterns for hyponymy-hypernymy acquisition [10]. They consist in syntactic
patterns on which the related elements co-occur (e.g. “from <ant> to <ant>”
as in “from beginning to end ”). Pattern based approaches can achieve high pre-
cision, but they can suffer from low coverage since the candidate pairs need to
co-occur in the same context to be detected. Pattern based approaches have

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 281–292, 2022.
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been mostly used in hypernymy detection, directly [19] or combined with dis-
tributional information [20]. Regarding ASD, Nguyen et al. [17] introduced a
pattern based approach in which the paths between the candidate pair are given
to a neural network to detect antonymy.

Distributional approaches address ASD relies in the distributional informa-
tion of each word independently, for example, using word embeddings. Due to
the similar distributional information on synonyms and antonyms, word embed-
dings may seem problematic. However, good performance has been obtained with
purely distributional approaches. The ATTRACT-REPEL method [21] attracts
synonyms and repels antonyms, showing that word embeddings can be fine-tuned
to distinguish antonyms and synonyms. Ali et al. (2019) project word embed-
dings into two sub-spaces: one for synonymy and the other one for antonymy,
using two supervised encoders [1]. The parasiamese network [6] is another distri-
butional approach, inspired in siamese networks, adapted to consider the anti-
transitive property of antonyms. Recently, MoE-ASD [22], a model based on
mixture-of-experts (MoE) [11], has been introduced to take into account the
different dimensions on which antonyms oppose; since antonyms are said to be
similar in most dimensions of meaning, excepting a few dimensions in which they
oppose, and those dimensions may vary between different cases of antonymy.

ASD research has focused primarily in English and as far as we know there
is no substantial research in Spanish1. A well-known publicly available source of
information for lexical relations that has a version in Spanish is WordNet [7,16]
from the Multilingual Central Repository [9], that is a translation from the
original WordNet in English. In this work, in addition to WordNet we consider
online dictionaries to create a more exhaustive dataset in Spanish for ASD.

Following the direction of ASD, the dataset contains tagged pairs of words
indicating if they are synonyms or antonyms. We impart 3 versions of partitions
of the dataset: (1) random, (2) lexical split using the algorithm of Shawrtz [20]
and (3) lexical split using the information of the relations graph (see Fig. 1).

2 Dataset

The dataset is a collection of pairs of words, each labeled as either synonyms
or antonym. Despite Cardellino vocabulary is bigger than WordNet (3225303
vs 36681), the datasets obtained from each one were very similar, Cardelino’s
resulted in 1105441 WordNet’s resulted in 977408 (less than 10% difference
between them). After merging the different sources, the symmetric pairs were
removed to reduce redundancy. Once the partitions were complete, a new set of
partition was created by gene.

1 [8] addressed lexical relations detection and performed a manually curated automatic
translation of the dataset to spanish and german and only consists of 1850 pairs of
antonyms.
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It was created using WordNet in Spanish [7] and three sites of synonyms
and antonyms. An extraction process was performed on each resource and the
results were combined. We present 3 versions of the dataset regarding different
partition criteria for train, val and test.

This section explains the process for creating the dataset and its partitions.
In Sect. 2.1 we explain the process used to extract the tuples from the different
sources. Once the information from each source was obtained it was merged as
described in Sect. 2.1. We study the antonymy and synonymy relations using
a graph representation of them in Sect. 2.2. Then we proceeded to define the
dataset partition criteria, as explained in Sect. 2.3. Three variations are pre-
sented: random-split, Shwartz-split and graph-split

2.1 Data Sources

Four sources were used for synonyms and antonyms extraction. Firstly, we used
the Spanish version of WordNet and we extracted all its words with their respec-
tive antonyms and synonyms.

Then, we considered the following online dictionaries:

– wordreference.com
– antonimos.net
– sinónimo.es

For each source we have built a scraper, that has extracted each word with its
respective antonyms and synonyms. Due to the nature of the online dictionaries
an initial vocabulary was required to scrape them. Each scraper uses this initial
vocabulary to query the online dictionary. The query result is processed by the
scraper to generate tagged tuples with the queried word and the ones in the
response. If a word in the response is not present in the vocabulary that word is
added to it, expanding the current vocabulary. The initial vocabulary was from
WordNet in Spanish. After that we also used the vocabulary from Cardellino
corpus [4] in a second run of the scrapers.

Data Unification. As a result of the data harvesting we had 2 datasets for
each online dictionary, one generated with WordNet vocabulary and the other
with Cardellino’s; and additionally we had the pairs from WordNet.

Despite Cardellino vocabulary is bigger than WordNet (3225303 vs 36681),
the datasets obtained from each one were very similar, resulting in 1105441
and 977408 tuples, respectively, i.e. around 10% difference between them. After
merging the different sources, the symmetric pairs were removed to reduce redun-
dancy. Once the partitions were complete, a new set of partition was created by
generating the symmetrical tuples. So, two versions of each dataset were made
regarding symmetry.

https://www.wordreference.com/
http://www.antonimos.net/
https://www.sinonimo.es/
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Fig. 1. Synonymy (top) and Antonymy (bottom) graphs, representing words as nodes
and the relations as edges.

2.2 Antonymy and Synonymy Graphs

An analysis of the topology in the antonymy and synonymy relations was per-
formed using Networkx [2]. We draw each relation as an undirected graph, con-
sidering words as nodes, and the relations between words as the edges.

In Fig. 1 we present the graph representation of the antonymy relation. It can
be observed that there is a massive connected component which contains 16651
nodes. This means that through the antonymy relation there are 16651 words
connected between them in the graph. The remaining of the graph contains 298
components ranging between 2 and 11 nodes each. In the disposition of the
graph drawn it seems like a kernel and a nebula that surrounds it. Regarding
synonymy, similar to the antonymy graph, there is a component that contains
44576 nodes and 9770 components containing between 2 and 20 nodes.

With the information provided by the graph representation, we can conclude
that the words in Spanish are highly related to each other in the antonymy and
synonymy relations, due to the existence of paths in those relations that connect
the majority of them. This can be the reason why the Cardellino and WordNet
vocabularies generate similar datasets.
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2.3 Dataset Splits

Once the dataset was completed we proceeded to partition it into three different
sets for training, validation and test. This partitions were made with different cri-
teria: one randomly preserving the proportion between antonyms and synonyms,
and two lexical splits. A partition with lexical split means that the intersections
between the vocabularies of training, validation and test sets are empty (i.e. each
word can only occur in one of them).

We decided to make partitions with lexical split for two reasons, the first
one is to evaluate the impact of the “lexical memorization” presented in [14] on
the ASD task, the second reason is to evaluate the performance of a classifier
with previously unknown words. Because the train, val and test sets have no
intersection in their vocabulary, this greatly increases the difficulty of the ASD
task. The classifier now needs to generate an abstraction of the antonym relation
that is general enough to perform well and to also apply to completely unknown
words. The “lexical memorization” occurs when a model learns an independent
property of one of the elements in the tuple. For example if we had the tuples
(cold, hot), (cold, warm) and (cold, friendly) as positive examples in the train
set, a model could learn that if the word cold is present in the left side of the
tuple then is a positive example. This phenomenon is much more relevant in
hypernymy detection, because the relation is prone to having one word repeat
many times in one side of the tuple.

We decided to make partitions with lexical split to evaluate the performance
of a model on words that have not been seen during training nor hyperparameter
tuning. Another motivation is the “lexical memorization” phenomenon [14], this
occurs when a model learns an independent property of one of the elements in
the tuple. For example if we had the tuples (cold, hot), (cold, warm) and (cold,
friendly) as positive examples in the train set, and the model learns that if the
word cold is present in the left side of the tuple, then it is a positive example.
This phenomenon seems much more relevant in hypernymy detection because
the relation is prone to having one word repeated many times in one side of the
tuple (e.g. a massive hyperonym such as animal).

Random Split (Non-lexical). To create the random partition the library
scikit-learn [18] was used. This library has methods to create random stratified
partitions of datasets, thus we decided to use this methods to generate the ran-
dom partition of the dataset. As a result of the partition we obtained the train,
val and test sets the number of tuples in each set is shown in Table 1.

Lexical Split Shwartz. This partition of the dataset is inspired on Shwartz
et al. work [20]. We iterate over the dataset and each tuple is assigned to train,
val or test trying to preserve the 70%, 10% and 20% of the original dataset,
respectively. If a tuple could not be assigned to one of the three sets because it
would break the lexical split, then that tuple is discarded.
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Lexical Split Graph. For the creation of this partition we focused primarily in
the antonymy relation graph. We created an algorithm based on its structure to
attempt to reduce the amount of discarded tuples. First we take the small com-
ponents of the graph and add them into the test set, because these components
contain less than the 10% of the antonyms. Then, to divide the big component
of the graph, we perform a breadth-first search (BFS) starting on the node with
most edges and stops once it reaches the target size of the test set. The reached
nodes are removed from the graph and the edges from the removed nodes that
were not added to the test set are discarded. This process is repeated for the
validation set and the remaining of the graph forms the training set. The test
and validation sets have 20% and 10%, respectively, of the antonymy tuples,
and the training set contains less than 70% due to the discarded tuples. Finally,
synonyms are added, preserving lexical split, to each set to achieve a 25% ratio
of antonyms/synonyms.

2.4 Dataset Quality

In order to study the quality of the dataset a sample of 200 tuples (100 antonyms
and 100 synonyms shuffled) was taken and then were manually classified by two
native speakers, looking for the meaning of unknown words2.

Once we have the tuples classified, we used Cohen Kappa Score [5] to calculate
the concordance between the classifications obtaining a score of 0.8999, which
means a high concordance between the annotators.

When analysing the annotation mismatches, we found that many of them
were cases of tuples that could be classified as antonyms or a synonyms depend-
ing on the meaning of the words that the annotator considered. An example
of this is (inhospito, selvático) in which one annotator considered selvático as
a place hostile to life and the other as a place full of life. Other examples are
(enervar, espabilar), (lateral separado) and (entregarse, ocuparse)

On the other hand, in tuples like (idiotizar, embelecerse), or (perversión,
conversión), the missmatch was caused due to the connotation considered by
the annotators. For example, if idiotizar or conversión were considered with
positive or negative connotation.

Finally, the tuple (corrección, propiedad), at first glance, were considered
as unrelated. However, when we searched their meanings we agreed that they
can be considered as synonyms due to phrases like “hablar con corrección” and
“hablar con propiedad ”, being this meaning for corrección is weird in our region.

2 The meanings were obtained through the Real Academia Española dictionary
(https://dle.rae.es/).

https://dle.rae.es/


Antonymy-Synonymy Discrimination in Spanish with a Parasiamese Network 287

Table 1. Quantity of tuples in the datasets without symmetrics

Ant Syn Total

Rand Train 47720 244378 292098

Val 3592 18394 21986

Test 12828 65693 78521

Lex Shwartz Train 28571 132772 161343

Val 3684 18803 22487

Test 7498 37503 45001

Lex Graph Train 27124 77200 104324

Val 6647 18919 25566

Test 13357 38017 51374

3 Experiments

In this section we explain the experiments conducted. All the experiments are
based on neural networks and word embeddings. A random search was performed
to get a suitable hyper-parameter configuration for each model. Finally we show
and discuss the obtained results.

3.1 Models

For our experiments we considered three models: (1) a feed-forward neural net-
work receiving as input the concatenation of the word embeddings, (2) a siamese
network [3], and (3) a parasiamese network [6].

We used FastText [12] word embeddings with a vector dimension of 300. The
publicly available pretrained model of FastText was used, which was trained on
a Spanish Wikipedia dump.

Fig. 2. Concat model.
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Concat: The input of this model is the concatenation of the vectors of the words
in the tuple, that is, if the tuple is the pair (x, y), the input of the network is the
vector (x1, .., x300, y1, .., y300). Figure 2 shows the structure used for this network.

Siamese: Due to the design of siamese networks, its input consists of two vec-
tors, one per each word in the tuple. One instance of the base neural network is
used in the branches of the siamese network. The result provided by the network
is the square of the euclidean distance between the output vectors. To obtain
the classification an acceptance threshold is used, if the distance provided by the
result is less than that value, is classified as a positive pair (antonyms), otherwise
it is classified as a member of the negative class (synonyms). Figure 3 shows the
structure of the network used in this model.

Fig. 3. Siamese (left) and parasiamese (right) neural networks.

Parasiamese: This model was proposed in [6] to deal with antitransitive rela-
tions such as antonymy. Figure 3 shows the architecture of the network. The loss
and distance functions were the same used as in the siamese model, as well as the
same base network. This model has two variants, parasiamese left and right, that
applies the base network twice in the left and right input vector, respectively.

Pretrained Parasiamese: We have also consider a pretrained version of the
aforementioned model. The pretrain consists in training a siamese network with
synonyms as the positive class. Once the siamese network is trained, its weights
are used as the initial weights in the parasiamese network. Then the parasiamese
network is trained like the non pretrained version.
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3.2 Random Search

For each dataset variant and model, a random search was performed to obtain
a suitable hyperparameter configuration. This was done using the train and
validation datasets with and without symmetric tuples, but in all cases the test
set with symmetric tuples was used.

The hyperparameters search is stated as follows:

– Number of layer of the network in the range [1, 4] ∈ N .
– Layer size [100, 700] ∈ N . A value for every layer is selected independently.
– Learning rate: one of 1e-2, 1e-3, 1e-4, 1e-5
– Activation function: [ReLU, Tanh, Sigmoid]
– Batch size one of: 64, 128, 256, 512, 1024, 2048, 4096
– Margins. These are used by the contrasting loss. This loss requires a posi-

tive margin and a negative margin. Additionally an intermediate margin is
selected as the classification threshold. This values are taken from a range
[0.01, 0.02, ..., 7].

– In every execution we used Adam [13] for training.

In total, 33 random searches with 200 trials each were executed. Table 3 con-
tains the results for the executions performed using train and validation datasets
without symmetrics, and Table 2 contains the results for the executions with
symmetrized train and validation datasets. Both tables report precision (P),
recall (R) and F1-score (F1) scores.

Table 2. Results on the three versions of the dataset with symmetric tuples in train
and validation partitions. The name of the models are abbreviated where Siam means
siamese, PSiam means parasiamese, R means right and L means left. PSiam Pre means
pretrained parasiamese.

Models Random Lex Shwartz Lex Graph
P R F1 P R F1 P R F1

Concat 0.80 0.76 0.78 0.58 0.50 0.53 0.64 0.33 0.44
Siam 0.41 0.58 0.48 0.30 0.45 0.36 0.26 1.00 0.41
PSiam R 0.88 0.85 0.87 0.55 0.57 0.56 0.61 0.45 0.52
PSiam L 0.89 0.87 0.88 0.47 0.65 0.55 0.58 0.40 0.47
PSiam Pre R 0.92 0.88 0.90 0.46 0.66 0.55 0.61 0.50 0.55
PSiam Pre L 0.88 0.89 0.89 0.56 0.58 0.57 0.60 0.49 0.54
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Table 3. Results for the three versions of the dataset on the test partition with
symmetric tuples and without symmetric tuples in train and validation. The name of
the models are abbreviated where Siam means siamese, PSiam means parasiamese, R
means right and L means left. PSiam Pre means pretrained parasiamese.

Models Random Lex Shwartz Lex graph
P R F1 P R F1 P R F1

Concat 0.69 0.66 0.68 0.59 0.41 0.48 0.59 0.34 0.43
Siam 0.41 0.58 0.48 0.30 0.45 0.36 0.26 1.00 0.41
PSiam R 0.85 0.83 0.84 0.57 0.51 0.53 0.57 0.40 0.47
PSiam L 0.79 0.84 0.81 0.48 0.62 0.54 0.62 0.37 0.46
PSiam Pre R 0.93 0.87 0.90 0.52 0.62 0.56 0.59 0.47 0.52
PSiam Pre L 0.91 0.88 0.89 0.58 0.58 0.58 0.58 0.48 0.53

3.3 Results Analysis

As we can see in Table 3 the best model in terms of F1 score is the Parasiamese
model across all the dataset partitions. The left or right versions of the parasi-
amese model are very close to each other in terms of F1-scores, this indicates
that the side of the double application of the base network does not significantly
affect the results. It can be noticed that the pretrained parasiamese variants
perform better than its non pretrained counterparts, with an improvement in
F1 score, ranging from 0.03 and 0.08.

In the Table 2 we can see that almost all the models benefited from the
dataset containing the symmetric tuples, the only exception being the pretrained
version of parasiamese model. Due to the inherently symmetric nature of the
Siamese model the random search was not done in the symmetrized datasets,
the results are presented in Table 2. The parasiamese model continues to be the
best model in terms of F1-score. The versions of the parasiamese models with
or without pretraining, are more close in terms of F1-score than in the Table 3.
The performance gained by the pretrained variants ranges from 0.01 to 0.03 in
most cases, excepting the graph based partition that shows an improvement of
0.07.

Comparing the results of the same model in both tables, we can see that both
concat and non pretrained parasiamese perform better when are trained with
symmetric tuples. The reason for this is that those models are not symmetric.
Parasiamese will apply the base network twice only in one side of the tuple, so if
we have the symmetric tuple the model will generate a new pair of transformed
vector for the same pair of vectors. In the concat model the explanation is similar,
as it uses the concatenation of the words vectors to create a new vector which
is the networks input, so the symmetrical is a different input vector.

On the other hand, pretrained parasiamese seems to not improve when sym-
metric tuples are included. We think that this can be explained in how we
are pretraining the model. As it is being pretrained with a synonyms Siamese
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network as explained in [6], and those models are symmetric by nature, we think
that it does not need the symmetric tuple to learn it.

4 Conclusion

We studied ASD problem in the Spanish language and introduce a new dataset
of tagged tuples, created from different online resources and the WordNet in
Spanish. Using the dataset content, we perform an analysis of these relationships
using a graph representation of them. The new dataset was splitted into train,
validation and test through three different methods: random, Shwartz’s based
and graph split. The latter two reach a dataset split without lexical intersection,
being the graph split designed using the graph topology analysis. To ensure the
quality of the dataset, a manual classification of a random selection of tuples was
performed by two annotators independently. This manual validation obtains a
Cohen’s kappa score of 0.89 between the annotators. Finally, we used the newly
created dataset with a parasiamese network, one of the best performing models
used in English, obtaining results of 0.9 of F1-score at best.
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Abstract. Sign language translation (SLT) is an active field of study
that encompasses human-computer interaction, computer vision, natural
language processing and machine learning. Progress on this field could
lead to higher levels of integration of deaf people. This paper presents,
to the best of our knowledge, the first continuous Argentinian Sign Lan-
guage (LSA) dataset. It contains 14,880 sentence level videos of LSA
extracted from the CN Sordos YouTube channel with labels and key-
points annotations for each signer. We also present a method for inferring
the active signer, a detailed analysis of the characteristics of the dataset,
a visualization tool to explore the dataset and a neural SLT model to
serve as baseline for future experiments.

Keywords: Sign Language Translation · Computer vision · Big data ·
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1 Introduction

Sign language is one of the main tools that the deaf community has both to
communicate and to access information. Sign Language Recognition (SLR) has
been an active research field for the last two decades [4]. However, each sign
language has its own specific linguistic rules [17] and there is no direct corre-
spondence between a sequence of words in a traditional spoken language and a
sequence of signs. Therefore, an approach based on SLR, as a special case of a
gesture recognition problem, is not enough to close the gap between deaf and
hearing people. The problem of translating directly from sign language videos
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Fig. 1. Screenshots of videos from the different channel playlists.

to text in the corresponding language is known as Sign Language Translation
(SLT). Compared to other translation tasks, SLT presents unique challenges [4]:

– The signs used and their meanings vary in different countries and even in
different regions, meaning that for a model to be able to translate a specific
sign language, for example, Argentinian Sign Language (LSA), it needs to be
trained on data from that specific language.

– A model for SLT needs to learn not only the meaning of each sign but also
the temporal dynamics and dependences between signs. Therefore, it has to
be trained on videos that contain sequences of (continuous sign language or
CSL). Datasets that contain isolated signs (videos containing one sign each)
are not suitable for SLT.

– There are much fewer labeled sign language videos than in other domains
(such as audio transcription) and there are also relatively few sign language
users in the general population, which makes it difficult to find interpreters
to label videos.

– Each sign is made of many components such as hand shapes, positions, move-
ments, body poses, facial expressions, and lip movements. A model able to
perform SLT should be able to use all these features.

– Typically, available videos of sign language share the same backgrounds, inter-
preters, or topics. This is specially true for laboratory-made datasets or,
for example, videos from news channels that have a live interpreter. Mod-
els trained on this data might be biased toward these features and unable to
generalize to other people or backgrounds.
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Because of the aforementioned, a dataset that allows training models for
video translation from LSA to text (and also generating LSA videos from text,
altought not the focus of this work) is thought to be especially useful in order
to improve the communication and inclusion of deaf people.

1.1 Contributions

The main contribution of this work is the presentation and analysis of LSA-T:
the first continuous LSA dataset. The dataset contains:

– More than 20 h of video extracted from CN Sordos [16], a YouTube channel
that presents the latest news in LSA.

– The corresponding Spanish translation for the sign sentences in each video.
– The keypoints for each signer, computed using AlphaPose [7].
– An estimation of the active signer in the videos where multiple people appear.

Figure 1 shows images of some of its videos. We also present a visualization
tool for LSA-T that allows to explore the videos present in the dataset. Finally,
a model for SLT trained on this dataset is presented as a baseline. The model
uses the keypoints to infer the corresponding Spanish sentence. Details of the
model and its resulting metrics are described in Sect. 4.

2 Related Work

Sign language datasets can be categorized into isolated or word-level, where each
video matches a specific sign, and continuous or sentence-level, where videos
contain many signs that correspond to an entire sentence. As mentioned before,
while isolated datasets can be used for recognition they cannot be used for
translation [3]. Since the main goal of this work is to present a dataset for SLT,
only CSL datasets will be considered.

One of the most relevant SLT datasets is RWTH-Phoenix-Weather 2014 T T
[4]. It contains videos of German Sign Language (GSL) extracted from German
public TV weather forecasts. This dataset is used today as the main benchmark
for SLT and, having a vocabulary of over 1000 signs, is considered the only
resource for large-scale continuous sign language worldwide [12]. As the present
work, it has the peculiarity of having been recorded in real life conditions, which
may result in a more challenging dataset than if it was laboratory-made. Most
of the other available SLT datasets have been recorded in laboratory conditions
and contain a set of frequent or relevant sentences for its respective language.
This is the case of the SIGNUM dataset [19] of GSL, the Chinese Sign Language
dataset (CSL) [9], the Greek Sign Language (GSL) dataset [1] and the KETI
dataset [11] of Korean Sign Language.

Table 1 shows the main features of the mentioned datasets alongside LSA-T.
Many datasets also provide information about glosses translation (an interme-
diate translation between sign language and spoken language where each gloss
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Table 1. Main features of the studied datasets.

PHOENIX* SIGNUM CSL GSL KETI LSA-T

Language German German Chinese Greek Korean Spanish

Sign language GSL GSL CSL GSL KLS LSA

Real life Yes No No No No Yes

Signers 9 25 50 7 14 103

Duration [h] 10.71 55.3 100+ 9.51 28 21.78

# samples 7096 33,210 25,000 10,295 14,672 14,880

# unique sentences 5672 780 100 331 105 14,254

% unique sentences 79.93% 2.35% 0.4% 3.21% 0.71% 95.79%

Vocab. size (w) 2887 N/A 178 N/A 419 14,239

# singletons (w) 1077 0 0 0 0 7150

% singletons (w) 37.3% 0% 0% 0% 0% 50.21%

Vocab. size (gl) 1066 450 - 310 524 –

# singletons (gl) 337 0 - 0 0 –

# singletons (gl) 31.61% 0% – 0% 0% –

Resolution 210× 260 776× 578 1920×1080 848× 480 1920×1080 1920×1080

Fps 25 30 30 30 30 30

*Data was not available for the whole PHOENIX dataset, so the table show its train
set statistics.

corresponds to one sign) so we differentiated between gloss (gl) and word (w)
level. There is no information about glosses in LSA-T because it only contains
sentence-level Spanish translation. There is no gloss information about CLS
dataset either, as there is no gloss notation in CSL, signs map directly to words.

It is interesting to notice that there is a significant difference between datasets
generated in real life conditions and those generated in laboratory conditions
regarding the amount of unique sentences, the vocabulary size and the amount
of singletons (tokens that appear only once in the training set). As laboratory-
made dataset first choose a number of sentences and then record them many
times, the set of unique sentences is a small fraction of the total amount of
samples (between 0 and 5 percent). On the other hand, as it is not as common
to find an exact sentence repeated many times in realistic environments, datasets
generated in real life conditions present a much higher rate of unique sentences:
79.93% for the PHOENIX dataset and 95.79% for LSA-T. This rate was expected
to be lower in PHOENIX than in LSA-T as the videos in PHOENIX were taken
only from the weather forecast, while videos in LSA-T feature a wide range of
topics. This directly impacts the size of the vocabulary and the amount of unique
words in each dataset. While laboratory-made datasets have a small vocabulary
with no singletons (all sentences appear multiple times), datasets collected in
real-life environments have large vocabulary sizes with a significant amount of
unique words (37.3% in PHOENIX and 50.21% in LSA-T). As a consequence,
datasets recorded in real-life conditions, and particularly the one presented in
this work, are highly challenging for translation models.
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2.1 LSA

LSA is the sign language used by the deaf community in Argentina. In 2018,
0.02% of the Argentinian population older than 6 years old presented a hearing
difficulty, half of them being deaf [5]. Counting teachers, relatives and friends of
deaf people, there are 2 million LSA users [6].

Regarding LSA datasets, LSA64 [14,15] is, to the best of our knowledge,
the only other dataset available. It contains 3200 videos of 64 isolated signs
recorded by a team of researchers from the Universidad Nacional de La Plata.
As it has been generated under laboratory conditions, the background scenarios
are similar. Although it has been the only source of data for training LSA sign
recognition models, it cannot be used for translation.

2.2 SLT

Regarding SLT, works that use keypoints data as part of the input for a transla-
tion model can be found in [2] and [20]. In those cases keypoints data were given
to the model as extra information together with the corresponding video. Fur-
thermore, the models presented in [11] and [10] have a similar approach to the
one presented in this work. Also, they only use keypoints information as input for
a neural network model. In both cases the authors train a recurrent network on
the KETI dataset. Particularly, in [10] no gloss information is employed, neither
as input or output.

3 LSA-T Dataset

LSA-T was built from videos from the YouTube channel CN Sordos, a news
channel created in 2020 by deaf people and deaf people’s relatives. The hosts
use LSA to communicate the news. Subtitles in Spanish are provided by the
authors. There are two main hosts in most of the videos. There are other regular
hosts in charge of special sections like ecology or movies, but these appear much
less often. Therefore, the great majority of the 103 signers present on the dataset
are guests who appear once or twice for an interview or a specific piece of news.
There is gender parity among the signers and videos contain different locations,
backgrounds and lighting conditions.

LSA-T was generated in two stages. In the first stage, we collected the videos
and cropped them according to its subtitles. For each valid sentence in the sub-
titles of a video (annotations like ”[background music]” were discarded), we
cropped the corresponding video clip. This process resulted in 14,880 video seg-
ments. In the second stage, in those segments where there is more than one per-
son, we inferred who is the signer with a certain score of confidence. Section 3.3
describes how this inference was done.

Finally, we also made available a visualization tool so that researchers can
easily explore the dataset. The tool was developed using Fifty One [13], which
provides useful features such as allowing to filter samples by label, video, playlist,
or by the confidence score of the signer inference.
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Full code for the development of this dataset, the analysis described below,
and the start-up of the visualization tool can be found in the project’s
repository1.

3.1 Statistics and Analysis

LSA-T was built from 63 different videos of the CN Sordos Channel. We only
used videos that had been annotated with subtitles by the authors (LSA experts).
The videos resulted in 14,880 segments that span 21.78 h of video. Each sample
of the database contains a sentence taken from the subtitles provided and its
respective video segment. The generated segments have a mean duration of 5.27 s
and their labels a mean of 4.78 words per sample (Fig. 2).

Fig. 2. Histograms of segments duration (a) and amount of words per sentence (b).

As shown in Table 1, a peculiarity of the dataset is the significant proportion
of unique sentences (∼ 95%) and the proportion of unique words with respect
to the vocabulary size (∼ 50%) (3a). Therefore, we consider the dataset to be
highly challenging for a SLT model.

A common preprocessing step in the natural language processing field consist
on removing sentences with words that appear very few times in the dataset so
they do not add noise to the training process. Histograms of word frequencies
after removing samples with singletons and words with frequencies lower than
5 are shown in Figs. 3b and 3c, respectively. After removing the corresponding
subset of labels, the histograms do not show such a heavy left tail, despite the
fact that other words now appear with a lower frequency than before.

Finally, Figs. 4a and 4b show the 30 most commons words and trigrams
respectively. As many of the most common words correspond to articles or con-
nectors we believe the trigrams can provide a more representative visualization of
the dataset content. Additionally, we expect traditional models without special
training schemes to be able to learn these common trigrams.
1 https://github.com/midusi/LSA-T.

https://github.com/midusi/LSA-T
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Fig. 3. Histograms of word frequency over the whole dataset (a), after removing sam-
ples with singletons (b) and and after removing samples with words with frequency
lower than 5 (c).

3.2 Default Train-Test Sets

Alongside the dataset, we provide two versions of the train and test sets: a full
version and a reduced version. We made the reduced version by excluding labels
that contain words with frequency lower than 5. This version is expected to be
easier for a SLT model to learn. In both versions we used 80% of the samples for
training and 20% for testing. Samples with a signer-confidence score lower than
0.5 were discarded (Sect. 3.3).

Also, as videos labels are subtitles instead of classes, traditional stratified
Train-Test splits cannot be performed. Since samples from the same video are
expected to share topics and therefore vocabulary, both train and test sets were
generated so that segments from the same video are included in both.

Table 2. Comparison between the two versions of the train-test sets.

LSA-T Full version Reduced version

Train Test Train Test

# sentences 14,880 11,065 2735 3767 910

% unique sentences 95.79% 96.64% 92.78% 96.88% 98.35%

Vocab. size 14,239 12,385 5546 2694 1579

% singletons 50.21% 52.01% 61.9% 23.2% 48.83%

% sentences with singletons 34.97% 40.98% 67.97% 14.36% 54.29%

% sentences with words not in
train vocabulary

– – 59.2% – 84.5%
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Fig. 4. Most common words (a) and trigrams (b) in the dataset

Table 2 shows a comparison between the different versions. As it can be seen,
there is no significant difference between them in terms of percentage of unique
sentences, but there is in terms of percentage of singletons. While in the full
version around 50% of the training vocabulary are singletons, only 23% of the
train vocabulary of the reduced version are. Furthermore, while 40% of the labels
on the full version train train contain singletons, only 14% of the labels of the
reduced version train do. Apart from this, it is also worth noticing that, in
both versions, there is an important amount of sentences (∼60%) and (∼85%)
respectively) of the test set that contains tokens that were not present in the
train set. This must be considered when evaluating a SLT model over the dataset
as it wont be able to learn about those tokens and its usage from the train set.

3.3 Signer Inference

Many videos in LSA-T feature more than one person. In most cases, they appear
at the same distance from the camera and in similar positions (Fig. 1), so iden-
tifying who is the active signer is not trivial. Figure 5a presents an histogram of
samples by number of people detected. Most of the videos have two people in
them and only a third of the samples feature one person. Identifying the signer
is particularly useful as it allows to define a region of interest (ROI) that models
could focus on while performing SLT.

To infer the signer, we first obtained the keypoints and bounding boxes of
the people in each video. This was done using AlphaPose with the Halpe full-
body keypoints format [7]. This format has 136 keypoints of which 42 are hand
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Fig. 5. Amount of signers and signer scores histograms.

keypoints, which makes them suitable for hand gesture recognition. Then, we
transformed each keypoints’ coordinates to a relative position with respect to
the person’s center. For each person in the video, we computed the total amount
of movement of their hands. The person chosen as the signer is the one who has
the largest amount of hand movement, with a high confidence (Fig. 5b).

The resulting keypoints computed by AlphaPose, the result of the signer
inference and the amount of movement of each person used to compute the
confidence score of the inference are provided for each sample of the dataset.

4 Baseline Experiments

4.1 Proposed Approach

A SLT model trained on LSA-T is proposed to serve as baseline for future
comparisons. The model used is similar to the one presented in [10], using only
the keypoint data extracted from the videos as input. However, instead of using
recurrent layers we use a transformers as the main building blocks of the network.

The proposed model then takes as input a list of F frames and predicts the
words of its corresponding sentence one at a time. Each frame is a matrix of
size 2K that has the x and y position for the K keypoints and each sentence is
encoded as a list of the embeddings of its words.

4.2 Metrics

Given the difficulty of LSA-T dataset caused by having many words that appear
few times, we proposed a new metric called WER-N, based on the traditional
Word Error Rate (WER). WER-N mimics the top-N accuracy for classification
models by not penalizing the model when it misses words from the target that
were seen less than N times in the training set. The metric can be used in any
problem that present tokens with low frequency.
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WER-N can be computed using a variant of the Edit Distance algorithm.
For two strings s and t, the distance d between the sub-strings s[0 : i] and t[0 : j]
can be computed recursively using the formula:

d[i, j] = min(d[i − 1, j] + C(I)
d[i, j − 1] + C(D∗)
d[i − 1, j − 1] + C(S∗))

(1)

where C(I), C(D∗) and C(S∗) represent the cost of an insertion, deletion and
substitution respectively. The WER-N metric modifies the traditional definitions
of C(D) and C(S) by not penalizing some errors as follows.:

C(D∗) =

{
0 if frequency of token t[j] is lower than N

1 otherwise

C(S∗) =

⎧⎪⎨
⎪⎩

0 if s[i] = t[j]
0 if frequency of token t[j] is lower than N

1 otherwise

(2)

4.3 Experimental Results

We performed two sets of experiments, using the two versions of the train and test
sets presented in Sect. 3.1. We implemented the proposed model using PyTorch
and trained the model for 30 epochs in each experiment. We used the Adam
optimizer and a learning rate of 0.0001. We used 75 frames per sample, obtaining
an average of ∼15 FPS over all samples in the dataset.

The size of both the keypoint embeddings and the word embeddings was set
to 64. The parameters for defining the transformer network were the same as
the proposed in the original paper [18]. We used the Spacy Spanish [8] tokenizer
for the sample labels.

Only the 42 hands keypoints were used as the model input as those were
the ones considered relevant for SLT. Finally, we used a threshold of T = 0.3
for the keypoint confidence. Full code for the model development, training and
experimentation can be found in its GitHub repository2.

Table 3 shows the result of evaluating the model over the two versions of
the train-test sets. We used WER and the proposed WER-N with N = 5 and
N = 10 as evaluation metrics. As it can be seen, the model does not perform
well, although similar approaches had obtained decent results in other datasets
like [11] or [10] on KETI dataset. It is interesting to notice that [10] also tried the
same model over RWTH Phoenix dataset, that as Table 1 showed, has a bigger
similarity to ours than the laboratory made datasets as KETI. Their model
achieved a BLEU score of ∼85 over KETI, but when evaluated over Phoenix
it obtained a BLEU score of ∼13 across all their experiments. Then it is not
surprising that given the complexity of the presented dataset the models did not
obtained good results.
2 https://github.com/midusi/keypoint-models.

https://github.com/midusi/keypoint-models
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Table 3. Metrics for the proposed model over the two train-test sets

Full version Reduced version

Train Test Train Test

WER 0.9387 0.9392 0.9207 0.957

WER-5 0.8116 0.7892 0.7982 0.68

WER-10 0.7547 0.7154 0.7193 0.5904

5 Conclusions and Future Work

We have presented a new dataset from the Argentinian Sign Language. It is, to
the best of our knowlegde, the first continuous dataset that will make it possible
to train SLT models for LSA.

The dataset was built using videos from the channel CN Sordos and shows a
wide range of topics, signers, backgrounds and lightning conditions. It contains
clips extracted from the videos, their corresponding label, the keypoints for each
person in the video and, in case there is more than one person, an estimation of
who is the one signing. Also a visualization tool was made available.

We have also proposed two possible versions of train and test sets and trained
on them a translation model that uses keypoint information to serve as baseline.

As future works, we intend to train different state-of-the-art models over the
dataset and compare their performance with the one achieved in other datasets
such as Phoenix-RWTH. This models could take both video and keypoints infor-
mation. Also, we plan on using data augmentation and one-shot learning tech-
niques that will allow us to extract more information from the tokens or sen-
tences that seldom appear on the dataset. Finally, we are working on a web tool
that will allow people to use the translation model over a video recorded by
themselves using a web cam.
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Abstract. Sign Language is the language that the Deaf adopted to com-
municate. However, most hearing people do not know how to commu-
nicate in sign language, creating natural barriers between these groups.
Aiming to reduce such barriers, Sign Language Translation (SLT) inter-
prets sign video sequences into spoken language sentences. A recent
SLT model, called TSPNet, explored sign videos’ temporal and contex-
tual semantic structures to learn more discriminative features. Although
the TSPNet has reached promising results on the RWTH-PHOENIX-
Weather 2014T (PHOENIX14T), the model only considers hand signs,
ignoring facial and body information. Facial expressions reflect the extent
of signs and play a relevant role in translation. The current work proposes
the TSPNet-HandFace (TSPNet-HF), which considers hand and facial
features in the SLT process. The proposal has two novel components:
facial feature extraction and hand/face feature aggregation to combine
hand and facial features. It was assessed on the PHOENIX14T in BLEU
and ROUGE, and it was compared to TSPNet and CNN2dRNN. The
results showed that the TSPNet-HF overcame the competing methods in
all the translation metrics, showing that the inclusion of facial features
positively impacts the SLT process.

Keywords: Sign language translation · Continuous Sign Language
Recognition · Deep learning

1 Introduction

Sign Language Translation (SLT) is a task that produces spoken language trans-
lation for given continuously signing videos. As sign languages and natural lan-
guages differ linguistically, a signed sentence does not necessarily syntactically
align with its respective spoken language translation [12]. SLT methods learn
the embedding space of sign sentence videos and natural languages and their
mappings. This process is not trivial and leads to a difficult sequential learn-
ing problem [2]. Sign language videos are composed of minimal units called
sign gestures, which preserve semantics in the videos. Nonetheless, identifying
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 305–316, 2022.
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boundaries between sign gestures is not trivial because the videos may have
motion blurs, fine-grained gestural details, and transitions between the signs.
Therefore, the output of SLT models usually represents sign visual features in a
frame-wise manner to avoid explicitly segmenting the videos into isolated signs
[2]. However, this manner captures only spatial appearance features, ignoring
the temporal dependencies between sign gestures. This negligence may harm
the translation because temporal information helps discriminate different signs
with similar poses, avoiding ambiguity in translation. A recent work [9] pro-
posed a bootstrapping method called TSPNet, that explored sign videos’ tem-
poral and contextual semantic structures to learn more discriminative features.
The TSPNet learns from videos and their natural language sentences (e.g. sub-
titles) to produce translation, avoiding glosses. The TSPNet is composed of
different procedures designed to reduce the necessity for accurate video segmen-
tation, enhance semantical consistency of sign segments, and correct semantic
ambiguity using non-local video context [9]. The TSPNet was assessed in the
RWTH-PHOENIX-Weather 2014T (PHOENIX14T) dataset [2], largely used for
SLT tasks, and compared to traditional SLT models. Although the TSPNet
had reached promising ROUGE and BLEU scores overcoming the competing
methods, it considers only hand signs in the translation process, ignoring facial
expressions. Facial expressions presents an important role in the interpretation
and translation of sign gestures, and neglect them may lead to mistranslation
[14]. As a result, the TSPNet presented crucial limitations related to mistrans-
lation and misinterpretation of videos.

This work proposes the TSPNet-HandFace (TSPNet-HF), an extended ver-
sion of the TSPNet, which considers both hand signs and facial expressions in the
translation process. Two novel procedures were included in the original pipeline:
a facial expression feature extraction and a hand/face feature aggregation to
combine hand and facial features. We implemented and tested five aggregation
strategies. The main contribution of this work is to show the quantitative and
qualitative impact that the addition of facial expressions has on the translation
process, improving the SLT model’s performance. The TSPNet-HF was assessed
in the PHOENIX14T dataset and compared to the original TSPNet and the
CNN2dRNN [2]. Evaluations were made for all methods in terms of ROUGE
and BLEU with different grams. Our results showed that the TSPNet-HF, using
the aggregation average pooling, overcame statistically all competing methods in
all translation metrics. The qualitative analysis revealed that the TSPNet-HF
avoided the mistranslation and misinterpretation problem faced by the original
TSPNet, in most of the dataset’s videos.

2 Related Works

In the last three decades, the computer vision community has studied sign lan-
guages [14], with the primary objective of translating SL videos to spoken lan-
guage sentences and vice-versa, to facilitate the Deaf’s daily lives. Most existent
models are sorted under solution scenarios, representations and methods.
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Conceptual video-based SLT methods were raised around the 2000s and
employed a language model to generate spoken sentences from recognizing iso-
lated signs [2]. However, studies for end-to-end SLT from a video (continuous
data) were not performed until recently. A relevant point that reinforces the
importance of treating SLT as a continuous data problem is that the associa-
tion between sign sentences and their respective translations is non-monotonic
because they have different ordering [2]. Besides, sign glosses and linguistic con-
structs do not necessarily have a one-to-one alignment with their respective
spoken language. These characteristics have made the application of Continuous
Sign Language Recognition (CSLR) methods unsuitable because they assume
that sign language videos and annotations have the same temporal order [12].

Among all advancements to perform end-to-end SLT models, the proposition
of transformer networks is considered one of the most important ones [15]. The
adoption of Transformers in the SLT pipeline presented a relevant impact on the
translation performance compared to legacy attention-based encoder-decoder
methods. These improvements in Neural Machine Translation (NMT) methods
motivated the development of other SLT methods [3,9], which contributed even
more to the SLT process. Currently, these works can be divided in two categories:
two-staged and bootstrapping methods. Two-staged SLT models demand videos
with additional annotations, where each sign in the video has a respective word
label in its occurring order. These extra annotations are called gloss, and they
are used to help two-staged models learn to recognize gestures and structure the
recognition results into spoken language sentences. These methods, also named
sign2gloss2text, are considered the state-of-the-art in SLT tasks. The great draw-
back of these methods is the availability of datasets with a representative number
of gloss annotations. Besides, curating and annotating sign language videos is a
complex and arduous task. Then, these methods have been used in very specific
scenarios [9]. On the other hand, the bootstrapping methods use only the spoken
sentences available (subtitle), avoiding glosses [9]. The advantages are i) lighter
networks in terms of components and parameters, and ii) the creation of datasets
for bootstrapping methods is simpler because there is no gloss.

A recent work, developed by [9], proposed a bootstrapping method for the
SLT task and assessed it in the PHOENIX14T dataset. The TSPNet obtained
competitive results overcoming traditional bootstrapping SLT models in the liter-
ature. In addition, TSPNet’s architecture is simple, presenting fewer components
and parameters than other SLT methods, such as [3]. However, TSPNet’ SLT
process uses only hand signs, neglecting non-manual features. This work pro-
poses a novel TSPNet architecture where not only hand signs are considered but
also facial expressions.

3 TSPNet

The original TSPNet has an encoder-decoder architecture. The encoder is
responsible for learning discriminative sign video representations using the hier-
archical semantic structure among video segments. The encoder’s result is pro-
vided to a Transformer decoder to produce the translation. Given a video input,
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the TSPNet has a specific sign videos segment representation, whose goal is to
learn the temporal and spatial semantics of sign gestures. This novel representa-
tion tries to reduce the effect of inaccurate sign video segmentation by exploiting
the semantic consistency among segments of distinct granularities in a hierar-
chy. Then, the authors implemented a sliding window approach to produce video
segments (one pivot segment and its neighboring segments) with multiple win-
dow widths (multiple scales). In addition, to deal with the issue of ambiguity in
gesture semantics, the TSPNet’s authors focused on key observations: local con-
sistency and context-dependency. Regarding the first topic, sign language videos
are composed of gestures that evolve continuously, implying that video semantics
change consistently. Hence, temporally close segments probably share consistent
semantics. Regarding the context-dependency topic, sign gestures with high sim-
ilarity may be translated to different words depending on the context [12]. Thus,
non-local video information is vital for solving semantic ambiguity in single ges-
tures, mainly when there is noise in the video segmentation. Guided by these
remarks, the TSPNet’s authors developed a hierarchical feature learning method
that employs a local temporal structure to improve the semantic consistency and
a non-local video context to decrease semantic ambiguity.

Figure 1 shows the TSPNet’s workflow, which produces spoken language
from sign language videos. Given a sign video, the TSPNet first generates its
multi-scale segment representation and extracts features using the I3D networks
GI3D(·). The I3D networks were pre-trained on Kinetics [4], and then they were
finetuned on two word-level sign language recognition (WSLR) datasets [8] in
American Sign Language (ASL) to adapt to sign gesture videos. It is important
to highlight that both WSLR datasets are composed of hand gestures, then the
I3D focuses the feature extraction on the signers’ hands. A Shared Positional
Embedding layer (SPE) was created to identify the segments’ positions in a
sequence. Next, the authors developed a procedure to aggregate features in each
local neighborhood for learning semantically consistent representations. Then,
the TSPNet attempts to resolve the ambiguity of local gestures by collecting
all the aggregated features and utilizing them to give non-local video context.
Besides, the TSPNet also has a joint learning layer responsible for consolidating
the feature learning by simultaneously using local and non-local information.
Lastly, all information is provided to the decoder to generate the translation.

Fig. 1. TSPNet’s workflow: sign language videos to spoken language. Source: [9]
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Although the TSPNet’s results are competitive when compared to consoli-
dated methods in literature, its translation process considers only hand signs,
not including facial expressions. Because of this, some semantic and synthatic
errors are found in the translation, generating some misunderstandings. More
details about this drawback can be found at [9].

4 Proposal

This work proposes the TSPNet-HF, an extended version of the original TSP-
Net, which, in addition to considering hand signs information, also includes facial
expression in the translation process. Figure 2 presents the TSPNet-HF’s work-
flow that has four main steps. The first step comes from the original TSPNet,
where pre-trained I3D networks (in hand sign gestures) are used to extract char-
acteristics of the frames with different widths. The second step is similar to the
first, but in this case, I3D networks are used to extract characteristics of faces
cropped from the video frames. This step was included in the process to pro-
duce feature vectors with facial information. The steps one and two produces
feature vectors of hands and faces, respectively. Then, this work implemented
different aggregation strategies to combine them (step 3). Finally, the forth step
is equivalent to the TSPNet original, but now it receives a resultant vector with
the combination of hands and faces information, in which both are considered
in the translation process. Next, we detail steps two and three, which are the
novelty of the TSPNet-HF’s workflow.

Fig. 2. TSPNet-HF’s workflow: sign language videos to spoken language considering
hand and face information. Source: Authors.

4.1 Facial Expressions Feature Extraction

As mentioned previously, the first step is responsible to extract features from
hand signs. For this, I3D networks pre-trained on hand signs are applied in
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the entire video frames (one for each window). The output of this process is
a set of feature vectors of shape 1× 1024. Inspired in this process, we created
a parallel procedure for the extraction of features from facial expressions (step
two). In this procedure, every frame of the video had the face cropped using
the Mediapipe tool1. The sequence of faces were organized in different windows
(8, 12 and 16 sizes, as well as performed in the hand signs’ procedure), and
provided to I3D networks (not pre-trained). Herein, the I3D networks are used
to extract characteristics from the sequenced facial expressions. The output of
this procedure is a set of feature vectors of shape 1× 1024 composed of facial
information.

4.2 Aggregation Strategies

Each sign language video has 3 associated files (stride 8, 12 and 16), each of which
consists of a list of feature vectors. The size of each list is equal to the number
of video frames, divided by span, which is 2. A video of 50 frames generates a
list of feature vectors of size 25. Each vector has the size (1 × 1024). As the span
is equal to 2, the hand feature files have equivalent files in the face features, i.e.
both have the same size. For example, if the video has 80 frames, the file of the
hands features is size 40, and the file of the face features is also size 40.

The first and second steps, presented in Fig. 2, produce feature vectors of
hand signs and facial expressions, respectively. How to combine hands and faces
feature vectors so that both information can be used to improve the translation
process? For this, we adopted different aggregation strategies (step 3) to combine
the feature vectors and maintain the vectors’ shape 1× 1024. Each aggregation
strategy operates over two vectors, one with hand signs features and the other
with facial expressions features. Let H and F be two lists (files) referring to
the same video (H being the features of Hands and F the features of Face),
and let i be a number belonging to the natural numbers, for each equivalent
pair of tensors M [i] and F [i], an operation was performed where M [i] and F [i]
were used as the input for merging the features. The variable i was used so that
it was guaranteed the alignment of the groups of hand and face frames. Each
aggregation strategy returns a resultant vector with all features combined.

The aggregation strategies used here are: 1) Average Pooling: returns the
average for each patch (2 × 2) of the feature vectors; 2) Max Pooling: returns
the maximum value for each patch (2 × 2) of the feature vectors; 3) Sum: returns
the sum of values for each patch (1 × 2) of the feature vectors; 4) Average: returns
the average for each patch (1 × 2) of the feature vectors; 5) Weighted Average:
returns the weighted average for each patch (1 × 2) of the feature vectors. Weight
2 for hands and 1 for faces.

As the translation process itself is already expensive computationally, we
decided to use simple aggregation strategies to avoid additional computational
cost. The combined feature vectors are then provided to the forth step, which
produces spoken language considering hand signs and facial expressions.

1 https://google.github.io/mediapipe/.

https://google.github.io/mediapipe/
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5 Experimental Methodology

This section presents the experimental methodology to assess the proposal.
Details about the dataset, metrics, competing methods and implementation
setup is presented next.

5.1 Dataset

The TSPNet-HF is assessed on PHOENIX14T dataset [2]. According to our knowl-
edge, the PHOENIX14T is the only publicly and most used large-scale SLT dataset
adoted for training and inference. Nine different signers produced all videos in
GSL. Besides, each videos’ translation in German is available. The PHOENIX14T
protocol partitions the data into 7096, 519, 642 videos for training, validation, and
testing sets, respectively. The PHOENIX14T includes a rich vocabulary of more
than 3k German words. This amount of sentences and words are very relevant to
increase the chances of reaching good results in the SLT task [2].

5.2 Metrics

This experiment considers BLEU and ROUGE-L metrics to assess the com-
peting methods. These metrics are typically adopted to evaluate algorithms in
machine translation tasks [5]. BLEU-n calculates the translation precision up to
n-grams, summarizing the precision scores of 1, 2 and 3-grams. On the other
hand, ROUGE-L calculates the F1 − score considering the longest common sub-
sequences between ground-truth translations and predictions. Generally, these
translation metrics return scores significantly lower than 100 because there are
different valid translations of the same meaning in spoken language.

5.3 Competing Methods

Five instances of the TSPNet-HF were created: TSPNet-HFavg pool, TSPNet-
HFmax pool, TSPNet-HFsum, TSPNet-HFavg and TSPNet-HFweighted avg. Each,
where each instance adopts a different aggregation method to combine hand
and face feature vectors. All these TSPNet-HF variants were compared to: (i)
Conv2dRNN, which uses AlexNet for feature extraction and performs a GRU-
based encoder-decoder architecture for sequence modeling [2]. It also uses mul-
tiple attention strategies on top of recurrent units [10]; (ii) TSPNet-Joint (the
best-performance TSPNet from [9]). This last is named here TSPNet-H, because
it only considered hand signs for translation.

5.4 Implementation and Setup

The proposed TSPNet-HF followed the same implementation of the TSPNet-
H. Both used FAIRSEQ framework [11] in PYTORCH2. Regarding the width
of the sign gestures, since the signs last, on average, around half a second
2 https://pytorch.org/.

https://pytorch.org/
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(∼12 frames) [1]. The possible segment width scales were set to 8, 12 and 16 frame
segments. Besides, we used a stride of 2 frames, in each width scale, to lessen the
feature sequence lengths while preserving the most semantic information. The
SENTENCEPIECE (using German subword embedding [6]) [7] was adopted to
represent texts in the feature space. It is based on character units to deal with low-
frequency words. The TSPNet-HF and TSPNet-H were set with Adam optimizer
with a cross-entropy loss as in [15]. It is important to mention that all networks
used an initial learning rate of 10−4 and a weight decay of 10−4. We trained all
networks for 200 epochs, sufficient for the convergence of all models. Finally, each
method was executed ten times to produce average results.

6 Results and Discussion

This section presents the results achieved by the TSPNet-HF and the compet-
ing methods. The quantitative analysis presents the average results achieved by
each approach in terms of n-BLEU and ROUGE. The qualitative analysis shows
examples of translations produced by the TSPNet-HF and the original version
(TSPNet-H). Our goal with this analysis is to present scenarios in which the
addition of facial expressions contributed to the translation process.

6.1 Quantitative Analysis

Table 1 presents the average and standard deviation values of each approach.
The first two approaches are the Conv2dRNN [2] using [10] and the TSPNet
from [9], named here TSPNet-H. Both of them adopted only hand signs for the
translation process. The other methods are variants of the proposed TSPNet-
HF, each one adopting a specific feature aggregation strategy to combine hand
and face information. As it can be seen, the TSPNet-HFavg pool overcame all the
other methods in every translation metric. The results were evaluated in terms
of statistical significance to conduct a fair comparison among all methods.

Table 1. Comparative performance analysis between the proposed technique and the
competing methods in the Phoenix-Weather dataset.

Method Hand Face ROUGE BLEU-1 BLEU-2 BLEU-3

Conv2dRNN [2] + [10] Yes No 31.80 (±10−3) 32.24 (±10−3) 19.03 (±10−3) 12.83 (±10−3)

TSPNet-H [9] Yes No 34.96 (±10−3) 36.10 (±10−3) 23.12 (±10−3) 16.88 (±10−3)

TSPNet-HFavg pool Yes Yes 35.58 (±10−3) 36.85 (±10−3) 23.90 (±10−3) 17.42 (±10−3)

TSPNet-HFmax pool Yes Yes 34.30 (±10−3) 35.61 (±10−3) 22.70 (±10−3) 16.39 (±10−3)

TSPNet-HFsum Yes Yes 34.85 (±10−3) 35.92 (±10−3) 23.10 (±10−3) 16.70 (±10−3)

TSPNet-HFavg Yes Yes 35.53 (±10−3) 35.99 (±10−3) 23.43 (±10−3) 17.14 (±10−3)

TSPNet-HFweighted avg Yes Yes 34.00 (±10−3) 35.00 (±10−3) 20.00 (±10−3) 16.00 (±10−3)

The null hypothesis is: there is no statistical difference among the results. As
the results do not follow a normal distribution, we used the Friedman Aligned
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Ranks [16], a non-parametric hypothesis test, with a significance level of α =
0.05. The null hypothesis was rejected with a p-value = 1.17 × 10−4, meaning
that at least one result differs statistically from the others. To complement the
previous hypothesis test, we employed the Nemenyi post hoc [13] test to identify
groups of results that indicate statistical similarity. Two methods are statistically
different if their corresponding average ranks differ by the Critical Difference
(CD) value. Figure 3 shows the comparing results utilizing the CD diagram.
This diagram is a graphical representation that ranks the methods and groups
those statistically similar methods considering the CD value. As it can be seen
in Fig. 3-ROUGE, the TSPNet-HFavg pool achieved the best ROUGE results,
tying statistically only with the TSPNet-HFavg (second place) and overcoming
all other methods. The TSPNet-H and the Conv2dRNN stayed in the fifth and
seventh place in the rank.

Fig. 3. Critical difference diagrams for translations metrics.

Regarding the BLEU-1 metric (Fig. 3-BLEU-1), the TSPNet-HFavg pool is
the best ranked tied with the TSPNet-H. The other TSPNet-HF variants occu-
pied the rank from the third to the sixth positions. The CNN2dRNN remained
in the last position. Due to the lack of space, we did not include CD diagrams
for BLEU-2 and BLEU-3, but next we present a discussion of the results in these
metrics. Regarding BLEU-2, the TSPNet-HFavg pool overcame all other meth-
ods statistically. The second and third best methods, tied statistically, were the
TSPNet-HFweighted avg and TSPNet-HFavg. The TSPNet-H and Conv2dRNN
stayed in the fourth and last positions, respectively. Regarding BLEU-3, the
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three best-ranked are the same. The TSPNet-HFavg pool is the best method,
tying with the TSPNet-HFavg (second place). The TSPNet-HFavg reached the
third-best position in the rank. In BLEU-3, the TSPNet-H reached the fourth
position. In summary, the TSPNet-HFavg pool was statistically superior quanti-
tatively than the other methods, overcoming them in all translation metrics.

6.2 Qualitative Analysis

The current section presents a qualitative analysis of the results. Table 2 shows
three translation examples produced by the TSPNet-HFavg pool, the best method
from the quantitative analysis, and the TSPNet-H. Correctly translated 1-grams
are highlighted in blue, and semantically correct translation in red. In the first
example, the TSPNet-HFavg pool produces an accurate translation, hitting a
100% of the sentence. On the other hand, although the TSPNet-H produced
a sentence semantically similar, it failed to generate the original spoken text.

Table 2. Comparison of some example translation results of the TSPNet-HFavg pool

and the TSPNet-H (original version).

Ground Truth:
jetzt wünsche ich ihnen noch einen schönen abend

(now i wish you a nice evening)

TSPNet-H:
guten abend liebe zuschauer

(good evening dear viewers)

TSPNet-HFavg pool:
jetzt wünsche ich ihnen noch einen schönen abend

(now i wish you a nice evening)

Ground Truth:

morgen temperaturen von achtzehn grad an der küste bis sechsundzwanzig

im breisgau

(tomorrow temperatures from eighteen degrees on the coast to twenty-six

in breisgau)

TSPNet-H:

morgen siebzehn grad am alpenrand bis achtundzwanzig grad am oberrhein

(tomorrow seventeen degrees on the edge of the alps to twenty-eight

degrees on the upper rhine)

TSPNet-HFavg pool:

morgen reichen die temperaturen von achtzehn grad an der nordsee bis

achtundzwanzig grad im breisgau

(tomorrow the temperatures will range from eighteen degrees on the

north sea to twenty-eight degrees in breisgau)

Ground Truth:

am mittwoch zieht von der nordsee regen heran der sich am

donnerstag ausbreitet

(on wednesday rain pulls in from the north sea which spreads on thursday)

TSPNet-H:

am mittwoch schneit es gebietsweise am mittwoch in der osthälfte

auch am mittwoch ist es meist bewölkt oder neblig trüb

(on wednesday it snows in some areas on wednesday in the eastern half

also on wednesday it is mostly cloudy or foggy)

TSPNet-HFavg pool:

am mittwoch fällt in der nordhälfte gebietsweise regen der breitet sich

langsam ostwärts aus

(on wednesday rain falls in the northern half of the area and it slowly

spreads eastwards)



TSPNet-HF: A Hand/Face TSPNet Method for Sign Language Translation 315

In the second example, the TSPNet-HFavg pool produced an accurate trans-
lation; however, it made two mistakes: it changed ”coast” to ”north sea,” and it
missed the value of the second temperature. An important point to highlight is
that our approach is capable to identify the city name ”Breisgau”. The ”Breis-
gau” sign is composed of hand gestures and facial expressions. As our approach
includes both information in its pipeline, recognizing these signs became less
complex. On the other hand, the TSPNet-H failed in the translation, producing
a spoken sentence with critical mistakes. Finally, we bring the third example
to highlight, even more, the importance of facial expressions in the translation
process. In [9], the TSPNet-H faced some problems in differentiating similar
signs with different meanings (e.g., rain, shower, and snow). These specific signs
have similar hand gestures, but their main differences come from facial expres-
sions. As the TSPNet-H does not consider facial expressions in its translation
process, these signs are mistranslated most of the time. As seen in the fourth
example, the TSPNet-H produced a sentence with the word ”snow” instead of
”rain”. This mistranslation is produced for many other examples of the Phoenix-
Weather dataset. On the other hand, as the TSPNet-HFavg pool includes facial
expressions in its process, the mistranslation is avoided in most of the examples.

7 Conclusion

This paper proposes the TSPNet-HF, an algorithm for video sign language trans-
lation, an improved version of the well-known TSPNet. Unlike the TSPNet, the
proposal considers both hand and facial features in the SLT process. For this,
we integrated a procedure to extract facial expressions from video frames, and
implemented aggregation strategies to combine the hand and face feature vec-
tors. The TSPNet-HF was compared to the original TSPNet and CNN2dRNN in
the PHOENIX14T dataset. All methods were assessed in three translation met-
rics: ROUGE and BLEU-1, BLEU-2 and BLEU-3. Quantitatively, the TSPNet-
HF using the average pooling aggregation strategy overcame the TSPNet and
CNN2dRNN in all metrics statistically. The best result that the original TSP-
Net reached was the second position in the BLEU-1 metric. We also performed
a qualitative analysis to investigate how facial expressions impacted the spoken
language generation. The results showed that the TSPNet-HF avoided the origi-
nal TSPNet’s mistranslation problem in the case of signs whose differences are in
the facial expression (e.g., rain, shower, and snow). In future work, we intend to
use an I3D model pre-trained in facial expressions (e.g., action units) to improve
the extraction of facial information from video frames. Besides, we also plan to
assess the current approach in different SLT datasets.
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ment under Brazil’s Informatics Law. The authors want to acknowledge the support of
Lenovo R&D and CESAR Labs.
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Abstract. This paper describes experiments on phonetic speech seg-
mentation of audiobooks by using LSTM neural networks. The seg-
mentation procedure includes an iterative adaptation of an initial
speaker-independent model. The experimental data involves 5 audio-
books recorded by various renowned Czech speakers. About 20min long
portions of each audiobook were precisely manually segmented by pho-
netic experts. We focused mainly on the optimal setting of the itera-
tive segmentation procedure and explored the effect of the most relevant
parameters on the resulting segmentation accuracy.

Keywords: Audiobooks · Speech segmentation · LSTM

1 Introduction

The general aim of phonetic speech segmentation is the determination of phone
boundaries in a speech recording. Accurate speech segmentation is important for
many applications in the field of speech processing. The main segmentation task
has several variations. This paper is concerned with the task when only an ortho-
graphic transcription is available and the segmentation process also involves the
selection of correct phonetic transcriptions and the insertion of pauses between
words.

The first methods for automatic speech segmentation utilized a table of
acoustic-phonetic rules [20]. Afterwards, statistical segmentation methods based
on the use of hidden Markov models HMMs [1,16] were predominant for a long
time. A significant method competitive to HMMs utilized the dynamic time
warping technique [10,14].

In the last decade, neural networks have played an important role in almost
all speech processing applications [7]. One of the most widely used type of neu-
ral network are long short-term memory (LSTM) recurrent neural networks [8]
which are suitable for modeling time series data [2]; therefore, they are conve-
nient for speech processing applications [3] as well.
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This paper presents experiments on speech segmentation of Czech audio-
books by using LSTM neural networks. The segmentation procedure includes an
iterative adaptation of an initial speaker-independent model. The segmentation
performance was evaluated by comparison with a reference phonetic segmenta-
tion created by phonetic experts.

This paper is structured as follows: Sect. 2 describes speech data used in this
research. Section 3 deals with the definition of the phonetic alphabet. Section 4
gives an overview of the neural network architecture and the segmentation pro-
cess. Experiments and results are presented in Sect. 5. Conclusions and plans for
the future work are given in Sect. 6.

2 Data Description

In this research, we used 2 different data sets:

1. Multilingual data used for training the default speaker-independent model are
described in Table 1. The benefit of using multiple languages is a more general
and robust resulting model. This data was mostly recorded by professional
voice talents for the purposes of speech synthesis [18] and was supplemented
by phonetic segmentation created by a HMM-based system with various addi-
tional correction procedures [17].

2. Audiobook data used for segmentation experiments are described in Table 2.
All audiobooks were read by various renowned Czech speakers. About 20 min
long part of each audiobook was available; this part was supplemented with its
accurate text transcription and phonetic segmentation created manually by
phonetic experts. Audiobook data was split into files with a duration limited
to 1 min. Contrary to the speech-synthesis data recorded in a plain neutral
style, the audio-book data is more expressive; the intonation, tempo, and style
change often, reflecting the content. Data also contains frequent direct speech
where the speaker can also variously change his/her voice characteristics to
imitate the individual characters.

Table 1. Training data used for the default speaker independent model.

Language Speakers Utterances Duration [hrs]

Czech 19 105k 127

American English 3 59k 52

British English 4 51k 35

German 2 33k 30

Slovak 1 12k 16

Russian 3 54k 41

Total 34 313k 301
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Table 2. Description of audiobook data; speech and silence duration corresponds to
the reference segmentation created by phonetic experts.

Audiobook Total duration [min:sec] Audio files

Speech Silence Number Duration [sec]

AB1 16:11 4:33 23 40.8–59.3

AB2 15:19 5:31 23 39.8–62.1

AB3 16:46 4:43 25 27.1–59.7

AB4 15:50 6:37 25 43.8–59.5

AB5 15:26 7:19 26 31.6–58.1

3 Phonetic Alphabet

In our research, we used the International Phonetic Alphabet (IPA) [11], which
allows a straight and consistent combination of different languages. The com-
plete list of phones contained in our multilingual training data, including diacritic
combinations, is presented in Table 3. Besides, we used 3 additional units: short
interword pause, long pause (initial and terminal pauses of individual record-
ings), and loud breath. The complete phonetic set contains 139 units (136 phones
+ 3 additional units).

Many previous works on speech segmentation [6,9] demonstrated that using
a large phonetic alphabet is often disadvantageous, especially for multilingual
modeling; the overall robustness of the segmentation process can be increased by
clustering the similar phones into phonetic groups and using a reduced phonetic
alphabet.

In our previous study on cross-lingual modelling and segmentation [5], we pro-
posed a substantially reduced alphabet, where all clustered phones were required
to occur in all languages and the default multilingual phonetic alphabet was
therefore reduced from 127 to 26 phones. In this work, we defined a “richer”
alphabet with 39 clustered phones. The larger alphabet helped us to avoid the
situation when several phonetic variants have the same reduced phonetic form
and the default full phonetic form cannot be unambiguously selected, for exam-
ple, distinguishing between an affricate and separated phones (>ts and t + s).
The alphabet reduction process can be described by the following steps:

1. Diphthongs are split into particular single phones, e.g. EI → E + j, E@ → E
+ @, aU → a + U, OY → O + j, etc. Vowels I and Y as less syllabic phones
within diphthongs are changed to the consonant j.

2. Palatalized consonants (except for dj, nj and tj – see Table 4) are considered
as the default consonant followed by the phone j, e.g. pj → p + j, bj → b +
j, etc. When the palatalized consonant is followed by j or I, the extra phone
j is not added.1

1 The palatalization phenomenon is more complex, yet this simplification is acceptable
for this task.
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3. Nasalized vowels (present in French loanwords in the German language) are
changed to a vowel followed by phone N, e.g. ã → a + N, Ẽ → E + N, õ: →
o: + N, etc. When the nasalized vowel is followed by N or n, the extra phone
N is not added.

Table 3. The complete list of phones: A = American English, B = British English, C
= Czech, G = German, S = Slovak, R = Russian. The list is sorted by the IPA number
in a line-wise manner.

IPA Languages IPA Languages IPA Languages IPA Languages

p A,B,C,G,R,S pf G pj R b A,B,C,G,R,S

bj R t A,B,C,G,R,S ts C,G,R,S tS A,B,C,G,S

t
ˇ

A tj R d A,B,C,G,R,S dz C,S

dZ A,B,C,G,S dj R c C,S é C

é
ff

S k A,B,C,G,R,S kj R g A,B,C,G,R,S

gj R P A,C,G,S m A,B,C,G,R,S mj R

m
"

A,C M B,C,G,S n A,B,C,G,R,S n
¯

S

nj R n
"

A ñ C,S ñ
ff

S

N A,B,C,G,S N: G r C,G,R,S r̊fi C

rj R rfi C r
"

C,S r
"
: S

R A f A,B,C,G,R,S fj R v A,B,C,G,R,S

vj R T A,B D A,B s A,B,C,G,R,S

sj R z A,B,C,G,R,S zj R S A,B,C,G,S

Z A,B,C,G,S ù R ü R ç G

x C,G,R,S xj R G C,S K G

h A,B,G H C,S V S ô
¯

A,B

j A,B,C,G,R,S l A,B,C,G,S lj R l
"

A,C,S

l
"
: S L S w A,B C: R

ý: R ë R tC R i G,R

i: A,B,C,G,S ı̆ R e G,R eI A,B

e: G ĕ R E A,B,C,G,R,S EU C

E@ B Ẽ G Ẽ: G E: C,G,S

a C,G,R,S aI A,B,G aU A,B,C,G ã G

ã: G a: C,G,S A A A: B

O G,S OI A,B OY G O: A,B

o C,G,R oU A,C õ: G o: C,G,S

u G,R,S u: A,B,C,G,S y G y: G

ø G ø: G œ G œ: G

6 A,B 2 A,B 1 A,R 0 A,R

I A,B,C,G,R,S IE S Ia S Iu S

I@ B I
“

S Y G U A,B,C,G,R

UO S U@ B U
“

S @ A,B,G,R

@U B Ä A 8 R 5 G,R

æ A,B,G,R,S 3 A Ç: A 3: B
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4. Removing all remaining IPA diacritical marks, e.g. vowel duration (a: → a,
O: → O, etc.) and consonant syllabicity (r

"
→ r, l

"
→ l, etc.)

5. Acoustically similar phones are clustered together. The resulting phonetic
alphabet is presented in Table 4.

Table 4. Definition of the reduced alphabet. Each phonetic group contains a charac-
teristic (highlighted) phone.

Single phones p b t ts dz dZ k g P f j v s T z D æ

Phonetic groups

c tj é dj m M n N ñ nj r R K ô

S ù C Z ü ý x ç h H G l L ë i 1 I

y Y e E ø œ a A 2 5 o O 6 8

u 0 U @ 3 Ä Ç tS tC w V

4 System Description

For acoustic modeling, speech was represented by 13-dimensional MFCC vectors.
The audio waveform was downsampled from the default sampling rate to 16 kHz
and preprocessed by a preemphasis filter. The frame shift was 5 ms, i.e. the
resolution of the resulting segmentation was 5 ms as well. The acoustic features
were normalized.

The network for acoustic modeling consisted of 2 bidirectional LSTM layers
followed by linear projection and softmax activation. Each bidirectional LSTM
layer contained 2×512 cells2. During training, cross entropy loss was minimized
and the standard ADAM optimizer was utilized [13].

The trained network performs frame-wise phonetic classification [4]; for a
given utterance, it outputs so-called phonetic posteriogram, which is a matrix in
which rows correspond to phones and columns to speech frames. According to
the phonetic transcription provided, the corresponding lines of the posteriogram
are composed to a new matrix in which the optimal alignment between frames
and phones (i.e., the phonetic segmentation) can be determined by the dynamic
programming [12].

Since each word can have more than one phonetic transcription, the align-
ment procedure is then performed concurrently through matrices corresponding
to particular transcription variants; therefore, the resulting frames-to-phones
assignment also includes the selection of the best-matching transcription vari-
ant. Although the most suitable phonetic transcription of each word is selected,
the resulting segmentation may be not always fully correct. The misalignment
has two basic reasons.

2 Both forward and backward layers consisted of 512 LSTM cells, i.e. each bidirectional
layer contained 1024 cells.
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– The actual pronunciation does not fully correspond to the selected phonetic
variant; either the annotation/transcription is not fully correct, or the word
is mispronounced.

– The acoustic model may be insufficiently robust to work properly on a given
voice.

We adopt a simple procedure for the detection of incorrectly aligned phones,
referred to as invalid phones, similar as proposed in [5]. When more than 50%
frames assigned to a phone do not have the highest posterior probability (value
in the phonetic posteriogram) for the given phone, the segmentation is supposed
to be inaccurate and the phone is labelled invalid.

The best segmentation performance would be naturally achieved when the
segmented voice is included in the training data. Regarding the difference
between training and segmented data, the acoustic model can fit the segmented
data improperly. Using speaker adaptation methods can improve the acoustic
model performance [15].

In our previous work on cross-lingual speech segmentation [5], we proposed a
simple iterative procedure updating the default speaker-independent model by
rotation of two steps: data segmentation and model retraining. The main idea
is depicted in Fig. 1. The adapted model will certainly not achieve the same
performance as if it were trained from a correct reference segmentation, but
the experiments proved that the resulting segmentation is gradually improved
during several initial iterations.

Fig. 1. The basic scheme of the iterative segmentation procedure.

5 Experiments

For evaluation of segmentation accuracy, we used the following metrics:

– Mean segmentation error, MSE [ms] – the average distance between matching
phone boundaries
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– Segmentation accuracy, SA [%] – the percentage of boundaries placed in the
allowed interval (usually 20 or 10 ms) around the corresponding reference
boundaries

– Relative number of invalid phones, IP [%] – explained in the previous section

MSE and SA are calculated for boundaries between phones that are identical
in both reference and evaluated segmentation; phones that cannot be decid-
edly assigned, are not included; the similarity or interchangeability of particular
phones was not taken into account (Table 5).

Table 5. Segmentation results achieved by the default speaker-independent model.

Speaker MSE [ms] SA [%] IP [%]

10 ms 20 ms

AB1 11.7 67.0 85.9 17.0

AB2 10.7 71.9 87.5 15.2

AB3 17.9 57.6 76.6 38.1

AB4 10.7 68.3 86.8 14.8

AB5 15.8 57.8 79.0 28.3

5.1 Experiment I: The Effect of Detection and Excluding the Invalid
Phones

During segmentation, some phones and speech frames may be incorrectly aligned.
In Sect. 4, we described a simple procedure for detection of such phones (so-called
invalid phones). Including such phones in the training data could have 2 potential
contradictory effects:

1. Positive effect: The adapted model will be more robust and the segmentation
accuracy will improve.

2. Negative effect: The adapted model will be less accurate and the segmentation
accuracy will deteriorate.

To explore which effect predominates, we performed a comparison of 3 dif-
ferent settings:

1. All invalid phones were ordinarily included in the training data.
2. All invalid phones were excluded from the training data.
3. Invalid phones were excluded along with the immediate neighboring phones,

since the incorrectly aligned phones can also affect their vicinity, e.g. by shift-
ing the mutual boundary.

The segmentation results are presented in Fig. 2. In all cases, the best results
were obtained for the third setting, i.e. excluding invalid phones with their imme-
diate neighbours. The segmentation accuracy improved during ca. 4 initial iter-
ations, which is in agreement with results presented in [5]. Afterwards, the iter-
ative procedure diverged, whereas more stable course was reported in [5]. The
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reason is probably a different type and amount of speech data in both studies.
Generally, we can conclude that selecting segmentation from the 3rd iteration
is probably the optimal decision for any type of speech data; the corresponding
results are presented in Table 6.

Fig. 2. The effect of including/excluding invalid phones (IP) from training data during
the iterative segmentation procedure.

5.2 Experiment II: The Strategy of Model Adaptation

We compared 2 basic versions of the iterative segmentation procedure:

1. Sequential Adaptation - The model is gradually adapted, i.e. the model
updated in the previous step is used in each iteration. This strategy cor-
responds to the procedure proposed in [5] and to the basic scheme in Fig. 1.

2. Default Model Adaptation - The default speaker-independent model is
adapted in each iteration. This modification was primarily introduced to
prevent the gradual deterioration of the acoustic model during for a higher
number of iterations.
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Table 6. Improvement of the segmentation results after 3 iterations when excluding
the invalid and immediate neighboring phones from the training data.

Speaker MSE [ms] SA [%] IP [%]

20 ms 10 ms

AB1 11.7 → 9.1 85.9 → 90.6 67.0 → 72.5 17.0 → 6.7

AB2 10.7 → 8.7 87.5 → 90.8 71.9 → 75.7 15.2 → 6.8

AB3 17.9 → 9.7 76.6 → 89.2 57.2 → 71.1 38.1 → 5.2

AB4 10.7 → 8.4 86.8 → 91.2 68.3 → 74.7 14.8 → 5.3

AB5 15.8 → 10.3 79.0 → 88.0 57.8 → 69.1 28.3 → 10.3

Besides, we compared various numbers of epochs in each iteration. The
results are presented in Fig. 3. In most cases, the best segmentation accuracy
was achieved around the 3rd–4th iteration. Both adaptation strategies produce
similar results, none of them is definitely superior. The optimal number of epochs

Fig. 3. Segmentation performance for various number of epochs in each iteration.
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in each iteration cannot be clearly selected as well. Generally, the best results
were obtained for 3–5 epochs in each iteration. A smaller number of epochs seems
to be insufficient and more epochs do not guarantee a better segmentation accu-
racy.

Since the previous experiment used sequential adaptation with 3 epochs per
iteration, which were selected as the recommended setting, the results presented
in Table 6 are representative for this experiment as well.

6 Conclusion

This paper presented an initial research on speech segmentation of audio-
books using LSTM neural networks. The default speaker-independent model
was trained on Czech, English, German, Slovak and Russian speech data mostly
recorded by professional voice talents for the purposes of speech synthesis [18].
Segmentation experiments were performed on about 20 min long parts of 5 audio-
books recorded by various renowned Czech speakers. Segmentation accuracy was
evaluated by comparison with a reference segmentation manually created by pho-
netic experts.

Many experiments were performed exploring various experimental conditions.
The best segmentation performance was achieved after 3 iterations of the adap-
tive procedure with 3–5 epochs in each iteration, excluding the invalid phones
along with the neighboring phones. The resulting segmentation accuracy was
about 88–91% and the mean segmentation error was 8.4–10.3ms, which are com-
parable results to similar experiments performed on high-quality large speech
corpora created for speech synthesis applications.

In our future work, we will analyze the segmentation accuracy and errors
in more detail. We intend to explore the reason for the accuracy divergence
after 3–4 improving initial steps of the iterative segmentation procedure. Our
experiments shown, that it is not possible to select one generally optimal setting
for all voices. An alternative way to increase segmentation performance is a
felicitous combination of several independent segmentation systems [19,21].

Acknowledgement. This research was supported by the Czech Science Foundation
(GA CR), project No. GA22-27800S. Computational resources were supplied by the
project ”e-Infrastruktura CZ” (e-INFRA CZ LM2018140) supported by the Ministry
of Education, Youth and Sports of the Czech Republic.

References

1. Brugnara, F., Falavigna, D., Omologo, M.: Automatic segmentation and labeling
of speech based on Hidden Markov Models. Speech Commun. 12, 357–370 (1993)

2. Gers, F.A., Schraudolph, N.N., Schmidhuber, J.: Learning precise timing with
LSTM recurrent networks. J. Mach. Learn. Res. 3, 115–143 (2003)

3. Graves, A.: Supervised Sequence Labelling with Recurrent Neural Networks, Stud-
ies in Computational Intelligence, vol. 385. Springer-Verlag, Heidelberg (2012).
https://doi.org/10.1007/978-3-642-24797-2 2

https://doi.org/10.1007/978-3-642-24797-2_2


Phonetic Speech Segmentation of Audiobooks 327

4. Graves, A., Schmidhuber, J.: Framewise phoneme classification with bidirectional
LSTM and other neural network architectures. Neural Netw. 18, 602–610 (2005)
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Abstract. We present a method for depth estimation from a single
image using an intermediate representation in the form of line segments.
Rather than regressing depth from a chromatic image in RGB format,
we explore the use an image containing line segments extracted from
the original chromatic image using the Line Segment Detector (LSD),
arguing that this image, even when sparse in visual data, still contains
information to infer a depth image. Our proposed approach has been
tested on the NYU-depth dataset for indoor scenes and on simulated
images created with Airsim, seeking to assess the performance of our
method with synthetic images. Our experiments show promising results
confirming that it is possible to estimate a depth image from a single
image containing line segments only.

Keywords: Depth estimation · Monocular camera · Line segments

1 Introduction

Since the pioneering work of Saxena [18], depth estimation from a single image
has received wide attention in the last years, primarily due to deep learning
techniques, which have contributed to the development of methods based on
neural networks with impressive results [24]. However, several of these methods
involve supervised training, thus requiring large amounts of labelled image data.
One of the first datasets providing chromatic and depth images was that of
KITTI [8], containing images captured from outdoor scenarios and intended
to serve as a benchmark for robotic algorithms, e.g., visual odometry, visual
SLAM and object detection algorithms. More specialised datasets have been
made public such as the NYU depth dataset for indoor scenarios [19], and more
recently, much larger datasets [17,20], whose particularity is that of providing
thousand of synthetic images generated from virtual environments representing
a wide set of scenarios, e.g., urban, neighbourhoods, woods, mountains, fields,
farms, etc.

But, while the number of datasets could grow, facilitating much more varied
examples to leverage the training, one could wonder whether all the examples
are necessary, this is, whether they enhance or bias the model. These are typical
questions in machine learning, taking relevance in the context of depth estimation
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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from a single image where a depth image may correspond to several images
representing the same scene. For instance, suppose that a camera is placed in the
same corner of a room, capturing images in the morning, midday, and evening.
There is no doubt that the corresponding dept image would be the same for
all these images, assuming the objects in the room are still, and no dynamic
objects pass by. However, these chromatic images could vary drastically upon
illumination changes induced by natural and artificial light.

Motivated by the above, in this work, we explore the use of an intermediate
representation that could be used as a prototype representing essential informa-
tion of several image instances of the same scene, whose variability is produced
by illumination changes. To this end, we propose to use an image containing
line segments detected with the well-known Line Segment Detector (LSD) [9].
This proposal is inspired by the fact that humans are good at extracting complex
information from sketches drawn on paper, such as recognising faces, objects and
3D structure. This has been explored in [3] for face recognition from sketches
using deep learning, and the same concept can be extended to object and scene
recognition [22].

Therefore, our results indicate that an image containing line segments of
a scene only, even when sparse, could still serve as a sort of sketch from which
depth could also be learned. To address this, we propose to train DenseDepth [1],
a state-of-the-art method for depth estimation from single images, with images
containing line segments labelled with their corresponding depth images, aiming
at evaluating the quality of the depth estimation when using only line segments
as opposed to using the full chromatic image, illustrated in Fig. 2 and sample
results in Fig. 1.

To present our work, the rest of the paper is organised as follows: Sect. 2 dis-
cusses relevant related work; Sect. 3 describes our methodology; Sect. 4 presents
our experiments and initial results, which we considered promising; finally, Sect. 5
summarises our conclusions.

2 Related Work

2.1 Ground Truth

There exist multiple methods for depth estimation, the state-of-the-art uses spe-
cialized hardware based methods such as LIDAR, Time of Flight or enhanced
stereo-pair cameras such as Kinect and Kinect V2 or Intel Realsense. Hardware
based methods are generally used directly, like LIDAR for autonomous cars, or,
with the desire to remove this hardware barrier, to generate datasets such as the
well known NYU-Depth and NYU-DepthV2 [19] and KITTI [7].

2.2 Monocular Methods

Monocular depth estimation is an ill-posed problem. Ambiguities can arise, scale
ambiguities, translucent or reflective materials such as glass can have images where
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Fig. 1. Comparison among images with chromatic input and our method. Input images
are shown in the first row and result LSD images used are in the second row. Depth
Ground Truth is shown in the third row, missing values in white. Depth image estimated
with the network trained with RGB images are shown in the fourth row. Depth images
estimated with the same network but trained with line segments (LSD) are shown in
the fifth row.

Fig. 2. Diagram Overview of the proposed method. First, we convert images to the
intermediate representation and train a CNN. The output is the depth estimation for
a Line segment image of the scene
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the geometry of a scene cannot be derived. This problem has been approached by
many by using a CNN [1,2,5,6,10,13,16,21] with a steady increase in performance
as Vision tasks methods are applied and deeper networks are implemented, and
changes in the network architecture like the use skip connections, have demon-
strated that a monocular camera can have good results for this problem. Other
methods include the use of supervised learning with MRF [18] with single image,
and using this information to enhance stereo methods.

2.3 Line Segments and Edges

The use of Line Segments have been used to reconstruct 3D models from a
series of images [14] to reconstruct 3d models from a series of photos, identifying
the planes delimited by the line segments and fusing the planes to recreate the
model.

The use of lines for pose, Yu et al. [23] uses Line Segment detection matches
3D lines to captured 2D lines, this correspondence between captured 2d image
from the camera and the 3D model allows for the estimation of pose.

Complex reconstruction from edges have recently shown complex image
translation by reconstructing human faces translating from a sketch [15], Li et al.
generated photo-realistic photos of faces from edges from synthetically distorted
sketches or human drawn sketches.

LSD has been used in [11], an unsupervised method for depth estimation, but
in contrast to us, this unsupervised method uses two adjacent images in an image
training dataset to estimate relative motion and thus be able to reconstruct a
relative 3D model of the views. The authors modified DepthNet [4] to learn
the coefficients of 3D planar structures given the relative 3D model and in this
context, segmented planes and lines are used, in the loss function, to evaluate
the linear consistency of the projected 3D planes on the images. Thus, lines are
used as part of the evaluation mechanism instead of being used as visual data
to infer depth.

3 Methodology

We propose using Line Segments from a monocular chromatic camera as an
intermediate representation to train a neural network that can estimate a cor-
responding depth map from a single image in a scene. Human architecture con-
sists of planes with texture-less surfaces (e.g., walls, the floor) whose edges rep-
resent structural features that can be represented by line segments. For the
neural network, we propose using state-of-the-art networks that produce high-
quality depth maps with RGB images and process the input with the proposed
representation.

3.1 Intermediary Representation

For the LSD algorithm, we use OpenCV implementation, which follows the
implementation of Grompone et al. [9]. First, the RGB image is loaded in
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grayscale to apply LSD algorithm, the network used for training still requires
three-channel images, we used three different parameters for LSD initialization
to find the Line Segments and each result is saved to a single image with each
channel representing the different thresholds as illustrated in Fig. 3.

Fig. 3. Example of the generation of RGB-D data to train DenseDepth using LSD.
To generate a chromatic image that could be read by the DenseDepth script, LSD
parameters were varied for each channel.

We empirically found having three different parameters for LSD algorithm
performed better than having the same parameters for the three channels. We
found these values using a small (10) set of RGB images, selected values that
gave the most line segments, and trained the network; the final values were
those of the best performance reached in evaluation (654 samples). The best
values reached where: length threshold = 8, distance threshold = 1.8, first canny
threshold = 50.0, second canny threshold = 75.0, and aperture size for the Sobel
operator = 3 as the parameters of one of the LSD, 10, 1.8, 25.0, 25.0, 3 as the
parameters of another of the LSD and 8, 1.8, 25.0, 50.0, 3 as the parameters
of one of the last LSD for each value respectably as reasonable values for the
detectors.

3.2 Datasets

The datasets used are NYU Depth Dataset V2 and a synthetic dataset cap-
tured from a simulator. A copy of the NYUv2 dataset was saved, replacing the
chromatic images and converting all scene chromatic images to the proposed
intermediary representation.

For the synthetic dataset capture we use Airsim, a simulator that allows an
RGB-D free-floating camera, and a script with position a rotation to capture
the chromatic and corresponding depth image. The camera was positioned on
a point in the room and captured 512 images while rotating 0.7◦ to capture
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around that point in the room, then moved to a different point and the process
repeated to capture different points in all the rooms in the map.

Airsim uses the game engine Unreal Engine which allows ray-tracing tech-
nologies such as lighting, reflection, and ambient occlusion and these were
enabled to achieve more realistic images. Both chromatic and depth images were
saved with a resolution of 640× 480.

3.3 Neural Network

For the neural network, we decided to use DenseDepth [1], a high-quality depth
estimation from a monocular chromatic camera. DenseDepth uses transfer learn-
ing, using the DenseNet-169 network pre-trained on ImageNet for transfer learn-
ing for the encoder; other than changing the input data to train the network, no
other changes have been made; we trained using the same architecture and start
point as provided in [1] published code. This allows us to compare the results
for the same image directly; by converting to the LSD intermediary representa-
tion for training and prediction, we can compare the results for the same input
image.

3.4 Evaluation

For the quantitative evaluation to compare against state-of-the-art we propose
the use of the same six standard metrics used in those works [1,5,6,12]

average relative error (rel):

rel =
1
n

n∑

p

|yp − ŷp|
y

; (1)

root mean squared error (rms)

rms = sqrt
1
n

n∑

p

(yp − ŷp)2); (2)

average log10 error (log10)

log10 =
1
n

n∑

p

|log10(yp)− log10(ŷp)| (3)

threshold accuracy for thr = 1.25, 1.252, 1.253

% of yp | max(
yp
ŷp

,
ŷp
yp

) = δ < thr (4)

where yp is a pixel in depth image y, ŷp is a pixel in the predicted depth image
ŷ, and n is the total number of pixels for each depth image.
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4 Experiments

For this work, we focused on assessing our approach on images representing
indoor scenarios. We use the popular NYU-Depth dataset and a simulated
dataset created with Airsim from which high quality depth images can be gen-
erated, but also to assess the performance of our approach in synthetic images.

Since no changes were made to the DenseDepth network, the training times
took the same time as a normal RGB input, around 24 h, the LSD step for all
data was completed in 15min for all data around 51K images. The training was
performed on a computer with NVIDIA RTX 3090, AMD Ryzen 5950X, with
32GB of RAM.

For the simulated dataset, we used Airsim and a map from the Unreal Engine
marketplace with minor changes, 129 different coordinates where taken and with
a script for each scene 512 frames with chromatic and depth were saved as PNG,
depth images where saved in range of 0–10m (Kinect ranges between around
15cm to 10m) and 16 bits per pixel. 103 of the scenes were used for training, 17
for testing and 9 from a different room were used for evaluation.

The results obtained with the NYU-Depth dataset are summarised in Table 1,
which show that our method performs very closely to state-of-the-art methods

Fig. 4. Comparison among images with higher and lower brightness. Input images are
shown in the first row and result LSD images used are in the second row. Depth Ground
Truth is shown in the third row, missing values in white. Depth image estimated with
the network trained with RGB images are shown in the fourth row. Depth images
estimated with the same network but trained with line segments (LSD) are shown in
the fifth row. Note that our method is more consistent under these bright changes.
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Table 1. Comparisons of different methods on the NYU Depth v2 dataset. The
reported numbers are from the corresponding original papers. The best results are
in bold, the higher the better.

Method δ1 ↑ δ2 ↑ δ3 ↑ rel↓ rms↓ log10 ↓
Eigen et al. [5] 0.769 0.950 0.988 0.158 0.641 –
Laina et al. [13] 0.811 0.953 0.988 0.127 0.573 0.055
MS-CRF [21] 0.811 0.954 0.987 0.121 0.586 0.052
Hao et al. [10] 0.841 0.966 0.991 0.127 0.555 0.053
Fu et al. [6] 0.828 0.965 0.992 0.115 0.509 0.051
Alhashim et al. [1] 0.846 0.974 0.994 0.123 0.465 0.053
Ours 0.766 0.945 0.984 0.162 0.675 0.068

Table 2. Comparison of generalization between the NYU-Depth V2 trained model
and the synthetic dataset and with our proposed intermediate representation. The
best results are bolded.

Input Image Training Evaluation δ1 ↑ δ2 ↑ δ3 ↑ rel↓ rms↓ log10 ↓
RGB NYU Synthetic 0.425 0.824 0.957 0.293 1.331 0.128

Synthetic NYU 0.253 0.524 0.752 0.668 1.561 0.203
LSD NYU Synthetic 0.528 0.854 0.949 0.304 1.348 0.116

Synthetic NYU 0.265 0.502 0.684 0.861 1.755 0.233

Table 3. Comparison of error between results on DenseDepth without and with our
method

Method Error mean Error standard deviation Error variance

Alhashim et al. [1] −0.0786 0.5610 0.3147
Ours −0.1218 0.6647 0.4419

with a difference of less than a tenth in the relative error, which could has no
significance statistically speaking, The test statistic T equals 1.2701 with results
obtained in Table 3, p-value equals 0.2043. This shows that even when sparse, line
segments of a single image still provide enough information to estimate a depth
image. When comparing with the simulated dataset a similar performance is
observed for our method. For qualitative comparison, Fig. 4 shows some exam-
ples under illumination variations showing that our method exhibits a more
consistent behaviour than when using RGB images for depth estimation. To
evaluate the performance of our approach when evaluated with images whose
visual texture may differ from that of the images used for training, we decided
to train the DenseDepth network using images from NYU-Depth and then test
it on synthetic images and vice-versa. This experiment was carried out using
chromatic images as input for the training and also for images containing line
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segments. The results of this cross-over evaluation are shown in Table 2. RGB
is used to indicate the use of chromatic images as input and LSD for images
containing line segments. The results coincide with those obtained in Table 1 in
that the difference is less than a tenth for the relative error.

5 Conclusion

We have presented initial results of a method for depth estimation from a single
image using an intermediate representation in the form of a single image con-
taining line segments extracted from the original chromatic image, arguing that
even when these line segments contain sparse information, a depth image can
still be estimated using a Convolutional Neural Network. This idea is motivated
by the fact that supervised methods addressing this problem may require sev-
eral chromatic images associated with the same depth image in order to become
robust to illumination changes.

In contrast, inspired by methods performing neural inference from sketches
such as face, object or scene recognition, we propose to use an image containing
line segments as a form of sketch image. We have used the popular and robust
LSD detector to extract line segments, carrying out experiments using the NYU
dataset and a simulated dataset to asses the performance our approach with
synthetic images. In both cases, our approach performs very closely to state-
of-the-art methods with a difference of less than a tenth in the relative error,
which could has no significance statistically speaking. In qualitative terms, depth
images regressed from line segments are similar to those regressed with RGB
images. Furthermore, our last set of experiments illustrate that depth estimation
with line segments exhibit a more consistent performance under illumination
variations than when using RGB images.

We considered these results encouraging and promising, and we will continue
working with this approach for our future work testing with other networks and
in outdoors scenes.
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Abstract. Regional neuraxial analgesia is a safe method for pain relief
during labor, but its effectiveness must be assessed carefully. As a non-
invasive technique, thermal imaging is gaining increasing acclaim as an
objective way to quantify blood flow redistribution-related warm mod-
ifications. Hence, thermal measurements are acquired under controlled
conditions at different timestamps to determine the anesthesia depth by
characterizing earlier thermal changes. However, the procedures during
labor are limited by two main factors: a relatively small sample size is
possible and thermal images cannot be acquired with both feet in the
same position. This work implements an automatic semantic segmenta-
tion approach using five state-of-the-art deep learning architectures and
an artifact removal algorithm based on morphological operators to deal
with this problem. The obtained results are evaluated on two databases
(acquired at the Universidad Nacional de Colombia sede Manizales and
the SES Hospital Universitario de Caldas): controlled and uncontrolled
environments for thermal data acquisition. Obtained results indicate that
U-Mobilenetv2 approach outperforms the rest of the compared models.

Keywords: U-Net · Semantic segmentation · Thermal images ·
Epidural anesthesia · Medical image

1 Introduction

Regional neuraxial analgesia is one of the safest methods for pain relief in the
process of labor [5]. However, a quick and accurate assessment of its effectiveness
is crucial for the optimal use of health care resources and patient wellness. Then,
thermographic skin images can be used to measure the body temperature, which
allows contrasting the cold sensation in predicting the efficacy and distribution
of epidural anesthesia [6]. In this sense, thermal imaging poses as an objective
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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and non-invasive solution, allowing the characterization of warm modifications
after the catheter placement due to blood flow redistribution [8]. Still, a suit-
able assessment requires temperature measurements from the patient’s feet soles
taken at different times after the catheter placement to characterize the earlier
thermal modifications.

In this regard, the development of semantic segmentation approaches based
on Deep Learning (DL) is a research field of interest [9]. In particular, biomedical
applications have been proposed in the literature using infrared thermography
in conjunction with deep learning techniques to perform decision-making toward
improving the existing medical care [18]. In the concrete case of feet segmenta-
tion, DL approaches are reported using Fully Convolutional Networks, U-Net,
and SegNet architectures, like in [1]. Nevertheless, this evaluation is frequently
performed by combining thermal with other data sources, as in [3]. For the cur-
rent proposal, however, only thermal images are available. Therefore, this work
is developed similarly to the one suggested in [4] to prevent diabetic foot ulcers
by identifying hyperthermia but placing the patient’s feet in the optimal posi-
tion. Unfortunately, this scenario is unlikely in an obstetric environment, with
low-quality images for wrong placement of feet.

This work implements an automatic semantic segmentation approach using
five state-of-the-art DL architectures and an artifact removal algorithm based on
morphological operators. The obtained results are evaluated on two databases
for feet segmentation: uncontrolled environment and controlled conditions of
thermal data acquisition. The current proposal aims to assist in the assessment
of the epidural anesthesia of obstetric patients in the SES Hospital Universitario
de Caldas, improving the quality of the service provided by the hospital and the
patient wellness. Attained results demonstrate that.

The remainder of this paper is organized as follows: Sect. 2 presents the meth-
ods. Section 3 shows the experimental set-up. Next, Sect. 4 describes the results
and discussion. Finally, Sect. 5 reports the conclusions.

2 Methods

2.1 Thermography Database

In order to validate the DL models under test, a private thermography database
was obtained during the application of epidural anesthesia prior to the active
labor of women who had previously signed informed consent. Because of the
complexity related to procedures during labor, two main restrictions on data
acquisition arise: a relatively small sample is achievable, and acquiring images
with both feet in the same position is not always possible. Therefore, the follow-
ing timeline was developed by the clinicians of the SES Hospital Universitario
de Caldas at Manizales: the first thermal picture was taken at the moment of
catheter placement, the second one was made a minute later, and so on every
five minutes up to complete a total of seven images acquired from each patient,
as illustrated in Fig. 1b.
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Nevertheless, the acquisition was conducted in an uncontrolled environment
for the first part, capturing 196 thermal images from 22 women by a FLIR A320
infrared camera with a resolution of 640×480. Note that more than seven pictures
were obtained for some patients. This camera had a spectral range of 7.5−13µm
and thermal sensitivity of less than 0.05. As a result, this initial partition of
pictures resulted in low-quality images with high variability due to the irregular
positioning of the thermal camera. In the second part, the data collection was
performed in a more controlled environment. A FLIR E95 thermal camera with
enhanced sensitivity of less than 0.03◦ and more flexibility was used to enable
better positioning of the infrared camera, resulting in 128 images with improved
data quality. It is worth mentioning that high-quality images were chosen from
the first partition to add to the second part, obtaining 166 images.

Both partitions were labeled for semantic segmentation by three researchers
using a web-based tool for image labeling - namely, CVAT Computer Vision
Annotation Tool, free available at1.

2.2 Foot Segmentation

The main goal of semantic segmentation is to generate a pixel-wise class predic-
tion from images. In this case, thermal images’ segmentation aims to distinguish
between feet and background. Thus, from a provided image I ∈ R

R×C , an 2D
mask M̂ ∈ {0, 1}R×C is computed to encode the one-hot membership represen-
tation of each pixel according to the target class. To this end, a DL model is fed
by an input-output set of labeled images {In,Mn:n∈N}.

For semantic segmentation, DL architectures exploit the spatial relationships
locally by including a set of convolutional layers {Wl ∈R

Pl×Pl×Dl :l ∈ L}, where
Pl, Dl, and L denote the l-th layer size (termed kernel size), the number of filters
at each layer, and the number of. Next, to estimate the mask M̂ ∈ [0, 1]R×C , the
following cross-entropy-based optimization problem arises:

{Wl}Ll=1 = arg min
Wl

−1�
(
M � log(M̂) + (1 − M) � log(1 − M̂))

)
1, (1)

where � stands for element-wise product and M̂ = (ϕL ◦ · · · ◦ ϕ1)(X) comprises
the DL function composition. Besides, each ϕl holds the l-th convolutional layer.
The optimization problem in Eq. (1) can be solved using backpropagation and
automatic differantiation [7].

2.3 DL-Based Semantic Segmentation

To date, the following DL architectures have been reported for semantic seg-
mentation:

1 https://cvat.org/.

https://cvat.org/
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– Fully Convolutional Networks (FCN) [13] adapt contemporary classifications
networks (AlexNet [12], and GoogLeNet [17]) into fully convolutional net-
works. Both DLs can take inputs of arbitrary sizes and produce correspond-
ingly sized outputs with efficient inference and learning.

– The U-Net architecture relies on the use of data augmentation and allows
training of small databases [15]. The architecture consists of two symmetric
paths: a contracting one (or encoder) using convolutional layers followed by
max-pooling to capture context and an expanding one (or decoder) using
up-convolution layers to enable precise localization. Since the U-Net encoder
extracts high-level characteristics of the image content, it can be replaced by
other more elaborate networks (like VGG [16] or MobileNet [10]).

– SegNet has a similar structure as U-Net (i.e., encoder-decoder architecture),
though the decoder upsamples the low-resolution feature maps differently [2].
To this end, it uses pooling indices computed in the max-pooling step of the
corresponding encoder to perform non-linear upsampling.

3 Experimental Set-Up

3.1 Preprocessing and Data Augmentation

Figure 1a presents the block diagram used to evaluate the proposed approach
for semantic segmentation of feet. Validation appraises the following steps: ther-
mal data acquisition, preprocessing that includes data augmentation and image
scaling, DL-based prediction, and artifact removal of the prediction. For this pur-
pose, we test the following NN architectures: U-Net, U-Net with Mobilenetv2
encoder (U-Mobilenetv2), U-Net with VGG16 encoder (U-VGG16), Fully Con-
volutional Networks, and SegNet. Two training scenarios are considered during
the learning step: using a partition of data acquired under an uncontrolled envi-
ronment and employing data collected under more regulated conditions.

Although the thermal images had been captured at a resolution of 640×480,
all dataset is scaled down to 224× 224 using bilinear interpolation to supply the
minimal size required for all tested NN architectures.

Some examples of the performed preprocessing are further displayed in Fig. 2:
the top row depicts the input images, the middle row displays the computed
segmentation masks, which are labeled using the CVAT application (or ground
truth), and the bottom shows the segmented thermal images obtained after
multiplying both previous rows. The examples illustrate images having different
acquisition data: low-quality (left column) for which the feet are barely visible on
the image; acceptable quality (central) where the feet soles are partially visible,
and high-quality (right) where both feet soles are visible.

Moreover, to improve the models’ robustness and reduce overfitting, a data
augmentation scheme includes the random rotation, zoom, shearing, cropping,
flip, and shifting procedures. These operations artificially increase the number
of training examples, in our case to 500 images using the training dataset, and
simulate different conditions such as diverse patient positioning. Besides, data
augmentation enables the simulation of distinct configurations for the thermal
camera.
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Fig. 1. Experimental setup. a) Deep-learning validation framework of the proposed
approach for semantic segmentation of feet using thermal images; b) Timeline devel-
oped for thermal image acquicistion.

3.2 Artifact Removal

Afterward, artifact removal is carried out. For this purpose, the estimated
segmentation masks outputted by the models can be further improved using
morphological operations and filters to remove false positives and negatives.
Although this procedure is highly manual and potentially not robust, it can
successfully correct some models’ predictions. Figure 3 illustrates the performed
artifact removal: the left image depicts the ground truth; the central image
presents the output segmentation mask, in which labeled with red are the arti-
facts to be removed and with green the portions that are conserved, according to
the number of pixels of the structure. The right image shows the output image
after removing the artifacts. As a result, the image after performing artifact
removal is more similar to the ground truth than the original prediction.
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Fig. 2. Example images segmented after performing the preprocessing procedure using
different acquisition quality data.

Fig. 3. Images segmented after performing artifact removal.

4 Results and Discussion

4.1 Comparing Metrics of Performance

For validation purposes, the following metrics are used to measure and compare
the performance results obtained by the compared DL models:
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dice similarity: ρDSC [%] = 100
2|M ∩ M̂ |
|M | + |M̂ | = 100

2TP

2TP + FP + FN

intersection over union: ρIoU [%] = 100
|M ∩ M̂ |
|M ∪ M̂ | = 100

TP

FN + FP + TP

sensitivity: ρsen[%] = 100
TP

TP + FN

specificity: ρspec[%] = 100
TN

TN + FP

precision: ρprec[%] = 100
TP

TP + FP

where TP (True Positives) measures the pixels correctly labeled as feet, TN
(True Negatives) the ones corrected labeled as background, FP (False Positives)
the background pixels labeled as foot, and FN the foot pixels, which are labeled
as background.

4.2 Performed Results of DL Semantic Segmentation

As said before, we validate the DL semantic segmentation method under two
environment scenarios for capturing thermal data from lower limbs: controlled
and uncontrolled. The training data set includes 148 images and 18 images for
testing regarding the former partition. In turn, the second group consists of 163
images for training and 33 for testing.

Table 1 displays the results obtained for the compared DL segmentation archi-
tectures, which are divided into two approaches: i) Those that do not include
transfer learning (i.e., U-Net, FCN, and SegNet) and those enabling it (U-VGG16
and U-MobilNetv2). The former approaches, reported upon the dashed line,

Table 1. Metrics of performance estimated for the uncontrolled environment data
partition. Notation * stands for Artifact Removal.

Model ρDSC ρIoU ρspec ρsen ρprec

U-Net 86.34 ± 6.21 76.46 ± 9.11 98.52 ± 1.16 83.84 ± 8.74 89.99 ± 8.59

U-Net* 86.15 ± 7.08 76.29 ± 10.07 98.58 ± 1.12 83.42 ± 9.94 90.23 ± 8.52

FCN 88.05 ± 4.4 78.9 ± 6.43 96.67 ± 2.96 82.89 ± 4.44 93.98 ± 5.06

FCN* 87.98 ± 4.38 78.79 ± 6.43 96.85 ± 2.83 82.58 ± 4.68 94.27 ± 4.89

SegNet 90.26 ± 5.32 82.66 ± 8.53 98.39 ± 1.08 91.13 ± 7.05 90.03 ± 7.49

SegNet* 90.28 ± 5.33 82.69 ± 8.56 98.4 ± 1.08 91.13 ± 7.05 90.07 ± 7.49

U-VGG16 90.22 ± 8.17 83.0 ± 11.13 98.57 ± 1.26 90.15 ± 9.53 90.76 ± 8.91

U-VGG16* 90.67 ± 7.43 83.63 ± 10.35 98.74 ± 1.04 90.15 ± 9.54 91.73 ± 7.32

U-Mobilenetv2 90.46 ± 4.77 82.92 ± 7.75 98.53 ± 1.25 90.53 ± 6.32 90.95 ± 6.91

U-Mobilenetv2* 90.98 ± 4.51 83.75 ± 7.39 98.75 ± 1.0 90.38 ± 6.52 92.09 ± 5.99

Average 89.066 80.788 98.136 87.708 91.142

Average* 89.212 81.03 98.264 87.532 91.678
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achieve high performance, at least for U-Net and FCN. However, the SegNet
architecture achieved performance values similarly to transfer learning-based
architectures. As seen, the U-Mobilenetv2 outperforms all compared DL meth-
ods of feed segmenting in almost all metrics.

One more aspect of consideration is the inclusion of artifact removal. The last
two rows show the metric estimates obtained without removal (penultimate row)
and after (bottom row noted by *), indicating no statistical difference between
the validation scenarios.

Table 2 shows the results obtained for the collected data under the controlled
environment. The results are separated into two parts: the upper table displays
the estimated metrics without data augmentation, while the lower table holds
the metrics after including data augmentation. In the first case, the quality of

Table 2. Metrics of performance estimated for the controlled environment data parti-
tion. Upper table: performance obtained without data augmentation. Lower table: per-
formance obtained with data augmentation. Notation * stands for Artifact Removal.

Model ρDSC ρIoU ρspec ρsen ρprec

Without data augmentation

U-Net 93.14 ± 1.42 87.19 ± 2.48 97.11 ± 1.15 91.26 ± 2.61 95.16 ± 1.79

U-Net * 93.16 ± 1.43 87.23 ± 2.5 97.15 ± 1.14 91.24 ± 2.6 95.22 ± 1.8

FCN 87.26 ± 3.03 77.52 ± 4.66 89.35 ± 3.15 90.69 ± 3.56 84.18 ± 3.78

FCN * 87.73 ± 3.14 78.28 ± 4.86 90.23 ± 3.15 90.47 ± 3.62 85.27 ± 3.9

SegNet 92.7 ± 1.83 86.44 ± 3.16 98.79 ± 0.57 88.13 ± 3.03 97.82 ± 1.06

SegNet * 92.62 ± 1.88 86.3 ± 3.24 98.8 ± 0.57 87.98 ± 3.12 97.83 ± 1.05

U-VGG16 95.87 ± 2.26 92.16 ± 3.97 98.05 ± 2.11 94.98 ± 1.67 96.82 ± 3.26

U-VGG16 * 95.89 ± 2.25 92.2 ± 3.94 98.09 ± 2.11 94.96 ± 1.68 96.89 ± 3.25

U-Mobilenetv2 95.21 ± 1.63 90.89 ± 2.89 98.05 ± 0.94 93.77 ± 2.1 96.71 ± 1.72

U-Mobilenetv2 * 95.9 ± 1.76 92.17 ± 3.15 99.07 ± 0.84 93.58 ± 2.32 98.36 ± 1.64

Average 92.836 86.84 96.27 91.766 94.138

Average* 93.06 87.236 96.668 91.646 94.714

Including data augmentation

U-Net 76.46 ± 4.39 62.09 ± 5.57 91.05 ± 3.33 70.9 ± 4.37 83.16 ± 5.64

U-Net * 75.99 ± 5.93 61.62 ± 7.39 95.2 ± 3.17 66.16 ± 6.38 89.65 ± 6.28

FCN 90.56 ± 1.01 82.76 ± 1.68 96.35 ± 0.82 87.61 ± 1.63 93.74 ± 1.16

FCN * 90.97 ± 0.89 83.45 ± 1.49 96.98 ± 0.59 87.51 ± 1.69 94.75 ± 0.76

SegNet 97.45 ± 1.46 95.07 ± 2.7 98.26 ± 1.53 97.7 ± 1.3 97.24 ± 2.31

SegNet * 97.45 ± 1.48 95.07 ± 2.73 98.28 ± 1.52 97.66 ± 1.33 97.27 ± 2.3

U-VGG16 98.09 ± 0.39 96.26 ± 0.75 99.44 ± 0.18 97.15 ± 0.69 99.07 ± 0.3

U-VGG16 * 98.10 ± 0.40 96.28 ± 0.77 99.45 ± 0.18 97.15 ± 0.69 99.09 ± 0.3

U-Mobilenetv2 96.52 ± 1.26 93.31 ± 2.33 98.18 ± 1.04 96.03 ± 1.72 97.05 ± 1.64

U-Mobilenetv2* 97.12 ± 1.07 94.41 ± 1.99 98.98 ± 0.49 95.97 ± 1.84 98.31 ± 0.75

Average 91.816 85.898 96.656 89.878 94.052

Averag, yielding * 91.926 86.166 97.778 88.89 95.814
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Table 3. Number of model parameters.

Model Parameters

U-Net 27,897,345

FCN 17,972,697

SegNet 29,459,461

U-VGG16 17,003,714

U-Mobilenetv2 6,497,505

feet segmentation improves proportionally in each DL architecture. Note that
U-Mobilenetv2 outperforms once again.

Next, the lower table presents the results of including data augmentation,
also improving the quality of feet segmentation. However, that is not the case
for the tested U-Net architecture, which has a notable reduction in performance.
This situation may be explained because the simpler learning model can not
generalize if fed by enlarged datasets with higher variability. This concern also
affects the FCN learner but to a lesser extent. In contrast, the remaining DL
architectures benefit from data augmentation, yielding the most elevated quality
of feet segmentation. Moreover, although the U-VGG16 algorithm reaches the
best mean performance values, there is no statistical difference between them.

Lastly, it is worth noting that artifact removal barely influences the DL per-
formance of segmentation regardless of the validating scenario tested.

5 Concluding Remarks

Here, we develop a DL model for the segmentation of feet using infrared thermal
images. Semantic segmentation is validated within several DL architectures using
a thermography database obtained during the application of epidural anesthesia,
showing promising results. From the performed evaluation, the following aspects
are worth mentioning:

Data Acquisition Protocol. A timeline devised by the clinicians is evaluated that
deals with restrictions derived from the complexity of procedures during labor.
For the implementation of transfer learning approaches, supplementary thermal
data in similar foot positions outside the maternity ward are collected on the
same timeline.

Another aspect influencing the segmentation performance is the quality of
data acquisition. Two data acquisition scenarios are evaluated: uncontrolled envi-
ronment (as a common situation present in procedures during labor) and con-
trolled conditions. As expected, the former scenario results in an inferior quality
of feet segmentation, being the reduction more evident in the simpler algorithms
of DL (Like U-Net and FCN).

Semantic Deep Learners. Semantic segmentation approaches are employed to
provide pixel-level predictions for the location of different objects in a given
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scene. Here, a couple of DL architectures are tested for semantic segmentation:
learners without transfer learning and DL architectures with it. The latter DL
architectures allow a better foot segmentation in cases of nonregulated condi-
tions of thermal images. An additional finding concerns the inability of learners
without transfer learning to benefit from the evaluated data augmentation, pos-
sibly caused by their lack of generalization capability. Thus, the performance of
U-Net decreases by more than 10 points when including this training strategy. It
is worth noting that SegNet achieves a performance close to the algorithms with
transfer learning but at a higher computational cost, as shown in Table 3. By
comparison, a more complex architecture like Movilenetv2 shortens the tuning
process by more than five times.

Artifact Removal. Regarding this strategy for improving the input representa-
tions, the obtained results show its weak impact on the considered performance
metrics. This situation can be better appreciated in the best-performing algo-
rithms (SegNet, U-VGG16, and U-Mobilentev2), for which the impact of artifact
removal reduces to zero.

As future work, the authors plan to evaluate more effective transfer learning
methods [14], increase the data collection, and explore shallow architectures
based on kernel methods, i.e., Random Fourier Features [11], to enhance the
system performance.
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Abstract. We present a two-step approach for autonomous drone rac-
ing that does not require information about the race track (i.e., number
of gates, their position and orientation), only the drone’s position in the
arena, which could be obtained with GPS, a motion capture system or
visual SLAM. We use a neural pilot, trained to regress basic flight com-
mands from camera images where a gate is observed, to enable a drone
to navigate the unknown race track autonomously, although at a low
speed. During this navigation stage, we use a Single Shot Detector to
visually detect the gates. The latter is used to identify the drone’s posi-
tions before and after crossing the gate. Once discovered, these positions
are used as waypoints in a flight controller to perform a much faster
flight to navigate throughout the race track. This approach resembles
how human pilots train on an unknown race track, performing several
laps to discover key areas where the drone must increase or decrease its
speed to cross all the gates successfully. Our approach has been evaluated
in the RotorS simulator, comparing it with the performance of a human
pilot and obtaining very similar time results.

Keywords: Autonomous drone racing · Deep learning · Neural pilot

1 Introduction

Autonomous Drone Racing (ADR) poses the problem of developing an artificial
pilot capable of flying on a race track autonomously and, as an ultimate goal,
competing against a human pilot aiming to beat them [19]. The way human
pilots tackle this challenge is intriguing. It has been shown that human pilots do
not seek an optimal flight. Instead, the flight policy seems simple: fly as quickly
as possible towards the next gate, and once closer to it, manoeuvre the drone
such that the gate can be crossed without colliding with it. For the latter, the
pilot pays attention to potential areas of collision at the gate and reduces the
speed in the case the next gate requires a significant turn in the flight direction
[22]; all of that by only observing live video transmitted from a camera on board
the drone to head-mounted glasses worn by the pilot. To achieve outstanding

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. C. Bicharra Garcia et al. (Eds.): IBERAMIA 2022, LNAI 13788, pp. 353–365, 2022.
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performance, pilots fly several laps on the race track to get familiar with it and
to learn good places to increase/decrease speed.

Inspired by the learning stage performed by humans, some approaches have
proposed to use Deep Learning (DL) to train a Convolutional Neural Networks
(CNN) to be used as neural pilots that can regress flight commands from camera
images [23]. DeepPilot is an approach where a CNN is taught basic flight com-
mands given a set of consecutive images depicting a gate. Following a reactive
approach, the flight commands aim to align the drone w.r.t. the gate’s centre for
further crossing. Although the model could pilot the drone to effectively navi-
gate throughout a race track, the flight speed is not very fast. Nevertheless, a
noticeable feature of DeepPilot is its ability to maintain a forward direction once
the gate stops from being observed. This is known as the blind spot zone of the
gate [2], which is the flight zone where the drone has to fly forwards only to cross
the gate; otherwise, it could hit the side frame of the gate.

Therefore, in the effort toward developing an autonomous artificial pilot for
ADR, in this work, we present a two-step approach that requires no information
about the race track except for the drone’s position in the arena. In a real
scenario, it is reasonable to expect that positioning could be provided by GPS,
a motion capture system [7] or visual SLAM [18]. In the first step, our approach
employs two well-known methods used in ADR: 1) an artificial pilot that has
been trained to fly towards a gate and cross it as trained to [23]; 2) a gate detector
based on the Single Shot Detector [1]. These two CNN-based methods are easy
and inexpensive to be trained compared to state-of-the-art DL methods requiring
a large amount of data. Thus, we combine them to automatically discover what
we call the enter and exit 3D points of the blind spot zone. This is, when the
drone is ready to cross the gate and when the gate has been crossed, and it is
safe for the drone to change direction. Thus, in this first step, the drone flies
autonomously throughout the race tack using the neural pilot (DeepPilot) and
the gate detector to discover the last drone’s position before entering the blind
spot and the next drone’ position where the drone has safely exited the blind
spot. For the second step, the discovered waypoints will be used by a flight
controller seeking to fly at a faster speed.

The aforementioned strategy has been evaluated in the RotorS simulator
implemented for Gazebo [8]. We compared it against the performance of a human
pilot on the same race track with very similar time results in average. We show
experiments on the flight performance when our approach performs one lap
only to discover the enter/exit blind spot waypoints and compare it to refined
waypoints obtained after completing several laps to get a group of enter/exit
waypoints from which we use the average position.

This paper has been organised as follows to convey our approach: Sect. 2
discusses the related work; Sect. 3 describes in more detail our two-step approach;
Sect. 4 presents our experimental framework; and finally, Sect. 5 outlines our
conclusions and future work.
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2 Related Work

Autonomous Drone Racing (ADR) increases the complexity of the environment’s
interpretation by an artificial agent as drones have to go as fast as possible in a
small, confined environment without human intervention. Moreover, during the
race, there are difficulties in perception (blurred images, occlusions, or partial
views of the target to cross), control and trajectory tracking due to the vehicle
dynamics and localisation without GPS. Competitions such as the IEEE IROS
Autonomous Drone Racing (ADR) [19,20], the AlphaPilot [6], and Microsoft
Game of Drones [17] motivate the development strategies for artificial pilots.
Authors such as [1,9–11,19,24] used deep learning to mitigate susceptibility to
lighting conditions and the overlapping between gates.

Other works use complementary information obtained from IMU [2,13–15],
LiDAR sensors [9,10], ultrasonic sensors or optical flow [19], due to the latency
from one frame to the next affects the vehicle’s reaction. Even the visual infor-
mation does not allow us to know the status of the drone, i.e. whether it has
crossed the gate or is in the middle. [9,10] uses LiDAR sensors to detect the gate
base and [2] uses IMU and Kalman Filter to estimate when the drone is out of
the blind spot.

Another approach for ADR is flight path planning. For this, it is necessary to
know the positions of the gates and a drone’s position estimator. In robotics, the
most common localisation systems are Simultaneous Localisation and Mapping
(SLAM) and Visual Odometry [5]. Recently, position estimation methods based
on the IMU [19], using either the Kalman Filter or the Extended Kalman Filter
to obtain a position, are popular for embedded systems, such as [14]. Since the
visual or inertial position estimation system accumulates error, the trajectory
planning can be modified by the gate location [1,9,10], relative position [2–
4,12,14], actions [19], velocity, or even the drone’s direction [11,12].

In contrast to visual localisation or pose estimation methods, motion capture
systems do not accumulate errors and provide positions up 500 Hz. This system
allows executing agile flight at high speed. Authors in [7] present a solution using
36 VICON (motion capture system) and calculate the time-optimal trajectory.
The authors give the positions of the gates (waypoints) and pre-calculate the
optimal flight path concatenating the waypoints for a single lap multiple times.

However, authors in [21] state that in the solution presented by Foehn in [7],
the drone is incapable of exploring and learning from experience to improve the
visibility of gates by choosing an entry angle as human pilots. Instead, the drone
can perform a flight only if it knows a sequence of waypoints.

3 Methodology

In this section, we present the components of our system, see Fig. 1. We begin
by describing the first step composed of the Neural Pilot used to guide the
drone on the race track and the gate detection network used to discover a set
of waypoints. Next, we describe the second step, which consists of the flight
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controller that uses the discovered waypoints, whose position is taken from the
drone’s position observed with the Gazebo’s global localisation system.

Fig. 1. Schematic view of our approach where we propose to use a gate detection to
discover the waypoints while DeepPilot, a neural pilot, flies the drone autonomously
on a race track. Our approach comprises two stages. The first stage consist of exploring
the race track to discover 3D points related to the drone’s position when it is about
to enter the gate and after exiting the gate during crossing. This step generates a
set of waypoints used by the controller in the second step to effectively fly the drone
throughout the track without collisions. A video illustrating our approach can be seen
at https://youtu.be/kbpiWEC-mhU

3.1 Neural Pilot

As a part of the navigation stage (1), see Fig. 1, we used DeepPilot to guide the
drone on the race track autonomously. DeepPilot is a neural pilot that associates
a set of images with a flight signal to produce translational and rotational motion
as a tuple (Sφ, Sθ, Sψ, Sh), which corresponds to the signal values in roll, pitch,
yaw and altitude [23]. The tuple acquired by DeepPilot is sent to the drone’s
internal control to navigate autonomously through the race track.

The computational model learned seven basic movements: right, left, up,
down, right rotation, left rotation and forward displacement. Since there is ambi-
guity in the control signals between roll and yaw, the authors generated three
specialised models, one for roll and pitch signals, one for yaw and one for alti-
tude. Therefore their architecture is composed of three branches to obtain the
flight signals in parallel. Each branch comprises four convolutional layers, three
inception modules, one fully connected layer and one regressor.

https://youtu.be/kbpiWEC-mhU
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3.2 Gate Detector

In this work, we use a reduced variant of the Single Shot Detector (SSD) network
[16], called SSD7, to minimise the training and search time. This network is a
fast multi-category object detector that combines predictions on multiple feature
maps of different sizes, producing detections at high and low levels of the image
by applying convolution filters.

The SSD7 network architecture is based on a VGG16 image classification
network and an auxiliary structure composed of 7 convolution layers. The aux-
iliary structure obtains multi-scale feature maps and convolutional predictions
to know the bounding box displacement and the box’s position relative to the
location of each feature map.

To detect the gate in the race track, the SSD7 was trained to identify the
gates in different positions, and overlapping views as in [1,2,9,10] where images
from real environments (indoors and outdoors) and from the Gazebo simulator
are used.

3.3 Waypoint Discovery

To discover the effective waypoints to cross a gate, we use the DeepPilot network
[23] to guide a drone on a race track autonomously and a Single Shot Detector to
visually identify the gates. Also, we use the global position of the drone provided
by the simulator. Finally, to obtain the set of successful waypoints autonomously
to complete the race track without collisions, we implement a state machine
composed of four estates as detailed below, see Fig. 2.

In state one, there are two cases. First, if the detection of the gate is active,
it continues in state 1. Additionally, the algorithm evaluates whether the area of
the current detection is larger than the largest registered area, then the largest
area updates its value by the area of the current detection. In the second case, if
there is no detection of the gate, it transitions to state two and initialises cont1
to zero, which indicates the number of times the gate has been missed.

In-state two, we carried out three conditions. In the first condition, if there
is no detection of the gate, there is no transition to another state and cont1 is
incremented by one. In the second condition, if condition 1 is interrupted, i.e. if
there is detection, the cont1 is reset to zero and transitions to state 1. Finally, in
the third condition, if cont1 is equal to a number of frames (nf), the algorithm
adds to a list drone’s 3d coordinates to indicate the entrance to the blind spot,
then transitions to state three and initialises cont2.

State three prevents a waypoint from being placed in the centre of the gate.
For this, a given time is set for the drone to leave the blind spot because if a
waypoint is placed in the centre of the gate, during the navigation using the
waypoints, the drone could turn towards the next gate without first exiting the
blind spot zone, then the risk of collision is bigger. Therefore cont2 increments
by one unit each time it is in state three and can only transition to state four if
there is a gate detection and if cont2 is greater than or equal to a nf.
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In-state four, two actions are performed to remove a false positive, in case
one has been detected, otherwise it adds the exit waypoint. For the former, the
algorithm evaluates if the gate area is greater than 75% of the size of the largest
recorded area; if this is true, then that waypoint is removed since once the drone
exits the blind spot, the next gate to be observed should have an area smaller
than the largest area recorded before entering the blind spot zone. Otherwise,
the drone’s 3D coordinates are added to the list to indicate the exit waypoint,
and then it transitions to state one and resets the largest area to zero.

Fig. 2. State machine implemented in our proposed approach to discover the waypoints
representing enter and exit drone positions in the blind spot zone. These waypoints are
used by the waypoint controller to perform a much faster flight later on.

3.4 Waypoint Controller

We implemented a proportional integral controller for roll and height, a propor-
tional controller for yaw, and pitch was set to a the maximum control signal
1 to move the drone forward as quick as possible. When the distance between
the drone and the enter waypoint was less than 3 m, the controller switches to a
proportional controller that reduced the speed from 1 up to 0.5. This helped the
drone to gradually reduce the speed to enable it to reduce the motion inertia,
thus enabling the drone to turn towards the exit waypoint. This was particularly
useful in curve sections of the race track where the turn implied a large angle
change in yaw. This controller uses the drone’s current position obtained by the
Gazebo simulator to calculate the errors between the current drone’s position
and the reference waypoint.

Assuming that the drone flies on a horizontal plane, we operate with vec-
tors obtained from the translation t and rotation matrix R estimated with the
Gazebo simulator. Using a unit vector v = [1, 0, 0], a heading vector is set as
h = Rv. A departing waypoint ws and the next waypoint wg are used to define
the direction vector d = wg −ws, with its corresponding rotation matrix repre-
sentation Rd = Rot(d), where Rot(·) is a function that calculates such matrix.
Finally, we compute the drone’s position relative to ws:

r = R�
d (t − ws) (1)
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The control signals are calculated as follows:

sθ =
{

1 : (‖d‖ − rx) > 3
0.5 + 0.5 (‖d‖−rx)

3 : (‖d‖ − rx) ≤ 3
(2)

sφ = Kpφ
(−ry) + Kiφ

∫
(−ry)dt (3)

n = d × h (4)

sψ = Kpψ
sign(n)acos

(
d · h

‖d‖‖h‖
)

(5)

sh = Kph
(wgz − rz) + Kih

∫
(wgz − rz)dt (6)

where sign is defined as:

sign(n) =
{

1 : nz ≥ 0
−1 : nz < 0 (7)

and wg = [wgx, wgy, wgz], r = [rx, ry, rz], n = [nx, ny, nz].
Our controller received the pose estimation, published by the Gazebo simula-

tor at 1000 Hz, see Fig. 1 and the set of enter/exit blind spot waypoints. Finally,
the gains Kpφ

,Kiφ
,Kpψ

,Kph
,Kih

were tuned empirically aiming to avoid oscil-
lations or excessive flight speed that would make the drone hit a gate.

4 Experiments

4.1 System Overview

We used the Alienware R5 laptop to carry out our experimental framework.
This laptop has a corei7 processor, 32GB of RAM and an NVIDIA GTX 1070
graphics card. Also, it runs the Ubuntu 18.04 LTs operating system and the
Robot Operating System (ROS) Melodic Morenia version. To run the SSD7
and DeepPilot networks, we used an NVIDIA GTX 1070 graphics card, Keras
2.3.1 and TensorFlow 1.15 frameworks. To emulate the Parrot Bebop 2 vehi-
cle for the experimental framework, we used the Gazebo 9 simulator and the
rotors simulator package [8].

Our communication architecture is based on ROS. For the simulation envi-
ronment, we use RotorS [8] and its corresponding package rotors simulators that
runs on top Gazebo, which provides a video stream from the onboard cam-
era of the Bebop2 at 80 fps and simultaneously receives information to control
the Bebop2. The second node, DeepPilot, acquires the video stream, generates
an mosaic image (updated every five frames) and provides four flight signals
(Sφ, Sθ, Sψ, Sh) at 25 fps. The third node, Gate Detector, receives the video
stream from the Bebop2, applies the trained gate detection model, and pro-
vides the two waypoints discovered for each gate, labelling as enter and exit
waypoints accordingly; this node runs at 80 fps. We used DeepPilot and Gate
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Fig. 3. Left figure show a top view of the race track, composed of 18 gates at different
heights and orientations in the RotorS simulator. The race track extends over 68 m ×
49 m and has gate spacing of 6 m to 15m. The dimensions of gates are shown to the
right. Each gate has a square frame of 1 m × 1 m × 0.05 m. Note that we highlighted
the gates to indicate the order in which the gates have to be crossed.

Detector nodes simultaneously to obtain the blind spot waypoints while Deep-
Pilot Guided the Drone throughout the race track.

The fourth node called Waypoint Controller uses the discovered waypoints
and the global position of the drone (obtained from the Gazebo simulator) to
fly the drone to cross all gates in the race track. Finally, a five-node Keyboard
is used only to initiate or cancel the autonomous flight. It should be clear that
before each experiment, no information is given to the system regarding the race
track (i.e., number of gates or their position/orientation/height).

4.2 Race Track Description

We show our test race track in Fig. 3, which extends over 68m × 49m, and we
set 18 gates in an ellipse shape to vary the orientations and height. Each gate
has a square frame of 1m × 1m × 0.05m, a reduce crossing space that adds up
to the difficulty of racing in the track. Gates 1, 2, 3, 5, 9, 12 and 14 are 2m high,
gates 4, 7, 8, 11, 13, 15, 16 and 18 are 2.5 m high, and gates 6, 10 and 17 are
3 m high as indicates Fig. 3, and the spacing between gates is 6 m to 15 m. Note
that some gates in this track imply significant turns for the drone, which makes
it difficult to fly at constant speed, such as it happens in real race tracks.

4.3 Experiment Constraints

We defined the following constraints for our experiments: 1) No prior informa-
tion about the track is provided to the system. This means that there is no
information about the size of the arena or the shape of the race track; 2) The
number of gates, their size, height, orientation and positions are unknown to
the system; 3) The drone only knows its global position in the arena provided
by Gazebo; 4) During the discovery stage, the vehicle will not have access to
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Fig. 4. Drone trajectories generated when the drone is flown by a human pilot
(magenta), when flown by DeepPilot (yellow) and when flown by the waypoint con-
troller (cyan). The discovered enter waypoint is depicted in blue and the discover exit
waypoint is depicted in red. Top view of these trajectories are shown in (a). The side
view in (b) helps to appreciate tha DeepPilot exhibits more oscillations, whereas the
human pilot and the waypoint controller performs very similarly. A video illustrating
our approach can be seen at https://youtu.be/kbpiWEC-mhU (Color figure online)

external feedback; 5) In the navigation stage (second step of our approach), the
modules of step 1 are disabled, and only the controller for waypoint navigation
is active.

It should also be stated that the human pilot in these experiments has a large
experience in flying real drones, mostly quadrotors, in both indoor and outdoor
scenarios. Although this pilot is not a professional drone racer, the pilot is well
acquainted in flying the drone in the RotorS simulator and had the opportunity
to fly dozens of times in the race track used in these experiments.

Figure 4(a) compares the trajectories performed by a human pilot, illustrated
in magenta, and the performed by DeepPilot, highlighted in yellow. Also shown
are the entry (blue) and exit (red) points discovered in the blind spot zone
of each gate. These points were discovered with one lap. In the same figure,
the human pilot seems to perform with a more stable trajectory. DeepPilot
produces multiple oscillations, especially between gates. When navigating with
the waypoint controller, it exhibits stable movements, very similar to that of the
human pilot. Figure 4(b) helps to appreciate the variations in height for all these
approaches, with DeepPilot having larger oscillations.

In Fig. 5, we show a top view of the race track, where the entry (cyan blue)
and exit (yellow) points of the blind spot are found after 10 laps using DeepPilot
and the gate detection with our approach. Also, the averaged waypoints of the
enter and exit points of the blind spot are shown in blue and red. We also show
the drone trajectories obtained with the waypoint controller for 10 runs. To the
right, the square shows a zoom-in area to show the trajectories and, in this case,

https://youtu.be/kbpiWEC-mhU
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Fig. 5. Top view of ten drone trajectories generated by the waypoint controller using
average of the discovered waypoints. The latter were discovered during 10 laps of
our approach using DeepPilot and the gate detector. These discovered waypoints are
depicted in cyan and yellow corresponding to the enter and exit waypoints of the blind
spot zone. The average waypoints are indicated in blue and red respectively. A zoom-in
view helps to appreciate discovered enter waypoints (yellow points) and the average
waypoint (red point) plus the drone trajectories generated by the waypoint controller.
Note that the trajectories are very similar. A video illustrating our approach can be
seen at https://youtu.be/kbpiWEC-mhU (Color figure online)

Table 1. Average results for 10 runs testing the performance of a human pilot, the
neural pilot (DeepPilot), the waypoint controller using the discovered waypoints in 1
lap with our proposed approach, and the waypoint controller using averaged waypoints
discovered after 10 laps with our proposed approach.

# Runs Average Best Worst

Trajectory Time Speed Time Time

[m] [sec.] [m/s] [sec.] [sec.]

Human Pilot 10 188.19 62.64 3.0 62.4 64.8

DeepPilot 10 218.72 533.4 0.41 517.8 541.8

Waypoint Controller
(Wpts 1 Lap)

10 188.81 74.18 2.54 74 75.8

Waypoint Controller
(Avg. Wpts 10 Laps)

10 187.14 72.04 2.6 72 72.4

the different exit points found during the 10 laps of DeepPilot. The average
position is shown in red. Note that for the average waypoints, the waypoint
controller generates very similar drone trajectories.

To summarise our results, Table 1 shows the average results for 10 runs testing
the performance of a human pilot, the neural pilot (DeepPilot), the waypoint
controller using the discovered waypoints in 1 lap with our proposed approach,
and the waypoint controller using averaged waypoints discovered after 10 laps

https://youtu.be/kbpiWEC-mhU
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with our proposed approach. Clearly, DeepPilot with the gate detector takes
much more time than the human pilot (8.1 times more). However, once the
waypoints have been discovered in 1 lap, the waypoint controller reduces this
time significantly (7.8 times less). Furthermore, if more laps are allowed (10 laps)
to discover more waypoints, and the average of these waypoints is used by the
waypoint controller, then there is an additional reduction of 0.76 s, meaning that
the waypoints get better as more laps are performed. In average, the human flies
the drone at a speed of 2.88m/s, whereas, the artificial pilot using the discovered
waypoints reaches a speed of 2.80m/s, a difference that could be deemed no
significant. Still, the best time is produced by the human with less than 1.5 s
of difference with respect the waypoint controller. We are aware that in reality,
humans fly much faster than 2.88 m/s. However, for this work, we used the
minimum and maximum control signal values in the range of [−1, 1] allowed
by the RotorS simulator and that coincide with the SDK of the Bebop drone,
nevertheless, we consider these results encouraging.

5 Conclusion

Inspired by how human pilots train on an unknown race track to get familiar
with it, we have presented an approach for Autonomous Drone Racing where
an artificial pilot, trained to regress basic flight commands from camera images
where a gate is observed, is used to navigate an unknown race track at low
speed autonomously. No information about the gates (i.e., position, orientation,
height, number of gates) is known beforehand, only the drone’s position in the
arena. We use the Single Shot Detector to enable the drone to visually detect the
gates in the track and, in combination with the neural pilot, to automatically
discover the enter and exit positions of what we call the blind spot zone, i.e.,
the zone where the gate is no longer visually observed during the crossing. Once
discovered, these positions are used as only waypoints by a flight controller to
perform a much faster flight. Our approach was assessed in the RotorS simulator
and compared against the performance of a human pilot with almost the same
flight time in average, although the human performed the best flight with 1.5 s
less than the waypoint controller. We consider, however, this results encouraging
and promising for our proposed approach.

For future work, we will test with more sophisticated flight controllers that
use the discovered waypoints. We will also consider using the control signals cal-
culated by the waypoint controller to update the dataset and retrain DeepPilot.
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Abstract. Rule-based strategies and probability models are among the
most successful techniques for selecting driving behaviors of self-driving
cars. However, there is still the need to explore the combination of the
flexibility and conceptual clarity of deterministic rules with probabilistic
models to describe the uncertainty in the spacial relationships among the
entities on the road. Therefore, in this paper we propose an action policy
obtained from a probabilistic logical description of a Markov decision
process (MDP) as a behavior selection scheme for a self-driving car to
avoid collisions with other vehicles. We consider three behaviours: keep
distance, overtaking, and steady motion. The state variables of the MDP
signal the presence or absence of other vehicles in the surroundings of
the ego car. Simple probabilistic logic rules characterize the probability
distribution of the immediate future state of the autonomous car given
the current state and action. The utility model of the MDP rewards
the autonomous car when no car is ahead and it penalizes two types
of crashes accordingly to their severity. We simulated our proposal in
16 possible scenarios. The results show the appropriateness of both, the
overall system and the decision-making strategy to choose actions that
prevents potential accidents of the self-driving car.

Keywords: Autonomous vehicles · Probabilistic logic · Markov
decision processes · Computer vision

1 Introduction

The development of self-driving cars have received significant attention in the
last decades due to the potential positive effects for the future of mobility. Some
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Fig. 1. Example of the modeled environments. Left: Because there is no other car
around, the self-driving vehicle moves at a cruise speed. Second left: The self-driving
detects another car and should pass it. Three rightmost: Vehicle detects a car in front
but should not overtake and just keep distance.

of these benefits include the increase of safety or health care, and the reduction of
economic costs [1–3]. An autonomous car has several components that strongly
interact among themselves and can roughly be classified as perceptual and deci-
sion making subsystems. One of the most important elements of decision making
is the behavior selection module that decides what reactive or short-term action
(e.g., braking, accelerating, or stopping) is more convenient given the current
environment.

Neural networks, rule-based models and probabilistic models are some of
the most common representations for behavior selection. On the one hand, neu-
ral networks has a outstanding performance in learning from numerical exam-
ples and in classifying noisy or partial observations. Unfortunately, the internal
knowledge representation of neural networks is not human-readable. This condi-
tion hinders the inspection of the decision-making process, that it is essential for
self-driving cars. On the other hand, rule-based models provides understandable
descriptions of the domain, usually in the form of predicate logic rules and facts
which simplify the explanation of the decisions. Moreover, probability theory is
the most widely used scheme for handling uncertainty and despite the proposi-
tional nature of the random variables, it relaxes the binary truth assumptions
of first-order logic. Therefore, in this document, we propose an action policy
obtained from a probabilistic logic representation of an MDP as a behavior selec-
tion strategy for a self-driving car to avoid accidents with other moving vehicles.
The MDP is encoded in MDP-ProbLog [4] that is developed on top of ProbLog
[5]. Our approach allows us: i) to express spatial relationships between the self-
driving car and the other cars on the road using fairly simple probabilistic logic
rules and facts, and ii) to assign negative utilities for different potential crash
situations and positive rewards for desirable states and actions. In our setting
the self-driving car and four vehicles travel on a one-way street with two lanes.
The ego car considers three simple actions: overtaking, keep distance and steady
motion. The self-driving starts its movement in the right lane. The perceptual
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system reports if there is another car in front of it in the right lane, a car ahead
in the left lane, a car aside to the left, or a car behind it in the left lane (we call
these positions North, North-West, West and South-West, respectively). Then,
the self-driving car has to decide which action is more convenient given the pres-
ence or absence of the other vehicles. Figure 1 depicts 5 of the 16 possible settings
and the action taken on each one. We performed 160 repetitions of the previous
experiment. Our initial results shows a correct classification rate of 92.5% on a
simulated environment when testing at low speeds and 88.1% at faster speeds.

The main contribution of this paper is twofold. First, in the best of our
knowledge this is the first time a probabilistic logic approach is used to select
behaviors in autonomous vehicles. Second, it is shown the suitability of the
probabilistic logic representation to describe driving knowledge and to generate
action policies that prevent potential collisions.

2 Related Work

In [6] Chen and et al. present a hierarchical controller for autonomous vehicle
management, this controller is divided into two levels: high and low. The high
level uses readings from vehicle sensors such as camera, gps, digital map, radar,
etc. and has a finite state machine (FSM), with which it identifies the relative
position of surrounding cars, it also predicts a possible collision. This information
is passed to another FSM, which determines the behavior of the driver to avoid
possible collisions with other vehicles. At the low level, they develop a pair of
controllers: the first one for the lateral movement that the vehicle will develop
and the second one for the longitudinal movement; guaranteeing with this the
stability of the vehicle, during its advance and lane change.

In [7] Lu Huang et al. construct a 9-region grid, where the autonomous vehicle
is placed in the center, surrounded by 8 possible neighboring vehicles or empty
places. They also consider 3 classes, the obstacles, the road network and the
driving scenario. In the first class, there are the static obstacles, such as trees,
buildings, cones on the road, and also the dynamic obstacles, such as cyclists,
pedestrians and animals. In the second class, highways, urban areas and parts
of them, such as traffic lights, lane markings, etc., are considered. In the last
class, scenarios include passing through a tunnel, a bridge or a road intersection.
With this information they develop a Prolog program for decision making, and
perform the autonomous driving of the vehicle.

In [8] A. Rizaldi and M. Althoff investigate the case of a possible collision
between two autonomous vehicles, they consider that if an autonomous vehicle
complies with the traffic rules established by international conventions, then
it would be exempted from crash liability. To do this, they construct a set of
high-order logic rules and use Isabelle/HOL software to test their results.



Probabilistic Logic MDPs for Self-driving Cars 369

3 Theoretical Background

3.1 ProbLog Overview

ProbLog is a declarative language and a suite of algorithms that integrate inde-
pendent ground probabilistic facts into the syntax of Prolog programs. ProbLog
supports inductive definitions, cyclic or recursive rules, transitive relations, mul-
tiple non-mutually exclusive bodies with the same head, arbitrary atoms as
evidence, marginal and joint probabilities given the evidence, and annotated
disjunctions [9]. ProbLog follows distribution semantics proposed by T. Sato
[10] for calculating the probability of a query or goal given a probabilistic logic
program. A ProbLog program PL is an ordered pair (Fp, R), where:

1. Fp = {f1, f2, ..., fn} is a finite set of independent probabilistic facts
2. R = {r1, r2, ..., rm} is a finite set of probabilistic normal rules

A probabilistic fact is a ground Prolog fact augmented with a probability value.
They can be also understood as Boolean random variables. In a similar form,
probabilistic rules are Prolog rules extended with probabilities. An important
restriction is that no head of a rule in R is a member of Fp. The probability of a
query q given a probabilistic logic program PL is obtained by the next equation:

P (q|PL) =
∑

∀L,L|=q

P (L|PL) (1)

where L is a ground logic program and the probability of q is equal to the sum
of the probability of each ground logic program L that logically entails q. The
probability P (L|PL) is calculated as follows:

P (L|PL) =
∏

fi∈L

P (fi)
∏

fi �∈L

(1 − P (fi)), (2)

that is, the product of the probability of every fact fi assumed to be true or false
under the interpretation (total choice) associated to L. For n Boolean facts,
2n logic programs can be derived. Well-founded semantics [11] is adopted for
determining whether a query is logically entailed by a ground logic program via
the well-founded model of the logic program L.

3.2 Markov Decision Processes

Markov decision processes [12] are standard models for sequential decision-
making. A (discrete time) MDP is a 4-tuple (S,A, P,R) in which:

a) S = {s1, s2, ..., sn} is a finite set of n states that are completely observable
(i.e., the current state is known)

b) A = {a1, a2, ..., am} is a finite set of m actions
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c) P (s′|a, s) is a transition function that models the uncertainty of reaching a
future state s′ ∈ S given an action a ∈ A executed in the current state s ∈ S

d) R(s, a) is a reward function for each pair (s, a)

The reward function is used to compute the cumulative expected reward
V π(s) of a state s, that corresponds to the immediate reward for the state-
action pair, plus the average of the cumulative future rewards from the next
states following a fixed policy π. The solution of the MDP is an optimal action
policy π∗ that maximizes the value V π(s) of each state s accordingly to the
Bellman’s equation:

V π(s) = R(s, π(s) = a) + γ
∑

s′∈S

V π(s′)P (s′|π(s) = a, s) (3)

where γ ∈ [0, 1) is a discount factor for infinite-horizon MDP. The optimal policy
can be obtained by algorithms such as value iteration (iterative maximization
of the value of each state over all possible actions until convergence) and policy
iteration (the iterative improvement of policies from an arbitrary initial policy).
As the number of states increases, a factorization of the transition function
[13] using state variables is more convenient. The assignment of values to state
variables defines the states of the MDP. This factored representation of states
has the advantage of simplifying the transition model by focusing on the effect
of the actions over subsets of the state variables.

3.3 MDP-ProbLog

MDP-ProbLog models infinite horizon factored MDPs. The tuple (At, Fp, R) is
a n MDP-ProbLog program if:

i) At is a finite set of atomic formulas that is divided into:
(1) SF , a finite set of state (or fluent) variables
(2) A, a finite set of action predicates
(3) U , a set of utility predicates

ii) Fp is a finite set of auxiliary probabilistic facts
iii) R is a set of rules categorized as:

(a) Tr, a finite set of transition rules
(b) Rr, a finite set of reward rules

Special predicates are used to declare these elements. For example, state
variables are identified with the unary predicate ‘state fluent’, and actions are
denoted with the predicate ‘action’ that receive as parameter the identifier of a
state variable and action, respectively. The predicate ‘utility’ assigns a positive
or negative reward to actions and states of the MDP. MDP-ProbLog uses the
algorithm value iteration for solving the MDP.
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Fig. 2. MDP States to model the environment. The dark grey rectangle represents the
self-driving car and the light grey rectangles are the nearby (obstacle) vehicles.

4 Methodology

4.1 Design of the Probabilistic Logic MDP

As stated above, our setting consists on a autonomous vehicle moving at a steady
speed and every time it has to decide whether to continue at a constant speed, to
overtake or to keep its distance accordingly to the existence of other cars nearby.
Figure 2 shows some of the states considered to model the environment.

Herein after North, North-West, West and South-West will be referred to
as N, NW, W and SW, respectively. States are factored by four Boolean state
variables that we call free N, free NW, free W and free SW. These state vari-
ables represent regions around the car which can be free or occupied. In MDP-
ProbLog, the syntax for the declaration of the state variables is simple. For
example, state fluent(free N) is the definition of the variable free N. The defini-
tion of the actions is straightforward too, e.g., action(keep distance).

The transition model of the MDP-ProbLog requires to know the truth value
of each state variable. These values are obtained by our visual perception system
as discussed in Sect. 4.2. Understandable probabilistic logic rules were designed
to model the transition to potential future states given the current values of the
state variables and the actions. For example, for the overtaking action we have:

0.9::free_N(1) :- free_NW(0), free_W(0), overtaking.
0.05::free_N(1) :- not(free_NW(0)), overtaking.
0.05::free_N(1) :- not(free_W(0)), overtaking.

Accordingly to first rule, free N will be true in the next epoch with a probabil-
ity of 0.9 if free NW and free W are true and the action overtaking is performed
(i.e., there is enough space to overtake). The latter two rules indicate that there
is a low probability of 0.05 of observing free N as true if there is not free space to
the northwest or to the west. Initially, we manually designed probabilistic logic
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rules for the factored transition function by considering all the state variables.
This approach resulted in several probabilistic logic rules. However, we reduced
the rules for each action by applying the resolution-like algorithm by hand on
rules that share the same probability value. In this manner, we derived fewer
and simpler rules that subsumes the original ones. Finally, the reward model is
defined as:

utility(free_N(1), 5).
utility(rear_crash(1), -30).
utility(side_crash(1), -10).
utility(keep_distance, -10).
utility(overtaking, -1).

0.99::rear_crash(1) :- not(free_N(1)), steady_motion,
not(keep_distance).
0.95::rear_crash(1) :- not(free_NW(1)), overtaking.
0.95::side_crash(1) :- not(free_W(1)), overtaking.

In this case, we assign a positive reward whenever the self-driving car has free
space in front of it, and different negative rewards for rear crashes and side swipe
crashes (Fig. 3). These negatives rewards reflects a difference on the severity of
the consequences of these types of accidents. The reward is also negative for
overtaking, as we consider that this action involves some risk of accident, and
for keeping the distance, because selecting that action delays the arrival to the
destination.

Fig. 3. Examples of states and actions that lead to the different types of crashes in our
setting: A) and B) show rear crashes. C) shows a side swipe
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4.2 Perceptual System

To simulate the environment we used the Webots simulator [14]. The simulated
car is equipped with an RGB camera, used for lane segmentation and tracking,
and a 3D-Lidar, used to detect and estimate position and speed of other vehi-
cles. Noise was added to both sensors using the tools provided by Webots. The
simulated car allows to set linear speed v and steering δ as control inputs.

Lane Segmentation and Tracking. The segmentation process is based on
Canny edge detection and Hough Transform for finding lines. Since almost half
of the image corresponds to the landscape above the horizon, and considering
that due to perspective, lanes form a triangle in front of the car, we define a region
of interest where lanes are most likely to be found, reducing the computation
time. General process for lane segmentation can be summarized in the following
steps:

1. Get the set of edges using a Canny edge detector
2. Set a triangular Region of Interest where lanes are most likely to be found
3. Use the Hough-Transform to find lines in the edges

Figure 4 show the general steps to detect lanes. Lane tracking is performed
using a proportional control that combines distance and angle to the lane border.
Consider the Fig. 5. Green lines represent the desired lines we should observe
if the car is well centered in the lane. Cyan lines represent the lines actually
observed.

Expressing lines in the normal form, (ρld, θld) and (ρrd, θrd) represent the
desired line parameters for left and right lane borders respectively, and (ρl, θl)
and (ρr, θr) represent the actual observed borders. Consider the kinematic model
of the vehicle:

Fig. 4. Segmentation Process. From top-left to bottom-right: Original image, border
detection with Canny, triangular region of interest and resulting segmented lines.
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Fig. 5. Variables for lane tracking

ẋ = v cos(θ + δ) (4)
ẏ = v sin(θ + δ) (5)

θ̇ =
v

l
sin(δ) (6)

with [x, y, θ], the current configuration of the vehicle, l, the distance from rear
to front tires and (v, δ) the linear speed (set by throttle and brake) and steering
angle, respectively, taken as control inputs. We propose the following control
laws to track lane:

v = Cb (7)
δ = Kρeρ + Kθeθ (8)

with

eρ = ((ρld − ρl + ρrd − ρr)/2)
eθ = ((θld − θl + θrd − θr)/2)

Steering is calculated based on the error between desired and observed lines.
Linear speed is set as a constant selected based on the current behavior: cruise
motion, keep distance and overtaking.

Vehicles Speed Estimation. As mentioned before, the situation we tested
consist on a decision system to choose whether to pass another car or not. Thus,
we need to estimate other cars’ position and velocity. To achieve this, we used the
3D Lidar sensor mounted on the top of the simulated vehicle. Vehicle position
and speed estimation can be summarized in the following steps:

– Point cloud filtering by distance and height
– Clustering by K-means
– Velocity estimation by Kalman Filters
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As a first step, we eliminate the points in the point-cloud that are part of the
ground. Since the 3D Lidar detects its own car, we also filter points with coor-
dinates inside a bounding box representing the car. We cluster the filtered cloud
using K-means and each centroid is taken as a position measurement to estimate
speed with a Kalman Filter.

5 Experiments and Results

Table 1 represents the policy obtained with the MDP previously described. The
symbol F means there is a car to the N, NW, SW or W and T means that
the corresponding position is free. Depending of what is detected using the lidar
sensor, we choose one of the three behaviors.

Table 1. Policy obtained from the probabilistic logic MDP.

N NW SW W Action N NW SW W Action

F F F F keep distance F F F T keep distance

T F F F Steady motion T F F T Steady motion

F T F F keep distance F T F T Overtaking

T T F F Steady motion T T F T Steady motion

F F T F keep distance F F T T keep distance

T F T F Steady motion T F T T Steady motion

F T T F keep distance F T T T Overtaking

T T T F Steady motion T T T T Steady motion

This policy was implemented using a finite state machine with the vehicles
positions as input signals and the chosen behavior as output signals. In order to
add uncertainty to the environment, we added Gaussian noise with zero-mean
both to camera and lidar. Camera noise has a Std Dev of 5% of the maximum
value. Lidar noise has a Std Dev of 0.1 m. In each test, speeds of surrounding
cars were set randomly with uniform distribution in the interval (3.0, 4.0).

To evaluate our approach, we performed an experiment with 20 repetitions
of each possible configuration listed in Table 1. 10 repetitions with slow random
speeds (in the range [3.5,5] m/s) and another 10 repetitions with faster random
speeds (in the range [5,10] m/s). The confusion matrix of the 160 repetitions
for slower speeds, that includes the number of repetitions in which the system
took correct and wrong actions is shown in Table 2. The confusion matrix for
faster speeds is shown in Table 3. Figure 6 shows an example situation where
the car chooses to overtake. As it is shown, in most cases, the car performed
the expected action and only in the 7.5% of cases, for lower speeds, and 11.87%
for faster speeds, the car selected a non-expected behavior. However, only in 4
cases the car crashed with one of the surrounding vehicles, when moving at lower
speed, and only in 7 cases, when moving at faster speeds, most likely because
an error in the position estimations.
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Table 2. Performance of the decision system with speeds in [3.5, 5] m/s

Chosen action

Ideal action Steady motion Keep distance Overtaking

Steady motion 80 0 0

Keep distance 0 57 3

Overtaking 0 9 11

Table 3. Performance of the decision system with speeds in [5, 10] m/s

Chosen action

Ideal action Steady motion Keep distance Overtaking

Steady motion 80 0 0

Keep distance 0 44 16

Overtaking 0 3 17

Fig. 6. Example of the overtaking behavior.

6 Conclusions and Future Work

We have presented a probabilistic logic method to generate the action policies
of an autonomous vehicle in three behaviors: steady motion, keep distance and
overtaking. We tested the method in a simulated environment using Webots and
MDP-ProbLog. The test environment consisted of two lanes, with four possible
vehicles surrounding the autonomous vehicle. The results obtained demonstrate
that the vehicle can be driven safely and collision-free by making use of the
generated policies. As future work, the system will be tested considering more
lanes and other possible collision risk situations. Also, the decision system will
be improved to take into account the speed of surrounding vehicles, and not
only their relative positions. Finally, we propose to implement our proposal in
AutoMiny Version 4, an open source 1:10 scale autonomous vehicle developed
at the Free University of Berlin, and that is equipped with a small PC, a Lidar
sensor, a RGB-D camera, an IMU, and actuators for driving and steering. Testing
will be performed in a small car test track of 3 × 6 m.



Probabilistic Logic MDPs for Self-driving Cars 377

Acknowledgments. The authors would like to thank Vincent Derkinderen (KU Leu-
ven) and Thiago P. Bueno (University of São Paulo) for their comments and guidance
and the two anonymous reviewers for their insightful suggestions.

References
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Jesús Manuel Roa-Escalante1(B), Lourdes Gabriela Soid-Raggi2,

Aldrin Barreto-Flores1, and José Francisco Portillo-Robledo1
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Abstract. This work proposes the design of a multi-agent system to
simulate the growth of E. coli bacteria in a growth medium, based on
the behavior of the bacteria in four main phases: lag phase, exponential
phase, stationary phase and death phase. Using the multi-agent system,
we simulated each bacterium within a culture medium, employing four
main behaviors: moving, dividing, eating, and dying. Bacterial growth
is related to the temperature and volume of the growth medium that
the user enters before the simulation. The simulator was integrated as
a web application that allows visualizing the movement and growth of
bacteria, as well as graphing the population of bacteria with respect to
elapsed time, using Python, JavaScript, HTML and CSS for the design
of the website.

Keywords: Multi-agent system · Web simulator · Python · Html ·
JavaScript

1 Introduction

The bacterium E. coli (Escherichia coli) is a facultative microorganism that
predominates in the intestinal flora of humans, which generally remains harmless
in the intestine. However, when the host is weakened or immunosuppressed, it
can cause infection [9], leading to illnesses such as diarrhoea, kidney failure and
death [1]. Bacteria called anaerobes have the peculiarity of not being able to live
in contact with oxygen when they are outside the human body. On the other
hand, E. coli can survive until it finds another host [2]. There are several ways
that humans can become infected with E. coli, including contact with carrier
animals and drinking or swimming in infected water. E. coli bacteria can grow
in multiple types of water, even with different temperature ranges. Thus, the
growth of E. coli becomes more optimal when they are at high temperatures
and slows down when they remain in environments with low temperatures [1].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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E. coli make decisions to control their movement and detect the properties
of the growth medium, they have functions that allow them to focus and opti-
mize their search for nutrients, as well as an optimal development temperature.
This bacterium can avoid alkaline and acidic environments, also substances that
affect its ability to move and replicate. In [7] the authors mention that E. coli
populations show intelligent behavior, so they can be considered as a multi-agent
system, whose objective is to move away from substances that affect their func-
tions and search for food. In this way, they intentionally move in a group doing
a synchronized race, looking for patterns of swarm behavior. The search result,
decision making and movement are based on the detection of a nutrient gradient.

When E. coli grows, it elongates and then splits into two halves. If fed well and
kept at 37 ◦C, E. coli bacteria will divide every 20 min [2]. In [14] the authors
build a monitoring system for the growth of E. coli capable of displaying the
growth curve. During the first phase, E. coli adapts to new environmental condi-
tions and is called the lag phase. In the second phase the E. coli population shows
exponential growth, at this stage the DNA replication activity is at its highest
level. This exponential phase ends when the nutrients in the culture medium are
depleted and the third stationary phase begins. During the stationary phase, the
E. coli population stops replicating due to lack of nutrients and accumulation of
metabolic waste. Agent-based modeling is a computational modeling that can
show an emergent interaction between cells in E. coli population [4]. The aim
of use a multi-agent system is simulate complex systems such as a population
of bacterias. Every bacteria is an independent agent and can be considered as a
decentralized system [13].

In this work we present a simulator based on a multi-agent system, which
is used to model the growth of E. coli bacteria as a function of the analysis
temperature. Using programming tools, a web page was developed, which uses a
graphical interface to initialize the study parameters, giving the user options to
take temperature values for the environment and the number of initial bacteria
within a culture medium, so that when running the simulator shows the growth
curve as a function of time, as well as the duplication and movement of the
bacteria.

2 Related Work

Predictive growth models have been generated for E. coli in order to strengthen
food quality control, giving rise to a synergy between the areas of microbiology,
statistics, mathematics and computer science, so that microbial growth models
are used to optimize food safety control [8]. In [12] different bacterial growth sim-
ulators are reviewed, these simulators are oriented to microbial behavior in food,
and it is mentioned that the most representative database is ComBase, which
consists of inactivation and microbial growth data. There are also tools such as
Sym’Previus, MicroHibro and Baseline [12], which provide analysis on the kinet-
ics of bacterial growth in vegetables and fruits, to understand the general trend
of bacterial behavior against environmental factors, which is very useful for food
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processors. Speaking of other types of simulators based on multi-agent in other
areas, in [3] they make a web application based on agents, which simulates the
presence and movement of occupants in buildings considering spatial and tem-
poral diversity, generating a new model stochastic to simulate meeting events
based on real meeting data, in addition, they manage to improve the mathe-
matical algorithms to solve the homogeneous Markov chain model for random
motion, which allows to obtain better computing performance and simulate any
number of spaces and occupants inside the building.

At [5], they use a probabilistic evacuation approach for automatic exit route
planning during a fire, and they call their simulator Aamks, which delivers the
risk value using different probability distributions and evacuation animations.
Aamks is intended for use in buildings such as offices, factories, and shopping
malls and is not intended for use on streets or stadiums. In [10], they make
a pedestrian simulator, with which they can control and improve the detailed
behaviors of the pedestrians and the changes in the conditions of the environ-
ments, this provides a simulation of the dynamics of the pedestrians to satisfy
different requests. They add a new functionality to control the simulation condi-
tions through a Ruby script within the simulation of the CrowdWalk simulator.
The result of their contribution allows to change the environments and behaviors
of the agents during the simulation, managing to carry out several simulations
in a uniform way.

3 Bacteria Model

E. coli is representing as agents, each agent perceives its environment to make
decisions. The environmental information conditions the agent behavior, every
decision modifies its internal state. We must mention that it is not possible to
have an analytical model that models the entire population since we are not
modeling the interaction globally. Having this, the simulator reinforced with a
multi-agent methodology, where it is first necessary to conceptualize the behavior
of the agent in a simple way. With this in mind, Fig. 1 shows that the bacterium
can move, divide, eat and die, and this bacterium lives in an environment that
provides a substrate for the bacterium to feed on and therefore there is a limit
on the amount of bacteria, the environment also has a temperature that modifies
the specific growth rate of the bacteria.

4 Simulator Design

Mainly it is intended that this simulator can be used through a website, this
greatly influences its development, that is why the design of this simulator is
divided into two sections, the architecture and the algorithmic stage. In the first
place, the architectural design of the simulator is based on the development of
a web application that will be executed in a free hosting service, this generates
some limitations, the most important one lies in the volatile memory provided
by the server, being in this way that the properties and memory of both the
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agents and the simulator cannot be stored inside the server, they must be stored
on the client side. The agent is created using the OOP paradigm, so all the code
will be encapsulated in an object structure. In the Table 1 the properties of the
agent are shown, these can be accessed by the simulator and other agents. In
the Table 2 you can see the agent’s memory registers, these registers are private,
only the agent has access to them. In this way, the simulator uses HTML, CSS,
JavaScript and Python, the latter as server control. Through the use of HTML,
the structure of the page is generated, with JavaScript, the HTML elements
are handled to generate the simulation, through JavaScript, through a POST
request, the data is sent to the server, which processes it and returns a response.

Fig. 1. General diagram of the behavior of the bacterium seen as an agent and its
interaction with the environment, which is made up of an amount of substrate and a
temperature value.

Table 1. Agent properties

Properties Description Data type

Self.X Value at position X Integer

Self.Y Value at position Y Integer

Self.State Live state Boolean

Self.StateDiv Duplication flag Boolean

Table 2. Agent memory

Memory Description Data type

Self.dupTick Ticks needed to duplicate Integer

Self.countTick Tick counter Integer

Self.Food Food counter Float
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Figure 2 shows that the execution of the simulation is controlled by the start
button. When this button is pressed, the bacteria are initialized. There is also
a stop button, which controls whether the simulation continues to run or stops,
each bacterium in BACTERIA is evaluated if the real bacterium divides, a new
bacterium is added to the list and the next one is evaluated, when there are
no more bacteria to evaluate, the bacteria are redrawn and the procedure is
repeated. The simulation is controlled by a timer, this timer can be configured
by the user in the interface, each execution of this timer is called tick.

Fig. 2. Flowchart that describes the general operation of the simulator.

To test the bacterium, it is first necessary to check whether it lives or dies,
if it dies, no action is taken and the test ends. On the other hand, if it lives, the
bacterium moves, feeds and evaluates whether to divide or not. The Fig. 3 shows
the flow diagram of this process.

To evaluate if bacteria lives or dies, the amount of food the agent has in
his memory is checked. If this amount is less than the established parameter,
a false value is assigned to the Self.State property, that is, the bacterium is
considered dead, otherwise a true value is assigned to mark it as alive, in the
Fig. 4 shows the flow diagram for this process. Figure 5 shows the flow diagram
for the movement of the agent, which is done by creating a Δx and a Δy with a
small random number, these are added with the X and Y property of the agent,
so redrawing the bacterium generates movement.
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Fig. 3. Flow diagram corresponding to the process of evaluating bacteria.

Fig. 4. Flowchart of the agent feeding process.
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Fig. 5. Flowchart for the process of random movement of agents.

Fig. 6. Process flow chart to evaluate if the bacteria can live or should die in relation
to the substrate.

There is the process by which the agent is fed, in which it is checked if the
current substrate value is greater than zero, if it is not, the amount of agent
feed is decreased and the process ends. If the value of the substrate is greater
than zero, then the amount of food of the agent is evaluated, if this amount is
equal to one, then the mentioned amount is reset to zero and the value of the
substrate decreases. If this quantity is not equal to one, the value of the food
increases and the value of the substrate decreases. In Fig. 6 the corresponding
diagram illustrates the process. And finally, to perform the division, it is verified
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if the tick counter is equal to the number of ticks necessary for the duplication,
if this is true the duplication flag is activated, otherwise it remains deactivated,
in the Fig. 7 shows the corresponding diagram.

Fig. 7. Flowchart of the agent evaluation process before splitting.

Fig. 8. Graph of relationship between temperature and specific growth factor for E.
coli bacteria taken from [6].
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Finally, to assign the number of clock ticks necessary for the duplication of
the bacterium, the temperature is used, with this the specific growth factor is
calculated following the curve presented in the Fig. 8. This shows the relationship
between the specific growth factor with respect to a temperature variation [6],
with this the doubling time is obtained and the number of ticks is calculated
considering the simulation resolution introduced by the user this resolution in
minutes.

5 Results

The simulator implementation was built through a website, the Frontend was
built using HTML, CSS, JavaScript, the Backend used Python 3.9 .7. The
complete project can be found on GitHub through the following link: https://
github.com/Freyenn/SimuladorBacterias

Figure 9 shows the interface of the web application, this web is hosted by a
free service called Heroku, the simulator can be accessed through the following
link: https://movbolitatest.herokuapp.com

Fig. 9. Graphical interface of the growth simulator for E. coli bacteria.

In Fig. 10 a simulator test is carried out, in this test we set a temperature of
35 ◦C where the population of bacteria grows at high speed, on the right side of
the web simulator you can see the number of bacteria in that specific time, on
the left side there is a graph showing the total number of bacteria per entity.

Once the simulator was implemented, several tests were carried out to ver-
ify its operation. The simulator was tested by assigning the same amount of
substrate, the same simulation resolution, and the temperature was modified
to validate the change in the doubling factor of the bacteria with respect to
changes in temperature. From this, the graphs shown in Fig. 11 were obtained,

https://github.com/Freyenn/SimuladorBacterias
https://github.com/Freyenn/SimuladorBacterias
https://movbolitatest.herokuapp.com
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Fig. 10. Execution of the simulation and visualization of the results within the graph-
ical interface.

where the growth phases of a culture can be observed, that is, the lag phase,
the exponential phase, the stationary phase and the death phase, you can see a
similar behavior seen in [11].

Fig. 11. Comparison of the bacterial growth obtained from the simulation and the
growth reference.

6 Conclusions

During the modeling of the properties of the bacteria, challenges were found to
generate mathematical relationships that could represent their behavior in the
face of variations in temperature and volume of the culture medium, likewise, it
should not be forgotten that each bacterium is governed by unique characteris-
tics, given by their DNA.



Design of E. coli Growth Simulator Using Multi-agent System 391

Our main contribution is to provide the user with a functional simulator,
using a web page to have open access to any interested party. The design of the
Web page interface was developed to show, in a didactic way, the growth phases
of the E. coli bacteria with respect to the initial temperature and volume of the
culture medium, in addition, the user can place any number of bacteria before
starting the simulation, it will give you an understandable animation about the
behavior of bacteria within a culture medium, in addition to this, the population
of bacteria is displayed in a graph at each tick of the simulation clock. At the
end of the simulation, when the nutritional properties of the culture medium
are exhausted, the graphical results show all the growth phases that resemble
the real behavior subject to temperature conditions. Through the experimental
results it can be observed that the simulator generates a behavior similar to the
real behavior of the E. coli bacteria.

In the future, it is intended to develop a better growth behavior for E. coli,
including new parameters for the simulation, such as the pH in the medium,
the type of culture medium, as well as a movement of the bacteria controlled by
the concentration of nutrients in the culture medium. We also want to continue
adding new bacteria and the option to use a fully customized bacteria, through
its behavior against humidity, pH and temperature.
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Abstract. Demand forecasting impacts business profitability by assisting in
decision-making regarding production and inventory levels to meet demand, with-
out the occurrence of product shortages or waste due to excess. The supply chain
of perishable products faces a lack of application, and it is common to observe
significant losses in these sectors. To understand how demand forecasting for per-
ishable products has been performed in the literature, this study aims to conduct a
systematic review to identify themethods, the data required, and how these studies
have been evaluated. Althoughwe usually associate perishable productswith food,
any other product that cannot be stocked, or that becomes obsolete quickly or has
a short shelf life can be considered perishable. This study has shown that the most
recent approaches involve classical models such as ARIMA, andmachine learning
models such as Gradient Boosting, long short-term memory (LSTM) and support
vector regression (SVR). In addition, these models are characterized by the use
of time series supplemented with external data. To evaluate the models, statistical
indicators, such asMean Absolute Percentage Error (MAPE), are used to measure
their results and calculate RootMean Square Error (RMSE). The results presented
in this systematic review allow new studies in this area to be developed based on
the main approaches in the literature and are also an opportunity to identify new
approaches for methods yet to be more systematically explored.

Keywords: Demand forecasting · Perishable products · Forecasting models ·
Systematic review

1 Introduction

The supply chain of perishable products is an activity that deals with many uncertainties.
Demand variability causes the industry to incur significant losseswhen it is unable to flow
products or when there is a shortage of products because of unexpected high demand.
Retailers of perishable consumer goods face the challenge of forecasting demand accu-
rately in order to manage their daily operations, since their products have a short shelf
life and a high volatility of demand [1].
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The main studies involving perishable products involve optimization [3]; the use of
simulation [4]; forecasts of price, yield, demand [5] or the forecast of other variables,
such as the weight of broilers approached by Johansen et al. (2019) [6]; or even involve
the use of Internet of Things (IoT) devices as an auxiliary tool in data collection and
decision-making [7].

Although we usually associate perishable products with food, any other product that
cannot be stored or has a short shelf life can be considered perishable, such as blood
used for transfusions in hospitals, electronic products that quickly become obsolete, and
fashionable clothing and footwear products that go out of style as the seasons progress.

Through computational techniques, it is possible to employ models that assist in
forecasting demand for these products. But where to start? There is a plethora of tech-
niques and variations found in the literature, especially with the advancement ofmachine
learning. There is the need for an accurate forecast model with good efficiency and appli-
cation potential, and that reflects the real demand, with lean stock, but with margin so
that no shortage occurs.

The main question that this research sought to answer was: How have studies on
demand forecasting for perishable products been developed in the existing literature?
To understand how demand forecasting for perishable products has been performed in
the literature, this study aims to conduct a systematic review to identify the methods,
the required data, and the way in which the studies were evaluated, which may serve as
a basis for the development of new works within this theme.

The rest of this work is organized as follows: Sect. 2 presents the methodology of
this systematic review; in Sect. 3, the research results are presented; Sect. 4 discusses
the results; and finally, Sect. 5 shows the conclusions of this research.

2 Systematic Literature Review

This section describes the search and selection process that was used to obtain quality
articles for this systematic review.

2.1 Research Problem

The questions that sought to be answered were:

• What are the main data involved in forecasting demand for perishable products?
• What are the main quantitative models used in demand forecasting for perishable
products?

• What indicators were used to evaluate the solutions?

The first research question seeks to understand what data is necessary for model
experimentation, in order to guide new studies by directing what data can be collected.
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The second research question seeks to understand the main quantitative models
applied in the studies used for this review, so that this study can serve as a guide for the
choice of the most appropriate models to be used in future studies within this theme.

The third research question aims to identify the methodology used in those works to
assess the effectiveness of the quantitative models addressed. A well-defined evaluation
method is very important to find out if the results are as expected or if it is necessary to
make adjustments to the input data, changes or discard the model due to low efficiency.

2.2 Search String Definition

The databases consulted were IEEE, ACM, Web of Science and Science Direct using
a search string with the following terms: “demand AND (forecast OR forecasting OR
prediction OR predicting OR predict) AND (perishable OR fresh)”.

2.3 Inclusion and Exclusion Criteria

The inclusion and exclusion criteria for articles were defined to assist in the selection
of relevant papers that corresponded with the intended research objective and research
questions.

The exclusion criteria for the defined papers were as follows:

• Studies with less than 4 pages.
• Studies not in English.
• Studies that do not approach demand forecasting as a proposal.
• Studies that do not approach perishable products.
• Studies that do not approach quantitative models.

The inclusion criteria for papers were:

• Studies that approach quantitative models in demand forecasting for perishable
products.

2.4 Search Execution

The execution of the search and extraction of the studies occurred in themonth ofOctober
2021 and the search string was used to search for studies published between 2017 and
2021, a 5-year interval, in order to obtain the most recent papers.

A total of 308 articles were returned and cataloged in the “StArt” [11] tool to perform
data evaluation, selection, and extraction, as can be seen in Fig. 1.
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Fig. 1. Articles returned by database.

In the selection phase, from the 308 articles obtained, 60were classified as duplicates,
211 were rejected, and 37 articles were selected after reading the title, abstract and
keywords. The “StArt” [11] tool was important in this task because it has an automatic
duplicate identification mechanism and a system that compares the similarity between
the titles, abstracts, and keywords of the cataloged articles.

In the extraction phase, the articles selected in the previous step were read in full
and the inclusion and exclusion criteria were applied again. Of the 37 articles, 20 were
rejected for not meeting the inclusion criteria and 17 articles were selected for extraction
of the information from the systematic review.

3 Results

This section will present the selection of the most recent studies on demand forecasting
for perishable products and the main data found in these works, the objectives of the
studies, the techniques used, and the indicators employed in the evaluation of the results.

In the first study, Chen et al. (2019) [1] develop a model considering sales and
inventory data with data from external factors, such as weather and temperature. The
approach involves grouping franchised stores that have similar patterns.

Cristensen et al. (2021) [12] propose a new indicator for assessing forecast accuracy
by considering the availability, freshness and shelf life of fresh food. The proposal aims
to be a more efficient alternative than the other commonly used statistical indicators by
trying to reduce the variations of forecast deviations and reduce expected losses.

Cristensen et al. (2019) [13] also present the proposal of a new asymmetric valuation
indicator, aiming to penalize deviations from the forecast that compromise on-time sales,
available stock and future demand for some different types of meat. The results which
were observed are in line with what was also proposed in the study [12].

Dellino et al. (2018) [8] approach prediction for highly perishable fresh produce,
starting from preprocessing and normalization of the data and comparing three different
models. They also approach automatic optimization of the parameters used to prevent
a forecast from generating negative stocks, selling expired products, and assisting other
important decisions that help plot an executable plan on top of the generated forecast.
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Since the classic ARIMA model cannot use data combined with other variables, it is
then necessary to resort to ARIMAX and other models to make comparisons.

Dellino et al. (2017) [14] also propose a decision-making system based on demand
forecastingwith parameters adjusted by heuristic optimization. In this work, data prepro-
cessing to identify seasonality and remove noise is also approached. The study showed
there is no one model that is adequate for all cases.

Hua et al. (2021) [15] take an approach to forecasting demand as a function of the
discount offered, so that demand can bemanipulated tomeet the constraints of perishable
products according to the price being set.

Huber and Stuckenschmidt (2021) [16] workwith a bakery in which it is necessary to
optimize the use of the oven to bake various products and prevent these from losing their
freshness. A noteworthy point is that the authors made a comparison between hourly
and daily forecasting to verify which would be more assertive. This shows us that the
interval of each of the forecasts is important and is directly related to the shelf life of the
product.

Huber et al. (2017) [17] also approach a bakery and make a daily forecast for 16
products sold for 18 months in six stores. The authors did a grouping of the products to
then use ARIMA in these groups.

Khatibi et al. (2020) [18] approach the tourism industry, which is considered to be
perishable, that is, it disappears if not used. The highlight of this study is in the use of
data extracted from social media and travel websites combined with environmental data
to forecast demand for tourists. The study proved to be very relevant, and it is clear that
it is possible to work with data extracted from an alternative correlated database.

Another study involving tourism is Kulshrestha et al. (2020) [19] in which a combi-
nation of LSTM and Bayesian Network was used and showed superior results compared
to other models. The results showed that the combination of techniques can be beneficial
in some problems, however, the proposed model works as a black box (similar to other
machine learning models) in which the prediction is accurate but cannot be explained
easily.

Li, N. et al. (2021) [2] involves the demand for blood in hospitals using statistical
modeling, machine learning, and operations research to control stock levels. Keeping
excess stock can hinder availability in other hospitals, causing loss of stock that has a
shelf life of a few weeks, as well as shortages that can result in loss of life.

Li, C. et al. (2021) [20] use Exponential Factorization Machine (EFM) for products
with short life cycles, such as footwear. The appealing thing about this study is that the
authors use the sales history of other shoes that have similar attributes, since the new
shoes are new releases and had no sales history.

Priyadarshi et al. (2019) [9] approach demand forecasting for fresh food and conclude
that the models and results cannot be generalized, but they may serve as a basis for other
studies on perishable products. The authors state that the industry lacks more forecasting
applications and that factors such as consumer preference, promotions, holidays, and
seasonality affect demand.

Puchalsky et al. (2018) [21] work with two approaches: soybean price forecasting
and soybean demand forecasting, using a neural network combined with optimization
techniques to find the best parameters for the model. As in the study by Kulshrestha et al.
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(2020) [19], optimization techniques were employed to search for the best parameters
for each model, and this may contribute to more accurate and optimized results.

The work of Uzundumlu et al. (2018) [22] is a brief study that addresses the use
of ARIMA in demand forecasting for fig in Turkey. This study serves as a basis for
understanding the ease of applying ARIMA with time series data without other external
variables involved.

Yang and Sutrisno (2018) [23] approach short-term demand forecasting for a bakery
in China, using the number of sales from the first few hours to forecast the demand for
the rest of the day. One of the great advantages of having a good amount of data is the
facility of obtaining high accuracy results and easier models to build.

Finally, the study by Zhao and Setyawan (2020) [10] approaches demand forecast-
ing for bread on a daily and weekly basis. The data presented involves time series that
needed treatment to correct missing data, incorrect data, outliers and to normalize data.
Clustering helps to decrease the dimensionality of the problem and facilitates the devel-
opment and execution of the model, and is a suitable approach for when a significant
amount of data is involved.

The following is a summarized compilation of the main information from the studies
presented in relation to the research questions posed.

3.1 Main Data Found

In all the selected studies, the main source of data was time series which dealt with
demand over time, such as daily sales. In addition, these time series were used in con-
junction with other external data, for example, holiday dates, weather data, shelf life,
production and inventory volume, prices, product attributes, cost of living and customer
income, shipping information, data extracted from social networks, the discount rate
offered, and others. Table 1 shows the objectives and data used in the selected studies.

Table 1. Main data found.

Studies Objective Data

[1] Grouping of stores of perishable products
and demand forecast for these groups

Time series of 100 products and 1500 stores,
weather data, shelf life, production volume and
stock

[12] Proposal of new asymmetric indicator for
daily forecast for meat

Time series of 17 products, data from promotions
and campaigns

[13] Proposal of new asymmetric indicator for
daily forecast for meat

Time series of sales of meat categories, attributes
such as shelf life and discount

[8] Demand forecasting for fresh food (milk,
cheese, salmon) with optimization of
parameters

Time series of sales of 156 products from 19
stores (4 products were used in the study), plus
exogenous variables such as shelf life

(continued)



Quantitative Models for Forecasting Demand for Perishable Products 399

Table 1. (continued)

Studies Objective Data

[14] Demand forecasting for fresh products
supply
chain (milk, cheese, yogurt, salmon) with
optimization of parameters

Time series and prices of sales of 156 products
from 19 stores (4 products were used in the study)

[15] Demand forecasting as a function of
discounts for online retail electronics

Time series of sales of 11,000 products from 100
stores in 10 cities and discounts offered on these
sales

[16] Hourly demand forecast for a bakery Time series of sales of 14 products from 9 stores
over a period of 987 days, location, special dates,
transactions and business hours information

[17] Daily demand forecast for a bakery Time series of sales of 16 products sold for
18 months in 6 stores, plus special dates

[18] Tourism demand forecasting Time series of 27 museums and 76 US national
parks extracted from social media and travel
websites, combined with environmental and
weather data

[19] Tourism demand forecasting Time series with 75 records including country of
origin, cost of living in the country of origin, and
tourist income

[2] Predicting demand for blood in hospitals Time series with 369,481 transfusions in 60,141
patients from 2008 to 2018, plus patient
information such as age, sex, blood type,
diagnosis and 200 other variables

[20] Demand forecasting for newly launched
shoes that have no sales history

About 5000 sales records and 45 attributes related
to the products sold

[9] Demand forecasting for vegetables
(tomato, potato and onion)

Time series of daily sales for three products for
22 weeks

[21] Soybean demand forecast Sales time series with 108 samples for each of the
three available soybean groups

[22] Fig demand forecast Production time series for the last 26 years

[23] Daily demand forecast for the products of a
bakery

Time series with more than 10 million sales
records from 53 franchised stores selling 2000
different products, plus supporting variables such
as time, temperature, day of the week and
weather condition

[10] Daily and weekly demand forecast per
bread

Time series with more than 49 thousand records,
18 thousand stores grouped into 9 groups and 5 of
the main products most sold, in addition to
variables such as day of the week, holidays, store
code and consumption profile

3.2 Main Quantitative Models Used

The articles consulted employ more than one model to make comparisons and determine
which one had the best results. The models that obtained the best results in each study
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are arranged in Table 2. The number of uses of each model does not coincide with
the number of papers, since some studies found more than one suitable model for the
problem presented.

Table 2. Models that obtained the best results.

Model Uses Class Studies

ARIMA 3 Classic [14, 17, 22]

ARIMAX 2 Classic [14, 17]

SVR 2 Machine Learning [9, 18]

LSTM 2 Machine Learning [9, 16]

XGBoost and Gradient Boosting 2 Machine Learning [2, 15]

Naïve Bayes 2 Classic [12, 13]

Transfer Function 2 Classic [8, 14]

Holt-Winter 1 Classic [10]

Wavelet Neural Network (WNN) 1 Machine Learning [21]

Bayesian Network 1 Machine Learning [19]

Feed-Forward Neural Network (FFNN) 1 Machine Learning [23]

Nonlinear Autoregressive Network with Exogenous
Inputs (NARX)

1 Machine Learning [1]

Exponential Factorization Machine (EFM) 1 Classic [20]

3.3 Indicators Used to Evaluate the Solutions

The main indicators used in the studies can be seen in Table 3. The evaluation of the
performance of the solution generated by the models was mostly done by statistical
indicators. Some works have proposed new evaluation indicators derived from these sta-
tistical indicators, while other studies have used quantitative indicators as an evaluation
parameter, such as waste minimization or profit maximization.

Table 3. Main indicators used.

Indicator Uses Studies

Mean Absolute Percentage Error (MAPE) 11 [2, 9, 10, 12, 13, 16–21]

Measure Root Mean Square Error (RMSE) 10 [2, 8, 9, 12–14, 16, 17, 19, 23]

Mean Absolute Error (MAE) 7 [8, 13, 14, 16, 19, 20, 23]

Mean Square Error (MSE) 6 [9, 10, 13, 14, 21, 23]

Median Absolute Deviation (MAD) 2 [9, 10]

Max Absolute Error (MaxAE) 2 [8, 14]
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4 Discussion

The results show that recent studies have similar methodologies, with the particular-
ity that some use classical models, while others use machine learning approaches in
forecasting demand for perishable products.

14 studies directly approached the use of quantitativemodels, while other two studies
focused on proposing or comparing the indicators of these quantitative models. A single
study took an approach with a semi-parametric model in which it combined demand
forecasting with the discounts offered, and in this way, it was possible to obtain an
estimated demand according to the discount rate.

The studies selected predominantly involve food as perishable products, but we also
obtained studies focusing on the demand for blood in hospitals, for footwear and fashion
items, for tourism, and on the demand for electronic products. All these approaches are
considered perishable products since they have a shelf life in which they deteriorate or
become obsolete, or they cannot be stocked as in the case of tourism.

The main data of these works were provided by time series. Time series can be
organized so that patterns can be found, such as trends and seasonality [10]. A time
series is a stochastic process observed sequentially over time in which a mathematical
model can be identified to describe it [8].

In addition to demand time series, many authors have approached the use of external
data to add attributes to the information in these time series to improve predictability and
establish a better relationship between demand and external variables. It is necessary
to obtain detailed data that includes sales and inventory records, with environmental
factors such as temperature, weather, and wind speed [1]. Exchange rates, fuel prices,
climate change, crises and epidemics could cause deviations in forecasting demand for
perishables, especially in tourism [18].

Khatibi et al. (2020) [18], for example, approach the extraction of social network
data to be used as external variables in conjunction with tourism time series for more
assertive demand forecasting. Tourism products are considered perishable, since a seat
on a flight or an unoccupied hotel room represents loss of profitability relative to the
time elapsed. In the case of using classical models, it is necessary to pre-process the data
for smoothing and normalization, removing outliers if necessary. On the other hand,
machine learning models can handle these discrepancies better, without the need for
preprocessing, but this is not to say that it cannot be done.

When analyzing the most used models, it was noted that the classical models are the
most covered in the studies, especially the ARIMA and ARIMAX. The ARIMA is the
classical model most used in the literature, because it performs well, it is flexible and
easy to implement, and it is normally used for comparison with more sophisticated mod-
els [14]. It is one of the models most widely used to understand and forecast seasonal
demands and time series [9]. The main application of ARIMA is in short-term fore-
casting, and ARIMAX is an approach more suitable for seasonal data [18]. ARIMAX
considers the time series together with other external variables [14].

When the focus is on machine learning, LSTM, SVR and Gradient Boosting (dis-
cussed as a variation called XGBoost) are the most widely applied models, although
many studies approach other variations involving neural networks. The LSTM neural
network is a specialized recurrent neural network (RNN) that can learn from long-term
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data and performs better on nonlinear models than the ARIMA and the backpropagation
neural network. The Gradient Boosting (GBR and XGBoost) consists of using decision
trees to make predictions and these techniques can be classified as Ensemble Learnings
[9]. The XGBoost is a variation of Gradient Boosting that consists of using smaller mod-
els to build a more general model. SVR (Support Vector Regression) is derived from
the widely used SVM (Support Vector Machine) for regression, which uses a linear
regression on a nonlinear data set [18].

As for the evaluation of the model, studies generally use the same indicators to
evaluate the results. These indicators are statistical and themost used to compare different
models on the same dataset areRMSE,MAE,MSE andMaxAE.When having a different
set of data for the same model, it is necessary to resort to relative indicators such as
MAPE, being careful to avoid bases with missing data or very close to zero. Usually, the
indicator of the quality of ARIMA forecast models is the Mean Square Error (MSE).
The MAE is used when one wants to minimize the absolute deviation [14]. The RMSE
is used to compare forecast errors of models using the same data [18]. The most used
indicator in the studies selected is the Mean Absolute Percentage Error (MAPE).

This study can serve as a basis for the development of newworks on demand forecast-
ing for perishable products, helping to identify some of themost widely used quantitative
computationalmodels and the evaluation indicators used tomeasure the results, aswell as
contributing to the contextualization of the problem and the construction of the models.

5 Conclusion

Demand forecasting for perishable products is an approach that has been gaining space,
but there are still few reports of its application in the literature. The supply chain of this
sector needs to better forecast and control its operations to prevent losses due to obsolete
or degraded products, or to prevent the lack of product availability from leading to the
loss of the opportunity to meet the demand.

This study showed that the most recent approaches involve classical models, such
as ARIMA, and machine learning models such as Gradient Boosting, LSTM, and SVR.
In addition, they are characterized by the use of time series supplemented with external
data. To evaluate these models, statistical indicators are used to measure the results,
such as Mean Absolute Percentage Error (MAPE) and Measure Root Mean Square
Error (RMSE).

The results presented in this systematic review allow new studies in this area to be
developed based on the main approaches in the literature and are also an opportunity
to identify new approaches for methods yet to be more systematically explored. It is
recommended that new in-depth studies be developed on the models and indicators
raised, since there is an infinite number of possibilities of application and complexity that
have been approached only briefly in this paper, or else, that have not been approached
because they are not part of the recent literature.
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Abstract. Proper management of pain in the course of labor prevents
complications during the process that may put the health of the mother-
child binomial at risk. In this sense, epidural neuraxial analgesia helps
attenuate the stress response and provides local insensibility during
and after labor. However, specialists often assess anesthetic effectiveness
using conventional approaches such results are highly subjective, exhaus-
tive, and invasive to the patient. To address these issues, we present
FeetGUI, a low-cost, easy-to-use, and portable computer vision-based
tool that allows users to estimate the effectiveness of epidural anesthe-
sia. FeetGUI comprises a set of functionalities based on computer vision
techniques for infrared thermography imaging analysis, resulting in a
support tool that improves anesthetic evaluation procedures.

1 Problem Statement

Uncontrolled pain during birth-giving produces significant complications related
to the healthy of binomial mother-son [1]. In this sense, epidural anesthesia helps
to attenuate the stress response and provides local insensibility during and after
labor [2]. Nevertheless, in some cases, this type of anesthesia results ineffective (in
up 32%), implying an increase in the repetition of anesthetic doses. In addition,
another problem of regional anesthesia is its high subjectivity in performance
feedback, leading to high false positive and negative rates [3]. Besides, current
procedures evaluates epidural anesthetic performance using [4]: assessment of the
sensory thermoalgesic effect, electrophysiological modality through tests, and
modalities based on imaging techniques. Nonetheless, none of these methods
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possess the requirements of low-cost implementation, minimal invasiveness, and
high reliability at the same time.

2 Results and Contributions

With these above factors in mind, we were motivated to create FeetGUI. This
Python-based, low-cost, and portable tool employs embedded systems as the
technology intending to support the anesthetic protocol by describing tempera-
ture changes in feet dermatomes using computer vision algorithms. As a result,
we can estimate the effectiveness of epidural anesthesia, which is vital for med-
ical decision-making, like the re-application of pharmacological mixtures in a
suitable dose and timing. Feet-GUI features and functionalities are illustrated in
Fig. 1. FeetGUI is designed to impact the fields of anesthetic medical research,
facilitating behavioral analysis of epidural blockade in this community. With
FeetGUI, the capability to evaluate and follow up the anesthesia effectiveness is
enhanced and greatly simplified, avoiding the subjectivity issue. In this sense, the
researchers can quickly generate new capture sessions in a fraction of the time it
takes to connect the thermography camera, turn on the embedded system, and
carry out the temperature recordings themselves from FeetGUI. Likewise, the
impact on the target population (pregnant women) is significant since a correct
characterization of temperature changes in feet dermatomes, generated during
epidural anesthetic procedure and minutes after, provides better support and
understanding of pain relief during labor.

(a) Capture tab. (b) Info tab. (c) Analysis tab.

(d) User configurable fea-
tures. (e) FeetGUI report.

Fig. 1. FEET-GUI artificial intelligence features overview. Installation instructions can
be found in the official repository (https://github.com/UN-GCPDS/FEET-GUI).

https://github.com/UN-GCPDS/FEET-GUI
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Abstract. The challenge of this work is to propose a solution that is not only
capable of helping the deaf in the production of their sentences in Libras but at
the same time translating them into Portuguese. It is proposed a translator based
solely on morphological and syntactic classifications in the first version.
Showing themselves as encouraging, the results are being useful to help UX
development in building an interface to support the words typed by deaf users,
although on the other side it proved unsuitable for dealing with more elaborate
syntactic structures.

Keywords: Accessibility � Brazilian sign language � Libras � Machine
translation � Gloss-to-text � Rule- based � Artificial intelligence

1 Problem Statement

The general objective of this article is to develop a tool to help deaf individuals whose
primary language is Libras in the insertion of texts in written Portuguese in information
and communication technology input devices like notebooks, smartphones, and tablets
[1].

2 Results and Contributions

The translation software receives a text as input, and, after a few processing steps, the
result is a text close to spoken Portuguese. To do this, the first step is by tokenization
and tagging of input sentences (dividing sentences into the smallest feasible unit, such
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as words, numerals, and symbols), the second step is by an identification of verbal
elements and verbal inflection and finally applying logical rules for grammatical sen-
tence construction. A preliminary gloss-to-text translator for Libras was configured in
the context of banking situations faced by deaf users to validate the proposed approach
[2, 3].

Some examples of the application of these rules are presented in Table 1.

It can be verified from this table and from the other tests performed that:

• Sentences with more than one paragraph are not correctly translated.
• Additional marking information is needed in sentences entered by the deaf for

proper translation (e.g., adverbs of time) and sentence punctuation is not entered.

As contributions to this research, the following stand out:

• The observation of the need to create a grammar as future work to improve the
proposed process.

• Need for additional information for marking sentences inserted by the deaf for
proper translation. This contribution is especially important when applied to UX
development in building an interface to support the words typed by deaf users.

References

1. Bidarra, J.: PORLIBRAS: Fundamentos para a Implementação de Ferramentas Computa-
cionais para suporte ao Desenvolvimento de um Sistema bilíngue de Tradução Automática
Português-Libras, Projeto de Pesquisa. Universidade Estadual do Oeste do Paraná
(UNIOESTE) (2018). (em curso)

2. Pandey, S., Pandey, S.K.: Applying natural language processing capabilities in computerized
textual analysis to measure organizational culture. Organ. Res. Methods 22(3), 765–797
(2019)

3. Klein, D., Manning, C.D.: Natural language grammar induction with a generative constituent-
context model. Pattern Recogn. 38(9), 1407–1419 (2005)

Table 1. Translator Input/Translator Output/Expected Phrases

Translator input (Simple
sentences)

Translator output (Simple
sentences)
P: Portuguese, E: English

Expected phrase (Simple
sentences)

(P) eu emprestar dinheiro (P) Eu empresto dinheiro (P) Eu empresto dinheiro
(E) I to borrow money (E) I borrow money (E) I borrow money
Translator input (compound
sentences)

Translator output
(compound sentences)

Correct sentences (compound
sentences)

(P) eu emprestar dinheiro ele
devolver amanhã dinheiro

(P) eu emprestarei amanhã
dinheiro devolve dinheiro

(P) Eu empresto dinheiro. Ele
devolverá dinheiro amanhã

(E) I to borrow money he to
return tomorrow money

(E) I will borrow tomorrow
money return money

(E) I borrow money. He will
return money tomorrow
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Abstract. One of the reasons for fatality due to heart disease is that the
risks are not identified or are only identified at a later stage. Dempster-
Shafer theory approach considers the beliefs attached to each source
to consolidate the hypotheses information to develop a classifier with
higher precision. We propose a novel approach based on Bayesian net and
linear regression to adjust the beliefs. We generate a credibility index to
generate a basic probability assignment. We have used the model in the
heart disease discovery domain using the dataset UCI from Cleaveland
University. The results obtained a precision of 95%.

Keywords: Dempster-shafer theory · Machine learning · Heart
diseases

1 Problem Statement

Some risk factors contributing to cardiovascular disease (CVD) are age, fam-
ily history, sex and others are controllable as smoking, cholesterol, poor diet,
high blood pressure, obesity, physical inactivity and drinking. Diabetes and high
blood pressure are hereditary risk factors for CVD [4].

Is chest pain a symptom or effect of CVD? The diagnosis of CVD involves
many aspects of uncertainty. Evidence theory is an ally of machine learning
methods to improve the diagnostic task. An accurate and adequate diagnosis of
the risk of CVD in patients becomes necessary to reduce the risk of progression
of CVD [1]. We instantiate the created model in [3] and propose a novel app-
roach based on the Bayesian net and linear regression to generate a credibility
index that more accurately generates basic probability assignment at Dempster-
Shafer’s belief.

2 Contributions and Results

The database UCI heart disease Cleveland Heart Disease Database (CHDD) is
the most used database for CVD research [2] gathers general patient attributes
and fields containing values from different blood measurements and information
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about patient risk conditions or diseases. There are two demographic attribute
variables “age” and “sex”. The variable “num” is the class variable. Of the
fourteen fields of dataset, were used 5, divided into three categories:

– Blood factor: Variables used to include blood analysis in the CI (fields
“trestbps”,“chol”,“thalach”)

– Diseases: Variable used to include diabetes factor as a patient’s illness (field
“fbs”)

– Time factor: electrocardiogram(ECG) results are summarized in a linear
regression analysis reflecting the trend (from field “restecg”).

The contributions of this method provide a causal and a temporal component.
The causal component created bayesian net demonstrated that the model allowed
the identification of causal relationships for CVD, with heart rate “thal” and
“sex” being the variables identified as causal for the diagnosis and detection
of CVD “num. The causal structure can be inferred: ”Sex” =⇒ ”tal” =⇒
”num”. On the other hand, it is observed that CVDs are the causes of pain or
discomfort in the chest field “exang”, another inference ”num” =⇒ ”exang” is
characterized.

The temporal analysis generated results of the ECG are summarized in a
linear regression analysis reflecting the trend by the field “restecg”. With an
expected frequency “tal” = 3, there is a greater probability of not suffering from
any disease (p = 38.9%). In contrast, with altered frequency (“tal” = 7) the most
significant risk is concentrated in the worsened presence (p=21.1%). The results
of probabilistic inference show the probability of suffering from CVD (“num”>0)
when there is an average heart rate (“thal”=3), or there are defects in the rate
(“thal” = 6 or 7 ).

The relationship ”num” =⇒ ”exang” =⇒ ”cp” means that heart con-
ditions cause chest pain, not the other way around. The field “exang” refers to
chest pain from exercise and “cp” to chest pain in general, so the former implies
the latter. The relationship ”sex” =⇒ ”thal” =⇒ ”num” is also natural
since sex could determine the predisposition to thalassemia disease and this, in
turn, would imply future CVD, The disease’s usual symptoms can be confused
with CVD. It would be a false positive for CVD. The importance of the “thal”
variable to avoid CVD false positives proved relevant to increasing the model’s
precision.
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Abstract. As connectivity has been introduced to the car industry,
automotive companies have in-use cars which are connected to the inter-
net. A key concern in this context represents the difficulty of knowing
how the connection quality changes over time and if there are associated
issues. In this work we describe the use of CDR data from connected cars
supplied by Volvo to build and study forecasting models that predict how
relevant KPIs change over time. Our experiments show promising results
for this predictive task, which can lead to improving user experience of
connectivity in smart vehicles.

1 Problem Statement

The connected car is a vehicle equipped with wireless communication capabil-
ities, being defined by its devices within, that connect with devices, networks,
and services outside the car, including other cars and infrastructure [2]. Apart
from providing transportation and communication capabilities, these connected
cars also provide additional services in different categories like safety applica-
tion, efficiency and infotainment. Often, predicting network health is interesting
to network service providers to assess the quality of service (QoS), or to car man-
ufacturers, as they are the connection point between customers and the internet
service providers (ISP), meaning customers’ quality of experience (QoE) is of
more interest to them [1].

In this work we investigate the task of predicting connectivity-related KPIs in
smart vehicles. These forecasts can then be used for anomaly detection by com-
paring them to the true values when those are collected in real-time. The dataset
used is the CDR (Call Data Record) network data, collected from Volvo’s differ-
ent mobile network operators. The CDR dataset comprises data collected from
103 countries for a period of 2 months, consisting of a total of 509.009 instances.
The data is aggregated by country according to a 15 min time-steps and contains
the following information: which country the car is in; what operator the car is
connected to; unique International Mobile Subscriber Identity (IMSI) number
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of the SIM embedded in the TCU unit of the car, what type of call is made
(which is represented by access point name); how much data is being uploaded
and downloaded. The KPIs used in our experiments are as follows: the average
upload-data based on country and time; the average download-data based on
country and time; the rate of zero-data-sessions (zero data sessions are when
a session is established but no data is sent, which indicates some type of fault
occurring); the average number of active connections based on time of day, day
of the week, and country.

2 Empirical Results

We chose to evaluate the following ML models: LSTM, MLP and Random Forest
Regression. All of the abovementioned predictive models are known to perform
well in timeseries forecasting and have been described by multiple sources as
being useful in predicting similar type of data [3]. The predictors all seem to
have worked fairly well for three of our four metrics. On the total count, the
average upload, and the average download the RMSE is low for all the models,
with similar values. We have observed that the Random Forest regression model
performed better than the MLP, but they were both comparable and similar in
performance, while the LSTM network was considerably better.

The LSTM performed similarly to the well performing MLP and RF solutions
in all regards, but outperformed them on the zero data session rate, where it
was one order of magnitude better. The best LSTM model was 1622.06% better
than the best MLP model and 1014.61% better than the best Random Forest
model. This was not surprising as LSTM networks are usually good at working
with time series data. As this was the one KPIs which was considered harder to
predict from the start it is not surprising. It is likely that the relation between
the zero data session rate and the time features is more complex than it is for
the other KPIs. The zero data session rate is the only KPI which seems only
somewhat tied to the time of day. It goes up during the hours of 00:00 to 05:00
but it is not uniform. As such the LSTM was positioned better to learn any such
relationships.
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