An Advanced
ntroduction

‘0 Semantics

A Meaning-Text Approach

lgor Mel'Cuk and
Jasmina Milicevic

\

\

iz

=7
=

7/~ %i""//‘ ‘
"7“—%7!3 PR

27k
NN

=7

) «‘; «;‘ /
% { ,_/ /
il

), / /‘

/«Y< ‘
[ A



An Advanced Introduction to Semantics

This book is an advanced introduction to semantics that presents
this crucial component of human language through the lens of the
‘Meaning-Text’ theory — an approach that treats linguistic knowl-
edge as a huge inventory of correspondences between thought and
speech. Formally, semantics is viewed as an organized set of rules
that connect a representation of meaning (semantic representation) to
a representation of the sentence (deep-syntactic representation). The
approach is particularly interesting for computer assisted language
learning, natural language processing and computational lexicogra-
phy, as our linguistic rules easily lend themselves to formalization
and computer applications. The book combines abstract theoretical
constructions with numerous linguistic descriptions, as well as multi-
ple practice exercises that provide a solid hands-on approach to learn-
ing how to describe natural language semantics.

Igor Mel’¢uk is Professor Emeritus of linguistics at the University
of Montreal, Québec, Canada. One of the pioneers of Machine-
Translation research, he launched, together with A. Zholkovsky, the
Meaning-Text linguistic approach — a universal linguistic theory.

Jasmina Mili¢evi¢ is Associate Professor of linguistics at Dalhousie
University in Halifax, Nova Scotia, Canada. She is co-author of the
three-volume Introduction a la linguistique (2014) with Igor Mel’¢uk.
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Preface

First things first: What kind of book is this? Well, this is a textbook, an in-
troduction to linguistic semantics; but it is an advanced introduction to the
field, and it requires a certain degree of application on the part of the reader.
(However, as we shall see, it is structured in a way that makes it easier to nav-
igate than it might seem at first.) Apart from this, the book has the following
two main “distinctive features”:

» It adopts a view of semantics as a component, or module, of the linguistic
system, whose functioning is simulated by a corresponding linguistic model.
Language is considered to be a set of rules that establish correspondences
between meanings and their possible expressions, and the lion’s share of
this correspondence is taken care of by the semantic module. This is the ap-
proach put forward by the Meaning-Text linguistic theory and its language
models, called, predictably, Meaning-Text models.

 [tis organized around a system of rigorous notions, specified by about eighty
mathematical-like definitions. (Some of the notions that will be introduced
are semanteme, semantic actant, communicative dominance, lexical function.)
This system is deductive, consistent and formal; therefore, our exposition is
also deductive and (strives to be) logically consistent.

Four salient characteristics of the Meaning-Text approach, reflected in the
way the present textbook is organized, need to be mentioned.

1. Its emphasis on formal modeling of languages and their fragments im-
plies, among other things, the elaboration and use of formal languages for
the representation/description of semantic facts. (This makes the proposed
linguistic descriptions suitable for applications in natural language pro-
cessing and language teaching.) Accordingly, several kinds of formalism
will be used in the book: semantic networks for representing meanings of
sentences and lexical units; dependency trees for representing the syntactic
structure of sentences; lexical functions for representing lexical relations;
and rules of various types for representing semantic operations (such as
lexicalization of an initial semantic structure or synonymous paraphrasing).

2. It prioritizes synthesis over analysis. That is to say, it models speech pro-
duction, as opposed to speech understanding; the latter has been the fo-
cus of most mainstream approaches to semantics. It takes the viewpoint
of the Speaker (rather than the Addressee); in this way, synonymy, in

XVvii



Xviil Preface

particular paraphrase, is placed at the center of semantic research. All lin-
guistic phenomena discussed are consistently presented from the Speaker’s
perspective.

3. Itis based on relational representations — it considers relations, in the first
place, dependency relations, among linguistic units as the main organizing
factor in language, and, therefore, in semantics. (Most current linguistic
approaches are focused on classes and constituency.) This is why we will
have a lot to say about semantic and deep-syntactic dependencies in this
book.

4. Itislexicon-centered — it attaches paramount importance to the lexicon and
its modeling, and has developed for this purpose a special kind of diction-
ary, the Explanatory Combinatorial Dictionary, which is a pivotal element
of the semantic module. Therefore, the description of lexical units — their
meaning, cooccurrence and groupings within the lexicon — takes center
stage in this textbook.

Let it be emphasized that we deal exclusively with synchronic semantics;
historical (= diachronic) semantics is not even touched on. Within synchron-
ic semantics we cover both propositional semantics — the representation and
description of the meanings of sentences and the semantic relations between
them — and lexical semantics — i.e., the representation and description of lexi-
cal meanings and semantic-lexical relations, the emphasis being squarely on
the latter. It goes beyond propositional semantics in that it considers infor-
mation structure (topic—comment distribution, focus assignment, etc.), usually
treated as belonging to pragmatics, as an integral part of semantic description.
However, the following important domains of synchronic semantics are left
outside our scope:

* Morphological semantics is not considered; the representation of semantic

inflectional meanings, for instance, verbal voice, mood, tense and aspect

in English, etc. is discussed sporadically, to the extent that these meanings

appear in the linguistic representations under discussion.

Semantic phenomena are considered up to the level of sentences, to the ex-

clusion of text/discourse semantics.

* No systematic review of other approaches to semantics is offered; where
appropriate, pointers to the work done in frameworks close to ours — such as
Natural Semantic Metalanguage and Frame Semantics — are provided.

A few words about the organization of the textbook are in order. The main
text consists of twelve chapters, divided into three parts: Part I — Fundamentals
(Chapters 1-2), Part II — Meaning in Language and Its Description (Chapters
3-9), and Part III — Meaning-Text Model of Semantics (Chapters 10—12).

Chapter 1 characterizes semantics as part of language viz. a branch of lin-
guistics and broadly presents our frame of reference, Meaning-Text linguistic
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theory and its language models. Chapter 2 introduces some basic linguistic
notions necessary for the discussion of semantics to follow. Chapter 3 is dedi-
cated to the main persona dramatis of this book — linguistic meaning. Chapter
4 considers lexical meanings, expressed as lexical items of various types, and
Chapter 5, the main tool for describing them — the lexicographic definition.
Chapters 6 and 7 are reserved, respectively, for semantic-lexical relations (such
as synonymy, antonymy, intensification, nominalization, etc.) and their formal
modeling by means of lexical functions. Chapter 8 describes the overall or-
ganization of the lexical stock and a particular type of dictionary used within
Meaning-Text theory to model it, the Explanatory Combinatorial Dictionary.
Chapter 9 is about sentential meaning and semantic relations between sentenc-
es (paraphrase, implication, and so on). Chapter 10 is dedicated to the linguistic
representation that serves as the input for the application of semantic rules: the
semantic representation. Chapter 11 deals with the deep-syntactic representa-
tion, the output of semantic rules. Finally, Chapter 12 presents semantic rules,
responsible for the mapping between semantic and deep-syntactic representa-
tions of linguistic expressions.

Each chapter contains a “Further Reading” section, with pointers to the es-
sential titles related to the topic of the chapter.

The textbook also features:

* An appendix presenting some mathematical and logical notions (sets, oper-
ations, relations, formal languages, etc.) widely used in linguistics.

» Exercises withadetailed key (available at www.cambridge.org/meaning-text).

* Bibliographic references

* Indexes:

— Index cum glossary of notions and terms, containing succinct character-
izations of the most salient elements of the notional and terminological
system used in the book.

— Index of definitions. The book introduces scores of new terms, or old
terms used in novel ways, that are defined when they first occur. They are
presented here in order of appearance.

— Index of languages from which linguistic examples are drawn.

— Index of lexical units and semantemes (= lexical meanings) exemplified
or otherwise treated in the book.

Before we place the reader in a téte-a-téte with the book, a word of caution
is in order. As we said at the outset, this is not an easy introduction; it cannot
be read linearly. But language itself is not linear! In language, everything is
interconnected, so you will need to navigate back and forth. To give just one
example, before studying lexical functions, in Chapter 7, it would be useful
to read about the linguistic representation in which they are used, that is, the
deep-syntactic structure, which is dealt with in Chapter 11. We have provided
lots of cross-references to help you with the task.
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Symbols, Abbreviations and
Writing Conventions

Symbols

| C condition part of a linguistic rule

L a particular language

L a particular lexical unit

«L» a particular fictitious lexeme (in the deep-syntactic structure)

L(‘X”) aparticular lexical unit L expressing the meaning ‘X’

'L,...L," aparticularidiomL, ... L,

L,—morph—L, L,depends on L, morphologically

L,—sem—L, L, depends on L, semantically

L,-synt—L, L, depends on L, syntactically

L, «—>L, L, and L, are co-referential (= L, and L, have the same
referent)

NB important but tangential (= logically not necessary) information

Q underlying question (used to determine the Rheme and the Theme of

a sentence)

r a particular syntactic dependency relation
R Rheme (communicative value)
RDSynt Deep-Syntactic Rheme (communicative value)
Reem Semantic Rheme (communicative value)
s a particular linguistic sign
‘s’ the meaning of s; the signified of a linguistic sign s
‘s’ the communicatively dominant component of a meaning
/s/ the segmental signifier of a linguistic sign s
‘c’ a particular semanteme
‘6’ a particular configuration of semantemes

2 the syntactics of a linguistic sign s

T Theme (communicative value)

TDSynt Deep-Syntactic Theme (communicative value)

Tsem Semantic Theme (communicative value)

X a linguistic expression

*X an ungrammatical linguistic expression

X an incorrect or dubious linguistic expression

X a pragmatically deficient or semantically anomalous linguistic

expression
X(Y) Y, avariant of X

XX1



XXil List of Symbols, Abbreviations & Writing Conventions

XY Y, conditions of use of X

XoY set X includes Y as a subset

XNY#A sets X and Y have a non-empty intersection

XNY=A sets X andY have an empty intersection (= X and Y are disjoint)

XY correspondence between linguistic entities X and Y of two adjacent
representation levels (= ‘X corresponds to Y and vice versa’)

X=Y X and Y are exactly equivalent

X=z=Y X and Y are quasi-equivalent

X-Y X implies/entails Y (=Y is an implication/entailment of X)
{x;} a set of elements x;

(x,y,...,z) anordered set of elements x, y, ..., z

[X’] apresupposed semantic component ‘X’

//x a fused element x of the value of a lexical function
X- a radical or a prefix

-X a suffix

1,2,3 pronominal/verbal person 1, 2, 3

LII, ..., VI DSynt-actants I, I1, ..., VI

0 zero sign (= sign whose signifier is empty)

A the empty set

@ operation of linguistic union

A directly relevant important information

L explanations concerning conventions and notations
Abbreviations

-A actant

A(=ADJ) adjective (part of speech)

ACC accusative (grammeme of nominal/adjectival case)
ACT active (grammeme of verbal voice)

ADV  adverb (part of speech)

APPEND the appenditive deep-syntactic relation

ART article

ATTR the attributive deep-syntactic relation

CDN  communicatively dominant node (of a semantic configuration)

CLAUS clausative (part of speech)

collog. colloquial (stylistic label)

COMPAR comparative (grammeme of adjectival/adverbial degree of
comparison)

compar comparative (conjunction; value of a syntactic feature)

COORD the coordinative deep-syntactic relation

coND  conditional (grammeme of verbal mood)

CONIJ conjunction (part of speech)

D- deep (sublevel of linguistic representation)
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DAT dative (grammeme of nominal/adjectival case)
DEF  definite (grammeme of nominal determination)
DET determiner (syntactic class of lexemes)

DirO  Direct Object

dir-obj the direct-objectival surface-syntactic relation
DSyntA deep-syntactic actant

DSyntS deep-syntactic structure

DSynt-AnaphS  deep-syntactic anaphoric structure
DSynt-CommS  deep-syntactic communicative structure
DSynt-ProsS deep-syntactic prosodic structure

DSyntR deep-syntactic representation

ECD  Explanatory Combinatorial Dictionary

FEM feminine (a grammeme of adjectival/verbal gender)

fem feminine (gender; value of a syntactic feature of a noun)
FUT future (grammeme of verbal tense)

GP Government Pattern

iff if and only if

impers impersonal (value of a syntactic feature)

IND indicative (grammeme of verbal mood)

IndirO Indirect Object

indir-obj the indirect-objectival surface-syntactic relation
INDEF  indefinite (grammeme of nominal determination)
INF infinitive (grammeme of verbal finiteness)

intrans intransitive (value of a syntactic feature of a verb)
LDOCE Longman Dictionary of Contemporary English

LF lexical function
LU lexical unit
lit. literal

liter. literary (stylistic label)

MASC  masculine (grammeme of adjectival/verbal gender)

masc  masculine (gender; value of a syntactic feature of a noun)
MTM  Meaning-Text model

MTT  Meaning-Text theory

MWLD Merriam-Webster s Learner’s Dictionary

N noun (part of speech)

NEU neuter (grammeme of adjectival/verbal gender)

neu neuter (gender; value of a syntactic feature of a noun)
NOM nominative (grammeme of nominal/adjectival case)

NUM  cardinal numeral (part of speech)

OblO  Oblique (= Prepositional) Object

obl-obj the oblique-objectival surface-syntactic relation
OED  Oxford English Dictionary

PART  participle (grammeme of verbal finiteness)

PASS passive (grammeme of verbal voice)
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PAST  past (grammeme of verbal tense)

PERF  perfective (grammeme of verbal aspect)

pers personal (value of a syntactic feature)

PL plural (grammeme of nominal/adjectival/verbal number)
PREP preposition (part of speech)

PRES  present (grammeme of verbal tense)

pron  pronominal (value of a syntactic feature)

-R representation (linguistic)

RefS  referential structure

RhetS  rhetorical structure

S- surface (sublevel of linguistic representation)
-S structure

Sem-  semantic

SemA semantic actant

Sem-CommS semantic-communicative structure

SemS semantic structure
SemR semantic representation
SG singular (grammeme of nominal/adjectival/verbal number)

SSyntA surface-syntactic actant

SSyntR surface-syntactic representation

SSyntS surface-syntactic structure

SyntRel syntactic relation

SyntR  syntactic representation

subj the subjectival surface-syntactic relation

Synt-  syntactic

trans  transitive (value of a syntactic feature of a verb)
v verb (part of speech)

vulg.  vulgar (stylistic label)

Fonts

» Linguistic examples are in italics

 Textual glosses are in roman and between ‘semantic quotes.’

* Interlinear glosses are in roman

 Lexical units are in UPPER CASE: APPLE, LEAVE, FOR, etc.

¢ Grammemes (= inflectional values) are in UPPER CASE: PAST, PL(uraL), €tC.

» Derivatemes are in HELVETICA ITALICS UPPER CASE: ‘ONE wHo [does L]
(read+er from read; , teach+er from teachy ).

» The names of lexical functions are in Courier New: S,, Magn, Oper;, etc.

* Semantic labels are in Courier New: fact, event, manufactured ob-
ject, etc.



List of Symbols, Abbreviations & Writing Conventions XXV

* At their first mention (and sporadically where it is deemed useful), technical
terms are in Helvetica: antonymy, dependency, semanteme, etc.

Lexicographic Numbers

When citing English lexical units, we use, when necessary, lexicographic, or
sense-distinguishing, numbers: BABY 1, CHANGEy1, FILE(N)3, LIE(V)ZI,
"MAKE SENSE'1, etc. For the most part, these numbers are taken from LDOCE
Online (www.ldoceonline.com), but with an important modification. Unlike
LDOCE, we do not use the numbers in superscript to indicate the part of
speech of lexical units; thus, instead of writing LIE? for the verb (o lie through
one’s teeth) and LIE? for the noun (fo tell lies), as LDOCE does, we write
LIE«,’1 and LIEy,. We use numbers in superscript exclusively to distinguish
homophonous vocables (= phonologically identical but semantically unrelated
lexical items), such as LIE ' (I need to lie'l down. | I know where the problem
lies'2.) and LIEy,* (Don t lie’l to me. | Statistics can often lie’2.). At times we
also use our own lexicographic numbers (our lexicographic-numbering system
will be introduced in Ch. §, 2.3.2).


http://www.ldoceonline.com

Phonemic/Phonetic Symbols
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less obvious symbols are not listed.

palatalized consonant C

long vowel V

nasal vowel V

high-front open unrounded vowel [Eng. cat]

voiceless alveolar affricate [It. grazie ‘thanks’, Ger. zwei ‘two’]
voiceless palatoalveolar affricate [Eng. church]

voiced interdental fricative [Eng. the]

mid-front closed unrounded vowel [Fr. fée ‘fairy’]
mid-front open unrounded vowel [Fr. fait ‘fact’]

voiced palatal fricative [Eng. year]

voiced palatal lateral approximant [Sp. Huvia ‘rain’, It. veglio ‘old’]
voiced velar nasal [Eng. young]

voiced palatal nasal [Sp. nifia ‘girl’, Fr. peigne ‘[a] comb’]
mid-back closed rounded vowel [Fr. peau ‘skin’]
mid-back open rounded vowel [Eng. law]

mid-front closed rounded vowel [Fr. queue ‘tail’]
mid-front open rounded vowel [Fr. caeur ‘heart’]

voiceless uvular stop

voiced alveolar flap [Am. Eng. rider]

voiceless dental sibilant fricative [Eng. shy]

high-back closed rounded vowel

high-front rounded vowel [Fr. /une ‘moon’]

voiceless interdental fricative [Eng. think]

voiced rounded labiovelar fricative [Eng. we]

voiceless velar fricative [Ger. Bach ‘stream’]

voiced dental sibilant fricative [Eng. treasure]

voiced palatoalveolar affricate [Eng. jam]

glottal stop

voiceless pharyngeal stop [Arabic ‘ain]



The Documents
1742-1750

Qv






1 Semantics in Language and Linguistics

1 Semantics and Its Place in Language and Linguistics
2 Doing Semantics with Meaning-Text Linguistic Theory
2.1 Language as Meaning-Text Correspondence
2.2 Modeling Meaning-Text Correspondence
2.2.1 Functional Models of Language
2.2.2 The Stratificational Character of Language Models
2.2.3 Language Modeling from Meaning to Text: Primacy of the
Speaker
2.3 Tasks of the Semantic Module of a Meaning-Text Linguistic Model
2.4 The Meaning-Text Model within a General Model of Linguistic
Behavior

Further Reading

This chapter — together with Ch. 2 — sets the scene for everything that follows.
It briefly characterizes semantics and its place in language and general linguis-
tic theory (Section /), and then presents the framework of our own approach to
semantics, namely, Meaning-Text linguistic theory and its functional models
of languages (Section 2).

1 Semantics and Its Place in Language and Linguistics

The English noun SEMANTICS has its (remote) origin in the Ancient Greek
noun SEMA ‘sign’, so that, etymologically, semantics roughly means ‘han-
dling of signs’.! (In this book, we will see the root sem- on fairly numerous
occasions.) Today, the term semantics denotes both a specific component of
language and the linguistic discipline that studies this component. In most
cases the context helps resolve this ambiguity; however, when the context is
insufficient, we will use subscripts:

* semantics; is a component of a particular language;
* semantics, is a branch of linguistics — that is, a linguistic discipline — that
studies different particular semantics,.

! In its turn, SEMA goes back to the Proto-Indo-European root *dheye- ‘see, contemplate’ (the
asterisk indicates, as is a rule in diachronic linguistics, that this form is not attested in a lan-
guage, but is reconstructed). This root underlies, among other things, the noun ZEN (as in Zen
Buddhism — via Sanskrit and Chinese); literally, SEMA means ‘what is seen’.
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To characterize semantics as a component of language — that is, semantics, —
we must first characterize the notion of language.

Definition 1.1: Natural Language

A (natural) language L is a set of rules encoded in the brains of its
speakers that establish a correspondence between meanings of L and
their expression, or texts of L.

The terms meanings and fexts are used here in a special, technical sense. For
the time being, let us say that a meaning is an informational content that can be
verbalized in the given language — according to Roman Jakobson, meaning is
“something conceivable and translatable.” Thus, meaning is understood here
in the narrowest way possible — strictly as linguistic meaning (on the opposi-
tion linguistic [= “shallow”] ~ real [= “deep”] meaning, see Ch. 3, 1.2). A text
is material support for the meaning, a fragment of speech of any length — again,
in R. Jakobson’s terms, “something immediately perceptible,” for instance, an
acoustic or graphic string. As for linguistic rules, at this stage you may think
of a rule as an instruction telling you how some linguistic items — meanings,
words, phrases, speech sounds, etc. — should be manipulated in speech produc-
tion and understanding. More formally, a linguistic rule is an expression of the
form X < Y | ¢, where X is some content, Y the expression for this content,
< means ‘corresponds to” and C is the set of conditions under which a given
correspondence holds. On linguistic rules in general, see Ch. 2, 1.6.2, and on
semantic rules in particular, Subsection 2.3 below.

The correspondence between linguistic meanings and their expression is
extremely complex (this will be illustrated in due course) and has to be estab-
lished in stages that correspond to different language components. Besides
semantics, these are syntax (responsible, roughly, for sentence structure),
morphology (word structure) and phonology (sound and intonation patterns
of words and sentences). The semantic component of language L will be
called L’s semanticsy; it fulfills the task of linking the meanings of L to the
“deepest” form of their expression that could be viewed as the skeleton, or
understructure, of future phrases, clauses and sentences (Ch. 2, 2.1). Thus, a
semantics, is necessarily that of a particular language: semantics, of English,
Russian, Swahili, Nez Perce, etc. (The tasks of semantics, will be stated in a
more precise way in Subsection 2.3, after some necessary concepts have been
introduced.)

Semantics,, on the other hand, is a branch of linguistics that develops the
conceptual tools and other formal means necessary to construct the (rules
of) semantics; of individual languages; in other words, semantics, is general
semantics. Semantics, also deals with questions such as the nature of linguis-
tic meaning, the semantic properties of linguistic units, and types of relations
between those units.
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NB: The dichotomy “component of language ~ corresponding linguistic
discipline” exists at all levels of linguistic description; thus, we distinguish
syntax, ,, morphology,, and phonology .

To make the distinction “semantics; ~ semantics,” more tangible, let us see,

first, what kinds of questions arise when one studies semantics,, and then com-
pare these with those that come up in semantics,.

If you work on semantics; of, say, English, you will have to answer ques-

tions like these:

How can a given “simple” (= non-complex) meaning be expressed in
English? (By simple meanings, or semantemes, we understand the mean-
ings of lexical units [LUs]; see Ch. 4, 2.) For instance, how is the mean-
ing ‘X takes too much time to do something because X does not want to
do it” expressed in this language? Some possible answers: X drags X's feet
(in doing something); X is stalling (something); X is procrastinating. The
same questions have to be answered in a systematic and coherent way for
all simple meanings of English, which are, as we will see later (Ch. 2, 1.6.2,
Footnote 5), about a million!

What is the meaning of the LU FREAK OUT, as in [ freaked out when 1
realized that I had bird flu, and how is this meaning to be represented? Here
is a suggestion: ‘person X freaks out over fact Y’ = ‘X becomes very upset,
which is causedl by fact Y adversely impacting X, this possibly causingl X
to lose self-control’.? Again, the same questions have to be answered for all
LUs of English, that is, as we have just said, for about a million of these.
What other English LUs and expressions is FREAK OUT related to? In what
way are they related? For instance, synonymous verbs and expressions: flip
out, lose it, lose one’s cool {composure), fly off the handle ...; antonymous
verbs and expressions: keep one s shirt on, keep calm, keep one's cool ...;
adjectives characterizing someone who freaked out: freaked-out, upset, anx-
ious, afraid ...; and so on.

By what English sentence(s) can a given meaning be expressed? Or, inverse-
ly, what is the meaning that a given English sentence expresses?

And this is not the end of the story: in addition to having to provide answers

to these and many other similar questions, the researcher must come up with
formal rules that model the answers in a sufficiently parsimonious and ele-
gant way. In fact, linguists are supposed — among other things — to formulate
the rules that allow for computing the correct expressions for any meaning of
English, and vice versa; this includes establishing links not only between LUs
and their meanings, but also between English sentences and their meanings — a
daunting task, given the fact that the number of possible sentences is infinite.

2 ‘Causel’ stands for a non-agentive, non-voluntary causation: ‘be the cause of”.
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But if you work on semantics, (= general semantics), the questions you will
face are very different:

* In terms of which units and which relations can one describe the meaning of
a lexical unit or a sentence of any given language?

* How are our semantic descriptions to be structured and organized?

» Which notions are necessary and sufficient to describe semantic phenomena?

» Which substantial and formal constraints should be imposed on semantic
descriptions?

» What is the optimal form of rules that associate linguistic meanings to their
expressions?

And so on.

Semantics, is not “just another component” of a linguistic system:
it occupies within it a special place because language is above all a
communication tool — that is, a means for conveying meaning.

Meaning properties of linguistic expressions determine in large part their
syntactic behavior and influence their morphology. Thus, the meaning of an
LU L is predictive of the number of L’s semantic actants (= obligatory par-
ticipants in the situation denoted by L), as well as of the collocations it can
form (on collocations, see below, 2.2.3, point 3). For instance, ‘catastrophe’
is, roughly, ‘an event that causes great damage to someone or something’.
Therefore, the noun cATASTROPHE must have at least one semantic actant X,
which denotes this someone or something that undergoes the catastrophe and
which is featured in collocations like a catastrophe befell (happened to) X and
X suffered a catastrophe. At the same time, because the meaning of CATASTRO-
PHE contains the component ‘damage’, we can expect it to form collocations
with intensifiers, like great (grand, huge) catastrophe. All this clearly shows
that semantics, has a place of choice within the description of a language.

Consequently, semantics,, which supplies all the tools and terms for dealing
with the semantics, of different languages, constitutes a discipline which is the
very foundation of linguistics.

Linguistic semantics, is a very young science, much younger than linguis-
tics itself, which is fairly young in comparison with most sciences.

REMARK. We are not claiming, of course, that linguistic inquiry
started with the advent of linguistics as an autonomous and full-blown
discipline. On the contrary: Aristotle’s analytic lexicographic defini-
tion has been around since the fourth century BC; Panini’s descrip-
tion of Sanskrit grammar, still amazing even by today’s standards, is
about 2500 years old; and Arabic grammarians — among them, for
instance, the brilliant Sibawayhi — created a coherent syntactic theory
in the eighth century AD; etc. We are just saying that linguistics as a
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unified science in the modern sense of the word is one of the youngest
sciences.

For a long time, linguistics was centered around phonology and morphology,
because these disciplines manipulate the most observable, “superficial” data;
syntax came to the fore only in the 1940s, and linguistic semantics, picked up
steam a couple of decades later. Semantics, was first practiced by philosophers
and logicians, who to this day continue to be interested in fundamental questions
of semantics,, such as the nature of linguistic meaning and its links with thought,
meaning expressibility and meaning representation. In fact, formal languages
that linguists use today to represent meaning are based on formalisms invented
by logicians. Because of the close links between meaning and thought, other
sciences — psychology, cognitive science, Artificial Intelligence, and so on —
have a vested interest in the study of meaning and, especially, linguistic meaning.

Within linguistics itself, semantics, was for a long time treated as a poor
cousin of other linguistic disciplines, in part because of the extreme complex-
ity of semantic, data. Today, however, this trend has finally been reversed, and
there is an abundance of studies dedicated to various aspects of the discipline.
A renewed interest in linguistic meaning has drawn linguists towards the study
of the meaning of words, i.e., lexical semantics. This in turn has given a new
impetus to lexicology, the linguistic discipline that studies LUs of a language
in their semantic and syntactic aspects. Since a set of all lexical descriptions
for a given language constitutes a dictionary of this language, it is only normal
that linguists have started paying more attention to lexicography, whose task is
to compile dictionaries. This expansion of modern semantics is due to the fact
that its role has been strengthened by certain major applications of linguistics:
on the one hand, natural language processing (e.g., machine translation and
automatic text generation) and on the other hand, language learning and teach-
ing. This is quite understandable: in both domains, the main objective is the
transmission of meaning.

There is currently a plurality of approaches to semantics: Formal Semantics,
Generative Semantics, Cognitive Semantics, Frame Semantics and Natural
Semantic Metalanguage, to mention just the most current ones. They make use
of very different conceptual tools, which are not easily “intertranslatable.” We
cannot offer here an overview of these differences and will limit ourselves
to presenting a single point of view: that of Meaning-Text theory. However,
we will provide pointers towards, and cursory comparisons with, approaches
similar to our own.

2 Doing Semantics with Meaning-Text Linguistic Theory

We could succinctly characterize Meaning-Text linguistic theory [MTT] by
laying out two of its crucial properties:
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* It is synthesis-oriented — that is, it aims at speech production (rather than
speech understanding); as a result, MTT concentrates on the description of
how meaning is expressed by the corresponding texts. (For more on this, see
Subsection 2.2.3 below.)

* Itis dependency-based — that is, all semantic and syntactic representations it
uses are conceived in terms of dependency relations (see Ch. 2, 1.3).

MTT is a framework for the construction of functional models of languages,
with a strong formal flavor, implying recourse to various formalisms: semantic
networks, syntactic trees, lexical functions, paraphrasing rules, and so on. It
has good potential for applications in natural language processing and lan-
guage learning and teaching.

We will start by presenting the basic tenets of the Meaning-Text theory and
the architecture of its language models (2.7 & 2.2); we will then restate in a
formal way the tasks of semantics,, informally described above (2.3); we will
conclude by situating Meaning-Text linguistic models within an overall model
of human linguistic behavior (2.4).

2.1 Language as Meaning-Text Correspondence

From a functional viewpoint, language allows a speaker to express meanings
by texts and, conversely, to extract meanings from texts. We can say that lan-
guage establishes a correspondence between a set of meanings and a set of
texts; this statement can be represented as follows (curly brackets “{ ... }”
symbolize a set; see Appendix, /):

Language correspondence

{Meanings} = {Texts}

language

Language correspondence is bi-directional. If considered in the direction
from meaning to text, we are dealing with linguistic synthesis, or speech pro-
duction: {Meanings} = {Texts}. And if the correspondence is considered in
the opposite direction, we are looking at analysis, or speech comprehension:
{Texts} = {Meanings}. Linguistic synthesis and analysis correspond, respec-
tively, to the activity of the two participants of the speech act: the Speaker and
the Addressee.

The noun SPEAKER is ambiguous: ‘someone who speaks language
L’ and ‘someone who is speaking (now)’ = ‘someone who is saying
& this’. To distinguish these two senses, we will write Speaker with the
capital S when we wish to name the main participant of a speech act —
‘someone who is saying this’. (The same holds for Addressee.)



1 Semantics in Language and Linguistics 9

The meaning ~ text correspondence has a very important property which
determines the structure of language and, consequently, the structure of
linguistics.

NON-UNIVOCITY OF LANGUAGE CORRESPONDENCE
The correspondence {Meanings} < {Texts} is not a one-to-one cor-
respondence: a meaning can correspond to several texts, and a text
can correspond to several meanings.

Two simple illustrations:

(1) a. Meaning: ‘individual living permanently in Montreal’
& Text 1: [an] inhabitant of Montreal
& Text 2: [a] Montrealer
b. Meaning: ‘I ask you to give me some salt’ [at the table, during a
meal]
& Text 1: Could you pass (me) the salt?
& Text 2: Pass the salt, please.
& Text 3: The salt, please.
(2) a. Text: window
< Meaning 1: ‘opening in the outer wall of a room, designed for
letting in light and air’
< Meaning 2: ‘part of the image on a computer screen, designed for
displaying data of a certain type’
b. Text: Giant poster sale [on a sign advertising a sale]
< Meaning 1: ‘a sale of very large posters’
< Meaning 2: ‘a very large sale of posters’

The above examples illustrate two basic phenomena observed in natural
languages: synonymy (la—b) and equinomy (2a—b). Synonymy is the relation
between two linguistic expressions that have the same meaning but differ-
ent physical forms; equinomy is the relation between two linguistic expres-
sions that have different meanings but the same physical form (see Ch. 9, 2.4,
Definition 9.8).

NB: Instead of speaking of two equinomous expressions E and E’, in lin-
guistic literature it is more current to say that the expression E is ambiguous
between two meanings ‘E’ and ‘E”’; this is actually an abbreviation for ex-
pression E’s signifier coincides with the signifier of another expression, E',
whose meaning ‘E” is different from ‘E’. Unlike synonymy and equinomy,
ambiguity is not a relation: it is a property of an expression that corresponds
alternatively to more than one meaning; this is why we need the new term
of equinomy. However, alongside equinomy/equinomous expressions, we
will use the terms ambiguity/ambiguous expression for their familiarity and
commodity. Note that equinomy covers both homonymy and polysemy (Ch. 6,
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1.3.1): if two expressions have identical signifiers and different signifieds (that
is, if they are equinomous), their signifieds can be either unrelated, in which
case the expressions in question are homonymous, or related, in which case
they are polysemous.

Synonymy and equinomy, in conjunction with other factors which will be
addressed later, make the study of language extremely complex.

Let us now see how linguistics sets out to model, from an MTT viewpoint,
the correspondence characterized above.

2.2 Modeling Meaning-Text Correspondence

We will start by discussing the method favored by the Meaning-Text approach
for describing the aforesaid language correspondence: namely, the construc-
tion of functional models of language (2.2.7). Then we will underscore the
stratificational (= multi-stratal) character of these models, in particular that of
the Meaning-Text Model (2.2.2). We will conclude by invoking the reasons for
which Meaning-Text modeling of language adopts linguistic synthesis as the
preferred direction — i.e., the viewpoint of the Speaker rather than that of the
Addressee (2.2.3).

2.2.1 Functional Models of Language

The meanings and texts of a given language are directly accessible to its
speakers: meanings are accessible thanks to introspection (ideally, a speaker
knows what he wants to say), and texts — thanks to perception. Therefore,
meanings and texts constitute linguistic data, language facts observed by
linguists and used by them in order to construct their model and check its
functioning.

Let us emphasize the following crucial fact:

Linguistics does not study meanings and texts in their psycho-
neurological and physical reality; rather, it studies their symbolic
representations, written in terms of different formal languages
(Appendix, 4), which reflect different aspects of linguistic phenom-
ena under study (see below, 2.2.2).

A representation of the studied object must be isomorphic (Appendix, 3.3)
to this object in the relevant aspect(s); this means that the elements of the
representation must entertain the same relations among themselves as the cor-
responding source elements of the represented object. (We will have more to
say on this topic in Ch. 9, 1.3 & 2.4.4 and Ch. 10, 2.2.) As will be seen below,
modern linguistics makes use of different formal representational languages,
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such as semantic networks, syntactic trees, morphological/phonological/pho-
netic strings, etc.

REMARK. All sciences have recourse to symbolic representations, and
symbolic representations are also widely used in everyday life. For
instance, one can buy and sell gold without possessing or even seeing
the actual bullion but by means of certificates that stand for it.

The representation of language correspondence given at the beginning of
Section 2 can now be made more precise:

LANGUAGE CORRESPONDENCE (bis)
{representations of meanings } = {representations of texts}

—_

functional model of language

While meanings and texts are directly accessible to speakers, the corre-
spondence between them — the rules which link them and which constitute
language proper — is not: speakers are entirely unconscious of language rules
and unable to “exteriorize” them (unless they are specially trained to do so).
Therefore, the only way linguists have to describe this correspondence is to
simulate it by means of a logical device — a system of rules written by them.
This device must be able to do the same thing a speaker does: on the one hand,
it must produce, for a given meaning, all possible texts which carry this mean-
ing and are thus more or less synonymous; on the other hand, the device must
extract from a given text the meaning it encodes (or the meanings, if the text is
ambiguous). This device is called a linguistic model. So a model of language L
is made up of rules (written by the researcher) that establish correspondences
between representations of meanings of L and of texts of L (and vice versa), in
the same way speakers of L do.

The system of rules that constitute a linguistic model has two important
properties.

* First, this is a symbolic, or abstract, model (as opposed to a “physical” mod-
el, such as an airplane model used as a child’s toy, for instance). A symbolic
model manipulates symbols and symbols only; it is this type of model that in-
terests us in this textbook. This very important notion of symbolic model has
been borrowed from hard sciences like physics, chemistry and cosmology, on
the one hand, and economy, geology and biology, on the other; cf. the model
of the atom, of the universe, of the economic development of a country, etc.

» Second, the use of such models is characteristic of hypothetical-deductive
approaches: starting from a certain number of postulates about language, a
model is constructed which simulates the way the language functions. Thus,
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one of the postulates of our linguistic model is that language ensures the
correspondence between meanings and texts (as explained above).

A model of language L must be built in such a way that its validity — that is,
its capacity to take into account all observable data of L — can be confirmed
or invalidated; in other words, the model must be falsifiable. For instance,
the model would be falsified if, because of a missing or imprecise rule, it
produced an incorrect — unacceptable — text from a given correct meaning.
This would force the researcher to “go back to the drawing board” and correct
the error.

Thanks to functional models, linguistics acquires an experimental aspect.
Thus, it is possible to test a model, for instance, by having it produce sentences
for the selected meanings and then analyzing the results.

2.2.2  The Stratificational Character of Language Models

In principle, it is possible to conceive of a linguistic model whose rules would
directly link meanings to texts; however, such rules would be prohibitively
complex, in particular because of synonymy and equinomy. Let us consider the
reasons for this, from the viewpoint of linguistic synthesis.

On the one hand, as we already know, a given meaning can give rise to
several more or less synonymous texts. On the other hand, producing each of
those individual texts takes several distinct operations, each highly complex
in its turn. Thus, the Speaker must: (1) choose the words which correspond
well to the meaning that he wants to express; (2) arrange these words in an
appropriate linear order; (3) inflect them (e.g., put nouns in the singular or the
plural, the verbs in the right mood and tense, etc.); (4) stress them; (5) supply
the string of words thus obtained with appropriate pauses and intonations; and,
finally, (6) pronounce them correctly.

The task of the Speaker is Herculean! And so is the task of a linguist who
wants to describe language correspondence.

In order to reduce the complexity of language description, most modern
linguistic approaches use stratificational models. A stratificational model pre-
supposes several levels of linguistic representation, and its rules are organized
in a modular fashion: each representation level reflects a specific aspect of
the organization of a verbal message, and the rules of the same nature are
grouped into sets of manageable size, called modules, which operate between
representations of adjacent levels. This allows the linguist to proceed step
by step and take the difficulties inherent to text synthesis (and analysis) one
at a time. An outline of a typical stratificational linguistic model is given in
Figure 1.1:
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Analysis l TEXTS =

{ Phonetic Representations }

f
[ ] (rules of the) Phonological Module

{Phonological Representations}

[ ! ] (rules of the) Morphological Module
{ Morphologica? Representations }

[ ' ] (rules of the) Syntactic Module

4

{ Syntactic Representations }

t

[ ] (rules of the) Semantic Module

]

{Semantic Representations} =

Synthesis T MEANINGS

Levels of linguistic representation Modules of the linguistic model

Figure 1.1 A stratificational linguistic model of the Meaning-Text type (abridged
view)

Let us characterize the representations and modules of a linguistic model.

1. The semantic representation [SemR] describes the meanings of verbal mes-
sages. A (complex enough) meaning represented by means of a SemR can
be expressed by several synonymous or near-synonymous sentences. To
put it differently, a SemR always represents a family of more or less synon-
ymous sentences, i.e., paraphrases.® (This is why the expression the SemR
of this (individual) sentence is, strictly speaking, inaccurate.)

2. The syntactic representation [SyntR] reflects the organization of a sen-
tence corresponding to the starting SemR in terms of hierarchical relations
between the words it is made up of (closer to the surface, the words will be
grouped into phrases and clauses).

3. The morphological representation [MorphR] specifies the linear arrange-
ment of clause elements, i.e., linear order of individual words, appropri-
ately inflected and organized into prosodic groups.

4. The phonological representation [PhonR] shows the organization of the
sounds of the sentence: phonemes (a phoneme being a set of non-distinctive

3 Other linguistic representations are also representations of families of synonymous sentences,
but the number of synonymous sentences on higher (= closer-to-surface) levels is much small-
er: the closer we are to the surface, the lesser the variability of linguistic forms.



14 Part I Fundamentals

phones, i.e., language sounds), and prosodemes (a prosodeme is a set of
non-distinctive prosodies, i.e., stresses, intonations and pauses). This rep-
resentation is traditionally called phonological, or broad, transcription.

5. The phonetic representation [PhonetR] represents the organization of the
acoustic aspect of the sentence in terms of phones, symbols of real sounds,
and prosodies, symbols of real stresses, intonations and pauses. This is
actually a phonetic, or narrow, transcription.

The formalisms for writing linguistic representations are graphs of particu-
lar types: the SemR is a network (= a connected, directed and labeled graph),
the SyntR is a tree (= a network subjected to additional constraints), while the
MorphR, the PhonR and the PhonetR are strings (= trees subjected to addi-
tional constraints). These formalisms, further described in Ch. 2, 1.6.1, are
illustrated in Figure 1.2; the letters labeling the nodes of the graphs represent
linguistic entities — semantemes, lexical units, morphemes, or phonemes, and
the labels of the arcs are the dependency relations (Ch. 2, /.3) holding between
linguistic units.

a a
1’10'\1 ) b 17 ONATTR
b, 2 Nof o T N
O\ O O OO O 0O
1. Xd d b f adoceg
\O\ /O\
/' 3 ATTR " I ™11
172N A B
o ! o o ! o
g cO ¢ g cO ¢
Network (Sem-structure) Tree (Synt-structure) String (Morph- and Phon-structures)

Figure 1.2 Basic formalisms used to write linguistic representations

Let us now turn to the task that each of the four modules of a linguistic
model is supposed to fulfill:

» The semantic module, or semantics, establishes a correspondence between
SemRs (= the meanings) and SyntRs, constructing, for a given SemR, all
SyntRs that correspond to it (that is, are capable of expressing it).

» The syntactic module, or syntax, establishes a correspondence between
SyntRs and MorphRs, constructing, for a given SyntR, all MorphRs that
correspond to it.

» The morphological module, or morphology, establishes a correspondence be-
tween MorphRs and Phon(ological)Rs, constructing, for a given MorphR,
all PhonRs which correspond to it.

» The phonological module, or phonology, establishes a correspondence be-
tween PhonRs and PhonetRs (= the texts), producing, for a given PhonR, all
corresponding PhonetRs.
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This modular organization of rules corresponds to traditionally recognized
levels of language organization. These are the four basic components of lan-
guage that are the object of synchronic linguistics:*

SEMANTICS — SYNTAX — MORPHOLOGY — PHONOLOGY

REMARK. Phonetics, which describes the correspondence between
PhonetRs and real sounds and deals with physical (articulatory and
acoustic) aspects of speech, lies beyond the limits of linguistic study
proper. It represents one of the two interfaces of the linguistic model
with other models of human linguistic behavior, the second interface
being that which models the transition “conceptual representations
< meaning representations.” For more on this interface, which is the
domain of so-called conceptics, see Subsection 2.4.

In Figure 1.1 we have represented a typical stratificational linguistic model;
the concrete model that we will adopt in this book — the Meaning-Text Model —
is even more stratified, in two respects.

* First, a Meaning-Text Model [MTM] recognizes, at each major representa-
tional level except the semantic one, two sublevels called deep and surface.
Thus, there is a deep-syntactic representation and a surface-syntactic rep-
resentation, and so on. A deep sublevel is oriented towards the meaning —
that is, towards the content the Speaker wants to express; its task is to ex-
plicitly reflect the relevant informational distinctions. A surface sublevel is
oriented towards the text — that is, towards the form in which the content is
expressed; its task is to explicitly reflect all relevant formal distinctions. Here
is an illustration of how this works at the syntactic level of representation.
At the deep-syntactic sublevel, the choice has to be made between major
syntactic constructions; for instance, the sentences The President decided to
accept the proposal vs. The President made a decision to accept the propos-
al, while having the same semantic structure, have different deep-syntactic
structures. At the surface-syntactic sublevel, the choice concerns the specific
formal means to implement a syntactic construction; for instance, the phras-
es the decision by the President vs. the Presidential decision have the same
deep-syntactic structure, but different surface-syntactic structures.

This architecture of an MTM is designed to ensure the best possible in-
terface between utterance representations of different levels and, therefore,
maximally simplify the transitions between them. An MTM thus presup-
poses seven levels of representation: SemR, Deep- and Surface-SyntR, Deep-
and Surface-MorphR, Deep- and Surface-PhonR. Accordingly, it contains

4 While synchronic linguistics studies language “here and now,” diachronic linguistics studies its
historical development. In this book we are concerned exclusively with synchronic semantics.
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six modules, or sets of rules: semantics, deep syntax, surface syntax, deep
morphology, surface morphology, deep phonology.

» Second, each of the seven representations is a set of formal objects, called
structures, comprising a basic structure, which reflects the central linguistic
entity of the given level, and peripheral structures, which supply addition-
al information — communicative, prosodic, stylistic, etc. — about the basic
structure. Formally, a linguistic representation [-R] of a given level appears
as an ordered set (Appendix, /) of structures [-S]:

R= <basics’ peripheralslﬂ peripheralSZ’ i peripheralsn>'

This abstract formula will be made more concrete as we go along.

2.2.3  Language Modeling from Meaning to Text: Primacy of the Speaker

The correspondence between meanings and texts is bi-directional and can
be described either in the direction of linguistic synthesis (from meaning to
text) or in the direction of linguistic analysis (from text to meaning). These
two ways of describing language are logically equivalent; however, there
are many reasons, provided by language itself, to prefer linguistic synthe-
sis — i.e., the viewpoint of the Speaker. Here are three of these reasons.

1 Language itself has a preference for the viewpoint of the Speaker

To realize this, one needs only consider some well-known properties of
natural languages.

First, all languages have a word meaning ‘to speak’, while virtually none
has a special word with the meaning ‘to understand speech’ (the verb meaning
‘understand’ applies to understanding of anything).

Second, in language L, to express the meaning ‘be a speaker of L’, one says
speak L, rather that understand L: speak English, Fr. parler frangais, Rus. gov-
orit’ po-russki.> Moreover, these expressions are often idiomatic: cf. Fr. parler
frangais, but comprendre le frangais “‘understand the French’ (*comprendre
frangais) or Fr. dire en frangais ‘say in French’ (*dire francais).

> This is not universally true: some languages express the meaning ‘use language ..." by verbs

meaning ‘hear’, ‘know’ or ‘understand’. Thus:

(1) Ewe (Ghana; "se ... gome’ is an idiom meaning ‘understand’)
Nyé+mé +sé  Eve+gbé o, gake meétsé  nya si netghl> la  gomeé
Is¢ NG hear Ewe language NEG but  1sG hear word which 2sGsay DperF under
‘I don’t speak Ewe, but I understood what you said’.

(ii) Georgian: Kartuli icit? lit. ‘Georgian youp; .know?’

(iii) Necaxa Totonac (Mexico): Wix katziya? tutunaku? ‘Yougg know Totonac?’

(iv) Eastern Penan (Borneo): lah jam ha’ Penan ‘He/she understands language Penan’.
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(e 1. Angular brackets “( ... )” indicate either an ordered set, as above, 2.2.2,
p. 16, or variants: X (¥) means that Y is a variant of X.
2. The symbol “*” (= asterisk) preceding an expression means that this ex-
pression is incorrect.

Third, the lexical meaning ‘I’ and the configuration of grammatical meanings
FIRST-PERSON, SINGULAR [1.5G] have a special status in all languages of the world: the
Speaker has a much more prominent role than the Addressee (second person), and
even more so than the non-participant in the speech act (third person). The mean-
ing ‘I’ and the semantic grammemic configuration 1.sG have many special prop-
erties, which they do not share with any other semantic configuration. Therefore,
the following hierarchy of pronominal persons and numbers can be established:

1.8G > 1.NON-SG>2>3

This hierarchy has various manifestations in the lexical stock, as well as
in the grammar, of a language. Thus, all languages have lexical signs whose
signified includes an obligatory reference to the Speaker: I ‘person who says I’
(that is, the author of this speech act), here ‘place where I am when I say here’,
now ‘the moment when I say now’, etc. Signs of this type, known as shifters
(Jespersen 1923: 12; Jakobson 1957 [1971]), play a very important role, in
particular in the structuring of inflectional categories (Ch. 2, 3.2.7). In contrast,
there are no linguistic signs whose meaning has to be defined exclusively with
respect to the Addressee. More than this, it is the Speaker who identifies his
Addressee by calling him you — which means that the meaning ‘you’ is based
on the meaning ‘I’. Or, to take an example from grammar, in Japanese and
some other languages, the verbs denoting interior physiological or psychologi-
cal states of a person — such as ‘be.hungry’, ‘be.afraid’, ‘need’, ‘want’ — can be
used in declarative sentences only in the first-person singular, since it is only
I who can know whether I am hungry, etc. Thus, a Japanese speaker cannot
construct a sentence meaning literally ‘She needs to leave’ (he can without
any problems produce a sentence with the meaning ‘I need to leave’); instead,
he has to add to the verb in the third person the suffix -gar-, meaning ‘show
the signs of” (so that ‘She needs to leave’ becomes in Japanese literally ‘~ She
seems to need to leave’).

2 Text synthesis is a more linguistic task than text analysis

Linguistic synthesis, at least in an ideal case, requires only that the Speaker,
who possesses all the information necessary to construct his text, use his lin-
guistic knowledge — i.e., knowledge having to do exclusively with the way
he manipulates language. In contrast, given the vagueness and ambiguity of
the majority of texts, analysis requires that the Addressee not only have this
same linguistic knowledge, but also extralinguistic knowledge: real-world
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knowledge, logical capacities, common sense, etc. In other words, if we want
to focus on linguistic problems as such, it is preferable to study language from
the viewpoint of text synthesis.

Caution: We do not claim that the greater logical complexity of linguistic
analysis with respect to synthesis necessarily corresponds to a greater psycho-
logical complexity of speech understanding with respect to speech production.
We reserve our judgment on the issue.

3 Some linguistic phenomena can be better observed from the viewpoint
of synthesis

This is the case, for example, with collocations, expressions of a particular type
to be considered later (Ch. 4, 2.2.2.1, Ch. 6, 2 and Ch. 7, 2.2), which we will
illustrate for the time being with three examples: make a mistake, do a favor,
take a walk. Collocations, which are very frequent in texts, are much more dif-
ficult to produce than to understand. A foreigner learning English could easily
erroneously say, for instance, *do a mistake, *make a favor, *launch a party
or *throw an air-raid, but he would have no difficulty in grasping the meaning
of the correct expressions. This shows that the relevance and difficulty of the
study of collocations becomes obvious only if we adopt the perspective “from
meaning to text.”

As a result, in this book, we will describe all semantic phenomena
starting from meaning, rather than from text.

Put succinctly, the central question in our approach to language is How can
the meaning ‘c’ be expressed in language L?, rather than What can a text T of
L mean? An important corollary of this way of seeing things is that synonymy
has a central place in our descriptions, while equinomy (or ambiguity) is left
aside.

2.3 Tasks of the Semantic Module of a Meaning-Text Linguistic Model

As a component, or module, of language L, semantics, is responsible for the
first phase of the “meaning = text” correspondence. More precisely:

Semantics, links each complex meaning of L to an initial form of
its linguistic expression — the syntactic structure of future phrases,
clauses and sentences.

In technical terms, semantics; consists of a lexicon (descriptions of all lexi-
cal units of L) and a grammar (a specific subset of grammatical rules of L). A
Meaning-Text model of semantics,; operates with a dictionary of a particular
type, called an Explanatory Combinatorial Dictionary, or ECD (described in
Ch. 8, 2). Using the information on LUs stored in the ECD, the grammar
establishes a correspondence between a given semantic representation and all
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deep-syntactic representations of sentences that express the meaning encoded
by this semantic representation (these two representations will be consid-
ered, respectively, in Ch. 10 and Ch. 11); this is illustrated symbolically in
Figure 1.3.

DSyntR; DSyntR; .. DSyntR,
¢ i) i) i’
v J
Synthesis T SemR

Figure 1.3 Linguistic representations serving as the input and the output of the
semantic module of an MTM

Formally speaking, there are two basic linguistic rule types: transition, or cor-
respondence, rules, operating between fragments of representations of adjacent
levels, and equivalence, or paraphrasing, rules, operating between fragments
of representations belonging to the same level (for a substantive classification
of the rules, see Ch. 12, Figure 12.2, p. 311). Schematically, the structure of a
Meaning-Text semantic module looks like Figure 1.4.

{DSyntR'}
If

Deep-Syntactic Equivalence
(= Paraphrasing) rules
I
{DSyntR}

Semantic Transition
(= Expression) rules

U
{SemR'}
I

Semantic Equivalence
(= Paraphrasing) rules

Il
Synthesis T {SemR}

Figure 1.4 Semantic module of an MTM

By way of illustration, we will give the relevant representations and some
of the semantic rules involved in the production of sentences (3a—c), which are
mutual paraphrases. All the representations and rules shown are maximally
simplified, and the way they are constructed is not explained (there will be
plenty of time for this later!); this first illustration is just to help the reader get
the gist of the approach.
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(3) a. This noise makes me unable to think.
b.  This noise prevents me from thinking.
C. Because of this noise I am not able to think.

The Semantic Structure serving as a starting point for the synthesis of
these — and many other — sentences, henceforth the initial SemS, is given in the
left-hand part of Figure 1.5.

The initial SemS represents the core propositional meaning of the above sen-
tences, or their semantic invariant (Ch. 3, /.7). Taking the semanteme ‘causel’
as the starting point, the initial SemS reads literally as follows: ‘this noise
causes] that I am not able to think [about something], the moment of causingl
being now’.°

| CAUSEw)1, MAKE v,
 BECAUSE, ... :

‘now ]%REVENT, IMPEDE,

‘causel’

HINDER, ...

P N  oment’ : | THINK2

“noise’,” 2\ moment o : 5
t gmot” { ow ?{ggg‘;{’m 3
1 1 ‘T L ‘\13\ g
| . ¥ ool |

‘this’© 1/1/ O'\lithmk’ 3 2——0 ‘think

02— : - 2
able’ 3 | UNABLE, IN- | I,

c Y {CAPABLE, ... |
.0 i i
Figure 1.5 The initial SemS of the underlying sentences in (3) and some of its possible
lexicalizations

This is a fairly simple, rather “shallow” SemS, which nonetheless offers
many realization possibilities, as shown in the right-hand part of Figure 1.5.

NB: Some of these potential realizations are not exactly synonymous
(THINK2 and PONDER do not mean exactly the same thing, nor do PRE-
VENT and HINDER, etc.) and thus give rise to approximate (a.k.a. near- or
quasi-)paraphrases; see below for examples. In our approach such paraphras-
es are not only allowed, but indeed preferred over exact paraphrases, since
they represent the paraphrase type most frequently used in actual language
production. For a typology of paraphrases, see Ch. 9, 2.1.2.

Concrete lexicalizations (roughly, selection of LUs and phrases expressing
semantemes and their configurations) and the corresponding arborizations
(selection of syntactic constructions forming the skeletons of future sen-
tences) depend crucially on the communicative orientation the Speaker wants
to give to the initial SemS — in the first place, on what he wants to present

¢ The meaning configuration ‘the moment of causingl being now’, to be implemented as verbal
inflection (present tense), will be omitted from the subsequent semantic representations.
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as the Rheme (~ comment, or what is communicated), and what he wants
to present as the Theme (= topic, or what the Rheme is stated about) of his
message.

Before we start describing the production of the selected sentences, it is
worth indicating some other potential realizations of the initial SemS:

(4) a. This noise impedes my thinking.
b.  This noise hinders my ability to think.
c. This noise makes it impossible for me to think.
d. Because of this noise it is impossible for me to think
e. Because of this noise it is not possible for me to think.
f.  Because of this noise I cannot think.

These are fairly close paraphrases of sentences (3a—c); for comparison, here
are some more remote ones, whose SemSs are different from the initial SemS
(albeit quasi-equivalent):

(5) a. With such noise, how am I even supposed to think?
b.  With this kind of noise, thinking is not an option (you can forget about
thinking).
c. It’s so noisy here my brain just isn t working.

This abundance of realizations of a relatively simple semantic structure illus-
trates what we call the paraphrastic potential of our meaning representations
(Ch. 10, 7: 258 & 4.2).

Generally speaking, the semantic part of the synthesis of a sentence pro-
ceeds in four stages:

1. Construction of the initial semantic representation [SemR], by pairing the
initial SemS with a semantic-communicative structure [Sem-CommS],
which traces the Speaker’s “itinerary” through the propositional semantic
space of the initial SemS. In our examples, the Sem-CommS consists of
the rhematic ~ thematic division of the initial SemS, with the indication, in
each division, of the communicatively dominant node (Ch. 10, 3.1.1), i.e.,
the semanteme which sums up the meaning of the entire division and is its
“minimal paraphrase.”

2. Meaning-preserving modifications of the initial SemR, which may include
expansions/reductions of the initial SemS or the removal/addition of some
semantemes, as well as changing some parameters of the Sem-CommsS.
These operations are performed by semantic (quasi-)equivalence rules, i.¢.,
semantic paraphrasing rules; their result is a “pre-lexicalized” semantic rep-
resentation, called reduced SemR, which is mapped onto the deep-syntactic
representation [DSyntR].

3. Construction of the deep-syntactic representation for the sentence under
production.
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NB: To simplify our discussion, we will show only how the basic structure of
the DSyntR — the deep-syntactic structure [DSyntS] — is constructed.

The main operations involved here are the previously mentioned lexical-
ization and arborization, performed by semantic transition rules: in a nut-
shell, these rules map semantemes onto deep LUs, and “translate” semantic
and communicative dependency relations into deep-syntactic dependency
relations.

4. Once the DSyntS of the sentence is constructed, it may be subject to
meaning-preserving modifications by means of paraphrasing rules, which
perform (quasi-)synonymic substitutions of specific lexical-syntactic con-
figurations in the DSyntS, based on lexical relations such as synonymy,
antonymy, nominalization, etc.

Let us now see how these operations are applied in the synthesis of sen-
tences (3a—c).

(< Rgem and Tgem stand for Semantic Rheme and Semantic Theme, respec-
tively; the communicatively dominant node [CDN] of Rgem/T sem 1S under-
scored; the shading indicates a lexicalization zone - that is, the semanteme
configuration earmarked to be realized as one LU.

T_Sem ‘causel’ Rsem Tsem ‘causel’ Rsem TDSynt RDSynt
‘noise’ ‘noise’
i noise’ ,irQ MAKE yy4act, N,
o« o«
0 i 3 2 NOISEgq, /y?m e
1 3 not’ 1 pu ol
S g ; v .
) ATTR @ UNABLE
Shie? . ‘this’ : |
this l 1/'0'\1‘\th1nk’ l/o\lithlnk’ l I
0=—2— 30 0T—2——0 °© é
“able’ 3 B 5 2 THIS
unable THINK?2
€00 .0

Construction of sentence (3a)

Figure 1.6 Partial representations of sentence (3a) manipulated by the semantic
module of an MTM

The initial SemR of sentence (3a) (This noise makes me unable to think.)
has ‘this—1—noise’ as its Tgem, the rest of its SemS being the Rgep, With
‘causel’ as the CDN. (The sentence is an appropriate answer to the underlying
question “What about this noise?”’; on underlying questions as a means of elic-
iting the semantic theme of an utterance, see Ch. 10, 3.7/.2.1.) The semanteme

configuration ‘not-1—able’ in Rgep is marked as a possible lexicalization
zone.
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The reduced SemR of our sentence is constructed using the following
expansion/reduction semantic paraphrasing rule (Ch. 12, 2.1.1.1), a part of the
lexicographic definition of the lexeme UNABLE (the rule is applied from right
to left):

‘[X is] unable [to do Y]” = ‘[X is] not able [to do Y]’

Here we see a semantic configuration (in the SemS of the sentence under syn-
thesis) being matched with the signified of an LU (described in the dictionary),
namely unaBLE, which will be selected for insertion into the DSyntS of the
sentence.

Now semantic transition rules take over to build the DSyntS of sentence
(3a). Lexicalization rules (see Ch. 12, /./) finish semanteme-to-lexeme
mappings (note the distinctive lexicographic numbers accompanying some
lexemes): ‘causel’ & MAKEy,4; ‘unable’ < UNABLE; etc. Arborization
rules (Ch. 12, 1.3) select MAKE 4, the image of the CDN of the Rgepy, Of
the Reduced SemR of (3a), as the top node of the DSynt-tree and construct
the branches of the tree. For example, one such rule treats the semantic
relation 1 and matches it, under specific conditions, to the deep-syntac-
tic relation I (the future syntactic subject or the adnominal complement);
see the transition ‘causel-1—noise’ & MAKEy,4-I—NoisE between the
reduced SemR and DSyntS of (3a). Another arborization rule takes this
same semantic relation and “translates” it, of course under a set of different
conditions, into the deep-syntactic ATTR(IBUTIVE) relation; this is what
we see in the transition ‘this—1—noise’ & THIS«—ATTR-NOISE above.
And so forth.

Note that a DSyntS contains only full LUs, thus excluding structural
(= syntactically induced) LUs. For this reason, the preposition To introducing
the complement of the adjective UNABLE does not appear in the DSyntS of
(3a). (The same is true also for all syntactically induced inflectional values,
such as verbal person/number, for instance.)

Suppose that (for whatever reason) we want to reformulate sentence (3a);
we can do this, for example, by applying to the node UNABLE in its DSyntS
the following, very simple, lexical-syntactic paraphrasing rule (Ch. 12, 2.2),
stating that any LU L can be replaced by its synonym:

L=syn(L).

This rule allows us to replace UNABLE[;; by INCAPABLE g, ;; the result-
ing DSyntS, minimally different from that of sentence (3a), will be imple-
mented by the sentence This noise makes me incapable;;, (UNABLE), of
thinking.

Syn
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Construction of sentence (3b)

Figure 1.7 Representations of sentence (3b) manipulated by the semantic module of
an MTM

The initial SemR of sentence (3b) (This noise prevents me from thinking.)
is identical to that of sentence (3a), except that here a different semanteme
configuration within the Rgen, ‘causel-2—not—1—able’, is marked as a
potential lexicalization zone. That is, we are now looking for a single lexical
meaning that matches this specific semanteme configuration. A good candidate
appears to be ‘prevent’, whose decomposition is given in the left-hand part of
Figure 1.8; the right-hand part of Figure 1.8 shows how this decomposition fits
the initial SemR of sentence (3b).

‘causel’ ‘causel’
19%2 ‘noise’ ,—~1"""2 cor
o ~ or’ o ™~ jor
?
“not® / \dlfﬁcult 1 ,O/ \‘dlfficult’
.
| this'o MUY 27 i
1 %/ ! N
l 2 ™ l &2 1\<l>
O'_ > ¢ ’ 13 b
‘possible’ ! o possible ! ‘think

Figure 1.8 Decomposition of the semanteme ‘prevent’ and its matching with the
initial SemR of (3b)

This is not an exact match: the semanteme ‘prevent’, whose decomposition
literally reads as ‘X causesl that Z(Y) is difficult or impossible for Y’, is
richer than the meaning configuration present in the initial SemR; plus, it con-
tains the semanteme ‘possible’, quasi-conversive with respect to ‘able’: ‘[to
do Z is] possible [for Y]’ = ‘[Y is] able [to do Z]’. These are, however, accept-
able differences, which do not alter the initial meaning too much. Therefore,
the configuration ‘causel-2—not—1—able’ in the initial SemR of (3b) is
replaced by ‘prevent’ to construct the reduced SemR of this sentence, which
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is then treated by transition semantic rules similar to those mentioned in the
preceding example, eventually yielding DSyntS of (3b).

If we wanted to reformulate sentence (3b), we could use, among others, the
following lexical-syntactic paraphrasing rule (for the precise formulation of
the rule, see Ch. 12, 2.2.2.2):

L=anti(L) +NOT

This rule describes an antonymic substitution; it specifies that an LU L can
be replaced (in the DSyntS) by a lexical configuration consisting of this L’s
antonym and the negative lexeme NOT. In our case, the rule allows for the
substitution prevent ~ not allow(,,,. ; prevenT)); S€€ Figure 1.9.

l)IQEV'EI\ITACT IND, PRES ALLOWZACT IND, PRES

1I- 9~ 1~ (i
NOISEsq O.V I THINK NOISEsq pi N THINK
l ° o/ I ApTR O
1 1
ATTR @) ATTR 5 N o
| I | 1 NOT
THIS ¢ THIS O

Figure 1.9 DSyntS of sentence (3b) and an equivalent DSyntS

Other examples of the application of this rule: stay ~ not leave; condone ~
not oppose; disobey ~ not obey; etc.

Tsem!!‘causel’ E Tsem PEer;ND, PRES
i ‘noise” 110 Sem ‘cause’! [T
T2 AN Propt o
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e 1 T { §‘noise’ | Y o 0
U ! i 1
i ‘this / N PP i1 H o NOISEsq, per |
I — Al Iothink?  f de - l 7 N hink’ ATTR NOT
; _2_’2 --------------- oy z—.\qt m HINK
able h ‘able’ 2 THIS © Tosynt
4 ’¢
.o
Initial SemR of (3a) Reduced SemR of (3¢) DSyntR of (3¢)

Construction of sentence (3¢)

Figure 1.10 Representations of sentence (3¢) manipulated by the semantic module of
an MTM

The construction of sentence (3¢) (Because of this noise I am not able to
think.) starts from the initial SemR of sentence (3a), which undergoes two
modifications.

1. A communicative restructuring takes place (by application of a semantic-
communicative quasi-equivalence rule that we will not cite here): the
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boundary between Tgem and Rgem 1s moved in such a way that ‘causel’
becomes the CDN of the Tgem and ‘able’ the CDN of the Rgep,- Sentence
(3c) is therefore an approximate communicative paraphrase of the other two
sentences; it answers a different underlying question: “What effects does this
noise have on you?” In the transition towards the DSyntS of (3¢), this modi-
fication of the communicative structure triggers the inversion of subordination
(or head switching) with respect to the DSyntS of sentence (3a); cf. make
[‘causel to be’|-1—unable ~ be.unable—ATTR—because [ ‘caused by...’].
2. The semantemes ‘not’ and ‘able’ are to be lexicalized separately.

The construction of the SSyntS of sentence (3c) involves some transition
rules different from those seen so far. Since the CDN of the Rggp, (Supposed to
give the top node of the corresponding DSynt-tree) is not a verb, it is necessary
to “verbalize” it — for instance, by means of the support verb Oper, (this is
a lexical-functional notation; for lexical functions, see Ch. 7). An arborization
rule, described in Ch. 12, 7.3.1: p. 323, takes care of the transition ‘M,RSem
& Oper,;—-n1—ABLE. Since ‘causel’ is now the CDN of Tgep,, subordinated
to the CDN of Rgepy, it is implemented (by a lexicalization rule not cited here)
as the LF Propt, subsequently realized as BECAUSE. The other semantic tran-
sition rules needed to construct the DSyntS of sentence (3c) are the same ones
used in the construction of the DSyntSs of the other two sentences.

Finally, some lexical-syntactic paraphrasing can take place, if desired, to
reformulate sentence (3c). For instance, the following rule is applicable:

The rule describes a synonymic substitution: a verbal LU Ly can be replaced
by a lexical-syntactic configuration made up of the deverbal adjective charac-
terizing the first deep-syntactic actant of the verb Ly, (‘such that he/it does L")
and the support verb for this adjective (the linking verb [to] BE). In our case,
the rule (applied from right to left) gives cany,,, ~ beOperl(Al(L)(v))) ableAl(L(v));
see Figure 1.11.

Oper;np, PrES CAND, pRES
Q. O,
aTtR” L roir:l I\\l
1I I
/ } \I / lATTl\I
Propt o OABLE 5 Propt X
1 AN Q @) ) 0]
I 11 ATTR un THINK  NOT
AN NOISEsc, per &
NOISEsG, per O o O I
| ATTR
ATTR THINK NOT
THIS O

THIS ©

Figure 1.11 DSyntS of sentence (3¢) and an equivalent DSyntS
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Other examples of this rule’s application: want ~ be willing; know ~ be
aware; suffice ~ be sufficient; etc.

If you feel somewhat intimidated by this illustration, please be
reminded that doing science is not a walk in the park, yet it can be
equally fun, if you are up to the challenge. Once you have gone

& through the textbook and the exercises, you will not only find the
above representations and rules much easier to “digest” but will be
able to write them yourself — and enjoy it!

2.4 The Meaning-Text Model within a General Model of Linguistic
Behavior

By way of concluding this introductory chapter, let us emphasize and explain
the following fact:

A Meaning-Text Model of a language does not cover the entirety of
linguistic behavior of its speakers.

A Meaning-Text Model starts with a semantic representation SemR and
ends with a phonetic representation PhonetR — two formal symbolic objects.
But where do the SemRs come from and where do the PhonetRs go to?

To answer the first part of the question, the input SemR is constructed by the
Speaker based on some informational content that he intends to verbalize. At
present, it is not known for sure how this content is represented in the Speaker’s
mind. However, it can be safely assumed that there is a level of representation
deeper than the SemR at which the situation to be talked about is specified
more or less independently of the linguistic means that will be used to verbal-
ize it. This is the conceptual representation [ConceptR] — roughly, a network
composed of discrete concepts as language-independent as possible and the
relations between them. Thus, the content of a text (“what to say”) is determined
at a prelinguistic — conceptual — representation level; the linguistic levels of
representation, starting with the SemR, and the rules operating between them,
are responsible only for the realization of this content (for “how to say”). In
this connection, see Ch. 3, /.2, where the opposition between “deep,” or “real,”
meaning and linguistic meaning is discussed. The mapping of concepts onto lin-
guistic meanings, i.e., the {ConceptRs} < {SemRs} transition, is performed by
the rules of the conceptual module, or the conceptics, a vital component of the
global model of linguistic behavior, but external to the Meaning-Text Model.

REMARKS

1. And the ConceptRs — where do they come from? They are con-
structed from raw psychological and physiological data by a mech-
anism that performs discretization of the perceived continuous
extralinguistic world. This mechanism, the Reality < ConceptR
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submodel, is of course the most complex part of the whole model
of human cognitive behavior. However, it lies completely outside of
linguistics and is left out of this book.

2. Human conceptualization of reality is an extremely complex and
multifaceted problem, studied by different disciplines: Cognitive
Science, Psychology, Neurology, Philosophy, Artificial Intelligence,
Computer Science, etc. It has engendered an enormous amount of
literature; for some pointers, see Further Reading.

To give the reader an idea of what such a mapping looks like, here is a
maximally simplified illustration from the domain of natural language pro-
cessing, where the use of conceptual representations has been a practical
necessity. Suppose that we want to automatically generate weather forecasts
for the general public. First, we need to make a list of concepts relevant for
conveying information about the weather, such as probability of precipitation,
rainfall, sudden drop in temperature, significant wind change, wind chill factor,
nebulosity, state of the sky, and so on. Using these concepts, we could represent
the contents that we eventually want to be verbalized by natural language texts,
for example:

ConceptR 1: probability of rain: 100%; duration: 8am-2pm
ConceptR 2: state of the sky: 1 (a value on the scale from 1jmin nepuiosity) 1O

5[ma><. nebulosity])

We would then need some rules linking these concepts to linguistic mean-
ings, in our case the meanings of English, which would allow us to construct
a number of corresponding SemRs. Applying these rules to ConceptR 1, we
could get, for instance, the following SemRs: ‘Rain is expected today’, ‘A
wet day is ahead’, ‘Don’t forget your umbrella’, etc. And their application to
ConceptR 2 could yield the SemRs ‘The sky will be clear’, ‘Expect a cloudless
sky’, ‘No clouds in sight’, etc. From the semantic representations, constructed
by conceptics, the linguistic realization system (which means a Meaning-Text
model) would take over and produce the corresponding texts. As we just saw,
one and the same ConceptR can be expressed by conceptually equivalent but
semantically non-equivalent, i.e., non-synonymous, SemRs; this demonstrates
that content planning belongs to a deeper-than-linguistic representation level.

And now to the second part of the question, the fate of the output PhonetR: itis
turned into an actual acoustic string by the Speaker. The transition {PhonetRs}
& {real articulated sounds} is performed by a system of rules that is called
phonetics. Phonetics, as we said, does not belong to the Meaning-Text model,
since it has to deal with articulatory or acoustic — that is, non-discrete — entities.

To conclude, with all its complexity, semantics; is but a small fragment of
linguistic correspondence, which is itself a part of something larger and more
complex.
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Further Reading

Some foundational texts on language: Sapir 1921 [2004]; Saussure 1916 [2013];
Jakobson 1960 and 1971.

Introductions to general semantics: Cruse 2011; Goddard 2011; Saeed 2011; Lobner
2013; Zimmermann & Sternefeld 2013; Lappin & Fox 2015; Akmajian et al. 2017:
215-259.

An introduction to English semantics: Cummins & Griffiths 2016.

Meaning-Text theory: Steele 1990; Kahane 2003; Mel’¢uk 2016.

Semantics Meaning-Text-style: Mel’¢uk 2012b, 2013 and 2015.

Different approaches to meaning: [Formal Semantics] Portner & Partee 2002;
[Generative Semantics] Jackendoft 1992; [Cognitive semantics] Lakoft 1988; [Frame
Semantics] Fillmore 2006; [Natural Semantic Metalanguage approach] Wierzbicka
1980 and Goddard & Wierzbicka 2014; Weinreich 1961 represents an original approach,
which is still of interest, more than half a century later.

Conceptual representation: Barsalou et al. 1993; [neurological perspective] Kiefer &
Pulvermiiller 2012.
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“Language is a system in which everything is interconnected,” as

& Ferdinand de Saussure said. Consequently, it is impossible to talk
about semantics without having recourse to several notions belonging
to other linguistic domains.

These notions are rather general and, for this reason, difficult to define; as a
result, in an introductory textbook of semantics we can offer only approximate,
sometimes rather rough, characterizations for many of these. (For mathemat-
ical and logical notions widely used in linguistics, in particular in semantics,
see Appendix, p. 345 /)

The necessary notions are presented in three blocks: general linguistic
notions (Section /), syntactic notions (Section 2), and morphological notions
(Section 3).

1 General Linguistic Notions

Six groups of notions will be introduced: linguistic sign and related notions
(1.1), the two axes of speech production (/.2), linguistic dependency (/.3),
linguistic significations (/.4), linguistic expressive means (/.5), and basic for-
malisms for representing linguistic phenomena (1.6).

1.1 Linguistic Sign and Related Notions

The most important of all linguistic notions is, beyond any doubt, the linguistic
sign. All other notions used in linguistics are derived from it. This notion, intro-
duced by Ferdinand de Saussure (Saussure 1916 [2013]), is presented here in a
developed and more rigorous form (Mel’¢uk 1982: 40f7).

1.1.1  The Notion of Linguistic Sign
Definition 2.1: Linguistic Sign
A linguistic sign s is a triplet s = (‘s”; /s/ ; ), where ‘s’ is the signified
of's, /s/ is the signifier of s, and X is the syntactics of the pair (‘s’; /s/).

In what follows, we will often omit the adjective /inguistic and speak simply of
signs — since no other type of sign is considered in this book.

NOTATIONS

1. The name of a sign is printed in boldface: apple, apple-, drink,
-s, -ing, re-, -able. In the name of the sign the hyphen does two things.
It either identifies a radical (or a stem): thus, the radical apple- is
opposed to the wordform apple = apple+@g (with a zero suffix of
the singular). Or else it identifies an affix, specifying its type: a hyphen
which precedes an affix means that it is a suffix (-s), and one which fol-
lows it shows that it is a prefix (re-). For these notions, see Section 3.
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2. Signifieds that are genuine meanings appear between seman-
tic quotes: ‘apple’, ‘drink’, ‘if’; signifieds that are inflectional values
(= grammemes) are in smaLL caps: pL(ural), PRES(ent), pass(ive).

3. Graphic signifiers are in italics: apple, drink, if; phonic signifiers
are given in phonemic transcription — between slanted brackets, or
slashes: /a&pl/, /drink/, /if/.

Signified
Most often, the signified of a sign is a “chunk” of meaning; the signified of the

sign dog)I.1, for instance, is the meaning ‘domestic animal ... whose func-
tions are to keep company with its owner, protect a place ...

As stated in “Symbols, Abbreviations and Writing Conventions,”
p. xxi, lexicographic, or sense-distinguishing, numbers accompa-

& nying LUs come from LDOCE Online: www.ldoceonline.com.
However, we allow ourselves to modify the corresponding definitions
and introduce our own lexicographic numbers if we deem LDOCE
numbers not entirely adequate.

The signified can also be an inflectional value, for example, the signified acc
(= the accusative case). It can even be empty, as is the signified of the English
SIgN it (pron impers) 10 I is raining or It is necessary to leave; a sign of this type
is an empty sign.

Here are three signs having the signifieds of these three types:

dog)l.1- = (‘domestic animal ...” ;/ddg/ ;X =radical, nominal ...)

Hung. -t = {acc(usative) 3/t ; ¥ = suffix, nominal,
non-pronominal ...)
[Nom lany /lap/ “girl’ ~ acc lanyt /lapt/, as in ‘[1 see a] girl’]

it = (A s /it/ ; £ = wordform, noun,
pronominal, 3, sG ...)
= A stands for the empty set (Appendix, /).

Two signs can have identical signifieds; thus, the signifieds of the signs
cougar and "mountain lion’ coincide: ‘a large wild cat living in the moun-
tains ...". Such signs are synonymous (Ch. 5, 1.1.1). However, following from
the definition of sign, a sign cannot, of course, have two or more signifieds.

Signifier

In the prototypical case, the signifier of a sign is a string of phonemes, for
instance /bé'sikal/. A string of phonemes is called a segment; therefore, a sig-
nifier that is a string of phonemes is segmental. But other types of signifiers
are known, too — non-segmental signifiers: prosodies and operations, such as
reduplications, alternations and conversions. Thus, in the sentence John lefi? the
signifier of the signified INTERROG(ation) is a particular intonation contour; in
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the verbal wordform sprang the signifier of the signified past is the alternation
N1/ = /&/. (The corresponding sign is the apophony AQST/Q/ )

A signifier, like the signified, can be empty. Thus, the signifier of the English
S1gN SGpominal ((Mominal singular”) seen in the wordform [a] car is empty —
that is, it does not contain phonemes: [a] car+@ vs. [two] car+s); a sign having
an empty signifier is called a zero sign and is denoted by the symbol “@”".

Here are the corresponding signs:

bicycle- = (‘a vehicle with two ; /ba'sikal/; T = radical, nominal ...)
wheels ...’
AQ//\;I{&/ = (past ; 1/ = /&/ ; = apophony, applies to
Vs marked “A"Y == )
-Osg = (sc T A ¥ = suffix, nominal, ...)

Two signs can have identical signifiers, such as the radicals of the noun
firmy, (a manufacturing firm) and the adjective firm,p;) (a firm answer).
Such signs are equinomous; it is generally accepted to speak of their ambiguity.
But, again, a sign cannot have two or more signifiers.

Syntactics

The syntactics of a sign s specifies the combinatorial properties of s — its capac-
ity to combine with other signs — that cannot be deduced from its signified or
its signifier; these are the idiosyncratic properties of's.

For example, one of the combinatorial properties of the French noun eau
‘water’ is its grammatical gender. To correctly use this sign in combina-
tion with other signs, you have to know that this noun is feminine: cf. the
ungrammaticality of */’eau froidgg yasc /frwa/, where the masculine adjec-
tive does not agree in gender with the noun; the correct form of the adjective
is froide /frwad/. The grammatical gender of eau cannot be deduced from
its signified: eau could have well been masculine, as is the corresponding
Arabic noun (ma? barid+@sg yasc (*ma? barid+agg gy lit. ‘water cold’,
with the adjective in the masculine form), or neuter, as in German (dasygy
Wasser) and Modern Greek (t0ngy hudor, celleq. 1Oy nerd). The signifier
/o/ of the sign eau does not allow us to deduce its gender, either, because
signs with similar signifiers may very well be of masculine gender (sceau /
so/ ‘seal [mark that shows the legal authority ...]°, seau /so/ ‘bucket’, sot /
so/ ‘fool’, etc.).

REMARK. The incompatibility of the noun eau with the verb manger
‘eat’ (*J’ai mangé de [’eau ‘1 have eaten some water’) or with the
indefinite article une (*J'ai bu une eau ‘I have drunk a water’) is
a property deducible from its signified, whose central component is
‘liquid’ (something that cannot be eaten or counted). The obligatory
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elision of the vowel of the definite article before the noun eau (/’eau
and not */a eau) is a property deducible from its signifier, which starts
with a vowel, since in French the final vowel of an article is elided
before the initial vowel of the following wordform. Such proper-
ties need not be specified in the syntactics of a sign. In contrast, the
impossibility of eliding the article before nouns such as [la] hauteur
‘height’ or [la] une ‘the first (page of a newspaper)’ does not follow
from their phonemic signifiers /otcer/ or /iin/ and therefore has to be
mentioned in the syntactics of such nouns.

(o The symbol “*” marks semantically anomalous sentences (see Ch. 9, 1.7);

“*” is the symbol of ungrammaticality.

The syntactics of a sign is made up of features, each feature admitting par-
ticular values. Here is a sample of syntactic features (they are shown in paren-
theses, subscripted to “their” sign):

e Type of sign: dog_(radical) VS. dogs(wordform)

* Part of speech (see 2.2 below): downy, vs. downy, vs. downspyy; Fr. ver-
gery, ‘garden’ vs. versery, ‘pour’; enirery, ‘enter’ vs. enfrée, ‘entrance’;
Fr. fermey, ‘[a] farm’ vs. ferme sy “firm’® . .

* Nominal gender: Fr. table s, ‘table’ vs. meuble . ‘piece of furniture’; Fr.
Sille gy “girl’ vs. Ger. Mddchen ., ‘gitl’ vs. Gr. koritsi,, ‘girl’ vs. Irish
Cailingy,se, /kal'm’/ ‘girl’

* Verbal conjugation group: Fr. finir g, “finish’ vs. partir g, ‘leave’ (Ils fini-
ss+ent “They finish’ vs. Ils part+ent ‘They leave’)

* Defective paradigm: the noun INFORMATION g ,, does not have the
plural form (*these informations), while Fr. INFORMATION can be plu-
ralized without difficulty: ces informationsp; ; on the contrary, the French
noun FUNERAILLES 5 only) Nas no singular: *une funéraille, but the English
FUNERAL has both numbers: a funeral vs. funerals. Cf. as well Fr. Nous
*frions ‘we fry’ vs. Nous rions ‘we laugh’ or Rus. ajvad ‘quince’ ~ *djvpr gpn
vs. sliva ‘plum’ ~ slivp; gpn-

NB: 1. A paradigm of a lexeme is the set of all its inflectional forms.
2. Note that the English nouns of the type AIRCRAFT or DEER have
both numbers, whose forms are, however, identical: an aircraft ~ these
aircraff.

¢ Collocations — phraseologized expressions in which the lexeme in question
imposes the choice of another lexeme for the expression of a particular
meaning. Consider, for instance, the different behavior of nouns favor vs.
mistake or caution Vvs. attention: you DO a favor, but you MAKE a mistake;
similarly, you USE caution, but you Ay attention. (On collocations, see Ch.
4,222.1,Ch.6,2&Ch.7,2.2.)
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Two signs can, understandably, have identical syntactics, but a single sign
cannot have two or more different syntactics, just as it cannot have two signi-
fieds or two signifiers.

1.1.2  Reference and Denotation of a Linguistic Sign

Generally speaking, a sign used by a Speaker in an utterance is mentally linked
to something external to this utterance: to an object X or a state of affairs X
in the world, called the referent of the sign; the sign points to its referent X,
or refers to X. Thus, the sign armchair used in the utterance This armchair
is comfortable refers to a specific piece of furniture located in the Speaker’s
environment and having the properties that allow him to call it an armchair
(you can sit in it, it has a particular shape, etc.).

As an element of extralinguistic reality, the referent of a sign is exterior to
the sign itself, and it is important not to confound it with the signified of the
sign. The signified is an integral component of a sign, independent of the sign’s
use in speech, a piece of neurological reality in the speaker’s brain. The refer-
ent is a piece of physical reality in the outer world. To show the independence
of the two notions — a sign’s signified vs. a sign’s referent — let us consider the
following facts:

¢ Some signs never have referents: only a sign with a non-empty signified that
is a chunk of meaning is potentially a referring sign; for instance, building,
pen, tiger, red, lovely, run, Moon, ctc. are referring signs. Structural, or
grammatical, signs, whose signifieds are indications of particular syntactic
links (between words in a sentence), are not referring; governed preposi-
tions, as in secretary to the Minister, tell Y from Z, wrap one'’s brain around
Y, reliance on Y, etc., are examples of non-referring signs.

o A referring sign does not refer in every case of its use. Thus, a complex sign
consisting of “normal” referring signs can have no referent: for instance, the
sign the biggest integer, even though it has a clear meaning (= an obvious
signified), does not have a referent, since there is no such thing as “the big-
gest integer.”

e While some signs have just one possible referent, such as Sun, Moon,
Earth, Canada, a typical referring sign has an infinite set of potential refer-
ents. Thus, the signified of a sign and its referent are not in one-to-one cor-
respondence: the signified is an inherent, permanent feature of a sign, while
the sign’s referent is its contingent, provisional “partner.” Each time it is
used in speech, the noun armchair, with the signified ‘a seat for one person
with a back and armrests’, can have a different referent; for instance, its two
occurrences in the expression this armchair here and that armchair there
refer to two different objects. Conversely, two distinct non-synonymous
signs, which have different signifieds, can have the same referent: we can
refer to the same object calling it armchair on one occasion and seat, or
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even this piece of furniture, on another. The hackneyed examples of this
phenomenon are the expressions Sir Walter Scott ~ the author of “Waverley”
or Morning Star ~ Evening Star (the planet Venus).

The ability to refer is conferred to a (referring) sign by its signified. The
signified of a referring sign s corresponds in a one-to-one way to a set of real-
world things called the denotation of s. (This set can be a singleton, i.e., a
one-element set, such as the denotation of the nouns Sun, Pacific, Spain, etc.,
or infinite, such as the denotation of the nouns leaf, girl, rain, etc. All inter-
mediate cases are also possible.) The denotation of s embraces all s’s potential
referents. When used in an utterance the sign s specifies just one particular
thing or a well-defined group of things contained in its denotation; this is §’s
referent. (The crucial distinction between sign and its denotation/reference was
established by Gottlob Frege: Frege 1892.)

REMARK. Our characterization of the notion of referent is simplistic:
it covers only the most common cases, as illustrated above. But what
could be the referents of signs like yeti, Popeye, intergalactic wars,
eternal life, etc., since these beings and facts exist only in our imagi-
nation? And do expressions whose denotations are abstract concepts,
such as my reputation, this love, the meaning of the universe, have
referents? Problems of this kind are dealt with by philosophy and
logic and are far from being solved.

Based on the relation between a referring sign and its referent in a given utter-
ance, reference is characterized by two features: definiteness and specificity.

Definiteness. The referent of the sign s in a given utterance is:

1. Definite if, and only if [iff], it is fully (= uniquely) identifiable for both the
Speaker and the Addressee (Give me this apple!).

2. Weakly definite iff it is identifiable for the Speaker, but not for the Addressee
(A friend of mine gave me this book.).

3. Indefinite iff it is not identifiable either for the Speaker or for the Addressee
(I want an apple.).

Specificity. The referent of the sign s in a given utterance is:

1. Specific iff it is an individual entity or fact (She wants to marry a Russian,
who her parents don’t know.).

2. Generic iff it is a class of individuals or facts (She wants to marry a
Russian — any Russian.).

These features are logically independent, so their crossing engenders six types
of referent:
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a. Definite specific referent : This response kept the moderates in line.

b. Definite generic referent : This response can keep the moderates in line.
c. Weakly definite specific referent : A4 firiend of mine arrived.

d. Weakly definite generic referent : I love some friends of mine.

e. Indefinite specific referent : I need a clove of garlic.

f. Indefinite generic referent : [ am sure there are people who like garlic.

Reference has close links with many important linguistic phenomena; thus,
it is related, on the one hand, to the communicative opposition of Givenness
(Ch. 10, 3.1.2.2) and, on the other hand, to the inflectional category of determi-
nation (in English, and many other languages, expressed by articles). However,
we cannot go into further detail about this.

1.1.3  Compositionality of Complex Linguistic Signs

When we look at the way the components of a complex linguistic expression
are selected by the Speaker (this is the paradigmatic perspective, see 1.2),
we can say that a typical complex linguistic expression is free — that is, the
selection of any of its components is in no way constrained by any individual,
idiosyncratic property of any other component. Thus, in the sentence The pet
looked healthy and joyful, the speaker is able to choose each word as he likes,
as long as it corresponds to the meaning he wants to express. This means that
almost every word of the sentence can be replaced by any of its (near-)syno-
nyms without affecting the grammaticality: e.g., The animal appeared in good
health and cheerful. The number of free complex expressions in a language
is infinite — that is what unlimited productivity of a linguistic system means.

Compositionality has to do with the way signs combine with one another
(this is the syntagmatic perspective, /.2) in order to produce free expressions.
Language allows for an unlimited number of free expressions to be built from
a finite number of simple signs. For this to be possible, the simple signs must be
united into complex signs according to some sufficiently general rules; in other
words, the resulting expressions must be compositional. If a complex linguistic
sign is compositional, all of its components — its signified, its signifier and its
syntactics — are compositional. A compositional sign AB can be presented as
AB = A @ B; this formula symbolizes the concept of compositionality.

(o The symbol “@” stands for linguistic union, a very general operation that unites
signs of a language by uniting their corresponding components in order to
construct wordforms, phrases, clauses, and sentences (see 2.7). The operation
@ is implemented by a set of rules, specific for each language.

In what follows, for simplicity’s sake, we will limit the discussion to the
compositionality of signifieds, i.e., semantic compositionality.

Semantic compositionality of a complex linguistic expression AB means that
its meaning, ‘c’, can be represented using only the meanings of the expressions
which compose it: the sign A with the meaning ‘A’ and the sign B with the
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meaning ‘B’, so that ‘6’ = ‘A @ B’. Put differently, the union of the meanings
of the expressions making up a compositional expression [‘A’ @ ‘B’] is equal
to the meaning of the union of these expressions [‘A @ B’]; symbolically:
‘AN@® ‘B =A®B’.

REMARK. The meaning of a linguistic expression can be compared to
the weight of a physical body, which is also a compositional property:
if we weigh two objects separately and then add their weights, we
will obtain the same result as if we had weighed them together. But
beauty, for instance, is not a compositional property: the beauty of
two identical objects taken together is not twice the beauty of these
objects considered separately.

If we know the meaning of the phrase [a] gray car, and those of the words
gray and car, we can represent the meaning ‘gray car’ as ‘gray’ @ ‘car’ = ‘gray
@ car’. But, knowing the meaning of the phrase red tape ‘bureaucratic rules
that are unnecessary and prevent things from being done easily’, we cannot
represent it by trying to express the component ‘official rules’ by fape, and the
component ‘that are unnecessary ...’ by red, because those words do not mean
that: they cannot be used with these meanings outside of the expression red
tape. The phrase red tape is thus not semantically compositional: it is an idiom,
which is a type of phraseme (Ch. 4, 2.2.2.1).

1.2 Paradigmatic vs. Syntagmatic Relations between Linguistic Signs

In order to produce an utterance, the Speaker has to manipulate linguistic
signs, and he does this along two axes: paradigmatic axis and syntagmatic axis.
On the one hand, the Speaker has to select the signs he wants to use.
Linguistic signs, stored in his brain, are interconnected via multiple links,
which allow him to browse through the signs in search of those he would pre-
fer to use in a given situation. Sign selection happens on the paradigmatic axis.
On the other hand, due to the oral nature of language, the signs that make up
an utterance are pronounced in a linear sequence. Each selected sign has to be
combined with other signs — that is, at least be linearly positioned with respect
to other signs in the utterance. This is not done arbitrarily: the linear position
of a sign encodes, perhaps indirectly, its semantic links with other signs. The
proper linearization of linguistic signs occurs on the syntagmatic axis. (For
simplicity’s sake, we ignore prosodic and morphological marking here.)

As one can see, the construction of an utterance by the Speaker implies two
“orthogonal” operations: the selection of signs from the inventory of available
signs and the combination of selected signs. Selection of signs is performed
based on their relations in the mental lexicon, i.e., according to paradigmatic
relations; combination of signs is carried out based on their relations in text;
i.e., according to syntagmatic relations. (These two major types of relations in
natural language were established by F. de Saussure.)
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Paradigmatic Relations

These are relations between linguistic signs stored in the brain of the Speaker
(relations in absentia, because these signs will not all be present in the utter-
ance produced); they allow the Speaker to select the signs he needs. For
example, the sign [to] sleep is paradigmatically related to the signs [a] sleep,
insomnia, dream, bed, bedroom, snore, ctc., in the sense that any one of
them, in principle, can be used instead of sleep, in a given speech situation
and in accordance with the Speaker’s needs and goals. This is not replacement
in the literal sense, but rather a choice of the most appropriate sign. For exam-
ple, instead of saying “Excuse me, I’m going to sleep.”, you can say “Excuse
me, [’'m going to bed.” (A restaurant menu offers a good parallel: for dessert,
you can choose between a cup of coffee, cheese or a cake; either of the three
elements can be chosen, even though they do not, strictly speaking, replace
one another.)

The following are the major classes of interlexemic paradigmatic relations
(more precisely, lexical-semantic relations between linguistic expressions, Ch.
6, 1):

synonymy: understand P ~ realize (that) P ~ get (that) P

antonymy: remember ~ forget, absent ~ present, near ~ far

conversion: buy ~ sell, husband ~ wife, after ~ before

(semantic) derivation: buy ~ buyer, absent ~ absence, [to] attack ~ [an]
attack

L=

Syntagmatic Relations

These are relations between linguistic items used by the Speaker in speech
(relations in praesentia); they ensure the appropriate combination of lin-
guistic items into grammatical expressions. For instance, an article and the
noun which follows it form a phrase “ART + N,” which in its turn can com-
bine with other phrases into larger units: clauses and sentences. Here, we
are dealing with the relations between units co-existing side by side in an
utterance.

Syntagmatic relations are of two main types: hierarchical or oriented (anti-
symmetric), relations, and equivalence (symmetric) relations. Hierarchic syn-
tagmatic relations are further divided into structural and linear relations.

* Structural hierarchical syntagmatic relations are dependencies of three types:
semantic, syntactic and morphological; see immediately below, Subsection
1.3.

 Structural linear syntagmatic relations are precedence relations: they deter-
mine the linear order of linguistic signs — what precedes (or follows) what.
Linear order is one of the four expressive means of natural languages (the
other three being structural words, prosody and inflection); see Subsection
1.5.
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» Equivalence syntagmatic relations are, for instance, co-reference relations:
in an utterance, they link LUs referring to the same fact or entity (e.g., the
lexemes JoHN and His in the sentence John used this argument in his proof are
co-referential); cf. Subsection /.1.2 above.

1.3 Linguistic Dependency

Dependency is one of the core notions of the Meaning-Text approach to lan-
guage. (In fact, this approach can be essentially characterized as relational,
since it considers relations — in particular, dependency relations — as an essen-
tial factor of linguistic organization.)

Definition 2.2: Linguistic Dependency

Linguistic dependency is a hierarchic (= antisymmetric) syntagmatic
relation between two lexical units in a sentence S or two semantemes
in the semantic structure of S, one called governor and the other
dependent.

NB: Here and below, we use the term sentence pour fixer les idées, but what
is said about sentences is true also of any utterance smaller than a sentence.

A lexical unit L of language L is either a word taken in a well-defined sense
(= a lexeme) or a non-compositional multiword phraseologized expression,
also taken in a well-defined sense (= an idiom); see /.4 below.

A linguistic dependency will be represented by an arrow: Ljj,ovemon—
L (dependent- This relation is hierarchical in that the governor controls the lin-
guistic behavior of the dependent: for instance, its presence in the sentence,
linear placement, inflectional form, etc.

1.3.1 Types of Linguistic Dependency

Three major types of linguistic dependency are distinguished: semantic
dependency, syntactic dependency and morphological dependency.

Definition 2.3: Semantic Dependency

Semantic dependency is dependency between either two semantemes
‘L,” and ‘L,’ that stand in a “predicate ~ argument” relation or two
corresponding lexical units in a sentence, L; and L,: the governor
(= predicate) determines the presence and the nature of the dependent
(= argument) in the sentence.

A meaning of an LU corresponds to a predicate in the logical sense (see
Appendix, 5.2) iff it is “incomplete,” i.e., iff it requires other meanings —
its arguments — to be expressed along with it. Thus, the meaning ‘sleep’ is
incomplete without the specification of the being that sleeps, ‘love’ requires
an indication of the person who feels love and the person being loved, and
SO on.
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REMARK. Another term used to designate an argument of a predicate,
and absolutely synonymous with the latter, is semantic actant; cf. Ch.
3, 3.2.2, where semantic actants are characterized, to see why we pre-
fer the latter term.

The notation “L,—sem—L,” means that ‘L,’ is an argument of the predicate
‘L,’; in the predicate calculus notation (Appendix, J.2), this can also be writ-
ten as ‘L,’(‘L,’) or, for short, ‘L,(L,)’. For example, semantic dependencies
between the (meanings of the) LUs of the sentence This cute kitten runs fast
are as follows:

‘run—sem—Kitten’; ‘this—sem—Kitten’; ‘cute—sem— kitten’; ‘fast-sem—run’.

The set of semantic dependencies holding between the meanings of the LUs
of a sentence constitute the semantic structure of that sentence. On semantic
dependency relations, see Ch. 3, 3.2, and on semantic structures of sentences,
Ch. 10, 2.

Definition 2.4: Syntactic Dependency

Syntactic dependency is a dependency between two LUs in a sen-
tence, L, and L,, such that one, for instance, L, called the governor
of L,, determines the syntactic distribution —i.e., types of external syn-
tactic links — of the whole phrase L,—synt—L,.

L, is also called the head of the phrase L,—synt—L,.

Saying that a phrase L,—synt—L, has the same distribution as its head L,
means that the former can be used in the same syntactic contexts as the latter.
For example, the phrase cute kitten, consisting of an adjective and a noun, is
appropriate in the same syntactic contexts where just the noun kitfen alone
can be used ([the] kitten runs ~ [the] cute kitten runs; [ see [the] kitten ~ [ see
[the] cute kitten, etc.), but does not fit into contexts appropriate for the adjec-
tive ([the] cute kitten vs. *[the] cute kitten kitten). Moreover, the noun can be
used without the adjective, but the converse is not true.' Thus, the noun is the
syntactic governor of the adjective and the head of the ADJ + N phrase; in our
case, this is written KITTEN ,~synt—CUTE_, ;. (Note that the direction of
the arrow joining kitten and cute at the syntactic level is the opposite to what
it is at the semantic level; more on this below.)

REMARK. The terms governor and head are related but quite distinct.
The head of a phrase is not the governor of the phrase: the head of the

! To be sure, English (like many other languages) has constructions in which an adjective does
not syntactically depend on a noun, but rather on a verb: for instance, The kitten is/became
cute. However, these constructions are possible only with a particular type of verb — the copula
and several similar verbs — which links the adjective to the noun. This makes matters more
complex, but does not contradict our statement.
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phrase is inside the phrase, while its governor is exterior to the phrase.
In our example, kitten is the head of the phrase cute kitten, but the
governor of this phrase is the verb runs.

The set of syntactic dependencies holding between the LUs of a sentence
taken together with these LUs constitutes the syntactic structure of that sentence.
As mentioned in Ch. 1, 2.2.2, we distinguish two sublevels of representation
in syntax: deep and surface sublevels. For deep-syntactic dependency relations
and deep-syntactic structure, see Ch. 11, 2.

Definition 2.5: Morphological Dependency

Morphological dependency is a dependency between two LUs in
a sentence, L; and L,, such that at least some inflectional values of
one, for instance, L,, called target (= morphological dependent), are
imposed by the other, L,, which is the controller (= morphological
governor).

Inflectional values, or grammemes, are obligatory — that is, language-
imposed — grammatical significations; see 3.2.

In our sample sentence, the verb runs depends morphologically on the noun
kitten, whose grammatical person and number it “copies”: in English, a finite
verb in the present indicative agrees in person and number with its subject.
Therefore, we write

controller target
KITTENgsg—morph—>RUNj3 s¢

Similarly, the adjective THIS depends morphologically on the noun KITTEN
(THIS agrees with KITTENg in number).?

Morphological dependency manifests itself either as agreement or govern-
ment. Examples of agreement were just given; as an illustration of govern-
ment, we can mention a preposition that controls the case of the dependent
noun (as in Ger. Biicher fiir prgp) Kind+erp +@ ycc ‘books for children’, where
FUR ‘for’ requires a noun in the accusative), or a verb that controls the case of
its nominal complements (as in Serb. pomagati ljud+imap; par lit. ‘[to] help
to.people’). o

2 The pronominal adjectives THIS and THAT are the only pluralizable adjectives in English and
thus the only ones that can depend morphologically (on a noun). Other English adjectives, as
indeed adjectives in many languages (that have them), are invariable with respect to number.
Cross-linguistically speaking, it is also possible for a noun to depend morphologically on the
adjective that modifies it; this happens, for instance, in Iranian languages, in the so-called
“izafet construction”: cf. Persian KETAB ‘book’, SALEB ‘interesting’, and ketab+e Faleb lit.
‘book interesting’, where a modifying adjective requires the modified noun to add the suffix -e,
known as izafet, which marks on the noun the presence of a modifier.
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The three major types of linguistic dependency are logically independent of
each other and can combine in a sentence in all possible ways. Thus, depend-
encies of different types holding between two LUs in a sentence can go in the
opposite direction. In the sentence This cute kitten runs, the verb governs the
noun semantically and syntactically, but is itself governed by it morphologi-
cally; the pronominal adjective THis governs the modified noun semantically,
but depends on it syntactically and morphologically (see Figure 2.1).

synt
morph morph

sem
sem synt\ synt\ /

/ SN 7N/ NV

thi cute  Kitten runs this cute kitte runs this cute kitten runs

Figure 2.1 Three types of linguistic dependency between the lexemes of the sentence
This cute kitten runs

Semantic and syntactic dependencies are universal in two respects. First,
there is no language without semantic and syntactic dependencies between
LUs of a sentence. Second, in every non-elliptical sentence each LU is seman-
tically linked to at least one other unit and all units are related — two by two —
by direct syntactic dependencies, so that a connected structure results. By
definition, a sentence cannot contain an LU that is completely unrelated to its
other LUs semantically and syntactically (such a string would be incoherent).
Morphological dependency, however, is not universal, also in two respects. On
the one hand, some languages, such as Vietnamese and Mandarin Chinese, do
not have inflectional morphology at all; on the other hand, sentences of a lan-
guage that does have inflection can contain LUs that are not linked morpholog-
ically to other LUs. Thus, an invariable word, like a preposition or an adverb
in English, does not depend morphologically on other words in the sentence.

1.3.2  Major Dependency Roles

A dependency relation can be considered from the viewpoint of the dependent
member, i.e., taking into account the role that the dependent plays with respect
to the governor.

At the semantic level, there is just one type of dependent: a semantic actant
(or semantic argument) of a lexical meaning ‘L’ (which corresponds to a pred-
icate in the logical sense).

At the syntactic level, there are two major types of dependents: syntactic act-
ants of an LU L and L’s modifiers/circumstantials (in a broad sense). “Syntactic
actant vs. syntactic modifier/circumstantial” is one of the most fundamental
oppositions in the domain of syntax.

We distinguish deep- and surface-syntactic actants; only the former are
directly relevant in a textbook on semantics (Ch. 11, 2.3). In most cases,
the deep-syntactic actants of an LU L correspond to its semantic actants.
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Surface-syntactic actants are defined inductively: starting from prototypical
SSynt-actants (such as the subject and the direct object in the case of verbs),
all L’s dependents that sufficiently resemble the prototypical ones according to
some relevant syntactic properties are also recognized as its actants.® Actants
are closely linked to L’s lexicographic definition and are an integral part of L’s
syntactic frame, or Government Pattern (see /.3.3); they tend to be expressed
in a way that is idiosyncratic, i.e., not fully foreseeable. In other words, their
expression is contingent upon the governing L. In contrast, modifiers/circum-
stantials are free adjuncts, and their expression is usually regular, and inde-
pendent of the lexical identity of the governing L.

1.3.3 Valence, Diathesis and Government Pattern

The term valence came into linguistics from chemistry, where it refers to the
capacity of atoms to bind with other atoms and form molecules. Analogously,
some LUs are capable of binding with some other LUs, i.¢., they can enter into
dependency relations with other LUs in a sentence to form larger linguistic
structures.

Definition 2.6: Semantic Valence of a Lexical Unit

The semantic valence of an LU L is the set of all L’s semantic actants —
i.e., the set of L’s semantic dependents filling the actantial slots in L’s
lexicographic definition.

The alternative term is the argument structure of L.

Examples

The verb [to] SELL (John sold his car yesterday) has a semantic valence of 4:
‘person X sells entity or service Y to person Z for money W’. The noun IDEA
(John's idea to move house) has a semantic valence of 2: ‘person X’s idea to
perform action Y’.

Definition 2.7: Passive Syntactic Valence of a Lexical Unit
The passive syntactic valence of an LU L is the set of all syntactic
constructions into which L can enter as a dependent.

The alternative term is the syntactic distribution of L (see Definition 2.4).

L’s passive syntactic valence is described in terms of parts of speech (see
2.2 below), as well as the syntactic features of L and those of its governor. For
example, the passive syntactic valence of an English nominal lexeme includes
the following syntactic roles (the list is, of course, not exhaustive): (1) the sub-
ject of a finite verb (7he sun«<—subjectival-is shining.); (2) the attribute of the

3 For instance, in John wrote me a poem, the element me, which does not correspond to a Sem-
actant of ‘write’, is considered to be its SSynt-actant — the indirect object — by analogy with
such sentences as He gave me an apple, etc.
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copula (Max is—copular—[a]—teacher.); (3) the direct object of a transitive
verb (write—direct-objectival-[an]—article.); (4) an apposition of another
noun (my friend—naming-appositive— Collins).

Definition 2.8: Active Syntactic Valence of a Lexical Unit

The active syntactic valence of an LU L is the set of all syntactic con-
structions into which L enters as the governor of its actantial depend-
ents, a.k.a. complements.

Examples

The active syntactic valence of the verb [to] SELL (John sold his car yester-
day.) includes the following constructions: subjectival (Ny sells), the direct-
objectival (sells Ny), the indirect-objectival (sells to N, or sells N, [Ny]) and
the oblique-objectival (sells for NUM Ny,), the dependent members of these
constructions expressing the corresponding semantic actants of the verb. The
active syntactic valence of the noun IDEA includes the subjectival-adnominal
construction (Ny’s idea/[an] idea of Ny) and the oblique-objectival construc-
tion (idea to Viyp.y); their dependent members express the noun’s semantic
actants.

Definition 2.9: Diathesis of a Lexical Unit
The correspondence between the semantic actants of an LU L and its
deep-syntactic actants is called the diathesis of L.

This correspondence, otherwise known as linking, is by no means trivial (i.e.,
one-to-one). Thus, while the adjective FAITHFUL1 (politicians faithful to
their word') has two semantic actants (X, faithful to Y,,,.’), it has only the
deep-syntactic actant II (corresponding to ‘Y, while the element correspond-
ing to ‘X’ becomes its governor in syntax); cf.:

FAITHFUL1, adjective

Semantic actants Xwho Y 0 what' } Diathesis
Deep-syntactic actants — I

L’s basic, or lexicographic, diathesis (specified in L’s Government Pattern
(GP); definition immediately below) corresponds to the basic, or lexico-
graphic, form of L.* The basic diathesis can undergo modifications, which are
the source of many important semantic and syntactic phenomena: grammatical
voices, lexical conversion, verbal derivation, etc.

4 The lexicographic form of an LU L is its simplest, least marked form. Thus, verbs are entered
in the dictionary in the form of the active infinitive, and in a language that does not have
infinitives, in the 3rd person singular active past form (Arabic) or 1* person singular active
present form (Bulgarian). An adjective in a morphologically rich language is given in the
masculine, singular, nominative form, etc.
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Definition 2.10: Government Pattern of a Lexical Unit

The Government Pattern of an LU L is a specification of L’s basic
diathesis, as well as of the surface-syntactic constructions and mor-
phological means implementing L’s deep-syntactic actants.

Here is the Government Pattern of the adjective FAITHFUL1:

X. Y

‘to what’

I

—oblique-objectival—fo N

who’

[womanx] faithful to her principlesy

This GP indicates that the Sem-actant X of FAITHFUL1 is not expressible as
an actant in syntax (because it becomes the syntactic governor of the adjective)
and that the Sem-actant Y is expressed by an oblique object — the prepositional
phrase with TO.

The illustration in Figure 2.2 will help the reader grasp the Government
Pattern formalism and the correspondence between semantic and deep-
syntactic actants it specifies.

WOMANGsg
O

A

~" ATTR

1 4

O FAITHFUL

1
I

‘faitgful’ O PRINCIPLEy
: |
/ i
1 \2 '~ I
/ N\ N4
O +——1—0 “o
‘woman’ ‘principles’ WOMANGsg

Figure 2.2 The representations of the phrase /a] woman faithful to her principles at
the semantic and deep-syntactic levels

For more on the Government Pattern, see Ch. 8, 2.2.3.

1.4 Major Types of Linguistic Significations

A rough definition of linguistic signification would be as follows: any informa-
tional content that can be carried by linguistic signs; significations include gen-
uine meanings, syntactic information, communicative information, rhetorical
information, etc.

Linguistic significations can be classified along three logically independent
axes:
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Axis 1: Lexical significations vs. grammatical significations

Lexical significations bear mostly on, or are about, the extralinguistic world;
they are rather concrete, and numerous (about a million in the language of a
modern society; see below, /.6.2, Footnote 7) and constitute an open set. Here
are several lexical significations of English: ‘like’ (like a madman), ‘piece’
(a piece of wood), ‘narrow’ (a narrow lane), ‘interestyy)’ (This interests me.),
‘interest,’ (without interest), ‘die’ (die from a heart attack), etc. They are genu-
ine meanings; in language L they are expressed by full LUs of L.’ Thus, the lex-
ical significations cited above are expressed by the lexemes LIKEcony, comparys
PIECEy), NARROW ), INTEREST,y,, INTEREST y, and DIEy,. A lexical signi-
fication can also be expressed by an idiom; for instance the idiom "KICK THE
BUCKET" expresses the same signification as the lexeme DIE (plus flippancy of
the Speaker towards the dying person; and, of course, a different register).

[ < pd Idioms are indicated by raised half-brackets: "...".

A lexical signification — that is, a chunk of meaning expressed by a full LU —
is also called a lexical meaning, or a semanteme. The semanteme is the basic
semantic unit in natural languages (Ch. 3, 3.1).

Grammatical significations bear on lexical significations and are rather
abstract; in a given language, they are not numerous (a few hundred, at most)
and constitute a closed set. Grammatical significations are a motley collection:
some are meanings — that is, configurations of semantemes (which is the case
for most derivatemes) or correspond to clusters of meanings (semantically full
grammemes, such as PLURAL), while some others represent various types of
combinatorial (= cooccurrence) information. 7able 2.1 gives some examples
of grammatical significations.

Table 2.1 Grammatical significations: an illustration

Derivatemes (see 3.2.2) ‘person who does [L]’ [eat; ter]
Sp. ‘small and pleasant [L]* [arbol; +it+o
‘small and pleasant tree’]

Grammemes (see 3.2.1) (nominal) pLuraL (chair+ts, teeth)
INDEFINITE (@ chair)

past [tense] (talk+ed, sang); rurure [tense]
(will work)

accusartive [case] (Lat. aquil+am ‘eagle’)

Syntactic relations, deep and surface | —ATTR—, ...; —prepositional—, ...
Communicative values THEME (marked by Jap. -wa or Kor.
-nin/-in)

> In some — rather infrequent — cases, a lexical signification can be expressed by a meaningful
syntactic construction: see Ch. 11, 2.2.3, p. 290).
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In language L, grammatical significations are expressed by the grammatical
means of L, namely by morphological means — affixes and morphological oper-
ations (such as apophonies), and by syntactic (= non-morphological) means —
structural (= grammatical) LUs. The derivatemes and grammemes cited above are
expressed by suffixes and by the morphological operation of apophony (the gram-
meme PLURAL in feeth is expressed by the apophony A;,“L/;‘“/ and the grammeme
PAST in sang by the apophony A;,'ET/“’/, or else by structural words (the article
A/AN and the auxiliary WILL). Syntactic relations are expressed by syntactic
constructions, and the communicative value THEmE is realized by a suffix (in our

example; however, in most languages theme is expressed by word order).

Axis 2: Semantic significations vs. syntactic significations

Semantic significations correspond to genuine meanings and are freely chosen
by the Speaker. For instance, the configuration of semantemes ‘X uses X’s
resources in order to cause2 that Y, who wants to do Z, can successfully do
7’ is a semantic signification (= a chunk of meaning); it can be expressed by
the lexeme HELP v, or, if the Speaker chooses, by its near-synonyms AID,,
or ASSISTy,. These are, then, lexical-semantic significations. Similarly, the
configuration of semantemes ‘[P] before now’ is a semantic signification that
the Speaker will choose if he wants to talk about an event ‘P’ as taking place in
the past, while expressing ‘P’ as a verb. This is a grammatical — more precisely,
inflectional — semantic signification.

REMARK. The Speaker’s freedom in choosing linguistic units needs
to be qualified when it comes to inflectional significations. In English,
tense must be expressed with each verb (no choice here!), but whether
this will be the present, the past or the future is up to the Speaker. For
more on this, see 3.2.

Syntactic significations do not correspond to genuine meanings. Rather than
being freely chosen by the Speaker, they are imposed on him by his language —
to express syntactic and morphological dependencies and convey other gram-
matical information. Thus, governed prepositions and conjunctions (insist on,
dream of, demand that, wonder whether, etc.) express lexical-syntactic signi-
fications, while, for instance, markers of adjectival agreement with the modi-
fied noun (Fr. [histoire g, +sp, | intéressantes+epgytsp, ‘interesting [stories]’)
express grammatical (in this case, inflectional) syntactic significations.

Axis 3: Morphological significations vs. non-morphological significations

A morphological signification is expressed within the wordform on whose stem
it bears — that is, synthetically; a non-morphological signification is expressed
outside the wordform on whose stem it bears — that is, analytically. Thus, the
passive of a verb is expressed in Latin by a suffix within the verbal wordform,
while in English, the passive marker is a form of the auxiliary verb BE com-
bined with the past participle of the lexical verb:
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(1) a. Lat. Urbsyonm a hostibus ap; oppugna+bapprtts ggHuFpags. ~
b. Eng. The city was being attack+ed by the enemies.

Another good example is the expression of definiteness in Scandinavian lan-
guages — morphological (by a suffix) and in English — non-morphological (by
an article):

(2) a. Swed. stol stol+Ogy;+en stol+ary +na
b. Eng. chair the chair+QOgg the chair+sp,

Combined, the three classification axes give a total of eight classes of log-
ically possible linguistic significations. Four of these classes are relevant to
semantics; they are indicated in the following table, along with linguistic
sub-disciplines that study them. (As we announced in the Preface, morpholog-
ical semantics will not be explored in any detail in this book.)

Table 2.2 Linguistic significations studied by semantics

Class of linguistic significations relevant to Linguistic sub-discipline
semantics that studies them
Lexical-semantic morphological significations lexical semantics

Lexical-semantic non-morphological significations

Grammatical semantic morphological significations morphological semantics

Grammatical semantic non-morphological
significations

1.5 Linguistic Expressive Means

The linguistic expressive means of language L are the totality of devices that L
has at its disposal to express meanings and the structural organization of texts
of L. There are just four possible types of linguistic expressive means: LUs,
linear order, prosody, and inflection (see 3.3 below). The first three of these are
universal: all languages use them; in contrast, there are quite a few languages
that do not use inflection (among others, Yoruba, Thai, Mandarin Chinese,
Vietnamese).

Each of the four types of expressive means can be used in one of the follow-
ing two ways:

1. In a semantic capacity, to express a meaning directly; such a means has its
source in the semantic representation (of the corresponding text).

2. In a syntactic (= non-semantic) capacity, to mark a syntactic role, without
direct correspondence with elements of the semantic representation.

Table 2.3 illustrates the four types of linguistic expressive means.
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Table 2.3 Linguistic expressive means

Linguistic
expressive
means

in a semantic capacity

in a syntactic capacity

Lexical units

RAIN, 'KICK THE BUCKET",

BLUE, WHEN, WITHOUT, etc.

THAT (think that P), WHICH
(the hypothesis which...), ON
(depend on), BE (is intelligent),
PAY (pay attention), etc.

Linear order | Expresses the communicative Marks syntactic constructions:
structure; e.g.: ART + N, PREP + N, CONJ +
Thisgocauizep I do not know vs. | CLAUSE, etc.
1 do not know this.

Prosody Expresses affirmation, inter- Marks breath groups, etc.
rogation, exclamation; irony,
sarcasm; tenderness; emphasis;
etc.

Inflection Expresses nominal number Marks agreement and

and definiteness; voice, mood,
aspect and tense of the verb;
the degree of the adjective

government

We have presented the linguistic expressive means in the order that corre-
sponds to their importance: lexical units > linear order > prosody > inflection.

LUs constitute the most important expressive means because all other
means act upon them, as it were. Linear order comes before prosody because
the latter can only be superimposed on a linearized sequence. Inflection is the
most limited expressive means because it is absent from many languages and
does not appear in all the sentences of a language that does have it. By their
physical nature, these means are not equal, either: some are used preferentially
in a semantic capacity (e.g., LUs), while others rather in a syntactic capacity
(e.g., linear order).

1.6 Basic Formalisms for Representing Linguistic Phenomena

We now turn to the formalisms used in the Meaning-Text approach to write
linguistic representations of utterances (/.6.7) and linguistic rules that establish
correspondences between these representations (/.6.2).

1.6.1 Linguistic Representations

At this point, we will present only the formalisms used to construct the basic
structures of linguistic representations at the semantic, syntactic and morpho-
logical levels, leaving the peripheral structures aside (for the contrast “basic vs.
peripheral structure,” see Ch. 1, 2.2.2, p. 16). These structures — the (semantic)
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network, the (deep- and surface-syntactic dependency) tree, and the (morpho-
logical) string — are graphs of particular types.

A graphis a set of points, called vertices, or nodes, linked by lines, called edges.
The nodes represent the elements of a set, and the edges represent the relations
between these elements. Generally speaking, the nodes of a graph are not linearly
ordered; the physical disposition of the nodes on paper is therefore irrelevant.

The graphs considered in linguistics are:

Connected, i.e., there is a path — a series of edges — between any two nodes.
Directed, i.e., each edge is assigned an arrow, indicating the hierarchy
between the two nodes it connects; an edge supplied with an arrow is called
an arc.

3. Labeled, i.e., all nodes and all arcs are supplied with labels specifying their
linguistic nature. (However, see below for a caveat concerning strings.)

N =

From a formal viewpoint, the graph representing a semantic structure is
a network: a fully connected, fully directed and fully labeled graph without
further constraints. The nodes of a semantic network are labeled with lexical
meanings (= semantemes) of a language, and its arcs bear distinctive numbers
indicating the relations between a predicative meaning and its arguments.

A syntactic structure is formally a tree — that is, a network satisfying the
following two conditions:

1. Each of its nodes receives no more than one arc (it either has a unique gov-
ernor or no governor at all).

2. There exists one and only one node that receives no arc (= does not have a
governor); this node is called the top node, or the head, of the tree.

The nodes of a syntactic tree are labeled with LUs and its arcs (a.k.a.
branches) with the names of syntactic dependency relations. The nature of
these labels depends on which sublevel we are dealing with: at the deep-
syntactic sublevel, the nodes are labeled with deep LUs, and the branches with
deep-syntactic relations; at the surface-syntactic sublevel, the respective labels
are surface lexemes subscripted with semantic inflectional characteristics, and
surface-syntactic relations.

Finally, the deep-morphological structure is a string — that is, a particular
case of a tree such that each of its nodes allows for only one leaving arc —
that is, each governor has only one dependent. In other words, there is no
branching. In a string, the arcs and their labels, which are always identical, are
omitted; the dependency relation that exists between the nodes is in fact the
precedence relation, indicated by their linear order. To put it simply, a string is
a linear sequence of lexemes.

The nodes of a morphological string are labeled with lexemes supplied with
all necessary inflectional characteristics, i.e., with all their grammemes. In
other words, the DMorphS of a sentence is an ordered sequence of DMorph-
representations of all its wordforms.
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Figure 2.3 shows the basic structures representing the organization of the
sentence [/ like swimming a lot ‘1 very much like swimming’ at the semantic,
deep- and surface-syntactic and deep-morphological levels.®

“Very’
«’I‘f LIKEcT, IND, PRES, LIKEnp, prES
1 /U\NJ’ROGR. N_PERF SO0
l‘ - 1 1 subjectl dir-object
¥ ‘like A(ATTR\O ¢ circumst N
i 1 Y swim i swim  wow LIKEno, pres, 1s6 SWIMaex A LOTsg
/ \ Magn X
0%—1-0 ALOT
T ‘swim’
a. SemS b. DSyntS c. SSyntS d. DMorphS

Figure 2.3 Structures of the sentence / like swimming a lot at different representation
levels

The first two of these structures will be revisited, respectively, in Ch. 10 and
Ch. 11.

1.6.2  Linguistic Rules

Linguistic rules come in several types, of which we will introduce the most
common one here: transition linguistic rules.

Definition 2.11: Transition Linguistic Rule

A transition linguistic rule is an expression of the form X & Y (| C),
where X is instantiated by some linguistic content and Y by what
expresses this content; the bi-directional double arrow means ‘cor-
responds to’, and C represents the set of conditions (possibly empty)
under which the correspondence in question is valid.

If read from left to right, a linguistic rule means ‘X is expressed by Y (under
conditions C)’; read from right to left, it means ‘Y expresses X (under condi-
tions C)’.

In this book, the term rule is used strictly in its technical sense, as it was just
defined. Here are three examples of transition linguistic rules (for English).

A lexicalization semantic rule

‘manufactured object designed for people X to sleep in ...’ = bed-

The indicated meaning can be expressed by the radical of the English noun
BEDy,1 — that is by the lexical sign
bed- = (‘bed’; /béd/; X = radical, nominal ...) .

¢ Pronounced with a different prosody, namely with a pause after like (I like | swimming a lot),
this string expresses a different meaning: ‘I like to swim frequently’. This corresponds to a
different SemS, which, instead of ‘very’ bearing on ‘like’, has ‘much’ bearing on ‘swim’. Its
DSyntS and SSyntS are also different from the ones in Figure 2.3.
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A morphologization semantic rule

‘more than one’ = PLURAL

The semanteme configuration ‘more than one’ can be expressed by the
inflectional signification (= grammeme) PLURAL (which, on a closer-to-surface
level will be expressed by the morpheme {PLURAL}.

A linearization syntactic rule

L1(N)—determinative—>L2(determ) = L2(determ) +...+ L )

In English, a determiner precedes the determined noun, from which it can
be separated by some other lexical elements (this is shown by “...”): the e,
child ), a(4er) gentle childy,, these e, big and promising projects ), etc.

A Meaning-Text model of a language is a set of modules, each module being
a set of rules operating between representations of utterances at two adjacent
levels. In this book we are interested in the rules of the semantic module, or
for short, semantic rules, which operate between semantic and deep-syntactic
representations; semantic rules were introduced in Ch. 1, 2.3 and will be dis-
cussed in Ch. 12.

The concept of linguistic rule calls for two important comments having to do
with the generality of rules and their relation to linguistic signs.

Generality of linguistic rules

From Definition 2.11 it follows that a linguistic rule can be more or less gen-
eral. A rule can even be individual, such that X and Y can each be instantiated
by a single element; all lexical rules and most of the morphological rules are
of'this type, like the lexicalization and morphologization semantic rules above.
On the other hand, a rule can have absolute generality; the linearization syntac-
tic rule above is such a rule, because it applies to all nouns and all determiners
of English. Between the two extremes, there are numerous intermediate cases.
For instance, the adverb ENOUGH is linearly positioned after the adjective it
modifies, contrary to all other adverbs: big enough vs. sufficiently big; the cor-
responding rule manipulates a single element, the adverb in question, and an
open set of adjectives. Rules that are sufficiently general are called productive.

Linguistic rules and linguistic signs

A linguistic sign (as introduced in Subsection /./) can be considered as a par-
ticular type of transition rule. More specifically, the signified ‘s’ constitutes the
left-hand part (= X) of this rule, and its signifier /s/ and syntactics X, taken
together, its right-hand part (= Y). The semantic rules 1 and 2, given above as
examples, are such rules.

According to a long-standing tradition, it is customary to speak separately
about lexical signs and grammatical rules. This is also a pedagogically handy
distinction: it allows us to sketch the general structure of language in a simple
and graphic way, keeping apart the lexicon and the grammar.
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Language is a set of two very unequal subsets: a set of simple signs and a set

of rules. Simple linguistic signs are of two types:

1.

2.

Lexical signs (counting several hundred thousand’) correspond to lexemes
and idioms; they constitute the lexical stock, or the lexicon, of language L.
Grammatical signs (several hundred) correspond to affixes and morpholog-
ical operations; they belong to L’s grammar. The grammar (i.e., semantic
+ syntax + morphology + phonology) includes, along with grammatical
signs, around one thousand grammar rules, which manipulate linguistic
signs and produce more complex expressions: these rules combine radicals
and affixes into wordforms, wordforms into phrases, phrases into clauses,
and the latter into sentences (see 2.7).

Table 2.4 Language = lexicon + grammar

Language
Lexicon Grammar
— Lexical — Grammatical — Grammatical Rules —
Signs — Signs —
chair, go, -s, -ed, -er, anti-, re-, | Semantic rules
limited, A;‘L/:}“/ (tooth ~ ‘c,’-1—-‘c,” © L(‘c,")-I=L(‘cy’) |
around, teeth), L(‘c,’) is a verb not in the passive

red tape’ ESEY, ,
rre ape’, APASTE (spring ~ Syntactic rules
pull [Ny ’s]

oo sprang) ADJ«—modif-N < ADJ +...+ N
leg’, "as if" . .
(interesting book)
PREP-prepos—N < PREP +...+ N
(for John)

Morphological rules
{rL} & +/z/|__ /Vowel/ or /Voiced Consonant/

Phonological rules
/t/ & [t |not/s/ __and __ /V/[potato]
< [t]|/s/_ornot _ /V/[stand, potato]

The main difference between lexicon and grammar lies in the degree of

generality of corresponding descriptions. The lexical stock contains elements

7

This number (about a million) is a rough upper estimate, obtained in the following way. American
College Dictionary has 135,000 entries, with an average of 2.5 wordsenses per entry, which gives
a total of 340,000 wordsenses. To this we need to add idioms, “buried” in the entries of their
lexical constituents. Moreover, divisions of lexical items into wordsenses are often too coarse in
this dictionary; with the necessary adjustments, we can easily reach more that 500,000 wordsenses.
If we consider French, Le Petit Robert contains some 60,000 entries and 150,000 wordsenses

(2.5 per entry on the average). With the idioms and additional wordsenses due to a more precise
analysis, we reach the same number of wordsenses as in English: = 500,000. A similar situation
exists in other languages. A lexicographic wordsense corresponds to one lexical sign (a lexeme or
an idiom). It is thus justified to posit 1,000,000 lexical signs as the upper limit for a language.
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that do not lend themselves easily to a generalized description: each of them
requires a description of its own. As a result, the description of the lexical stock
is not fully systematic. (True, LUs form systems, but, in spite of this, each LU
has to be described separately.) In contrast, the grammar works by generali-
zations; its rules manipulate classes of LUs, rather than single units. Rules of
grammar, even when they are described individually, show in their behavior
a degree of regularity and systematicity that one never sees with lexical units.
Of course, this is but an idealization: there are many regularities in the lexical
stock and many exceptions to the rules of grammar; however, in order to get
a clear picture, it is useful to think of these two aspects of language in this
way, i.e., as consisting of a lexicon (= system of individual lexical signs) and a
grammar (= system of general grammatical rules).

2 Syntactic Notions

Syntactic notions will be presented in two groups: basic syntactic units (2./)
and major syntactic classes of lexical units, or parts of speech (2.2).

2.1 Basic Syntactic Units

We distinguish four basic syntactic units: (1) wordform, the minimal unit
manipulated by syntactic rules (and also the maximal unit of morphology);
(2) phrase; (3) clause and (4) sentence, which is the maximal unit of syntax.

Since all syntactic units are particular cases of utterance, we will start by
characterizing this latter concept.

211 Utterance

Definition 2.12: Utterance

An utterance is a linguistic expression that is more or less autono-
mous: it can appear between two major pauses, can constitute a pro-
sodic unit, and its internal structure is governed by linguistic rules;
an utterance is perceived by speakers as “something that exists in the
language.”

NB: Strictly speaking, this is not a real definition, but rather an informal
characterization. This cannot be otherwise, given the great generality of the
notion of utterance.

An utterance can be a wordform, a phrase, a clause, or a sentence. Linguistic
expressions smaller than an utterance are parts of wordforms (morphs such
as the prefix re- in retake or the suffix -ed in answered); they cannot be used
alone in ordinary speech, outside of metalinguistic statements.® A linguistic
expression can also be larger than an utterance, for example a sequence of
sentences forming a paragraph.

8 They, however, are fexts in the technical sense used in the MTT; see Ch. 1, 1.
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2.1.2 Wordform

Definition 2.13: Wordform
Awordform is a segmental sign that is more or less autonomous and not
representable in terms of other (previously established) wordforms.

NB: This definition is inductive:’ it presupposes establishing some obvious,
or clear-cut, wordforms and then using these to define other, less obvious,
ones. (We’ll see in an instant what “obvious” means here.)

Informally, a wordform is a minimal chunk of speech: it cannot be broken
up into other chunks of the same type, that is, into other wordforms. At the
same time, it is sufficiently autonomous, which means one of the following
two things: (1) Either, in principle, it can be used alone (between two major
pauses), in which case we are dealing with an obvious wordform, e.g., book,
interesting, read, speaks, little, boys. (2) Or it cannot be used alone but can
be separated from an obvious wordform by (at least) another obvious one, e.g.,
the English articles a/the are separable in this way: a very interesting book; the
most interesting and useful book. The wordforms like these, whose identity is
(more or less) “stable” and “permanent,” are called language wordforms.

There is also a different type of wordform, called speech wordform; “unsta-
ble” and “transient,” speech wordforms are produced dynamically — in actual
speech — by some syntactic rules applied to language wordforms. Stock exam-
ples are amalgams such as Fr. a le ‘to the’ = au /o/, resulting from an obligatory
fusion of the preposition A with the article LE, and splittings such as Ger. Ich
mache das Fenster auf ‘1 open the window’, a result of an obligatory separation
of the prefix auf- from the radical mach- of the verb AUFMACHEN ‘[to] open’
and its positioning at the end of the clause (MACHEN alone means ‘make”).

Prototypically, a language wordform is a particular inflectional form of a
lexeme; for instance, the wordforms speak, speaks, spoke, spoken, speaking,
etc. are inflectional forms of the lexeme SPEAK ) (John spoke at the meet-
ing.). In contrast, a speech wordform does not belong to a lexeme.

A wordform is a simple sign because it does not contain other wordforms
within itself; but in languages with sufficiently rich morphology, a wordform
is in most cases a non-elementary sign, that is, it can be represented in terms of
morphs and/or other signs, cf.: definition+s, Rus. zasciscaj+usc+ix+sja ‘of those

? An inductive, or recursive, definition specifies a set {X} of elements {x|, X,, ..., X} in two
steps: (1) It gives — by a list — a small number of entities that are declared elements of {X};
they constitute the induction base. (2) It specifies the rule that allows for adding to {X}
other elements similar to the elements of the base: this is the induction step. The other major
definition type, most often used in this textbook, is the deductive definition: a set {X} of
elements {x;, X,, ..., X, } is defined as a subset of a previously defined set {Y}, called common
genus — by formulating the properties (specific differences) that characterize the elements of
{X}, but not the elements of the set {Y} — {X}.
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who are defending themselves [PL.GEN]’,!? geese = goose- ® Agf/“/, etc. (An ele-
mentary sign — see 3././ — is necessarily simple, while the converse is not true.)

REMARK. Compound nouns, such as Ger. Osttfrankreich ‘Eastern
France’ or Sprach+geschichte lit. ‘language history’, do not contain
two complete wordforms, but two stems. Thus, ‘East’ in German is
Osten, not Ost-, and ‘language’ is Sprache, not Sprach-. Of course,
a radical can “physically” coincide with a wordform; e.g., in the
English wordform book the radical is book-. Yet, notionally, these two
entities are distinct.

2.1.3 Phrase

Definition 2.14: Phrase

A phrase is an utterance that consists of syntactically linked word-
forms supplied with an appropriate prosody and is perceived by the
speakers as a unit of their language, but that does not necessarily con-
stitute a complete unit of communication.

NB: 1. As a limiting case, a phrase can consist of one wordform.
2. Some phrases can constitute a sentence and thus be a complete unit of
communication: John arrived. | It depends. | Wow! | No way.

Examples: sequence; a sequence; syntactically linked wordforms; of syntacti-
cally linked wordforms; a sequence of syntactically linked wordforms.

A phrase of L always manifests a particular syntactic construction of L (or
several syntactic constructions).

Stretching the terminology a bit, we also use the term phrase — a convenient
abbreviation — for a structural representation of an actual phrase. Thus, for
instance, we can speak of the “ADJ + N” phrase, meaning the set of phrases
like intelligent child, expensive houses, former minister, blue sky, etc.

21.4 Clause

Definition 2.15: Clause

A clause is a phrase that contains a finite verb with its actants or is syn-
tactically equivalent to such a phrase (that is, it has the same syntactic
distribution).

A finite verb 'V, is a form of a verb that obligatorily expresses the mood —
indicative, imperative, subjunctive, etc.; in many languages, it also expresses

19 This wordform impressed Lewis Carrol (a.k.a. Charles Dodgson, the author of Alice’s
Adventures in Wonderland), who wrote in his travel diary while on a trip to Russia: “[the word]
zashcheeshchayooshcheekhsya (of those who protect themselves) is impossible to utter.” Alice
herself would, of course, say “Curioser and curioser!”
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the tense — present, past, future (but this is not obligatory: in Chinese or
Vietnamese it does not).

Finite forms of a verb are opposed to its non-finite forms. Here are several
finite and all non-finite forms of the verb SING.

» Some of its finite forms: [/, you, we, they]| sing; [he/she] sings; [I] am sing-
ing; [vou] have sung; [we] will sing; Sing!; [if he] had sung; [they] have been
sung; [it] was sung; [it] will be sung; etc.

+ All of its non-finite forms: (infinitives) sing; [to] have sung; [to] be sung,
[to] have been sung; (participles and gerunds) singing; having sung; being
sung, having been sung.

NB: In principle, a non-finite verbal form can express tenses or even person/
number distinctions. For instance, in Hungarian and Portuguese the infini-
tive expresses the person and number of the actor: Hung. Kell menn+em ‘Is.
necessary t0.go-I’. vs. Kell menn+iiik ‘Is.necessary to.go-they’; Port. E nece-
sario irtmos ‘Is necessary to.go-we’. vs. E necesario ir+em ‘Is necessary
to.go-they’. However, a non-finite form cannot express the mood.

A clause can be a constituent part of a sentence or constitute a (simple)
sentence by itself.
Examples: when John arrives, ...; ... that I will be visiting Boston with my
kids; John and Mary study at the University of Montreal. | In reality, the three
are closely related.

NB: Definition 2.15 rules out the concept of *non-finite clause; in our frame-
work, this is a contradictio in adjecto. What are commonly called “non-finite
clauses” (namely, infinitive- and gerund-headed expressions such as to play
on computers and playing on computers) are considered here simply to be
special types of phrases.

215 Sentence

Definition 2.16: Sentence
A sentence is a maximal utterance that typically consists of clauses
and is a complete unit of communication.

A sentence is crucially characterized by one of the sentence-specific prosodies
(particular to each language): declarative, interrogative and exclamative.

Two or more sentences represent a sequence of utterances. A simple sen-
tence consists of just one clause. The sentence you just read constitutes an
example of this.

This definition covers only prototypical sentences — those that constitute
descriptive utterances (such that they communicate in the technical sense —i.e.,
contribute information in a syntactic form that allows for negation and ques-
tioning; on communication vs. signaling as a manner of transmitting information
by means of language, see Ch. 10, 3.2.1.5). However, all languages also have
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various so-called minor-type sentences, which do not contain finite verbs — that
is, do not consist of clauses: Yes! | How nice! | Down with taxes! | Wham! | Of
course. These are non-descriptive, more precisely, signalative utterances (such
that they do not communicate, in the technical sense alluded to above, but
rather signal the emotional state of the Speaker, his attitudes, and so on).

The sentence is the upper limit for syntactic dependencies between word-
forms; wordforms from different sentences can be connected only by ana-
phoric links, which are not dependencies.

As indicated in the Preface, in this book we will consider semantic phenom-
ena up to the level of sentences, to the exclusion of discourse semantics.

2.2 Major Syntactic Classes of Lexical Units, alias Parts of Speech

According to their syntactic properties, LUs of a language fall into a num-
ber of major syntactic classes, traditionally known as parts of speech: noun,
verb, adjective, adverb, and so on. Members of a given syntactic class share
many important syntactic properties, namely the ability to play the same
or similar syntactic roles in a sentence. Thus, in English, a “bare” noun
(i.e., a noun without a preposition) can be: the subject of the Main Verb
(The baby.supject "Woke up’yniy- | The rain gupicer 15cv)mv falling.);
the direct object of a transitive verb (in order not to "wake up’, the
baby ) pir.ovjects likingyy the rain pi.opjec); the object of a preposition
(the sleep of the baby\, prep-objects iNSist on the departure ) pry opject); €tC.
This means that the syntactic behavior of an LU is to a great extent con-
ditioned by its syntactic class. To put it differently, the same (or similar)
syntactic rules apply to (almost) all members of the given class, which
allows for a compact formulation of rules and important generalizations.

Some syntactic classes are open: LUs are easily added to and subtracted
from them in the process of the historical development of the language.
Some other syntactic classes are closed and rather limited in size: they very
rarely accept additions or subtractions in membership. The LUs belonging to
an open class are most often those that express lexical meanings; they can be
considered prototypical LUs. Those in a closed syntactic class either express
grammatical meanings or are semantically empty; they are atypical LUs. The
distinction between LUs of open and closed syntactic classes is also known
as the distinction “lexical words ~ grammatical words.”

As can be seen from what immediately follows, each closed syntactic class
of LUs represents a subclass of an open class; thus, copular and auxiliary verbs
are a subclass of verbs; pronominal nouns, a subclass of nouns, etc.

Major syntactic classes of LUs (= parts of speech) are disjoint: no LU can
belong to more than one major class. English LUs fall into the following major
syntactic classes.
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OPEN CLASSES (= “lexical words”)

* Verbs: LIVEy, DIE ), HELP ), KNOWy, ;"HAVE BUTTERFLIES'y,,
'KICK THE BUCKET" ), 'BITE [Y’s] HEAD OFF "y, ...

» Nouns: LIFEy,, DEATHy,, HELP ), KNOWLEDGE y,, SAND ), OATS ,,
JOHN ), MONTREAL (), 'RACE AGAINST TIME" ,, 'BLACK BELT" ),
"LAME DUCK "y, ..

* Adjectives: RED(,), SHORT,), INTELLLIGENT,,, BEAUTIFUL,), ...;
"SECOND TO NONE" ), "IN STITCHES" ), ...

* Adverbs: SLOWLY (zpv), FAST spy), HARD . py, (It was raining hard.),
INTERMITTENTLY (spyy; 'FROM RAGS TO RICHES’,py),, "TOOTH
AND NAIL (s pyys -

* Clausatives (= expressions, mono- or multi-lexemic, such that each con-
stitutes a clause): YEScpaus), WOW ¢cpausy, 'THE CAT IS OUT OF THE
BAG!" ¢ aus)s ---

OPEN CLASSES (= “grammatical words”)

* Copula verbs: BEy o), BECOMEy o,

* Auxiliary verbs: BE(y, 4ux)» DOy, aux)» HAVE (y 4

* Pronominal verbs [= pro-verbs]: DOy, on ([Do you agree?] Yes, I do.)

¢ Pronominal nouns [= pronouns]: Iy yron, persy ITLAN, pron, persy (IF [€-2,
the book] is here), ITH pron impersy (Lf snows), WHON pron, intern)’>
NOTHING (x_pron. negy 'NO MATTER WHO" (1o

* Pronominal adjectives [= determiners]: A ygr), THE srr)s THIS 5 pj pron, demon-
str); MY(ADJ, pron, poss); WHICH?(ADJ, pron, interr)> WHICH(ADJ, pron, rel)

* Pronominal adverbs: HERE(xpy, pron, demonstyr THERE(ADY pron. demonstr)»
WHERE? (spy. pron. interrys'NO MATTER HOW” (5 5y orom» NEVER (Apv: pron. nee)

Special subclasses of adverbs:

» Prepositions: ONG6 (right on the border), BY2 (travel by train), "ACCORD-
ING TO"3 (Everything was done according to plan.)

* Conjunctions: ANDIL.1 (John and Mary), BUTIL.3, THAT1, IF1

e Particles: EVEN, ALSO, ONLY, NOT

In addition to sharing many syntactic properties, members of a major syn-
tactic class also share some semantic and (in languages that have morphology)
morphological properties.

Semantic properties of LUs are much less predictable from their major syn-
tactic class membership. It is often said that verbs denote actions or events,
that nouns denote objects and substances, and adjectives — properties (these
are semantic classes; see Ch. 8, 1.2). Even if this is true for prototypical mem-
bers of these syntactic classes, verbs can very well denote properties, there are
many nouns denoting actions, many adjectives denoting entities, and so on;
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cf.: John lacks, [property] courage. | This is a crazy racey, [action]. |
vehicular ,p;) [entity] accident [‘vehicular’ = ‘vehicle’]. However, a verb
can never denote an entity (an object, a substance, a person, etc.): verbs only
denote facts.

In contrast, morphological properties of LUs are largely predictable from
their major syntactic class membership. Thus, all English verbs (with full, i.e.,
non-defective, paradigms) are inflected for mood, tense, perfectivity (perfect
vs. non-perfect), aspect (progressive vs. non-progressive), person and num-
ber; transitive verbs, in addition, are inflected for voice. All English nouns
inflect for number (singular or plural) and definiteness (indefinite ~ definite ~
non-definite).

3 Morphological Notions

In this section, we sketch the definitions of some basic morphological signs —
signs that make up wordforms (3.7); we characterize inflectional and deriva-
tional significations, i.e., significations that are most often expressed within
wordforms (3.2); and we describe the two basic morphological mechanisms
by which the forms of lexemes are constructed and new lexemes are produced:
inflection and word formation (3.3).

3.1 Morphological Signs
3.11 Elementary Sign

Definition 2.17: Elementary Sign
An elementary sign of language L is a sign that is not representable in
terms of other signs of L.

English signs such as house-, write-, -ed, re-, etc. are elementary; in fact,
they are morphs, see immediately below.

3.1.2  Segmental Sign

Definition 2.18: Segmental Sign
A segmental sign is a sign whose signifier is a segment — a string of
phonemes.

English signs such as a, house-, write-, -ed, re-, etc. are segmental; the signs
house, houses, brick houses, beautiful brick houses are also segmental (they
are all complex signs). However, the English apophony Ai,';}/&/ (as in spit ~
spat, sing ~ sang, etc.) is not a segmental sign, nor is English morphological

conversion of the type [the] oil ~ [to] oil, [the] sand ~ [to] sand, etc.

3.1.3  Morph

Definition 2.19: Morph
A morph is an elementary segmental sign.
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Morphs constitute the vast majority of elementary signs of a language. (The
remaining are non-segmental elementary signs: apophonies, reduplications,
morphological conversions.)

A morph can either be a simple, i.e., non-derived and non-compound stem,
also called radical (house-, write-), or an affix (re-, -ed).

3.2 Inflectional and Derivational Significations

As already mentioned (/.4), inflectional and derivational significations are the
major subtypes of grammatical significations relevant to semantics.

3.21 Inflectional Significations and Inflectional Categories

Inflectional significations, or grammemes, such as PLURAL, DEFINITE, ACCUSA-
TIVE, INDICATIVE, FUTURE, etc. characterize LUs of a given part of speech. Their
expression is obligatory and highly regular with all LUs belonging to this part
of speech. For example, each English noun has to be either in the singular or
the plural, on the one hand, and definite, indefinite or non-definite, on the other.
Each English verb must be characterized as being in the indicative, subjunctive,
conditional or imperative; if in the indicative, it has to be either in the present,
the past or the future; moreover, it is either perfective or non-perfective and
either progressive or non-progressive. A Latin noun needs to be put into an
appropriate case: nominative, accusative, dative, and so on. Mutually opposed
grammemes are united into inflectional categories: the grammemes PLURAL y;
and SINGULAR y, form the category of nominal number of English; PRESENT, PAST
and FUTURE constitute the category of verbal tense in that language; Latin cases
form the category of nominal case; and so forth. "
Two types of grammemes are distinguished:

1. Semantic grammemes, also called deep grammemes, correspond to seman-
tic significations (or to values of semantic-communicative oppositions).
In English, these are the grammemes of number and determination for the
noun, the grammemes of voice, mood, perfectivity, aspect and tense for the
verb, and the grammemes of degree of comparison for the adjective. For
more on deep grammemes, see Ch. 11, 2.3.

2. Syntactic, alias surface, grammemes do not correspond to semantic significa-
tions; they are induced by syntactic phenomena of agreement and government.
Typical syntactic grammemes are those of adjectival agreement with the noun
in gender and number or nominal class (lacking in English but present in a

' Inflectional categories are of course language-specific (for example, unlike Latin, the English
noun does not have case). Grammeme membership in a given inflectional category is language-
specific as well (thus, Arabic has nominal number, like English, but with an additional
grammeme: DUAL; cf. kitab ‘one book’ ~ kitabani ‘two books’ ~ kutub ‘more than two books’).
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host of other languages — Romance, Slavic, Baltic, Semitic, Bantu, Wolof,
etc.), and verbal agreement in person and number with the subject.

Grammemes are normally expressed within a wordform (Ch. 2, 2.1.2), that
is, by morphological means like affixes (suffixes, prefixes, etc.) and apophonies
(meaningful alternations: substitutions of type -oo = -ee as in goose ~ geese or
-i- = -a- as in sing ~ sang); in this case we speak of synthetic, or morphological
expression. Grammemes can also be expressed by separate wordforms, this
type of expression being called analytic, or non-morphological; for instance,
auxiliary verbs in compound tenses express the grammemes of voice, mood,
perfectivity, aspect and tense analytically (while the lexical meaning of the
verb is expressed by the participle or the infinitive).

3.2.2  Derivational Significations

Derivational significations, or derivatemes, are neither obligatory (unlike
grammemes, they do not necessarily form categories) nor necessarily regular;
however, they resemble grammemes in that they are expressed by the same
type of linguistic means: affixes and different morphological operations.

A derivateme can be a chunk of genuine meaning — a configuration of
semantemes, for instance:

» ‘person who does [L]’, as in read+er from read,, teach+er from teach,
participt+ant from participate; , etc.

« ‘apply Y to Z’, as in [to] oil Z from [the] oily (He was oiling the machin-
ery.), [to] hammer Z from [the] hammer, [to] bomb Z from [the] bomby, etc.

However, some derivatemes are not meanings but syntactic significations:
‘relative [to L]’ (that is, an adjectivalization of the noun L: space ~ spat+ial)
or ‘action [L]’ (that is, a nominalization of the verb L: move ~ move+ment).

3.3 Two Basic Morphological Mechanisms: Inflection and Word Formation

A morphological mechanism is a set of rules which, using some morphological
expressive means, construct wordforms of language L. As we said above, there
are two basic morphological mechanisms: inflection and word formation.

Inflection produces wordforms belonging to the same lexeme L, namely
inflectional forms of L; they all carry the same lexical signification but
express different inflectional — i.e., obligatory, or grammatical — significa-
tions. Inflectional forms of L are semantically compositional and formally
regular; normally, they exhibit no phraseologization in either the signified
or the signifier. Cf., for instance, the inflectional forms of the French lexeme
INTELLIGENT ,p;, ‘intelligent’:

intelligent+@,,, +0,, intelligent+0@, . +s,
intelligent-+e,+O,, intelligent+e_ +s_
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Each of these forms has been constructed by putting together the radical
intelligent- and the corresponding suffixes; the signified of each one is a reg-
ular sum of the signifieds of its components, and so is the signifier. Thanks
to their regularity, the inflectional forms of lexemes need not be stored in
the dictionary. Inflection is thus a purely synchronic and fully productive
mechanism.

.3 i : 3 ¢
Example: inflectional paradigm of the Latin noun AMICUS . masc, 2nd declension) - Male
friend’

SINGULAR PLURAL
NOMINATIVE amic+tus amic+Hi
GENITIVE amicHi amictorum
DATIVE amic+o amictis
ACCUSTIVE amict+um amic+os
ABLATIVE amic+o amictis
VOCATIVE amic+e amicHi

Word formation produces new lexemes out of the existing lexemes of a
language. There are two major word formation types:

* Derivation, which adds a morphological means expressing a derivateme to
the stem of a lexeme to produce a derived stem belonging to another lexeme.

» Compounding, which puts together the stems of two lexemes to produce a
compound stem, also belonging to another lexeme.

Unlike inflection, which can only be synchronic, word formation can either
be synchronic (actively used in speech and not confined to the dictionary — that
is, semantically compositional and formally regular), or diachronic (no longer
actively used and confined to the dictionary; it is non-compositional and/or
irregular). Only synchronic word formation is a morphological mechanism,
which has a constructive role in language L. The exclusive task of diachronic
word formation is to characterize lexemes stored in the dictionary of L.

Examples of word formation

Synchronic _ derivation: (by prefix) PHILOSOPHICAL ~ ANTI-
PHILOSOPHICAL ‘that is against philosophy’, CLERICAL ~
ANTI-CLERICAL ‘that is against clergy’; (by suffix) DEFEND ~
DEFENDABLE ‘that can be defended’, EXCUSEy, ~ EXCUSABLE ‘that
can be excused’; (by conversion) OILy, ~ OILy, ‘to apply oil (to some-
thing)’, HAMMER (y, ~ HAMMER y, ‘to apply a hammer (to something)’.

Diachronic derivation: (formally regular) RETAIN, CONTAIN, DETAIN, but
there is no radical *tain; (formally irregular) PERFECT ~PERFECTION
vs. STRONG ~ STRENGTH vs. MAGNIFICENT ~ MAGNIFICENCE,
or RICH ~ RICHNESS vs. ABUNDANT ~ ABUNDANCE.
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Synchronic compounding: Ger. WINTER ‘winter’ and ZEIT ‘time’ ~ WIN-
TERZEIT ‘winter.time’, STUDIEN ‘study(y,” and ZEIT ‘time’ ~ STU-
DIENZEIT ‘study.time’, KRIEG ‘war’ and ZEIT ‘time’ ~ KRIEGSZEIT
‘war.time’.

Diachronic compounding: Ger. HOCHZEIT lit. ‘high.time’ = ‘wedding’,
ZEITWORT lit. ‘time.word’ = ‘verb’.

During sentence synthesis, synchronic derivation and compounding are
involved in the operation of lexicalization (selection of LUs to express, at the
deep-syntactic level, some configurations of semantemes specified at the
semantic level of representation); see Ch. 12, /.1.

Further Reading
Linguistic sign: Saussure 1916 [2013]: 65-78; Mel’¢uk 1982: 40-41 and Mel’¢uk
2006a: 384-388.

Reference and denotation of linguistic signs: Cruse 2011, 382-401; Reimer &
Michaelson 2017.

Types of linguistic dependency and their possible combinations: Mel’¢uk 2016:
195-197.

Linguistic significations: Jakobson 1957 [1971].

Valence and argument structure: Levin & Rappaport Hovav 2005; Matthews 2007. See
also Further Reading for Chapters 8 (Structure of an ECD Entry — Government Pattern)
and 11/12 (Semantic Actants/Deep-Syntactic Actants).

Sentence: Quirk et al. 1985 [2010]: 717-799.
Parts of speech: Hengeveld 1992.
Morphological signs: Mel’¢uk 2006a: 383-403.

Inflection and word formation: Bauer 2004.
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3 Linguistic Meaning

1 The Nature of Linguistic Meaning
1.1 Linguistic Meaning as the Invariant of Paraphrases
1.2 Linguistic (= “Shallow”) Meaning vs. Real (= “Deep”’) Meaning
1.3 Three Aspects of Linguistic Meaning: Propositional, Communicative
and Rhetorical Meaning
2 Meaning Representation
3 Semantic Units and Semantic Relations
3.1 Semantemes
3.1.1 The Language-Specific Character of Semantemes
3.1.2 Two Major Classes of Semantemes: Semantic Predicates and
Semantic Names
3.2 Semantic Dependency Relations
3.2.1 Properties of Semantic Dependency
3.2.2 Semantic Actants
4 Semantic Decomposition
4.1 How Is Semantic Decomposition Done?
4.1.1 Basic Rules of Semantic Decomposition
4.1.2 Recursive Character of Semantic Decomposition
4.1.3 Semantic Primitives
4.2 What Is Semantic Decomposition Necessary For?
4.2.1 Determining the Semantic Identity of a Linguistic Expression
4.2.2 Establishing Semantic Equivalence between Linguistic
Expressions
4.2.3 Determining the Hierarchy of Actants of a Semanteme

Further Reading

As we know from Ch. 1, 2.3, semantics, links linguistic meanings to corre-
sponding linguistic expressions, or texts in our technical sense (in their “initial
form” — that is, in the form of their deep-syntactic structures). From a Meaning-
to-Text perspective, meaning is the starting point for semantic mechanisms.
Therefore, it is natural to begin with a discussion of linguistic meaning.

This chapter covers four topics: the nature of linguistic meaning (Section /),
meaning representation (Section 2), semantic units and semantic relations
(Section 3) and, finally, semantic decomposition (Section 4).

Before we start, a remark is in order. Natural language expresses meaning
by two basic types of linguistic entity: words and sentences. In an important

69
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sense, words are primary — their number is finite, they are stored in the brains
of speakers and constitute building blocks of sentences.

NB: The primacy of words is not contradicted by the fact that most words
have to be described not in isolation but within a propositional form — for
instance, X meets Y, X's gift to Y, etc. (see 4.1 below), which is sentential by
nature. (Think of an individual and his relation to society: it is individuals that
make up a society, but an individual cannot be fully characterized outside his
social network.)

For this reason, we have to begin with words and describe the process of
their “coalescing” into sentences: the Meaning-Text model synthesizes sen-
tences out of words starting from, and being guided by, a given semantic rep-
resentation. These considerations determine the order of our presentation in the
following chapters: Chapters 4-8 are dedicated to word-level semantics and
Chapter 9 to sentence-level semantics.

1 The Nature of Linguistic Meaning

Semantics is about meaning; linguistic semantics is about linguistic meaning.
But what is linguistic meaning? Or, at least, what is the meaning of a given
linguistic expression? These questions are far from being new; they can be,
and have been, answered in many different ways. The diversity of answers is
partly due to the fact that linguistics is not the only science dealing with these
questions: philosophy, psychology, cognitive science, Artificial Intelligence,
etc. also try to define linguistic meaning. And they do so according to neces-
sarily different perspectives. On the other hand, this diversity can be explained
by a plurality of approaches within linguistics itself, as mentioned in Ch. 1,
1: 7. As will be seen immediately below, our construal of linguistic meaning
hinges upon the notion of synonymy, fundamental to language and linguistics.

1.1 Linguistic Meaning as the Invariant of Paraphrases

The proposed characterization of linguistic meaning is based on an intuitive
perception of the same (= identical) meaning, a notion that is simpler than the
notion of meaning fout court. Thus, consider sentences (1):

(1) a. Max spilled the beans.
b. Max told the secret (to everybody).
c. Max gave away the information that he was supposed to keep to
himself.

If you ask an English speaker “What is the meaning of sentence (1a)?”, he
will probably say that it means more or less the same thing as sentence (1b).
In other words, he will answer by using an English expression that, according
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to him, has the same meaning as, or is a paraphrase of, (1a), but is somehow
easier to understand. In order to explain the meaning of (1b), the Speaker will,
again, suggest a paraphrase thereof, something like (1c); etc.

If we want to stay within the confines of language, the only way to
describe the meaning of a linguistic expression E is to give a para-
phrase of E.

From this, Definition 3.1 follows:

Definition 3.1: Linguistic Meaning (= The Meaning of a Linguistic
Expression)

The meaning of an expression E of language L is a formal description
of the invariant of paraphrases of E — that is, a description of the mean-
ing of all the expressions of L having the same meaning as E.

NB: An invariant of a class is a property that is held by all elements of this
class and that remains unchanged when transformations of a certain type are
applied to the elements.

The notion of ‘meaning’ is thus derived from that of ‘same meaning’.

In order to clarify the notion of meaning based on the identity of mean-
ings, we can draw a parallel with the parameters of physical objects, such as
weight (Reichenbach 1947: 210ff). The definition of the meaning ‘weight’
within naive (= everyday) physics is based on the meaning of ‘same weight’,
determined by a measuring instrument — a kind of scales, which need not be
very sophisticated: one’s arms can be used for the purpose. Weight is the only
property common to all objects of the same weight; cf. a kilo of feathers and a
kilo of iron. The “scales” used in the case of linguistic meaning are speakers’
linguistic intuitions. The precision of the measure may vary — be more or less
exact — as a function of the particular needs of the speaker in a given speech
situation (cf. the essentially approximate nature of synonymy, to be discussed
inCh.5, /.1.1 and Ch. 9, 2.1).

The intuitive notion of the identity of meaning underlies a speaker’s
lexical knowledge; for him, it is much easier to determine whether E' has
the same meaning as E (= whether E' is a paraphrase of E) than to come
up with a description of the meaning of E'. In fact, paraphrase judgments
can be compared to judgments of grammaticality: speakers know whether an
expression of their language is grammatical or not even if they have never
studied grammar; such ability is part of linguistic compet