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An Introduction to Cognitive Psychology: Processes and disorders is
a comprehensive introductory textbook for undergraduate students.
The third edition of this well-established text has been completely
revised and updated to cover all the key areas of cognition, including
perception, attention, memory, thinking and language. Uniquely,
alongside chapters on normal cognitive function, there are chapters
on related clinical disorders (agnosia, amnesia, thought disorder and
aphasia) which help to provide a thorough insight into the nature of
cognition.
Key features:

e Completely revised and updated throughout to provide a compre-
hensive overview of current thinking in the field

e Accessibly written and including new authors, including Sophie
Scott, Tom Manly, Hayley Ness and Elizabeth Styles, all established
experts in their field

* A new chapter on emotion and cognition, written by Michael
Eysenck, the leading authority in the field

e Greater coverage of neuropsychological disorders, with additional
material from the latest brain imaging research that has completely
revolutionized neuropsychology

e Specially designed textbook features, chapter summaries, further
reading and a glossary of key terms

* A companion website featuring an extensive range of online resources
for both teachers and students.

An Introduction to Cognitive Psychology is written to cover all levels
of ability and includes numerous figures and illustrations to assist
learning. The book has sufficient depth to appeal to the most able
students, while the clear and accessible writing style will help students
who find the material difficult. It will appeal to all undergraduate
students of psychology, and also medical students and those studying
in related clinical professions such as nursing.

David Groome was formerly Principal Lecturer and Senior Academic
in Psychology at the University of Westminster, where he worked from
1970 to 2011. He retired from teaching in August 2011 but continues
to carry out research and write books. His research interests include
cognition and memory, and their relationship with clinical disorders.
He has published a number of research papers on these topics and is
the co-author of four previous textbooks.



Advance praise for the new edition of An Introduction to Cognitive Psychology:

‘A highly useful text which helpfully explains the associated disorders in all the key subject areas of
cognitive psychology.” — Parveen Bhatarah, School of Psychology, London Metropolitan University, UK

‘An Introduction to Cognitive Psychology comprehensively and exhaustively covers the basics
and main topics of cognitive psychology. The authors are all experts in their research areas, and
the overall content of the book is informative, up-to-date and clearly structured.” — Wolfgang
Minker, Institute of Communications Engineering, Ulm University, Germany

“This book is a highly readable introduction to the major figures and studies in cognitive research.
The visuals and summaries included throughout will help students process and understand
all of the important information, whilst also provoking discussions surrounding controversial
issues in psychology and learning.” — Rosalind Horowitz, College of Education and Human
Development, The University of Texas at San Antonio, USA

‘Any student wishing to understand basic principles in cognition alongside disorderly behaviour
will find this a useful alternative to other introductory cognitive textbooks on the market today.
The divergence in basic cognitive function will capture student attention while providing them
with a solid foundation.” — Karla A. Lassonde, Minnesota State University, Mankato, USA

‘I am very impressed with the distinctive approach taken to cognitive psychology in this textbook,
where each topic is explored through the lenses of behavioral research, computer models, clinical
neuropsychology and neuroscience. I appreciate the effort that the authors make to integrate neuroscience
and neuropsychology, with intriguing case studies and the coverage of disorders skillfully integrated
with the rest of the text.” — Erik Nilsen, Department of Psychology, Lewis and Clark College, USA

‘An Introduction to Cognitive Psychology provides an up-to-date, topical and accessible overview of this
core area of psychology. The coverage of topics is extensive and there is an excellent balance of theory,
research and application in the treatment of each area. Three aspects of this text stand out: the multi-
author approach that provides a variety of perspectives from a range of experts; a strong consideration of
disorders in cognition, an important, often ignored, aspect of the discipline of great interest to students;
and finally, the chapter on cognition and emotion, an important topic rarely covered in texts of this type,
is a welcome addition.” — John Reece, School of Health Sciences, RMIT University, Australia

‘With a unique blend of cognition and clinical (neuro)psychology, this book integrates a
comprehensive introduction to the core areas of experimental cognitive psychology with a
nuanced review of the cognitive aspects of clinical disorders. The clinical discussion avoids
unhelpful syndrome pigeon-holing, and brings alive a topic that many students can find a bit
dry.” — Ullrich Ecker, The University of Western Australia, Australia

“This new edition has been updated throughout to include the latest cutting-edge research. Its
refreshing approach combines both neuropsychology and cognitive psychology in alternating
chapters making it relevant to students of cognitive psychology, neuropsychology or medicine.
The book is clearly organized and accessible despite the enormous breadth that it covers.” —
Michael D. Patterson, Nanyang Technological University, Singapore

“This is a very comprehensive introduction to cognitive psychology with a particular focus on
disorders of cognition. The book provides an integrated approach to illustrate how the human
mind works through introductions to both normal and disordered cognitive functions. A wide
range of topics with different approaches, including experimental and computational modelling
approaches, alongside the inclusion of materials from cognitive neuroscience and neuropsychology,
will enhance students’ understanding of how the brain gives rise to the mind.” — Janet H. Hsiao,
Department of Psychology, University of Hong Kong, Hong Kong
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Preface

We wrote this book because we felt that it filled an important gap. As
far as we know it is the first textbook to cover all of the main aspects of
cognitive psychology and all of their associated disorders too. We believe
that an understanding of the disorders of cognition is an essential
requirement for understanding the processes of normal cognition,
and in fact the two approaches are so obviously complimentary that
we are quite surprised that nobody had put them together in one
book before. There are books about normal cognition, and there are
books about cognitive disorders (usually referred to as “cognitive
neuropsychology”), but there do not seem to be any other books which
cover both topics in full. We feel that this combined approach offers a
number of advantages. In the first place, combining normal and abnormal
cognition in one book makes it possible to take an integrated approach
to these two related fields. References can be made directly between the
normal and abnormal chapters, and theories which are introduced in the
normal chapters can be reconsidered later from a clinical perspective. We
chose to keep the normal and abnormal aspects in separate chapters,
as this seems clearer and also makes it more straightforward for those
teaching separate normal and abnormal cognitive psychology courses.
There is also one further advantage of a combined textbook, which is
that students can use the same textbook for two different courses of
study, thus saving the cost of buying an extra book.

Another reason for writing this book was that we found the other
available cognitive psychology texts were rather difficult to read. Our
students found these books were heavy going, and so did we. So we set
about writing a more interesting and accessible book, by deliberately
making more connections with real life and everyday experience.
We also cut out some of the unnecessary anatomical detail that we
found in rival texts. For example, most neuropsychology books
include a large amount of detail about the structure of the brain, but
most psychology students do not really need this. So we decided to
concentrate instead on the psychological aspects of cognitive disorders
rather than the anatomical details. And finally, we decided to put in
lots of illustrations, because we think it makes the book clearer and
more fun to read. And also we just happen to like books which have
lots of pictures.

So here then is our textbook of cognitive psychology and cognitive
disorders, made as simple as possible, and with lots of pictures. We
enjoyed writing it, and we hope you will enjoy reading it.

David Groome
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Introduction
to cognitive
psychology

David Groome

1.1 COGNITIVE PROCESSES

A DEFINITION OF COGNITIVE PSYCHOLOGY

Cognitive psychology has been defined as the psychology of mental
processes. More specifically it has also been described as the study
of understanding and knowing. However, these are rather vague
terms, and whilst they do provide an indication of what cognition
involves, they leave us asking exactly what is meant by ‘knowing’,
‘understanding’ and ‘mental processes’. A more precise definition of
cognitive psychology is that it is the study of the way in which the brain
processes information. It concerns the way we take in information
from the outside world, how we make sense of that information and
what use we make of it. Cognition is thus a rather broad umbrella
term, which includes many component processes, and this possibly
explains why psychologists have found it so difficult to come up
with a simple and unified definition of cognitive psychology. Clearly
cognition involves various different kinds of information processing
which occur at different stages.

STAGES OF COGNITIVE PROCESSING

The main stages of cognitive processing are shown in Figure 1.1,
arranged in the sequential order in which they would typically be
applied to a new piece of incoming sensory input.

Learning

and
INPUT W) Perception W) ... W) Retrieal M) Thinking

storage

Figure 1.1 The main stages of cognitive processing.

Cognitive
psychology

The study of the way
in which the brain
processes information.
It includes the mental
processes involved in
perception, learning
and memory storage,
thinking and language.
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Information taken in by the sense organs goes through an initial
stage of perception, which involves the analysis of its content. Even at
this early stage of processing the brain is already extracting meaning
from the input, in an effort to make sense of the information it
contains. The process of perception will often lead to the making of
some kind of record of the input received, and this involves learning
and memory storage. Once a memory has been created for some item
of information, it can be retained for later use, to assist the individual
in some other setting. This will normally require the retrieval of the
information. Retrieval is sometimes carried out for its own sake, merely
to access some information stored in the past. On the other hand,
we sometimes retrieve information to provide the basis for further
mental activities such as thinking. Thought processes often make use
of memory retrieval, as for example when we use previous experience
to help us deal with some new problem or situation. Sometimes this
involves the rearrangement and manipulation of stored information to
make it fit in with a new problem or task. Thinking is thus rather more
than just the retrieval of old memories.

The cognitive processes shown in Figure 1.1 are in reality a good
deal more complex and interactive than this simple diagram implies.
The diagram suggests that the various stages of cognitive processing
are clearly distinct from one another, each one in its own box.
This is a drastic oversimplification, and it would be more accurate
to show the different stages as merging and overlapping with one
another. For example, there is no exact point at which perception
ceases and memory storage begins, because the process of perception
brings about learning and memory storage and thus in a sense these
processes are continuous. In fact all of the stages of cognition shown
in the diagram overlap and interact with one another, but a diagram
showing all of these complex interactions would be far too confusing,
and in any case a lot of the interactions would be speculative. Figure
1.1 should therefore be regarded as a greatly simplified representation
of the general sequential order of the cognitive processes which
typically occur, but it would be more realistic to think of cognition

as a continuous flow of

Experimental
psychology

Computer
modelling

Cognitive
neuropsychology

Cognitive
neuroscience

information from the input
stage through to the output
stage, undergoing different
forms of processing along
the way.

Cognitive

psychology APPROACHES TO
THE STUDY OF
COGNITION

There have been four main
approaches to the study of

\/

cognitive psychology (see

Figure 1.2 The four main approaches to studying cognitive psychology. Figure 1.2).
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In the first place there is the approach known as experimental
cognitive psychology, which involves the use of psychological
experiments on human subjects to investigate the ways in which they
perceive, learn, remember or think. A second approach to cognitive
psychology is the use of computer modelling of cognitive processes.
Typically this approach involves the simulation of certain aspects of
human cognitive function by writing computer programs, in order to
test out the feasibility of a model of possible brain function. The third
approach is known as cognitive neuropsychology, which involves the
study of individuals who have suffered some form of brain injury. We
can discover a great deal about the working of the normal brain by
studying the types of cognitive impairment which result from lesions
(i.e. damage) in certain regions of the brain. Brain damage can impair
information processing by disrupting one or more stages of cognition,
or in some cases by breaking the links between different stages. The
fourth approach to cognition is known as cognitive neuroscience,
and this involves the use of techniques such as brain imaging (i.e.
brain scans) to investigate the brain activities that underlie cognitive
processing. The two most widely used brain-imaging techniques
are PET scans (Positron Emission Tomography) and MRI scans
(Magnetic Resonance Imaging, Figure 1.3). PET scans involve the
detection of positrons emitted by radioactive chemicals injected into
the bloodstream, whereas MRI scans detect responses to a powerful
magnetic field. Both techniques can provide accurate images of brain
structures, but MRI is better at detecting changes over a period of
time, as for example in measuring the effect of applying a stimulus of
some kind.

Figure 1.3 An MRI scanner.

Source: Science Photo Library.

Experimental
psychology

The scientific testing
of psychological

processes in human
and animal subjects.

Computer modelling
The simulation of
human cognitive
processes by
computer. Often

used as a method of
testing the feasibility
of an information-
processing
mechanism.
Cognitive
neuropsychology
The study of the brain
activities underlying
cognitive processes,
often by investigating
cognitive impairment
in brain-damaged
patients.

Cognitive
neuroscience

The investigation

of human cognition
by relating it to

brain structure and
function, normally
obtained from brain-
imaging techniques.
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Figure 1.4 William James.

Source: Science Photo Library.

These four approaches to cognition have all proved to be valuable,
especially when it has been possible to combine different approaches
to the same cognitive process. The rest of this chapter deals with
these approaches to cognitive psychology, starting with experimental
cognitive psychology (Section 1.2), then computer modelling (Section
1.3), and finally cognitive neuroscience and neuropsychology
(Section 1.4). Subsequent chapters of the book will continue to apply
the same basic approaches in a more detailed study of each of the
main areas of cognition.

1.2 EXPERIMENTAL COGNITIVE
PSYCHOLOGY

THE FIRST COGNITIVE PSYCHOLOGISTS

The scientific study of psychology began towards the end of the
nineteenth century. Wilhelm Wundt set up the first psychology
laboratory at Leipzig in 1879, where he carried out research on
perception, including some of the earliest studies of visual illusions. In
1885 Hermann Ebbinghaus published the first experimental research
on memory, and many subsequent researchers were to adopt his
methods over the years that followed. Perhaps the most lasting work
of this early period was a remarkable book written by William James
(Figure 1.4) in 1890, entitled Principles of Psychology. In that book
James proposed a number of theories which are still broadly accepted
today, including (to give just one example) a theory distinguishing
between short-term and long-term memory.

THE RISE AND FALL OF
BEHAVIOURISM

Cognitive psychology made slow progress in
the early years due to the growing influence of

, an approach which constrained
psychologists to the investigation of externally
observable behaviour. The behaviourist position
was clearly stated by Watson (1913), who
maintained that psychologists should consider
only events that were observable, such as
the stimulus presented and any consequent
behavioural response to that stimulus. Watson
argued that psychologists should not concern
themselves with processes such as thought
and other inner mental processes which could
not be observed in a scientific manner. The
behaviourists were essentially trying to establish
psychology as a true science, comparable in
status with other sciences such as physics or
chemistry. This was a worthy aim, but like many
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worthy aims it was taken too far. The
refusal to consider inner mental processes
had the effect of restricting experimental
psychology to the recording of observable
responses, which were often of a rather
trivial nature. Indeed, some behaviourists
were so keen to eliminate inner mental
processes from their studies that they
preferred to work on rats rather than on
human subjects. A human being brings a
whole lifetime of personal experience to .
the laboratory, which cannot be observed ' i
or controlled by the experimenter. A rat

presents rather fewer of these unknown
and uncontrolled variables (Figure 1.5).
A good example of the behaviourist
approach is the classic work carried out on learning by B.E Skinner
(1938), who trained rats to press a lever in order to obtain a food
pellet as a reward (or ‘reinforcement’). The work of Skinner and other
behaviourists undoubtedly generated some important findings, but
they completely disregarded the cognitive processes underlying the
responses they were studying.

Source: Shutterstock.

GESTALT AND SCHEMA THEORIES

Despite these restrictions on mainstream psychological research,
some psychologists began to realise that a proper understanding of
human cognition could only be achieved by investigating the mental
processes which the behaviourists were so determined to eliminate
from their studies. Among the first of these pioneers were the Gestalt
psychologists in Germany, and the British psychologist Frederick
Bartlett. Their work returned to the study of cognitive processes and it
helped to lay the foundations of modern cognitive psychology.

It is very easy to demonstrate the importance of inner mental
processes in human cognition. For example, a glance at Figure 1.6 will
evoke the same clear response in almost any observer. It is a human
face. However, a more objective analysis of the components of the
figure reveals that it actually consists of a semi-circle and two straight
lines. There is really no ‘face’ as such in the figure itself. If you see a
face in this simple figure, then it is you, the observer, who has added
the face from your own store of knowledge.

The idea that we contribute something to our perceptual input
from our own knowledge and experience was actually proposed by a
number of early theorists, notably the Gestalt group (Gestalt is German
for ‘shape’ or ‘form’). They suggested that we add something to what
we perceive, so that the perception of a whole object will be something
more than just the sum of its component parts (Wertheimer, 1912;
Kohler, 1925). They argued that the perception of a figure depended
on its ‘pragnanz’ (i.e. its meaningful content), which favoured the
selection of the simplest and best interpretation available (Koffka,

Figure 1.5 Arat learning to run through a maze.

Behaviourism

An approach

to psychology

which constrains
psychologists to

the investigation of
externally observable
behaviour, and rejects
any consideration

of inner mental
processes.

Gestalt psychology
An approach to
psychology which
emphasised the
way in which the
components of
perceptual input
became grouped
and integrated into
patterns and whole
figures.
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1935). These theories were perhaps rather
vague, but they did at least make an attempt to
explain the perception of complex figures such
as faces. The behaviourist approach, which
refused to consider any influence other than the
stimulus itself, could not offer any explanation
at all for such phenomena.

The schema theory proposed by Bartlett
(1932) was another early attempt to provide
a plausible explanation for a person’s ability
to make sense of their perceptual input. The
schema theory proposes that all new perceptual
input is analysed by comparing it with items
which are already in our memory store, such
as shapes and sounds which are familiar from

Figure 1.6 A shape recognised by most observers.

past experience. These items are referred to
as ‘schemas’, and they include a huge variety
of sensory patterns and concepts. Figure 1.7

illustrates the process of selection of an
appropriate schema to match the incoming
stimulus. (NB: This is purely diagrammatic. In
reality there are probably millions of schemas
available, but there was not enough space for
me to draw the rest of them.)

The schema theory has some interesting
implications, because it suggests that our
perception and memory of an input may
sometimes be changed and distorted to fit our
existing schemas. Since our schemas are partly

Figure 1.7 Schemas generated for comparison

with new input.

Source: Drawing by David Groome.

Schema

A mental pattern,
usually derived from
past experience, which
is used to assist with
the interpretation of
subsequent cognitions,
for example by
identifying familiar
shapes and sounds in a
new perceptual input.

acquired from our personal experience, it
follows that our perception and memory of any
given stimulus will be unique to each individual
person. Different people will therefore perceive
the same input in different ways, depending
on their own unique store of experience. Both of these phenomena
were demonstrated by Bartlett’s experiments (see Chapter 6 for
more details), so the schema theory can be seen to have considerable
explanatory value. The schema approach has much in common with
the old saying that ‘beauty lies in the eye of the beholder’. Perhaps we
could adapt that saying to fit the more general requirements of schema
theory by suggesting that ‘perception lies in the brain of the perceiver’.
As a summary of schema theory this is possibly an improvement, but I
would concede that it possibly lacks the poetry of the original saying.

Schema and Gestalt theory had a major influence on the development
of cognitive psychology, by emphasising the role played by inner
mental processes and stored knowledge, rather than considering
only stimulus and response. However, it would take many years for
this viewpoint to take over from behaviourism as the mainstream
approach to cognition.
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TOP-DOWN AND BOTTOM-UP
PROCESSING

Inspired by the schema theory, Neisser (1967) identified two main
types of input processing, known as top-down and bottom-up
processing. Top-down processing involves the generation of schemas
by the higher cortical structures, and these schemas are sent down
the nervous system for comparison with the incoming stimulus. Top-
down processing is also sometimes referred to as schema-driven or
conceptually driven processing.

Bottom-up processing is initiated by stimulation at the ‘bottom
end’ of the nervous system (i.e. the sense organs), which then
progresses up towards the higher cortical areas. Bottom-up processing
is also known as stimulus-driven or data-driven processing, because
it is the incoming stimulus which sets off some appropriate form
of processing. One obvious difference between ‘top-down’ and
‘bottom-up’ processing is that their information flows in opposite
directions, as shown in Figure 1.8.

Bottom-up processing theories can help to explain the fact that
processing is often determined by the nature of the stimulus (Gibson,
1979). However, bottom-up theories have difficulty explaining the
perception of complex stimuli, which can be more easily explained by
top-down theories.

Although there have been disputes in the past about the relative
importance of ‘top-down’ and ‘bottom-up’ processing, Neisser
(1967) argues that both types of processing probably play a part in
the analysis of perceptual input and that in most cases information
processing will involve a combination of the two. We can thus think
of input processing in terms of stimulus information coming up the
system, where it meets and interacts with schemas travelling down in
the opposite direction.

Schemas

Top-down
processing

Bottom-up
processing

Stimulus

Top-down (or
schema-driven)
processing

Processing which
makes use of

stored knowledge
and schemas to
interpret an incoming
stimulus (contrasts
with bottom-up
processing).
Bottom-up (or

stimulus-driven)
processing

Processing which

is directed by
information contained
within the stimulus
(contrasts with top-
down processing).

Figure 1.8 Top-down

and bottom-up

processing.



10 Chapter 1 | Introduction

Feature detectors
Mechanisms in

an information-
processing device
(such as a brain or

a computer) which
respond to specific
features in a pattern
of stimulation, such as
lines or corners.

1.3 COMPUTER MODELS OF
INFORMATION PROCESSING

COMPUTER ANALOGIES AND COMPUTER
MODELLING OF BRAIN FUNCTIONS

A major shift towards the cognitive approach began in the 1950s,
when the introduction of the electronic computer provided a new
source of inspiration for cognitive psychologists. Computer systems
offered some completely new ideas about information processing,
providing a helpful analogy with possible brain mechanisms.
Furthermore, computers could be used as a ‘test-bed’ for modelling
possible human brain functions, providing a means of testing the
feasibility of a particular processing mechanism. By separating out
the various component stages of a cognitive process, it is possible to
devise a sequential flow chart which can be written as a computer
program and actually put to the test, to see whether it can process
information as the brain would. Of course such experiments
cannot prove that the programs and mechanisms operating within
the computer are the same as the mechanisms which occur in the
brain, but they can at least establish whether a processing system
is feasible.

Among the first to apply computers in this way were Newell ez al.
(1958), who developed computer programs which were able to solve
simple problems, suggesting a possible comparison with human
problem-solving and thought. More recently programs have been
developed which can tackle far more complex problems, such as
playing a game of chess. Computer programs were also developed
which could carry out perceptual processes, such as the recognition of
complex stimuli. These programs usually make use of feature detector
systems, which are explained in the next section.

FEATURE DETECTORS

Selfridge and Neisser (1960) devised a computer system which could
identify shapes and patterns by means of feature detectors, tuned
to distinguish certain specific components of the stimulus such as
vertical or horizontal lines. This was achieved by wiring light sensors
together in such a way that all those lying in a straight line at a
particular angle converged on the same feature detector, as illustrated
in Figure 1.9.

This system of convergent wiring will ensure that the feature detector
will be automatically activated whenever a line at that particular angle
is encountered. Simple feature detectors of this kind could be further
combined higher up the system to activate complex feature detectors,
capable of detecting more complicated shapes and patterns made up
out of these simple components, as shown in Figure 1.10.

A hierarchy of feature detectors, continuing through many levels of
increasing complexity, are able to identify very complex shapes such
as faces. Selfridge and Neisser (1960) demonstrated that such a system
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Figure 1.10 Wiringto a
complex feature detector.

of simple and complex feature detectors could be made to work very
effectively on a computer, which suggests that it does provide a feasible
mechanism for the identification of shapes and patterns. This raised
the possibility that human perception could involve similar feature-
detecting systems, and indeed such feature detectors have been found
in the brain. Hubel and Weisel (1959) found simple feature detector
cells when carrying out microelectrode recordings in the brain of a
cat, and more recently Haynes and Rees (2005) have used functional
imaging techniques to identify similar feature detector cells in the
human brain.

The discovery of feature detectors can be regarded as an example of
different approaches to cognition being combined, with contributions
from both neuroscience and computer modelling. The concept has also
had a major influence on cognitive psychology, as feature detectors
are thought to operate as ‘mini-schemas’ which detect specific shapes
and patterns. This approach paved the way towards more advanced
theories of perception and pattern recognition based on computer
models, such as those of Marr (1982) and McClelland and Rumelhart
(1986). A more detailed account of feature extraction theories can be
found in Chapter 2.
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Figure 1.11 Broadbent's
model of selective
attention.

Decision channel
SELECTIVE
FILTER

(limited capacity)

H

THE LIMITED-CAPACITY PROCESSOR MODEL

Broadbent (1958) carried out experiments on divided attention,
which showed that people have difficulty in attending to two separate
inputs at the same time. Broadbent explained his findings in terms of
a sequence of processing stages which could be represented as a series
of stages in a flow chart. Certain crucial stages were identified which
acted as a ‘bottleneck’ to information flow, because of their limited
processing capacity (see Figure 1.11).

This was an approach to information processing which owed its
inspiration to telecommunications and computing technology. There
is a clear parallel between the human brain faced with a large array
of incoming information, and a telephone exchange faced with a large
number of incoming calls, or alternatively a computer whose input
has exceeded its processing capacity. In each case many inputs are
competing with one another for limited processing resources, and the
inputs must be prioritised and selectively processed if an information
overload is to be avoided. Broadbent referred to this process as
‘selective attention’, and his theoretical model of the ‘limited-capacity
processor’ provided cognitive psychology with an important new
concept. This work on selective attention will be considered in more
detail in Chapter 3. But for the moment these approaches are of
interest chiefly for their role in the early development of cognitive
psychology.

1.4 COGNITIVE NEUROSCIENCE AND
NEUROPSYCHOLOGY
THE STRUCTURE AND FUNCTION OF THE BRAIN

Cognitive neuroscience is concerned with the relationship between
brain function and cognition, and normally makes use of brain-
imaging techniques. Cognitive neuropsychology is also concerned with
the brain mechanisms underlying cognition, by studying individuals
who have suffered brain damage. Both of these related approaches are
now accepted as important components of cognitive psychology.

This is not a textbook of neurology, so it would not be appropriate
here to deal with brain anatomy and function in detail. However,
there will be references throughout this book to various regions of the
brain, so it would be useful to consider a basic working map of the
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Figure 1.12 Aside
view of the human brain,
Temporal Cerebellum showing the main lobes.
lobe Source: Drawing by David
Groome.

brain. Figure 1.12 shows a side view of the human brain, showing the
position of its main structures.

The outer shell of the brain is known as the cerebral cortex, and it
is responsible for most of the higher cognitive processes. The various
lobes of the cortex are extensively interconnected, so that a single
cognitive process may involve many different cortical areas. However,
the brain is to some extent ‘modular’ in that certain brain areas do
perform specific functions. We know this largely from the study of
brain lesions, since damage to a certain part of the brain can often
cause quite specific impairments. In recent years the introduction
of brain scanning equipment has provided an additional source of
knowledge to supplement the findings of brain lesion studies.

It has been established that the left and right hemispheres of the
brain have particular specialisations. In right-handed people the left
hemisphere is normally dominant (the nerves from the brain cross
over to control the opposite side of the body), and the left hemisphere
also tends to be particularly involved with language and speech. The
right hemisphere seems to be more concerned with the processing of
non-verbal input, such as the perception of patterns or faces. These
functions may be reversed in left-handed people, though most have left
hemisphere specialisation for language.

It would appear then (to borrow a football cliché) that it is a brain
of two halves. But in addition to these specialisations of the right and
left hemispheres, it has been argued that the front and the rear halves
of the brain also have broadly different functions. Luria (1973) points
out that the front half of the brain (in fact the area corresponding
to the frontal lobes) is primarily concerned with output, such as for
example the control of movements and speech. In contrast the rear
half of the brain (the parietal, temporal and occipital lobes) tend to
be more concerned with the processing of input, as for example in the
analysis of visual and auditory perception.
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Broca's area

A region of the brain
normally located in
the left frontal region,
which controls motor
speech production.

Wernicke's area

A region of the brain
normally located in
the left temporal
region, which is
concerned with

the perception and
comprehension of
speech.

The frontal lobes include the motor region of the cortex, which
controls movement. Damage to this area is likely to cause problems
with the control of movement, or even paralysis. Also in the frontal
lobes is Broca’s area, which controls the production of speech, and it is
normally in the left hemisphere of the brain. It was Broca (1861a), who
first noted that damage to this region caused an impairment of speech
production. Other parts of the frontal lobes are involved in the central
executive system which controls conscious mental processes such as
the making of conscious decisions. Recent neuro-imaging studies have
shown that activation of the prefrontal cortex (the front-most region
of the frontal lobes) is associated with intelligent reasoning (Jung and
Haier, 2007), and prefrontal activation is also linked with the selective
retrieval of memory items (Kuhl ez al., 2008).

The occipital lobes at the back of the brain are mainly concerned
with the processing of visual input, and damage to the occipital lobes
may impair visual perception (Weiskrantz et al., 1974; Gazzaniga
et al.,2009).

The parietal lobes are also largely concerned with perception. They
contain the somatic sensory cortex, which receives tactile input from
the skin as well as feedback from the muscles and internal organs.
This region is also important in the perception of pain, and other parts
of the parietal lobes may be involved in some aspects of short-term
memory. Recent studies using brain scans suggest that the parietal
lobes are activated during the retrieval of contextual associations of
retrieved memories (Simons et al., 2008).

The temporal lobes are so called because they lie beneath the
temples, and they are known to be particularly concerned with
memory. Temporal lobe lesions are often associated with severe
amnesia. For example, Milner (1966) reported that a patient called
HM, whose temporal lobes had been extensively damaged by surgery,
was unable to register any new memories. Aggleton (2008) concludes
that there is now extensive evidence linking the temporal lobes to the
encoding and retrieval of memories of past events. The temporal lobes
also include the main auditory area of the cortex, and a language
centre known as Wernicke’s area (again usually in the left hemisphere),
which is particularly concerned with memory for language and the
understanding of speech (Wernicke, 1874).

Over the years lesion studies have not only established which areas
of the brain carry out particular cognitive functions, but they have
also shed some light on the nature of those functions. For example,
as explained above, Milner (1966) reported that the temporal lobe
amnesic patient HM was unable to remember any information for
longer than a few seconds. However, his ability to retain information
for a few seconds was found to be completely normal. From these
observations it was deduced that HM’s lesion had caused a severe
impairment in his ability to store items in his long-term memory
(LTM), but had caused no apparent impairment of his short-term
memory (STM). This finding suggests a degree of independence (i.e. a
‘dissociation’) between STM and LTM. An interesting observation was
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made in a later study by Warrington and Shallice (1969), whose patient
KF suffered an impairment of STM but with an intact LTM. This is an
exact reversal of the pattern of impairment found in HM. It has thus
been shown that either STM or LTM can be separately impaired while
the other remains intact. This is known as a double dissociation, and
it provides particularly convincing evidence for the view that STM
and LTM involve separate processing and storage mechanisms. Later
in this book there will be many references to dissociations of various
kinds, but where a double dissociation can be demonstrated this is
regarded as a particularly convincing argument for the independence
of two functions.

The study of brain and cognition obviously overlap, and in recent
years cognitive psychologists and neuropsychologists have been able
to learn a lot from one another. A deliberate attempt has been made
in this book to bring normal cognitive psychology and cognitive
neuropsychology together, to take full advantage of this relationship.

INFORMATION STORAGE IN THE BRAIN

In order to operate as an information-processing system, the brain
must obviously have some way of representing information, for both
processing and storage purposes. Information must be encoded in
some representational or symbolic form, which may bear no direct
resemblance to the material being encoded. Consider, for example,
how music may be encoded and stored as digital information on a
silicon chip, as laser-readable pits on a CD, as electromagnetic fields on
a tape, as grooves on a vinyl disc (remember them?), or even as notes
written on a piece of paper. It does not matter what form of storage
is used, so long as you have the equipment to encode and decode the
information.

There have been many theories about the way information might
be represented and stored in the brain, including early suggestions that
information could be stored in magnetic form (Lashley, 1950) or in
chemical form (Hyden, 1967). However, neither of these theories was
very plausible because such mechanisms would be unable to offer the
necessary storage capacity, accessibility, or durability over time. The
most plausible explanation currently available for the neural basis
of information storage is the proposal by Donald Hebb (1949) that
memories are stored by creating new connections between neurons
(see Figure 1.13).

The entire nervous system, including the brain, is composed of
millions of neurons, which can activate one another by transmitting
chemical substances called neurotransmitters across the gap separating
them, which is known as the synapse. All forms of neural activity,
including perception, speech, or even thought, work by transmitting a
signal along a series of neurons in this way. These cognitive processes
are therefore dependent on the ability of one neuron to activate
another. Hebb’s theory postulated that if two adjacent neurons (i.e.
nerve cells) are fired off simultaneously, then the connection between
them will be strengthened. Thus a synapse which has been frequently

Double dissociation
A method of
distinguishing
between two
functions whereby
each can be
separately affected
or impaired by

some external

factor without the
other function

being affected, thus
providing particularly
convincing evidence
for the independence
of the two functions.

Neurotransmitter

A chemical substance
which is secreted
across the synapse
between two neurons,
enabling one neuron
to stimulate another.

Synapse

The gap between the
axon of one neuron
and the dendrite of
another neuron.
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Figure 1.13 Neurons
and their connecting
synapses. Will neuron A
succeed in firing neuron

B, or neuron C? Whichever
neuron is fired, this will
strengthen the synaptic
connection between the
two neurons involved.

Source: Drawing by David
Groome.
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representation and
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crossed in the past will be more easily crossed by future signals. It is
as though a path is being worn through the nervous system, much as
you would wear a path through a field of corn by repeatedly walking
through it. In both cases, a path is left behind which can be more easily
followed in future.

Hebb suggested that this mechanism of synaptic strengthening would
make it possible to build up a network of interconnected neurons,
which could represent a particular pattern of input. Hebb called this
a cell assembly. Figure 1.14 shows a diagrammatic representation
of such a cell assembly, though in practice there would probably be
thousands of neurons involved in each cell assembly rather than half
a dozen as shown here.

Hebb argued that a cell assembly such as this could come to represent
a particular stimulus, such as an object or a face. If the stimulus had
caused this particular group of neurons to fire simultaneously, then
the neurons would become connected to one another more and more
strongly with repeated exposure to the stimulus. Eventually the cell
assembly would become a permanent structure, in fact a memory
which could be activated by any similar stimulation in the future.

Hebb’s theory has considerable explanatory value. In
the first place it can explain how thoughts and memories

may come to be associated with one another in memory.
If two cell assemblies are activated simultaneously
then some of the neurons in one assembly are likely to
become connected to neurons in the other assembly, so
that in future the activation of either cell assembly will
activate the other. Hebb’s theory can also explain the
difference between short-term and long-term memory.
Hebb speculated that the temporary activation of a cell
assembly by active neural firing could be the mechanism
underlying short-term memory, which is known to be
fragile and short-lived. However, after repeated firing
the synaptic connections between the neurons in a cell
assembly undergo permanent changes, which are the
basis of long-term memory storage.

Figure 1.14 A cell assembly.

When Donald Hebb first proposed the cell assembly
theory in 1949, it was still largely speculative. However,
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since that time a great deal of evidence has been gathered to confirm that
the synapse does indeed change as a result of frequent firing of the neuron.
Perhaps the most convincing evidence is the discovery that when electrical
stimulation is applied to living tissue taken from the brain of a rat, the
neurons do actually change in a lasting way, with their threshold of firing
becoming much lower so they can be more easily activated by subsequent
stimuli (Bliss and Lomo, 1973). This phenomenon is known as long-term
potentiation (LTP). It has also been found that rats reared in a stimulating
and enriched environment, with plenty of sensory input, develop more
synaptic connections in their brains than rats reared in an impoverished
environment where there is little to stimulate them (Greenough, 1987).
More recent research has shown that short-term storage involves the
strengthening of pre-existing synaptic connections, whereas long-term
storage involves the growth of new synaptic connections between the
neurons (Bailey and Kandel, 2004). Brain-imaging techniques such as
PET scans have also confirmed that memory storage and retrieval do in
fact coincide with the activation of large-scale neural networks spread
diffusely through the brain (Habib et al., 2003).

There is now plenty of evidence to confirm that memory storage
depends on the growth and plasticity of neural connections (De Zeeuw,
2007), and recent reviews conclude that activity-dependent modification
of synaptic strength has now been established as the probable mechanism
of memory storage in the brain (Bailey and Kandel, 2004; Hart and
Kraut, 2007). It has taken over half a century to collect the evidence, but
it begins to look as if Donald Hebb got it right.

1.5 AUTOMATIC PROCESSING

AUTOMATIC VERSUS CONTROLLED
PROCESSING

Some of the activities of the brain are under our conscious control,
but many take place automatically and without our conscious
awareness or intervention. Schneider and Shiffrin (1977) made a
distinction between controlled cognitive processes, which are carried
out consciously and intentionally, and automatic cognitive processes,
which are not under conscious control. They suggested that because
controlled processes require conscious attention they are subject to
limitations in processing capacity, whereas automatic processes do
not require attention and are not subject to such processing limits.
Automatic processing will therefore take place far more rapidly than
controlled processing, and will be relatively unaffected by distraction
from a second task taking up attention. Another feature of automatic
processing is that it is not a voluntary process, and it will take place
regardless of the wishes and intentions of the individual. For a simple
demonstration of automatic processing in a cognitive task, try looking
at the words in Figure 1.15, taking care not to read them.

You will have found it impossible to obey the instruction not to read
the message in Figure 1.15, because reading is a largely automatic process

Long-term
potentiation (LTP)

A lasting change in
synaptic resistance
following the
application of
electrical stimulation
to living brain
tissue. Possibly one
of the biological
mechanisms
underlying the
learning process.
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processing
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control, and which
is a relatively

slow, voluntary
process (contrasts
with automatic
processing).
Automatic
processing
Processing that
does not demand
attention. It is not
capacity limited or
resource limited,
and is not available
for conscious
inspection (contrasts
with controlled
processing).
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(at least for practised readers) so if
you attend to the message you cannot

D 0 N OT R E A D prevent yourself from reading it.

Schneider and Shiffrin suggested
T H I S M E S S AG E that cognitive processes become

automatic as a result of frequent
practice, as for example the skills
involved in driving a car, in playing
Figure 1.15 A demonstration of automatic processing. a piano, or in reading words from a
page. However, we have the ability to
override these automatic sequences
when we need to, for example when
we come across an unusual traffic
situation while driving.

The automatic processing of
words was first clearly demonstrated
by Stroop (1935), who presented
his subjects with colour words (e.g.
red, blue, green) printed in different
coloured inks (see Chapter 3, Figure
3.3). Subjects were instructed to name
the ink colours as rapidly as possible,
but they were not required to read
the words. Stroop found that subjects
could name the ink colour far more
rapidly if it matched the word itself
(e.g. the word ‘red’ printed in red ink)
than if it did not (e.g. the word ‘red’
printed in blue ink). Since the words
had a marked interfering effect on the colour-naming task despite the
fact that subjects were not required to read them, it was assumed that
they must have been read automatically. More recent theories about
the Stroop effect are discussed in MacLeod (1998).

The distinction between controlled and automatic processing has
been useful in many areas of cognitive psychology. One example
is face familiarity. When you meet someone you have met before,
you instantly and automatically recognise their face as familiar, but
remembering where and when you have met them before requires
conscious effort (Mandler, 1980).

Automatic processing has also been used to explain the
occurrence of everyday ‘action slips’, which are basically examples of
absentmindedness. For example, the author found during a recent car
journey that instead of driving to his present house as he had intended,
he had in fact driven to his previous address by force of habit. This was
quite disturbing for the author, but probably even more disturbing for
the owner of the house. Another of the author’s action slips involved
absentmindedly adding instant coffee to a mug which already contained
a teabag, thus creating a rather unpalatable hybrid beverage. Action
slips of this kind have been extensively documented and in most cases

Figure 1.16 Driving a car involves many automatic responses
for an experienced driver.

Source: Shutterstock.
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can be explained by the activation or
perseveration of automatic processes
which are not appropriate (Reason,
1979).

Norman and Shallice (1986)

Supervisory attention system

suggest that automatic processes
can provide adequate control of our

A
neural functions in most routine
situations without needing to use
up our attention, but they must
be overridden by the conscious
supervisory attention system when
more complex or novel tasks require

the flexibility of conscious control
(see Figure 1.17).

Automatic processes

Crick and Koch (1990) argue that

the flexibility of the conscious control  Figure 1.17 The supervisory attention system model.
system stems largely from its capacity  source: Adapted from Norman and Shallice (1986).

for binding together many different
mental activities, such as thoughts
and perceptions. Baddeley (1997) suggests that this conscious control
may reside in the central executive component of the working memory
(see Chapter 5), which is largely associated with frontal lobe function.

Johnson-Laird (1983) compares conscious control with the operating
system that controls a computer. He suggests that consciousness is
essentially a system which monitors a large number of hierarchically
organised parallel processors. On occasion these processors may reach
a state of deadlock, either because the instructions they generate conflict
with one another, or possibly because they are mutually dependent on
output from one another. Such ‘pathological configurations’ need to be
overridden by some form of control system, and this may be the role
of consciousness.

Such theories add an interesting perspective to our view of automatic
processing. Automatic processes are obviously of great value to us, as
they allow us to carry out routine tasks rapidly and without using up
our limited attentional capacity. However, automatic processes lack
flexibility, and when they fail to provide appropriate behaviour they
need to be overridden by consciously controlled processing. There is
some evidence that this override system may be located in the frontal
lobes of the brain, since patients with frontal lesions are often found to
exhibit perseveration of automatic behaviour and a lack of flexibility
of response (Shallice and Burgess, 1991a; Parkin, 1997). Frontal lobe
functions will be examined further in Chapters 8 and 9.

CONSCIOUS AWARENESS

We all have conscious awareness, but we do not really know what
it is (Figure 1.18). I am quite certain that I am conscious because I
experience things consciously, and you probably feel the same. We can
all understand what is meant by the term consciousness as a subjective
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Blindsight

The ability of some
functionally blind
patients to detect
visual stimuli at an
unconscious level,
despite having no
Conscious awareness
of seeing them.
Usually observed in
patients with occipital
lobe lesions.

experience, yet no-one has yet been able to provide an explanation
of what conscious awareness actually is, or how it might arise from
neural activity. Indeed the very assumption that conscious awareness
must somehow arise from the mere firing of neural circuits seems
remarkable in itself. Crick (1994) calls it ‘the astonishing hypothesis’,
yet it remains the only plausible hypothesis.

Consciousness remains the last unexplored frontier of psychology,
and arguably one of the greatest mysteries of life itself. But although
we do not understand what consciousness is, we are beginning to learn
a bit about what consciousness does, and the part it plays in cognitive
processes. As explained in the previous section, psychologists have
recently devised methods of distinguishing between processes which
are consciously controlled and those which are unconscious and
automatic. For example, judging whether a person’s face is familiar
seems to occur automatically and unconsciously, but if we need to
remember actual occasions when we have previously met them then
a conscious recollection process is required (Mandler, 1980). This
distinction will be considered in more detail in Chapter 6.

The study of patients with certain types of brain lesion has
provided particularly valuable insights into the nature of conscious
and unconscious cognitive processes. For example, amnesic patients
often reveal evidence of previous learning of which they have no
conscious recollection. Mandler (1989) has argued that it is usually
not the memory trace which is lost, but the patient’s ability to bring
it into consciousness. These studies of amnesia will also be discussed
further in Chapter 7. A similar phenomenon has been observed in
some patients with visual agnosia (impaired perception), who can
detect visual stimuli at an unconscious level but have no conscious
awareness of seeing them (Weiskrantz, 1986; Persaud et al., 2007).
This phenomenon is known as blindsight, and it will be examined in
more detail in Chapter 4.

Autism is another disorder which has shed light on the nature of
consciousness, because autistic individuals appear to lack some of the
characteristics of conscious processing. Their behaviour tends to be
highly inflexible and repetitious, and they usually lack the ability to
form plans or generate new ideas spontaneously. Autistic individuals
also tend to lack the ability to develop a normal rapport with other
people, and they often tend to disregard other people as though they
were merely objects. Observations of such symptoms have led Baron-
Cohen (1992) to suggest that autistic people may lack a ‘theory of
mind’, meaning that they are unable to understand the existence
of mental processes in others. This may provide a clue about some
of the possible benefits of having consciousness. An awareness of
other peoples’ thoughts and feelings seems to be crucial if we are
to understand their behaviour, and it is an essential requirement for
normal social interaction.

Another view of the function of consciousness has recently been
proposed by Seligman et al. (2013), who point out that consciousness
allows us to use information from the past and the present to make
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plans for possible events in the
future.

One interesting finding from
an EEG study (Libet, 1985) is
that when we make a conscious
decision to act in some way,
the conscious awareness of the
decision appears to follow the
actual decision, rather than
preceding it. Recent fMRI
research has added support

to this finding (Soon et al.,

2008). In view of these findings Figure 1.18 Does your dog have conscious awareness? And is he

Wegner (2003) has suggested wondering the same about you?

that decisions may actually be Source: Drawing by David Groome.

made at an unconscious level,

and conscious awareness of the decision only follows later when we
observe its outcome. This is an interesting view, as it reverses the usual
assumption that decisions arise from a conscious process. Indeed it is
a view that questions the very existence of free will, suggesting that
the impression we have of making conscious decisions may be illusory.

Recently neuro-imaging studies have been used to compare the
patterns of brain activation during conscious and unconscious types of
perception, showing that conscious perception appears to make more
use of the superior parietal cortex and the dorso-lateral prefrontal
cortex (Rees, 2007). However, there is some evidence to suggest
that conscious awareness may not be located in one specific area of
the brain. Dehaene and Naccache (2001) argue that full conscious
awareness is only achieved when several different brain areas are
activated simultaneously, and possibly results from the integration of
these separate inputs. It has also been pointed out that the brain areas
activated during conscious activity do not necessarily indicate the
location of conscious awareness in the brain, as they may just reflect
a subsidiary process or prerequisite of conscious activity (De Graaf
etal.,2012).

The studies discussed above appear to shed some light on the
nature of consciousness, but this too may be illusory. They may tell
us a little about which processes involve consciousness, or which
parts of the brain are involved, but we are no nearer to knowing
what consciousness actually is, or how it arises. As philosopher David
Chalmers (19985) puts it, we are addressing ‘the easy questions’ about
consciousness, but making no progress at all with ‘the hard question’,
which is the question of how conscious awareness actually arises
from neural activity. McGinn (1999) suggests that human beings will
never fully understand the nature of consciousness, because it may
be beyond the capability of the human brain to do so. Blackmore
(2003) takes a somewhat more optimistic view. She believes that
understanding consciousness will one day be possible, but only if we
can find a totally different way of thinking about consciousness, since
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there is apparently something fundamentally wrong with our present
approach. For the moment I tend to side with the pessimists and the
killjoys, if only because the best brains in the known universe have
been working on the problem of consciousness for many centuries
without making much progress. I hope that someone will one day
prove me wrong.

1.6 MINDS, BRAINS AND COMPUTERS

INTEGRATING THE MAIN APPROACHES TO
COGNITION

It has been argued in this chapter that our present understanding
of cognitive psychology has arisen from the interaction between
experimental cognitive psychology, cognitive neuroscience, cognitive
neuropsychology,and computer modelling. These same four approaches
provide the subject matter of the rest of this book, and they will be
applied to each of the main areas of cognitive processing in turn. These
areas are perception, attention, memory, thinking, and language, and
there will be a separate chapter on each of these processes. A unique
feature of this book is that each chapter (or pair of chapters) on a
particular cognitive process is followed by a chapter dealing with its
associated disorders. This approach is intended to provide you with a
thorough understanding of both normal and abnormal cognition, and
also an understanding of the relationship between them.

SUMMARY

e Cognitive psychology is the study of how information is pro-
cessed by the brain. It includes the study of perception, learning,
memory, thinking and language.

e Historically there have been four main strands of research which
have all contributed to our present understanding of cognitive
psychology. They are experimental cognitive psychology, cogni-
tive neuroscience, cognitive neuropsychology and computer
modelling of cognitive processes.

e Experimental cognitive psychology has provided theories to
explain how the brain interprets incoming information, such as
the schema theory which postulates that past experience is used
to analyse new perceptual input.

e Computer modelling has provided models of human cognition
based on information-processing principles, and it has introduced
important new concepts such as feature detector systems and
processors of limited channel capacity.

e Cognitive neuropsychology provides knowledge about brain func-
tion, based on the study of people who have suffered cognitive
impairment as a result of brain lesions.
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e Cognitive neuroscience makes use of brain-imaging techniques
to investigate the relationship between brain function and
cognition.

e The science of cognitive psychology has generated new concepts
and theories, such as the distinction between top-down and bot-
tom-up processing, and the distinction between automatic and
controlled processing.

e The study of consciousness has yielded some interesting findings
but at present we have no real understanding of what conscious-
ness is, or how it arises from neural activity.

FURTHER READING

e Blackmore, S. (2003). Consciousness. London: Hodder Arnold.
Susan Blackmore embarks on a search for human consciousness.
She doesn’t find it, but the search is interesting.

e Esgate, A. and Groome D. et al. (2005). Introduction to Applied
Cognitive Psychology. Hove: Psychology Press. This book is about
the applications of cognitive psychology in real-life settings. | have
nothing but praise for this text, though this is possibly because |
am one of the authors.

e Eysenck, M.W. and Keane, M. (2010). Cognitive Psychology: A
Student’s Handbook. Hove: Psychology Press. This book covers
many of the same topics as our own book, but with a bit more
detail and less emphasis on clinical disorders. In fact Eysenck and
Keane has become something of a classic over the years, and it is
a very thorough and well-written book.
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Perception

Grabam Edgar, Helen Edgar and Graham Pike

2.1 INTRODUCTION

Our perception of the world is something that we often tend to take for
granted. We detect the sights, sounds, smells, etc. of things around us,
and (sometimes) recognise objects and make decisions about how we are
going to interact with them. It all seems so simple — until you try to work
out how the process of perception operates. There are many theories of
perception and they can appear to be quite different and, indeed, sometimes
contradictory. It is possible that some of the theories are right and any
contradictory theories are wrong, but it is more likely that the various
theories are just looking at different aspects of a very complicated process.
As an analogy, imagine trying to produce a theory of how a car works.
One theory could be based on which pedals need to be pressed to make
the car go, another could present the theory of the internal combustion
engine. Both theories would provide valuable insight into how the car
works, but would appear to be quite different. This chapter will provide
an overview of a number of theories and will attempt to reconcile the
different theories to give an impression of how perception ‘works’.

2.2 VISUAL PERCEPTION

THEORIES OF PERCEPTION — SCHEMAS AND

TEMPLATE MATCHING

The Grimm’s fairy tale of ‘Little Red Riding Hood’ (Grimm and
Grimm, 1909; first published 1812), illustrated in Figure 2.1, is an
excellent illustration of a problem that lies at the very heart of the
process of perception. Little Red Riding Hood is fooled, and ultimately
eaten (although there is a happy ending) by a wolf that tricks her,
masquerading as her grandmother. So a key issue for perception (and
for Little Red Riding Hood!) is how do we recognise an object such as
a chair or our grandmother? Just as importantly, how do we recognise
when an object has changed and granny has, for instance, been replaced
by a scheming and very hungry wolf? Well, one way to recognise
your grandmother would be to have an internal schema or ‘template’
that could be compared with incoming sensory information. If the
incoming sensory information matches the grandmother template then

Perception

The subjective
experience of
sensory information
after having been
subjected to cognitive
processing.
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Figure 2.1 'But,
Grandmother, what big
teeth you've got.’

Source: Drawing by David
Groome.

Figure 2.2 Stimuli of
the kind used by Shepard
and Metzler (1971). The
participants’ task was to
judge whether or not the
figure on the right was a
rotated version of the one
on the left (as in the top
pair above) — or a different
figure (as in the bottom
pair).

Source: Adapted from
Shepard and Metzler (1971).

Templates

Stored
representations of
objects enabling
object recognition.

\
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she is recognised. The template theory is essentially a development of
the schema theory introduced in Chapter 1, as it is a system which uses
information from past experience to make sense of a new stimulus.
There is some evidence for the existence of internal templates. For
instance, Shepard and Metzler (1971) did experiments that required
people to say whether two shapes (such as those shown in Figure 2.2)
were the same or different (e.g. mirror images). The more the picture
of one shape was rotated from the other, the longer it took people to
make a decision. This suggests that people could be rotating a template
of one shape to see if the second shape fits it. This does suggest
that people are able to form internal representations of an external
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figure and manipulate them. There is, however,
a difference between generating an internal
representation of a specific, and very simple,
external stimulus, and having a stored template
that is general enough for ‘grandmother’. This
issue will be considered in more detail later.
However, template matching can only occur
(if it occurs at all) after information from the
outside world has been encoded in some way
by the visual system. This, in itself, is not a
trivial problem. For instance, in the Shepard
and Metzler task, how do we pick the shape out
from the background and work out just what we
are going to compare with our template?

THE GESTALT APPROACH

The issue of how objects are defined was central
to the theories developed by the Gestalt approach
(Rubin, 1915; Wertheimer, 1923), which was
introduced in Chapter 1. A key issue addressed

by the Gestalt psychologists was the way that
we might segregate the world into figures and
the background against which they appear. This
may sound trivial but is crucial as, if we are
to recognise objects, we need to be able to tell
them apart from everything else. The importance
of figure and ground can be illustrated by one
of the well-known shown in
Figure 2.3. If you consider the white area to be the ‘figure’ and the
black area the ‘ground’ then you see a vase. If you consider the black
area to be the figure and the white area to be the ground then you see
two faces. The picture is the same, the pattern of light falling on the
retina of the eye is the same, but it can be segregated into figure and
ground in different ways. Being able to see the same stimulus in more
than one way demonstrates the influence on perception that organising
things into figure and ground can have. Before deciding which part
of the scene is the figure and which parts are ground it is necessary to
decide which parts of a visual scene constitute a single object. Gestalt
psychologists proposed a number of

that could be used to group parts of a visual scene into objects. Two of
these laws are illustrated in Figure 2.4.

While appealing, the Gestalt approach only covers a small part of
the process of visual perception. For instance, using Gestalt laws we
could work out which parts of the visual scene are objects that we
might be interested in, and compare them with a template to decide
what they are. Both the Gestalt and template-matching theories are,
however, rather vague in specifying how we might get information
into the ‘system’ in the first place, although a possible mechanism is
provided by feature-extraction theories.

Figure 2.3 Areversible figure. If you concentrate
on the black area as the figure then you will see a
vase, if you concentrate on the white areas then

you will see a well-known person talking to himself.

Source: Adapted from Rubin (1915) by Helen Edgar.

Reversible figure

A figure in which
the object perceived
depends on what

is designated as
‘figure” and what

is designated as
‘(back)ground’.
Laws of perceptual
organisation
Principles (such as
proximity) by which
parts of a visual scene
can be resolved into
different objects.
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FEATURE-EXTRACTION
THEORIES

Feature detectors were introduced in Chapter
1 as a possible mechanism for extracting the
features contained in an incoming stimulus.
In many ways, feature-extraction theories
are simply a variation on template theories;
it is just the nature of the template that is
different. Rather than trying to match an
entire object (such as a grandmother) to a
template, feature-extraction theories look to
break objects down into their component
features. The process is basically still
template matching, but with features of the
object rather than the whole thing at once. A
key issue, of course, is just what constitutes
a feature? Little Red Riding Hood appears
(unsuccessfully) to have been applying a form
of feature extraction in order to recognise her
grandmother (picking out ears, eyes, hands
and, finally, teeth). Perhaps one of the nicest

Figure 2.4 Examples of Gestalt laws of perceptual
organisation. (A) Demonstrates the law of proximity. ltems
that are grouped close together tend to be considered as
part of the same object and so (A) is usually perceived as
five slanted lines of dots rather than three horizontal lines.
(B) Demonstrates the law of similarity. Although the circles
can be ‘grouped’ in many different ways it appears to be
natural to group them on the basis of common colour.

Features

Elements of a scene
that can be extracted
and then used to build
up a perception of the
scene as a whole. See
also ‘geons’.

Pandemonium

A fanciful but
appealing conceptual
model of a feature
extraction process.

conceptualisations of the feature-extraction
approach was Selfridge’s Pandemonium
model (Selfridge, 1959) which is illustrated
in Figure 2.5. The way that the model works
is that there are layers of ‘demons’. Demons
at the lowest level in the system (remember
this is essentially a bottom-up approach)
look for very simple features (such as lines
or angles). Each demon looks for only one
feature. If they ‘see’ it, they shout. Demons at the next level up listen and
only respond if certain combinations of demons shout. If this happens, then
they have detected a more complex feature (such as a line-junction), and
they will shout about that. So each level of demons detects more and more
complex features, until the object is recognised. Of course, as many demons
are likely to be shouting at once it will be pandemonium, hence the name.
Most people would probably not believe that we have little demons
in our brain, but the feature-extracting computer model of Selfridge
and Neisser (1960) discussed in Chapter 1 suggests that the general
approach is workable. Furthermore, there has long been evidence to
suggest that, at least at the lower levels of the visual system, there are
cells that do the job of Selfridge’s demons. For instance Kuffler (1953)
demonstrated that cells in the cat retina (ganglion cells) responded to
a spot of light at a particular position in the visual field. Hubel and
Wiesel (1959) found cells in the cat’s brain (in the visual cortex) that
responded to edges and lines. These cells receive inputs arising from
ganglion cells and, of course, you can construct relatively complex
features such as edges and lines from simple features such as spots.
Modern brain-imaging techniques also support the existence of
‘feature detectors’ in the human brain (Haynes and Rees, 2005). Thus
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there is a physiological basis for feature-extraction theories, at least at
the ‘lower’ levels of the visual system.

Breaking an image down into its component features is a useful way
of coding information within the visual system, but the difficult part is
working out how the different features can be interpreted and used to
recognise an object. Essentially, they have to be put back together again.

MARR’'S COMPUTATIONAL THEORY

Marr (1982) developed an approach that concentrated on the
implementation of some of the processes discussed above, progressing
through a number of stages until an internal representation of the
viewed object is achieved. The first stage is called the raw primal
sketch when features such as circles and lines are extracted from the
image. In particular, Marr proposed that the visual system can use
natural constraints to work out which features form the borders of
an object. For instance, a border that is created by the edge of an
object tends to have a greater and more sharply defined change in
luminance than an edge caused by, for instance, a shadow. Once the
features have been identified, they can be grouped according to Gestalt
principles and these groups of features then define the surface of the
object. This is referred to as the 2'2-D sketch. This sketch is only 2%2-D
and not 3-D as it is a representation of an object — but only from the
viewpoint of the person looking at it. From this 2%-D sketch a 3-D
sketch can be constructed (although Marr was a little vague about
the details of how this might be done) to give a ‘full’ representation
of the object that is independent of the viewer (that is, there may be

Figure 2.5

Pandemonium (Selfridge,
1959). The heavier arrows
illustrate which demons
are shouting the loudest!

Source: Adapted from Lindsay
and Norman (1972). Demon
artwork by Helen Edgar.

Primal sketch

First stage in Marr’s
model of vision, which
results in computation
of edges and other
details from retinal
images.

2.5-D sketch

Second stage in Marr's
model of vision. Aligns
details in primal sketch
into a viewer-centred
representation of the
object.

3-D sketch

Third stage in Marr's
model of vision. This is
a viewer-independent
representation of

the object which has
achieved perceptual
constancy or
classification.
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Geons

Basically features, but
conceived explicitly as
being 3-D features.
Parallel distributed

processing (PDP)
approaches

Stimuli are
represented in

the brain, not by
single neurons,

but by networks of
neurons. An approach
sometimes used

to model cognitive
Processes.

a representation of parts that the viewer cannot see directly). Marr
and Nishihara (1978) suggest that this 3-D representation can then
be compared against previously stored representations, and the object
can be recognised. This approach thus rather nicely combines feature
extraction and template matching into a plausible theory.

BIEDERMAN'S RECOGNITION-BY-COMPONENTS
APPROACH

There have been many developments of Marr’s general approach such as
the theories developed by Biederman (1987) which, again, are based on
feature extraction. In this case, however, the features are three-dimensional
and are referred to as geons. Biederman devised a system using 36 basic
geons such as cones, cylinders and blocks that could be used to construct
a vast range of objects. The basic principle of Biederman’s theory was that
if we can identify the geons that make up an object, then we can recognise
that object. One problem with this (and other feature-extraction theories)
is that it is relatively easy to imagine that very different objects (such as
a car and a tree) can be recognised and discriminated quite easily, but it
is more difficult to imagine how the process might deal with more subtle
distinctions (such as discriminating two different faces).

As well as the problem of discriminating between different objects,
there is also the problem of how to recognise changes in the same
object. This issue presents a particular difficulty for template-matching
approaches. In the Shepard and Metzler (1971) study discussed earlier,
the template matching is fairly simple. A clearly defined stimulus (the
block shape) can, conceptually, be internalised as a template and
used for comparison with another shape. Both shapes are relatively
simple and fixed. But consider what happens with more complex and
changeable stimuli, such as your grandmother. It is plausible that you
could recognise your grandmother by comparing the incoming visual
input with an internal ‘grandmother template’, and perhaps there is
even one special cell, a ‘grandmother cell’ (for a discussion of the origin
of this term see Rose, 1996), in your brain that fires when (and only
when) you see your grandmother. The problem occurs if there is some
change in your grandmother (such as being replaced by a wolf for
instance). Would the template still work? What happens if she is facing
away from you? Would you need a ‘grandmother facing the other way’
template as well? You may end up with the impossible situation of
requiring a template for every possible view and orientation of your
grandmother; and all other objects as well. While there are many
neurons in the brain, this is still rather impractical.

PARALLEL DISTRIBUTED PROCESSING
APPROACHES

One way of getting around the problem of needing an almost infinite
number of ‘grandmother cells’ in the brain is provided by parallel
distributed processing (PDP) models (Rumelhart and McClelland, 1986).
PDP models are also sometimes referred to as connectionist or neural
network models and these models, when implemented on computers,
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attempt to model the way in which the brain may work. In some ways,
PDP approaches are still template approaches but the templates are
much more flexible and, given that they represent stored knowledge,
they are another conceptualisation of the schema described in Chapter
1. Crucially, any object can be represented not by the activation of a
single neuron, but by the activation of many cells forming a network.
Thus an object is represented not by the activity of a single cell, but by
a pattern of activity across many cells. Initially, this may seem to make
the problems discussed above worse. Now you need not just one cell to
represent an object but many. The key point, however, is that any one
cell can form a part of many different networks (as exemplified by the
work of Hebb discussed in Chapter 1). It is the connections between
cells that are important as much as the cells themselves.

Neural networks also have the ability to make the object recognition
process much more ‘fuzzy’. If the object doesn’t quite match the template,
not all the cells in the network may be activated, but many of them may
be. Thus, the system can make a ‘best guess’ at what the object is most
likely to be. Given feedback on whether the guess is right or wrong (this
can be done in the real world by simply gathering more information)
the system can learn and the networks can change and adapt. If your
grandmother is replaced by a wolf, some parts of a grandmother network
may be activated (by the clothes and bonnet, etc.) but, hopefully, so will
some parts of a ‘wolf network’. Given further feedback as to what the
object is (getting eaten in Little Red Riding Hood’s case — feedback in
the truest sense) you will learn to recognise the wolf more easily.

The notion that the object recognition process can learn is an important
one. Apart from anything else, without learning it would be impossible to
recognise any new objects. Learning implies stored knowledge (whether
as templates, within neural networks, or in some other form) and this is
something that most of the theories discussed above do not address in
detail. This is not a criticism of the theories but reflects the fact that the
theories discussed so far mostly concentrate on bottom-up processing.
They are thus attempting to explain how sensory information gets into
the visual system to be processed further. All the theories do, however,
have some aspect of top-down schema-driven processing incorporated
into them (e.g. templates or neural networks). This reflects the fact that
perception is essentially the interface between the physical world and our
interpretation of it (more in the next section). Thus, at different levels
of perception there is a changing balance, moving from simply encoding
and transmitting information from the outside world to interpreting and
making sense of it. It is often hard to appreciate the difference between
these different aspects of perception, however, until something goes wrong.
When something does go wrong with our perceptual system and what we
perceive does not truly represent the outside world we usually refer to this
as an illusion, and the study of such illusions provides valuable insights
into how perception operates at different levels.

VISUAL ILLUSIONS

Richard Gregory (1997) has attempted a classification of illusions. One
of the dimensions of this classification is essentially the contribution

Knowledge
Information that is not
contained within the
sensory stimulus.

lllusions

Cases in which
perception of the
world is distorted in
some way.
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Figure 2.6 The Hermann grid. lllusory grey
spots should be visible at the intersections of the
white lines. Interestingly, the spot is usually not so
obvious at the junction that you are fixating on.

Figure 2.7 The Miller-Lyer illusion. The vertical
line on the left appears to be longer than the one
on the right, even though they are actually the
same length.

of bottom-up and/or top-down processes to
the generation of the illusion. This then gives a
rather satisfying continuum running from those
illusions that arise from the physical properties
of the world to those that arise largely from the
cognitive processes of the mind. For instance,
at the ‘lowest’ level are illusions that are really
nothing to do with the sensory processes at all,
and these illusions would include such things as
rainbows and mirages. They arise from physics,
not perception. At the next level are the illusions
that do arise from basic properties of the
perceptual system but are really not influenced
by cognitive processes. An example of an illusion
of this type is provided by the Hermann grid,
named after Ludimar Hermann in 1870, and
shown in Figure 2.6. The illusory spots at the
intersections are supposedly due to the lateral
connections between cells in the retina, with no
top-down influences evident.

Perhaps the most interesting illusions, however,
are those that are generated as a result of top-
down influences on perception. These illusions
provide strong evidence for the notion that what
we know affects what we perceive. One of the
most well-known illusions of this type is shown
in Figure 2.7. This is the Miller-Lyer illusion,
first reported by Franz Miiller-Lyer in 1889. The
illusion is that, although the two vertical lines are
actually the same length, the one on the left is
perceived as being longer. The theories discussed
so far cannot easily explain such an effect without
reference to top-down influences. For instance,
a simple feature-extraction approach should
not be biased by the precise arrangement of the
features (the left and right figures are both made
up of the same features) so that this suggests that
something beyond what is present in the image is
influencing our perception of it. Richard Gregory
(1966) (whose theories we will discuss in more
detail later) suggested that, although the figure
is just a two-dimensional arrangement of lines,
we interpret them using our knowledge and
experience of a three-dimensional world. Thus,
Gregory suggests that we see the illusion as two
corners (as shown in Figure 2.8) with one corner
going away from us (and so appearing more

distant) and the other coming towards us (and so appearing closer). To
explain the illusion, we have to accept that we also ‘know’ that things
that are further away give rise to a smaller image on our retina and we
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scale them up to make allowances for this (we don’t perceive people as
shrinking in size as they walk away from us). This is an example of size
constancy. In the illusion the two lines are actually the same length, but
one appears to be further away and so is scaled up by our visual system,
giving the impression that it is longer.

Supportfortherole of knowledge and experience in the interpretation
of the Miiller-Lyer illusion also comes from a study of the Bete people
(Segall et al., 1963) who live in a dense jungle environment with
relatively few corners. The Bete people do not perceive the Miiller-
Lyer illusion as strongly as do Europeans, providing support for the
role of knowledge and experience in the interpretation of the figure.
It is possible to get an idea of the influence of our ‘square world’ on
perception by considering another illusion, the Ames room (invented
by one Adelbert Ames), which is shown in Figure 2.9.

The two figures in the room appear to be of vastly different size even
though they are, in fact, identical in size. The explanation becomes clear
when we see the shape of the room. The room is distorted so that from
one viewpoint only (shown by the arrow in the figure) it appears to be
a ‘normal’ square room. In actual fact, one corner is much further away
than the other. Thus, although it appears that both the little figures are the
same distance away from us (so we do not do any scaling up as we do in
the Miiller-Lyer illusion) one is actually much further away, giving rise to
a much smaller retinal image. The distorted perspective cues mean that
the viewer does not ‘know’ that one figure is further away than the other,
and so no rescaling to maintain size constancy occurs. It is even possible
to get the Ames room illusion without the room. In fact, all you need to
do is to move something, such as the lighthouse in Figure 2.10, out of its
‘normal’ depth plane within a picture to reveal how much size constancy
influences the perceived size of objects.

There is still some debate as to how much top-down influences are
responsible for illusions. For instance, there are explanations of the
Miiller-Lyer illusion that do not rely on top-down processing (e.g.
Day, 1989) It is, however, hard to explain all illusions without at
least some reference to the influence of top-down cognitive processes

Figure 2.8 A possible
explanation for the
Muller-Lyer illusion. The
figures are perceived

in three dimensions as
illustrated here and this
leads to distortions of
perceived size.

Source: Drawing by David
Groome.

Size constancy

The perceived size of
objects is adjusted to
allow for perceived
distance.
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Figure 2.9 The Ames
room. Two identical
figures (left) appear to

be of very different sizes.
This is due to the unusual
shape of the room (right).

Source: Photographs by
Graham Edgar.

Figure 2.10 When size constancy breaks down. Moving objects (or people)
out of their natural position in a scene reveals how much our visual system
automatically compensates for changes in retinal image size with object distance.

based on knowledge and experience, and there is evidence from brain-
imaging studies (Hayashi ez al., 2007) that both bottom-up and top-
down processes are involved in the perception of perspective illusions.
As discussed previously, however, knowledge in this context should
be interpreted rather more broadly than, for example, ‘Something
I learned in school. Size constancy, for example, is based on an
individual ‘knowing’ that objects that are further away generate
a smaller retinal image. Individuals are, however, rarely aware that
such knowledge is being used to influence their perceptions, or even
of acquiring such knowledge in the first place. It is only when size
constancy fails that we really become aware of how much top-down
processing is influencing our perception. Pure bottom-up processes
rely only on information gleaned from incoming sensory information,
whereas top-down processes also use information that is not present
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within the sensory information, such as knowledge of the way the
world usually is. So ‘knowledge’ could be broadly interpreted as any
information that resides in the perceiver, rather than being contained
within the stimulus that is being perceived. Thus the Gestalt laws
could be considered to be a form of implicit knowledge, likewise the
precise configuration of neural networks. They represent information
held within the individual, and not the stimulus.

If knowledge is involved in the perception of illusions then certainly
a definition beyond ‘Things learned in school’ is necessary, as the
perception of illusions appears to be the preserve not only of humans.
There is evidence, for example, that pigeons perceive the Miiller-Lyer
illusion (Nakamura et al, 2006), although it is not clear whether
jungle-dwelling pigeons would be less susceptible (see the Segall
et al. (1963) study on the Bete people). Furthermore, there is evidence that
some non-human species not only perceive illusions, they actively create them.

For example, some male bowerbirds build ‘avenues’ (where the female
will stand to view the male mating display) using two parallel walls
of sticks that lead onto a ‘court’ consisting of grey or whitish objects
(pebbles, bones, etc.) on which the male will stand to display coloured
objects (Figure 2.11). Remarkably, the grey and white objects are
carefully arranged so that the larger objects are placed further away from
the avenue, leading to a distortion of perspective rather like that in the
Ames room. Essentially, the court will appear foreshortened (to humans
and, presumably, to the female bowerbird). Such an arrangement appears
to be quite deliberate. If the size gradient of the objects is reversed by
curious humans (Endler et al., 2010) the male bowerbird will move the
objects to re-establish the original gradient. Of course, the illusion created
by the male bowerbird can only work from one viewpoint (as does the
Ames room). Probably not entirely by chance, the viewpoint of the female
bowerbird is constrained by the avenue of twigs. Quite what effect the
illusion has on the perception of the female is unclear but it seems likely
that there is an effect, as there is evidence (Kelley and Endler, 2012) that
the more regular the resulting pattern
from the point of view of the female (and
thus the better potential illusion), the greater
the mating success of the male. Surely this is
one of the more unusual applications of a
visual illusion.

Returning again to humans, the use
of knowledge as a part of top-down
processing allows us to interpret incoming
sensory information, rather than just
encoding it. It also means that our final
perception of the sensory information
may (as we have already seen) be
strongly influenced by what we already
know. The rest of this section on visual = Eigyre 211 The avenue and court (strewn with brightly
perception will consider in more detail coloured ornaments) carefully constructed by the male
the role of knowledge in perception, bowerbird to woo the female.
particularly when considering perception  Source: Shutterstock.
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Figure 2.12 'Well | never expected that!’

Source: Drawing by Dianne Catherwood. BETWEEN S ENSATION AN D

Sensation

The ‘raw’ sensory
input (as compared
with ‘perception’).

in the ‘real world’ (as opposed to the
laboratory). Crucially, the distinction
between sensation and perception will
be considered and two further theories
of perception will be discussed that differ
markedly in the importance they place on
the role of knowledge in perception.

THE DIFFERENCE
PERCEPTION

Imagine that you are in a car driving
along a road that you do not know. The road disappears around a
bend. What do you do? If it were not for your top-down processing,
you would probably have to get out of the car and peer around the
corner to check that the road does, in fact, continue and that there
are no other unexpected occurrences such as that in Figure 2.12. In
‘real life’, however, you will almost certainly proceed round the bend,
secure in the knowledge that roads tend to continue and do not simply
terminate without warning. An example such as this, while superficially
rather silly, emphasises just how much we rely on what we know to
influence almost everything that we do.

It is now worth defining what we mean by sensation and perception.
Sensation will be considered to be the ‘raw’ bottom-up input from
the senses and perception will be considered to be the end result
of the processing of that sensory material within the visual system.
The individual may be consciously aware of the perception arising
from incoming sensory information, or they may not (subliminal
perception). Sensation and perception thus lie at opposite ends of the
visual process and may well be quite different. That is, what pops out of
the ‘top’ of the system as perception may be a highly modified version
of what went in at the ‘bottom’ of the visual system as sensation. It
is beyond the scope of this chapter to discuss subliminal perception,
so the following discussion will focus on perception as a conscious
awareness of the output of the visual system.

It is possible that not all the information that is sensed will reach
perception at all. Some of the sensory information entering the visual
system may be filtered out by attentional processes (discussed briefly in
Chapter 1, and in detail in Chapter 3) and will not form a part of our
perception. This chapter has also considered that what we already know
may influence what we perceive and so perception may represent not
only a filtered, but also a modified, version of the original sensation. A
simple diagram of the route from sensation to perception is presented
in Figure 2.13. Different parts of the process may also interact; what
we know may influence the way that attentional filtering operates, as
well as our final perception of the sensory information. It should thus
be noted that the process described above is a very simplified version
of what appears to be happening in the processing of visual input.
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The philosopher Immanuel Kant
refers to the objects or events that
exist independently of the senses as
numena and our experience of those
objects and events as phenomena.
Kant argued that we can never
truly access the numena, only the
phenomena. That is, we can never
know the world as it truly is, only
our perception of it after it has been
filtered and modified by our senses
and cognitive processes. There is a
saying that is often attributed to Kant
which sums up perception, and which

Perception

Knowledge

Attention

Sensation

runs, ‘We see things not as they are,

but as we are. Figure 2.13 The components of perception. Raw sensory
To illustrate the difference between information is filtered and combined with knowledge to form

sensation and perception and the
complex processes that operate
in between, we will return to the

the overall percept. Note that information is seen as flowing
top-down as well as bottom-up at all stages.

discussion about driving and, in particular, accidents that occur while

driving. Generally, those individuals who are most likely to have an

accident while driving lie at the ends of the age range for drivers
(Claret et al., 2003). Young drivers (under 25) and older drivers (75+) Numena
tend to have an increased risk of accidents, whereas those drivers in

between have a lower risk of being involved in an accident. This is | reallyis.See also
the case for most types of accident, with one notable exception. These | Phenomena’.
are accidents that are usually referred to as ‘looked but failed to see’ Phenomena
(LBES) accidents (Sabey and Staughton, 1975). Numena as we

‘LOOKED BUT FAILED TO SEE’ (LBFS)

ACCIDENTS

‘Looked but failed to see’ accidents refer
to occasions when drivers have crashed
into something and claimed subsequently
that they simply ‘did not see it’, even
though the object they have just hit should
be easily visible (see Figure 2.14). This is
where the distinction between sensation
and perception becomes particularly
important. Undoubtedly, some accidents
are due to a failure of sensation. Fairly
obviously, if an object is not within a
driver’s field of view (for example they
are not looking where they are going),
they will not detect it visually and may
crash into it. Sensing an object, however,
involves more than just detecting the
light coming from it. Even if light from

The world as it

perceive them.

Figure 2.14 High sensory conspicuity does not guarantee
accurate perception. . .

Source: Photograph courtesy of Gloucestershire Constabulary.
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the object does reach the eyes of a
driver, this does not guarantee that they
will become aware of it. Earlier in the
chapter the Gestalt approach emphasised
the importance of picking an object out
from its background, and Marr provided
a possible process by which this could
be done. But what if it is difficult, or
impossible, to discriminate an object from
its background? The visual system may
sense the light reflecting from that object
(so you could argue that the system has
‘detected’ it) but the light from the object,
and the light from the background, may
be too similar to tell one from the other.
For example, a pedestrian at night can be
extremely difficult for a driver to pick out
from the background (see Figure 2.15)
because of the lack of contrast between
the pedestrian and the background

Figure 2.15 The effect of contrast on detectability. The
pedestrian on the left of the picture is silhouetted against
the oncoming headlights which increase the contrast
between the pedestrian and the background; increasing
detectability. The pedestrian on the right presents against a
lower contrast background, and is harder to detect.

Source: Shutterstock.
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against which they are seen. The term used to describe how easily
an object can be detected by the senses is sensory conspicuity, and
refers to the intrinsic properties of an object (such as shape, colour,
brightness, amount of noise that it is making) that are likely to be
registered by the senses — usually as a result of increasing contrast with
the background. Thus, a pedestrian can often increase their sensory
conspicuity by carrying a torch, or wearing reflective material.
Research by Cole and Hughes (1984) has suggested that sensory
conspicuity, although necessary for the detection of objects, may not
always be sufficient for an individual to become aware of that object
and take action to avoid it. Cole and Hughes suggest that in order
to be able to consciously perceive (and react to) an object, it should
also have high attention conspicuity. This term refers to the fact that
to perceive something, the individual’s senses need to detect that it is
there and, in addition, the individual has to attend to the information
provided by the senses. The discussion of attention above, and that
in Chapter 3, suggests that much information that we sense is not
attended to. There is an interesting distinction that can be made here
between sensory conspicuity and attention conspicuity. As mentioned
above, sensory conspicuity relates mainly to aspects of the object being
perceived (brightness, etc.), whereas attention conspicuity is more
likely to be influenced by aspects of the individual doing the observing
(previous experience, expectations, etc.). Broadly speaking, sensory
conspicuity relies primarily on bottom-up processing whereas attention
conspicuity is more heavily influenced by top-down processes. At most
road junctions, for example, the class of road user that a driver is most
likely to have to avoid is other cars — and thus a driver may be biased
towards searching for cars; their search for hazards is influenced by
what they expect to be there (Hills, 1980; Theeuwes and Hagenzieker,
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1993). Objects that do not conform to the size, shape and speed of a
car (such as a cyclist) are therefore less likely to be attended to, and
more likely to be hit (Rdsdnen and Summala, 1998).

Thus if a driver is not expecting a motorcyclist at a particular
location they may drive into them, even if the motorcyclist has high
sensory conspicuity. It is this class of accident that may be referred to
as LBFS. In accidents of this kind the object that is hit may be of very
high sensory conspicuity, and it appears almost certain that the driver
would have looked in the general direction of the object and, at a
sensory level, detected it. Unfortunately, although the driver looked in
the region where the hazard was, they didn’t ‘see’ it. That is, although
the object was registered by the driver’s senses, they did not attend to
it, become consciously aware of it, or take action to avoid it.

Is there any evidence that accidents of this kind occur? Martin
Langham and his co-workers (Langham et al., 2002) looked at
accidents involving vehicles that have perhaps the highest sensory
conspicuity of any on the road — police cars. Despite having a full
range of conspicuity enhancers (reflective and retro-reflective
materials, flashing lights, cones) stationary police cars have been hit
by drivers who subsequently claimed that they did not see them. In
these cases it is hard to believe that the individuals’ senses failed to
register the police car, but something has gone wrong after the initial
registration. The police car, while having high sensory conspicuity, has
low attention conspicuity for those individuals.

Langham et al. were interested in establishing just what factors
of the situation or the individual (or the interaction between them)
would be likely to lead to LBFS accidents. To do this, they gathered
survey data from a variety of sources, obtaining details of 29 vehicle
accidents. This survey identified a number of interesting aspects of
LBFS accidents that will now be considered in relation to the discussion
above on the role of knowledge in perception. The factors that seemed
to be important in LBFS accidents were:

1. There were more accidents when the police vehicle was parked
‘in-line’ (stopped in a lane and facing in the same direction as the
prevailing traffic flow) than when it was parked ‘in echelon’ (parked
diagonally across a lane). It is easy to speculate that the orientation
of the car may influence the perception of that car. Experience tells
us that most cars that we see on a road have the same orientation
as the other cars and, crucially, that they are moving. Thus a car
parked in-line may well be perceived as a moving car — until it is
too late. There is much less ambiguity with a car that is parked
in echelon; it is an unusual (or even impossible!) orientation for a
moving car, and so it is perhaps much more likely to be perceived as
stationary.

2. Deployment of warning signs and cones did not guarantee detection.
The deployment of such aids would almost certainly raise the
sensory conspicuity of the police car still further, but not enough to
prevent an accident.

Visual search
Experimental
procedure of
searching through
a field of objects
(‘distractors’) for
a desired object
(target’).
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3. Although the accidents usually occur on motorways and dual

carriageways, 62 per cent of the accidents were close (within 15 km)
to the perpetrators’ homes. Again, it is possible that this finding is
the result of experience. Drivers are familiar with the environment
and the roads around their home. They may have driven the same
route every day for years — and never seen a police car parked in the
road. Thus, when they do see a stationary police car, they assume it
is moving, with disastrous consequences.

. The offenders were all, except one, over the age of 25. As discussed
above, this is highly unusual as it is usually the younger drivers that
are more likely to be involved in accidents. The finding emphasises
the role that knowledge and experience are likely to play in these
accidents. More experienced drivers have learnt that cars on the
motorway are nearly always moving, and so do not pay sufficient
attention to cars that are not moving. It seems highly likely that
they detect them, but they do not perceive them appropriately.

It would thus appear that one explanation for LBFS accidents is that
more experienced drivers are
placing more reliance on what
they already know and this is
affecting what they perceive (or do
not perceive). Edgar et al. (2003)
have also demonstrated that an
overemphasis on using prior
knowledge to guide perception
may underlie serious accidents
referred to as “friendly fire’ in which
the military open fire on their own
side (or on civilians) believing
them to be the enemy, even though
there are plenty of sensory cues
to suggest that they are not (as
illustrated in Figure 2.16).

Figure 2.16 Vehicles that had earlier been carrying members of a THE IN FLU ENCE
BBC TV team, hit by ‘friendly fire’ from an aircraft in the 2003 Irag war.
The pilot apparently believed that he was attacking enemy forces that OF TO P'DOWN

were nearby. Note the clear markings on the side of the vehicle (and PROCESS|NG AN

the top of the vehicle was also marked).

Source: http://news.bbc.co.uk/1/hi/in_depth/photo_gallery/3244305.stm.

EXAMPLE

There appear to be numerous, not

to mention dramatic, examples of what we know influencing what we
perceive. To try and drive (excuse the pun) the message home and to allow
you to experience a clear example of knowledge influencing perception,
have a look at Figure 2.17. What do you see? It is most interesting if you
just see a pattern of light and dark shapes. Does it change your perception
of the picture if you are told that it is, in fact, a picture of a cat? If you
could not see the cat initially but now can after being provided with extra
information about the picture, then this is a clear example of knowledge
influencing perception. If you still cannot see the cat, have a look at the
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picture at the end of this chapter, which should give you even
more information about where the cat is. The sensory aspects of
the original picture have not changed at all. It is still a collection
of light and dark blobs. What has changed is what you know
about the picture, and this has changed your perception of it.
Even if you did see the cat immediately, your perception of it
will be forever changed (hopefully) by knowing that it has been
used as an illustration in a textbook.

THE CONSTRUCTIVIST APPROACH:
PERCEPTION FOR RECOGNITION

From the examples discussed above, and from your own
experience, it should now be clear that what we know
has huge (and sometimes detrimental) effects on what we
perceive, even sometimes overruling apparently clear sensory
information that may be telling us something different. Truly,
“We see things not as they are but as we are’. The next issue
to consider is just why we make so much use of stored
knowledge. Given that the consequences of using what we
know can sometimes be somewhat detrimental, perhaps it
would be better not to use it to such an extent. So why does stored
knowledge appear to have such an influence on perception?

One of the theories of the way in which perception operates and
which deals explicitly with why we make so much use of stored
knowledge is the constructivist theory which was initially proposed
by Irvin Rock (1977, 1983) and Richard Gregory (1980). It is
called a constructivist theory because it is based on the notion that
it is necessary for us to ‘construct’ our perception of what we see
from incomplete sensory information. Thus we use what we already
know to fill in the gaps and interpret the sensory information
coming in. In order to do this Gregory suggests that we act as
‘scientists’, generating perceptual hypotheses (predictions) about
what we may be seeing and testing those hypotheses against the
sensory information coming in. The cat picture used previously can
be used again to give an idea of how this works. The picture is not
at all clear and may be difficult, at first, to resolve into anything that
makes sense. You might thus generate a range of hypotheses about
what it may be (horse, cow, battleship, chair, duck) which you can
then check against the sensory information: ‘It looks as though it
has ears, so the hypothesis that it is a battleship is probably wrong.’
Of course the process is not seen as occurring that consciously or
that explicitly, but that is the general idea. Once the hypothesis fits
the sensory information, the image is then recognised, hopefully
correctly. The constructivist theories thus emphasise a strong
interaction between sensory information moving ‘bottom-up’ (see
Chapter 1) and knowledge moving ‘top-down’. The interaction of
the two determines what is perceived.

As we have already seen in this chapter, however, the end result of
the perceptual process may be wrong (as with the Miiller-Lyer illusion).

'-"m-ﬁ;w

Figure 2.17 What do you see?
(Answer at end of chapter.)
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sensory input. See
also ‘perceptual
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Perceptual
hypotheses

An element of

the constructivist
approach, in which
hypotheses as to the
nature of a stimulus
object are tested
against incoming
sensory information.
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Figure 2.18 The faces
of Einstein. The left-hand
view of the mask is
from the front showing
a ‘normal’ convex face.
Even though the right-
hand panel shows a
‘hollow’ face (with the
nose going away from
you) the percept is of a
normal face.

Source: Photographs courtesy
of Graham Edgar.

Gregory, in particular, has demonstrated that we can perhaps learn
as much about the perceptual processes when things go wrong as
when they go right. Once again, when things go wrong, it seems to be
previous knowledge that is to blame. Gregory uses a nice demonstration
that illustrates this point (Gregory, 1970, 1997). Look at the faces in
Figure 2.18. The figure is a hollow mask of Einstein with the view from
the ‘normal’ (convex) side on the left of the figure and the view from
the (concave) back on the right. Under certain viewing conditions,
whichever view of the mask we take, it still looks like a solid face — not
a hollow face. Gregory suggests that this is because we are very familiar
with faces as visual stimuli and we are used to seeing ‘normal’ faces
with the nose sticking out towards us. A hollow face is a very unusual
visual stimulus and we appear very resistant to accepting the hypothesis
that what we are viewing is a face that is essentially the spatial ‘negative’
(the bits that normally stick out now go in) of those that we are used to.
Although we can, at times, perceive the face as hollow, we are heavily
biased toward seeing it as a ‘normal’ face. Some evidence for this
perception being based on acquired knowledge is provided by studies
(Tsuruhara et al., 2011) that suggest that infants (5-8 months) appear
less likely than adults to see a hollow face as ‘solid’.

If what we know seems to have so much impact on what we perceive
and, apparently, lead to so many errors (as discussed above), then the
obvious question is, “‘Why do we make so much use of what we already
know in driving our perception of the world?’. It only seems to lead
to trouble, so why not ignore what we already know? Apart from the
obvious answer that we would not even be able to recognise our own
grandmother, there are other reasons for involving knowledge in the
process of perception. We have already touched on a possible answer
when we first considered the constructivist theory. This is the notion
that the sensory input is rather impoverished, and we need to ‘construct’
our perception aided by what we already know to make best use of
the rather limited information coming in. The incoming information is
limited in two ways. One way has been considered in Chapter 1 (and
will be covered in much more detail in Chapter 3) and this is that our
cognitive resources can only cope with a certain amount of incoming
information, so that a proportion of it is filtered out by our attentional
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processes. Another factor limiting the
completeness of the incoming sensory
information (as already mentioned) is the
fact that our senses may not provide a full
picture in the first place. This is illustrated
by the lower part of Figure 2.19. Our
visual acuity is not constant across our
field of view and the scene in the upper
picture has been progressively blurred in
the lower picture to represent the effect
of the reducing acuity of the eye with
increasing distance from the high-acuity
centre (the fovea). What this means is that
much of the visual information coming in
is actually of quite poor quality. Thus the
constructivist theory seems to be making
a reasonable assumption in proposing
that we need to use prior knowledge
to help us to interpret the rather blurry
image that we receive from our retina.

EVIDENCE FOR THE
CONSTRUCTIVIST
APPROACH: MASKING AND
RE-ENTRANT PROCESSING

Although wusing stored knowledge to
aid in the interpretation of incoming
information is likely to make object
recognition better and faster, the iterative
process of generating hypotheses and
testing them is going to take a certain
amount of time. This is not a problem if the incoming sensory
information remains constant (or if the observer is, at least, continuing
to look at different bits of the same object), but what happens if it
changes? The hypothesis testing constructivist approach would predict
that a sudden change in the visual input would disrupt processing
and make it more difficult to recognise an object, and this appears
to be exactly what happens. Di Lollo et al. (2000) demonstrated that
changing one stimulus rapidly for another disrupted processing of
the first stimulus, a process referred to as masking. A typical target
stimulus and mask are shown in Figure 2.20. In a masking paradigm,
a second stimulus can prevent recognition of an earlier stimulus if the
mask follows very soon after presentation of the stimulus. It is not
even necessary for the stimulus and mask to be at the same position
in the visual field (i.e. not spatially coincident). A mask that surrounds
the stimulus (as in Figure 2.20) but does not appear in the same place
can be effective in blocking recognition of a target (Enns and Di Lollo,
2000).

manipulation by David Brookes.

Figure 2.19 Demonstrating what we really see (below) as
opposed to what we feel we see (above).

Source: Photograph courtesy of Graham Edgar. Photographic

Visual masking
Experimental
procedure of following
a briefly presented
stimulus by random
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Enns and co-workers (Enns
and Di Lollo, 2000; Di Lollo
et al., 2000) suggest that the
mask is effective because it
disrupts re-entrant processing,.
This term is used to describe
the finding in neuroscience
research that communication
between different areas of the
brain is never in one direction
only. If a signal goes from one
area to another, then there is
Target Mask sure to be one coming back the
other way (Felleman and Van
Essen, 1991). Thus the flow
of information diagrammed in
Figure 2.13 could conceivably
be a high-level representation
of hypothesis testing using re-entrant processing. Indeed, masking could
be conceptualised as drawing attention away from the initial target
stimulus so that cognitive resources are no longer allocated to processing it.
Certainly, masking provides support for the constructivist approach. Hupe
S?(f:ggsai':ll; et al. (1998) suggest that re-entrant processing could be the basis of the
information flow hypthems testing pqstulated by Gregory. .In.c.ommg sensory information

o (flowing bottom-up) is used to generate an initial hypothesis. The accuracy
between brain regions . L . L. .
(bidirectional). of.thls hypothesis is then checked against the continuing sensory input
using re-entrant pathways (flowing top-down) and the hypothesis can then
be modified and rechecked.

The constructivist theory of vision is thus very appealing, elegantly
combining bottom-up and top-down processing. One slight puzzle
remains, however. If this approach is so good, why does it make so
many mistakes? Much of the evidence used to support the constructivist
approach, as already discussed, comes from examples of where it goes
wrong and visual illusions such as the Miiller-Lyer are good examples.
Given that it seems to be so easy to ‘fool’ the perceptual system, why
aren’t such things as LBFS accidents far more common? They are,
thankfully, quite rare. One criticism of the constructivist approach is
that previous knowledge appears to be so important due to the kinds
of methods and stimuli used to test perception. Many investigations
of perception are done in the laboratory using deliberately simple, and
often static, stimuli. Thus, the sensory input is a very impoverished
version of what an individual would normally be exposed to in the real
world. Some of the stimuli used to illustrate the use of knowledge are
even deliberately difficult to recognise, such as the cat picture in Figure
2.17. Thus, it could be argued that if you ask people to view a static
two-dimensional, impoverished, image under laboratory conditions,
you will force them to use knowledge to try and make sense of it.
If you allow people to move around in the world, with a rich flow
of sensory information coming in and changing as the individual
moves and looks around (and as objects in the world move around

Figure 2.20 A target and mask of the type used by Enns and Di Lollo (2000).
Source: Adapted from Enns and Di Lollo (2000).
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them), then it is possible that far less top-down information will be
needed — or perhaps none at all! Thus the lower picture in Figure 2.19
only looks so poor because it represents what the world would look
like if we were unable to move our eyes, or ourselves.

THE GIBSONIAN VIEW OF PERCEPTION:
PERCEPTION FOR ACTION

The notion that studying perception in artificial conditions in a
laboratory will give rise to false conclusions of how the system works
was a notion championed vigorously by ].J. Gibson (1950, 1966).
Gibson, rather than considering how perception operates, was much
more concerned with what perception is for. That is, Gibson proposed
that perception should be considered in terms of how it allows us to
interact with the world we live in. Gibson’s approach may be summed
up by the term ‘perception for action’. In the theories of Gibson there
is a strong link between perception and action with perception being
referred to as direct. The basis of direct perception is that the sensory
information available in the environment is so rich that it provides
sufficient information to allow a person to move around, and interact
with, the environment without the need for any top-down processing.
Gibson would claim that the results obtained in laboratory studies are
misleading in that they are studying indirect perception of static 2-D
representations of the world. That is, laboratory studies (and visual
illusions) do not demonstrate how we interact with the world, merely
how we react to impoverished representations of it.

For Gibson, moving within the environment and interacting with the
environment are crucial aspects of perception. As Gibson (1979) put
it, ‘perceiving is an act, not a response’. One problem, of course, with
denying the use of stored knowledge in perception is that it becomes
rather difficult to work out how we can interact with objects in the
world without recognising them in the way that would be proposed by
the constructivist approach. Gibson (1979) developed his theories by
suggesting that we are able to interact with objects in the world because
they afford their use. For instance, consider
Figure 2.21. It is a picture of a hammer,
and Gibson would suggest that a hammer
would afford hitting things. If you think this
is an unreasonable assumption, try giving a
hammer to a two-year-old who has never
seen a hammer before, and see what they do
with it. Actually do not try that, although it
would almost certainly be a good example
of an object affording its use.

EVIDENCE FOR THE
GIBSONIAN APPROACH

Although Gibson’s theories may seem

Direct perception
Perception without
the need for top-down
processing.

a little unreasonable there is evidence Figure 2.21 What do you do with this?
that at least some part of the perceptual  Source: Photograph courtesy of Graham Edgar.
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Ventral stream

A pathway in the brain
that deals with the
visual information for
what objects are.

Dorsal stream

A pathway which
carries visual
information about the
spatial location of an
object.

process may act in a ‘Gibsonian’ manner. Handy et al. (2003) presented
participants with pictures of two task-irrelevant objects while they
were waiting for a target to be presented. One of the pictures was of
a tool and the other was of a non-tool. Objects that could be grasped
(such as hammers) drew attention and functional magnetic resonance
imaging (fMRI) of brain function indicated activity in dorsal regions
of premotor and prefrontal cortices. Also, as suggested by Bruce et al.
(1996), direct perception would make sense in terms of instinctive,
visually guided behaviour. For example, if a frog were trying to snare
a fly with its tongue, it is not necessary for the frog to ‘know’ anything
about flies, or even to recognise the small buzzing object as a fly. All
it needs to do is to sense the small flying object and use that sensory
information to guide its tongue to allow it to snare it (although it
could be a nasty surprise if it is not a fly).

Thus the constructivist and Gibsonian theories seem to conflict,
one emphasising the centrality of stored knowledge in the perceptual
process, the other denying that it is necessary at all. The question, of
course, is which one is right? Well, it is not giving too much away to
say that it looks as though both theories could be right and that both
types of processing could be occurring in perception. To illustrate this,
we shall have a look at the structure of the visual system.

THE STRUCTURE OF THE VISUAL SYSTEM

Even very early in the visual system there appear to be (at least)
two distinct streams of information flowing back from the retina
(Shapley, 1995). These streams are referred to as the parvocellular and
magnocellular pathways (e.g. Shapley, 1995), the names deriving from
the relative sizes of the cells in the two pathways. These pathways
carry information back to the primary visual cortex. You may already
have an idea of where your visual cortex is if you have ever been hit
on the back of the head (where the visual cortex is) and ‘seen stars’. A
blow to the back of the head can lead to spontaneous firings within the
visual cortex — and the impression of ‘stars’. After the visual cortex, the
visual information is still maintained in (at least) two distinct streams
(see Figure 2.22). One stream is termed the ventral stream and leads
to inferotemporal cortex and the other, leading to parietal cortex, is
known as the dorsal stream.

THE DORSAL AND VENTRAL STREAMS

While heavily interconnected and apparently converging in prefrontal
cortex (Rao et al., 1997), the dorsal and ventral streams seem to be
specialised for different functions and to have different characteristics.
For instance:

1. The ventral stream is primarily concerned with recognition and
identification of visual input whereas the dorsal stream provides
information to drive visually guided behaviour such as pointing,
grasping, etc. (Ungerleider and Mishkin, 1982; Goodale and Milner,
1992).
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Parietal cortex

Primary visual
cortex (V1)
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2. The ventral system is better at processing fine detail (Baizer et al.,
1991) whereas the dorsal system is better at processing motion
(Logothesis, 1994), although the differences are only relative as, for
example, the ventral system can still carry motion information.

3. The ventral system appears to be knowledge-based using stored
representations to recognise objects whilst the dorsal system
appears to have only very short-term storage available (Milner and
Goodale, 1995; Bridgeman et al., 1997; Creem and Proffitt, 1998).

4. The dorsal system is faster (Bullier and Nowak, 1995).

5. We appear to be more conscious of ventral stream functioning than
dorsal. For instance individuals may report awareness of ventral
processing, while manifesting different dorsal processing. A good
example of this is if people actually interact with visual illusions,
such as the hollow-face illusion (Ho, 1998; Kroliczak et al., 2006).
The perception is illusory, but the action (e.g. flicking a fly off the
nose of the hollow face) does not appear to be influenced by the
illusion. This difference in dorsal and ventral processing will be
discussed in more detail below.

6. The ventral system aims to recognise and identify objects and is
thus object-centred. The dorsal system is driving some action
in relation to an object and thus uses a viewer-centred frame of
reference (Goodale and Milner, 1992; Milner and Goodale, 1995).

These characteristics support earlier research (Schneider, 1967,
1969) which suggested that the ventral stream is concerned with
the question, ‘What is it?” whereas the dorsal stream is concerned

Figure 2.22 The dorsal
and ventral streams.

Source: Drawing courtesy of
David Groome.
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Phenomenological
experience

Our conscious
experience of the
world.

with the question, ‘Where is it?’ Thus, the ventral pathway is often
known as a ‘what’ system, and the dorsal pathway a ‘where’ system
(Ungerleider and Mishkin, 1982).

Norman (2001, 2002), following on from similar suggestions by
Bridgeman (1992) and Neisser (1994), has suggested a dual-process
approach based on the characteristics of the two streams outlined
above. In this approach, it is suggested (Goodale and Milner, 1992)
that the dorsal and ventral streams act synergistically, with the dorsal
stream largely concerned with perception for action, and the ventral
stream with perception for recognition.

The function and characteristics of the two streams thus seem to
fit rather nicely with the two theories of perception outlined above,
with the dorsal stream appearing rather Gibsonian in the way that it
operates, and the ventral stream rather constructivist. Thus, we appear
to have a fast system ideally suited for driving action, but which makes
relatively little use of stored information (the Gibsonian dorsal stream)
combined with another slower system that uses stored knowledge to
analyse fine detail and recognise objects (the constructivist ventral
stream). A rather elegant study conducted by Kroliczak et al. (2006)
demonstrated the different modes of operation of the two streams.
The study used a hollow face like the one in Figure 2.18. Participants
were asked to estimate the position of targets placed on the hollow
(but phenomenologically normal) face and then to use their finger to
make a rapid motion to ‘flick’ the target off. Even though participants
still saw the illusion of the face as solid and coming toward them,
the flicking movements were directed to the ‘real’ position of the face;
that is ‘inside’ the hollow face. The authors suggest that the ventral
stream maintains the perception of the face as ‘solid’ (as it is fooled by
the illusion) whereas the dorsal stream drives the flicking action and
is not fooled. It is rather apt that, considering Gregory used illusions
to illustrate the constructivist approach, that the ‘constructivist’
ventral stream ‘sees’ the illusion, whereas the Gibsonian dorsal stream
apparently does not — especially as Gibson regarded visual illusions as
mere artefacts of using unrealistic stimuli.

THE INTERACTION OF THE DORSAL AND
VENTRAL STREAMS: PERCEPTION FOR
RECOGNITION AND ACTION

Of course, just because the two streams appear to process the hollow
face independently, it does not mean that the streams do not interact.
It is interesting to speculate, as we finish this discussion of visual
perception, just how these two types of processing may act together
to allow us to perceive our world. To do this, it is worth considering
our experience and consciousness of what we are perceiving, i.e. our
phenomenological experience. The founder of the phenomenological
tradition was a German philosopher-mathematician called Edmund
Husserl (1931) who suggested the concept of intentionality, whereby
the mind reaches out to the stimuli that make up the world and
interprets them in terms of our own personal experience, which
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is a theme that has been developed throughout this chapter. As an
example of this, consider once more the pictures in Figure 2.19. At
any one moment the sensory information coming in from the world
gives us a view of the world rather like that in the lower picture. Our
phenomenological experience of the world, however, is more like that
of the upper picture. We have the impression that we have a clear
and accurate perception of the world surrounding us at any one time.
An analogy for this is the light in your refrigerator (Thomas, 1999).
It always appears to be on because whenever you go to the fridge
and open the door, the light is on (the irreverent magazine Viz once
suggested that it would be a good idea to drill a hole in the door of
your refrigerator so you can really be sure that the light does go off
when you close the door!). The experience of the real world is much
the same. Whenever you look at any object in the real world it appears
clear and sharp (assuming your eyesight is good) because as soon as
you become interested in some part of the visual world, you tend to
move your eyes so that the image of that part falls on the high-acuity
central region of the retina. Thus, you tend not to be aware that the
rest of the time that part of the world is just a blur (in the same way
that you never see the refrigerator light off).

Stored knowledge allows us to maintain this phenomenological
percept that the world is sharp and clear. Having looked at something,
we can remember it as sharp and clear, even when we look away and
the sensory information coming from that information is actually
blurred. Essentially, we could build up an internal ‘model’ of the world
around us at any time using our knowledge. This is not to suggest that
we do have a little ‘model’ of the world inside our heads (although a
template-matching model would certainly suggest that we have bits
of it). We don’t really need it as we can use our environment as an
‘external memory’ (O’Regan, 1992) that we can recall at any time
just by looking around. The constructivist ventral stream would seem
to be ideal for building up, and maintaining, our representation of
the world, recognising objects as they appear in central vision and
generating stored representations of those objects for when we are
looking elsewhere. As long as everything remains unchanged, our
perception of the world should be fairly accurate. To maintain that
accuracy, however, we need a system that will warn us if some part of
the visual world changes. This is one of the functions that the dorsal
stream could serve.

Just as the ventral stream appears to be ideally suited for recognising
objects, so the dorsal stream appears to be well suited to detecting
change in the visual world (e.g. Zeki, 2003). Beck et al. (2001)
demonstrated this function of the dorsal stream using a paradigm in
which participants viewed (sequentially) two images of a face or a
scene. Sometimes the two images were the same, and sometimes the
second image had been changed in some way. A blank screen was
presented between the two face/scene images to avoid participants
simply detecting any ‘flicker’ caused by the change. Functional
magnetic resonance imaging (fMRI) was used to examine the different
brain activity when subjects noticed the change (change detection)
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as opposed to when they missed the change (change blindness). Beck
et al. (2001) found enhanced activity in the parietal lobe (an element of
the dorsal stream) when subjects were conscious of a change, but not
when the change went unnoticed. Of course, fMRI studies of the sort
conducted by Beck et al. only reveal an association between a region
of brain activity and some behaviour on the part of the individual.
Beck et al. (2005), however, used repetitive transcranial magnetic
stimulation to disrupt activity in the right parietal cortex and found
that the ability to detect changes in a visual stimulus was disrupted
(no effect if the left parietal cortex was disrupted). There thus appears
to be evidence that the dorsal stream is, indeed, well suited to a role
of detecting change in the environment, so that the ventral stream can
then be brought into play to see what has changed and how.

Given the evidence presented so far, there seems to be a rather
elegant division of function in perception between ‘perception for
recognition’ and ‘perception for action’, and this split in perception is
supported by two functionally distinct processing streams in the brain,
the dorsal and the ventral. It seems almost too simple to be true and,
unfortunately, that may be the case. Singh-Curry and Husain (2009)
suggest that the inferior parietal lobe (right hemisphere), amongst other
functions, responds to salient zew information in the environment.
This response fits in well with one of the suggested roles for the dorsal
stream; that of signalling the appearance of change. Singh-Curry and
Husain, however, suggest that the inferior parietal lobe is 7ot a part
of either the, ‘traditional’ dorsal or ventral streams, and suggest that
the original dorsal/ventral dichotomy is rather simplistic. Thus we
need to bear in mind (excuse the pun) that the simple dorsal/ventral
distinction may need to be tweaked a bit. For the moment, though, we
can accept that no matter how many streams there may be, between
them they can handle ‘perception for recognition’ and ‘perception for
action’. Thus, to return to the question earlier in this chapter, it may
not be necessary to get out of your car every time you come to a sharp
bend. If there is something unexpected around the corner, your visual
system will probably detect it, recognise it, and guide your action
appropriately — most of the time.

2.3 AUDITORY PERCEPTION

So far we have only considered one of the senses — vision. As we
shall see (or hear!), there are many others, although perhaps the most
researched sense after vision is that of hearing. Our sense of hearing
serves many functions, not least in allowing us to hear speech. There
is, however, insufficient space to consider the complexities of speech
perception in this chapter, and good introductions to speech perception
are provided in Banich and Compton (2010) and Goldstein (2009).
This section will therefore consider the role of hearing in an area that
we have already discussed: detecting change in the environment. Any
sound occurring in the environment will, by definition, be the result
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of some change. To produce the transient changes in air pressure that
form sound waves, something must have changed, even if only by a
small amount. Thus one of the functions of our auditory system is to
detect sounds resulting from changes in the environment and to give
some indication of where those sounds are occurring.

A discussion of auditory localisation is useful here, in that it
emphasises particularly strongly that the senses do not operate
independently, but act synergistically to allow us to perceive the world
around us.

AUDITORY LOCALISATION

Auditory localisation is usually described using the following three
coordinate systems:

1. Azimuth (horizontal), determined primarily by binaural cues,
specifically time and intensity differences between stimuli reaching
the left and right ears (see Figure 2.23). Interaural intensity
differences are largely due to the shadowing effect of the head
that keeps high-frequency sounds from reaching the far ear. Long
wavelengths (low-frequency sounds) are unaffected by the head,
but shorter wavelengths (high-frequency sounds) are reflected
back. This feature has been shown to be surprisingly useful in an
evolutionary perspective. As a general rule, animals with smaller
heads are sensitive to higher frequencies. Pheasant chicks have
evolved a chirp that exploits this feature. The chicks emit chirps at
roughly the same wavelength as a fox’s head width, thus making
it very difficult for their main predator to locate them by sound,
whereas the chicks’ mother (having a smaller head than a fox) can
locate them easily (Naish, 2005).

2. Elevation (vertical), determined mainly by spectral cues which are
generated by the way in which the head and outer ears (pinnae)
affect the frequencies in the stimulus. Sound reflected from the
pinnae can be used to give an idea of the elevation of a sound. Thus
the pinnae play an active role in sound localisation, suggesting that
they did not evolve solely to rest spectacles on. If you fill in the
pinnae with modelling clay (do not try this at home, although if

Figure 2.23 Sound
localisation in the
horizontal plane. Sounds
to one side of the head
will reach the nearest
ear sooner and tend to
sound louder in that ear.
Individuals can use these
cues to localise a sound
and so orient towards it.

Source: Photographs courtesy
of Graham Edgar.

Binaural cues
Cues that rely on
comparing the input
to both ears, as for
example in judging
sound direction.

Spectral cues
Auditory cues to, for
example, distance
provided by the
distortion of the
incoming stimulus by
(e.g.) the pinnae (ear
lobes).
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you give the modelling clay to the two-year old that you gave the
hammer to in Section 2.2, they will probably stick it in their ears
without being asked; modelling clay is also likely to afford its use),
sound localisation progressively worsens (Gardner and Gardner,
1973). Sound can also be reflected back off the torso (‘shoulder
bounce’).

3. Distance coordinate (how far a sound source is from the listener).
Generally, judgements of distance for sounds within an arm’s length
are good (interaural level difference (ILD) is large), but as sounds
get further away, distance judgement is much more difficult, and
distance to far-away sounds is generally underestimated. There are
several mechanisms for auditory far-distance judgement, which are
used together to determine perception of a sound’s distance (much
as with visual distance cues); they include:

e Sound level — just as light sources that are further away appear
dimmer due to scattering and absorption of the light by the
intervening atmosphere (assuming you’re not in space of course),
doubling the distance of a sound source can reduce sound pressure
level (SPL) by around 6 dB (outside in the open with no echoes) —
or to about a quarter of its original level. It is difficult, however, to
make a judgement of distance based on sound pressure intensity
without some prior knowledge of how loud the source should
appear at different distances. Therefore the listener needs to
be familiar with the sound source (e.g. a voice) or be making a
comparative judgement of the distance of two identical sources.

* Frequency — short (blue) wavelengths of visible light tend to be
more strongly absorbed and scattered by the atmosphere, and so
the more atmosphere the light has to travel through, the redder
it will appear (this is why sunsets and sunrises tend to appear
reddish). Similarly, high frequencies of sound undergo more
attenuation by the atmosphere than low frequencies. Sounds that
are further away, therefore, become more dull and muffled.

* Motion parallax — see Figure 2.24. Nearby sounds appear to
shift location faster than sounds that are further away. This is
analogous to the visual depth cue of motion parallax.

* Reflection — Sound can reach the ears in two ways:

— direct sound: an uninterrupted path from source to ear;
— indirect sound: sound that is bounced off (reflected by)
objects, e.g. walls or ground.

As distance increases, so does the ratio of indirect to direct sound
and the change in sound quality provides a distance cue.

The differences in auditory processing result in differences in the
accuracy with which the human listener can place sounds along these
axes. Localisation accuracy is generally lower for elevation sources
than for sources that differ in azimuth (Middlebrooks, 1992). Listeners
can localise sounds directly in front of them most accurately (errors
average 2-3.5°) and sounds that are off to the side and behind the head
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least accurately (errors up to 20°). For further discussion of auditory
localisation acuity see Oldfield and Parker (1984a, 1984Db).

One question of course is that, given there appears to be a processing
stream (or streams) within the brain specialised for working out where
visual stimuli are, is there a similar stream for auditory stimuli? The
answer, unsurprisingly, is that there appears to be just such a stream
(for a review of the evidence see Rauschecker and Scott, 2009) The
postero-dorsal stream runs from primary auditory cortex to the
parietal lobes (and then to the frontal lobes). It was originally proposed
(Kaas and Hackett, 1999) that this postero-dorsal stream was involved
in localising sounds, serving a function analogous to the original
conceptualisation of the visual dorsal stream as a ‘where’ stream. Also,
like vision, it is now suggested (e.g. Hickok and Poeppel, 2004, 2007)
that the postero-dorsal auditory stream provides an interface with the
motor system and is involved in, amongst (many!) other things, speech
production, which would imply that the postero-dorsal stream is also
a ‘perception for action’ stream (Hickok and Poeppel, 2007).

As you might expect, if there is a ‘perception for action’ stream in
audition, there is also likely to be a ‘perception for recognition’ one
too, and indeed this does seem to be the case. There is an antero-
ventral stream running from primary auditory cortex to the temporal
lobes and, again on into the frontal lobes. The role of this pathway
appears to be similar to that of the visual ventral stream, and involves
auditory object identification and speech perception (e.g. Hickok and
Poeppel, 2007; Rauschecker and Scott, 2009).

Much of the work on auditory processing has concentrated on
how a listener (often with fixed head position in a quiet room or an
anechoic chamber) can hear sounds, and some interesting problems
have been highlighted. For instance, for auditory stimuli that are

Figure 2.24 Motion
parallax. Moving sound
stimuli that are closer will
tend to shift location with
respect to the listener
faster than those that are
further away. The same is
true for visual stimuli.

Source: Drawing by Helen
Edgar.
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equidistant from the two ears, confusion can occur as to whether the
source is in front of or behind the observer. For most situations in
the real world, however, the listener will be able to move freely and
will have visual (and other) cues available that can be used to resolve
any ambiguity. Under real-world conditions the sensory systems work
together and accurate predictions of real-world responses are difficult
to measure or generalise when considering, for example, the auditory
system in isolation. So far, we have focused on vision and audition, and
it can be seen (or heard!) that the auditory and visual systems interact
in many ways to influence our final percept. For example, Vroomen
and de Gelder (2000) demonstrated that the perceptual organisation
of sound affects visual scene analysis. Links between auditory and
visual systems can occur at the low-level bottom-up stages (Vroomen
et al., 2001), or through the influence of higher cognitive processes
(top-down) such as the prior expectations of a participant (Egeth and
Yantis, 1997). Sedda et al. (2011) found that, if participants heard the
sound of a wooden block being placed on a table, it affected their grip
aperture when they reached for it — whether or not they were able to
see it as well. The participants appeared to be using auditory cues, and
previous knowledge (such as what sound a block of wood of a certain
size makes when it hits a table) to assist in their reaching, and these
auditory cues were still utilised when visual cues were also present.
When considering the cognitive psychology of auditory perception,
it is therefore advisable to remember that, although a single aspect
may be studied in order to isolate factors for investigation, these
factors rarely act alone in the real world. Interactions can lead to
rather different results to those found in the laboratory, for example
improved auditory localisation with visual cues.

Cross-modal studies of auditory localisation have demonstrated
that visual cues can improve the accuracy of auditory localisation both
in azimuth and elevation, provided that the visual cues are congruent
with the auditory stimulus (an inconsistent or mismatched visual cue
is worse than no cue). The McGurk effect, where a listener hears a
completely new sound ‘da’ when viewing mismatched lip movements
‘ga’ and sound ‘ba’ from a monitor, could be considered as an extreme
example of incongruent auditory and visual stimuli.

In addition the type of visual stimulus will affect the degree of
improvement. If the visual stimulus strongly matches the auditory
stimulus, then participants perform more accurately. Thus if the visual
stimuli are speaker icons, then performance is better than if a simple
card marks the possible sound sources. Also, visual facilitation of
auditory localisation is better if the source locations are marked with
objects placed in actual 3-D positions, rather than represented on a
2-D grid. Auditory localisation performance is therefore improved if
an auditory stimulus is accompanied with a meaningful (congruent)
visual cue (Saliba, 2001).

These findings demonstrate once again the influence of knowledge
on perception. For instance, we know that there has to be a source for
a sound - such as a loudspeaker.
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AUDITORY ATTENTION

Unlike our eyes, our ears cannot be directed to avoid registering
material that we wish to ignore. In a busy setting we are swamped
with simultaneous sounds. Principles of auditory grouping analogous
to the Gestalt laws of visual perception can be utilised to solve this
problem and help direct auditory attention to differentiate ‘signal’
from ‘noise’ and separate superimposed sounds:

® Location: Sounds created by a particular source usually come
from one position in space or move in a slowly changing and/or
continuous way (e.g. a passing car).

o Similarity of timbre: Sounds that have the same timbre are often
produced by the same source, i.e. similar sounding stimuli are
grouped together.

e Sounds with similar frequencies are often from the same source.

o Temporal proximity: Sounds that occur in rapid progression tend to
be produced by the same source.

Treisman and Gelade (1980) suggest people must focus attention on
a stimulus before they can synthesise its features into a pattern. This
applies not only for visual stimuli, but also for auditory stimuli ...
you must focus your attention on complex incoming information in
order to synthesise it into a meaningful pattern. Thus, meaning is also
important for deciding where an auditory stimulus is and whether it
will be processed to the level of perception.

INTERACTIONS AND REAL-WORLD EXAMPLES

There is an important distinction between reductionist laboratory-
based research and more applied areas such as auditory display
research (Walker and Kramer, 2004). Psychophysical experiments
that isolate particular aspects of a stimulus provide fundamental
background information (from a carefully controlled environment)
about how sound reaches the ears and how it is sensed. This approach,
however, is just a starting-point for the study of auditory perception.
Concentrating upon individual aspects of the (auditory) system and
not the interactions that lead to the final percept can lead to some
interesting (and expensive) problems.

Example - concert theatre design

The optimum reverberation time for a concert hall is considered to be
2 seconds. The New York Philharmonic Hall, which opened in 1962,
was designed to replicate this single factor of ‘ideal reverberation’.
Despite achieving a reverberation figure very close to the ‘ideal’, the
musicians could not hear each other and the acoustics were obviously
not as expected. This culminated in a complete rebuild of the interior.
Current practice uses multiple measures, e.g. intimacy, spaciousness,
timbre and tone colour (Beranek, 1996). The current approach
recognises what has been termed a more ecological approach and
attempts to consider the effects of sound as it is heard in the real
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Phantom word
illusion

What we hear may be
influenced by what we
expect to hear.

world (natural sound). This is more akin to the approach of Gibson,
discussed earlier in this chapter.

TOP-DOWN INFLUENCES ON AUDITORY
PERCEPTION

A listener’s experience and frame of mind can influence how a message
is perceived. Diana Deutsch (2003) demonstrated, with phantom word
illusions, that people often report ‘hearing words related to what is on
their minds’. The demonstration used simple words, e.g. ‘Boris’, ‘Go
back’, ‘Harvey’ played repeatedly and continuously. Listeners reported
hearing new words and phrases that were not present in the original
recording. As with vision, there is an interaction of top-down and
bottom-up processing.

A real-world example of how different individuals may extract very
different meanings from the same stimulus is given by the following
summary adapted from a report in the confidential human factors
incident reporting (CHIRP) aviation bulletin of 2005.

Public announcement (PA) overload — a personal perspective?

* An early afternoon flight was slightly delayed due to maintenance.

e During boarding the cabin crew twice announced a welcome,
apologised for a short maintenance delay and offered the
opportunity to purchase scratch cards.

e Those on board tended to ignore the PA and continue to chat or
read.

e When all were on board, the Captain made a PA (at a low volume)
apologising for the delay. He gave a few details about the trip and
asked passengers to pay attention to the safety brief.

e The safety brief was preceded by an announcement about the in-
flight magazine, gift items and scratch cards.

e The aircraft pushed back and the safety brief commenced.

e Most people continued to chat or read and some revellers in the
rear [of the cabin] continued to make a noise.

e The aircraft commenced take off; at the point of rotation (aircraft
still on the ground but starting to pitch up) the aircraft lurched
quite markedly.

e The aircraft became airborne and all seemed normal again.

* During the climb the cabin crew broadcast a PA about the imminent
scratch-card sale.

o After the scratch-card sale was over, another PA informed passengers
that snacks, drinks and gift items featured in the magazine would
be offered for sale.

e The next PA was from the Captain, again at low volume. He
announced details of the weather at the destination, the expected
arrival time and a couple of features of interest visible from the left-
hand side of the aircraft.

® Again most people were reading, chatting or being noisy. Most were
not listening to the Captain’s PA, which had by this stage been on
air for a minute or so.
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e The Captain then proceeded to quietly inform the passengers: ‘Oh
by the way, some of you may have noticed a roll on take-off, we
may have a problem with the aircraft so just as a precaution we are
going to prepare the cabin for an emergency landing.’

e The emergency brief was delivered by the cabin crew very quickly,
but included a demonstration of the brace position (the position
that passengers are advised to sit in for an emergency landing).

e There were still a significant number of passengers who were
unaware that anything out of the ordinary was going on.

e The cabin crew hurriedly secured the cabin.

e The aircraft descended and there were no further PAs.

e The writer [of the report] was unsure whether or not to adopt brace
position.

e The aircraft touched down normally and taxied onto the stand,
followed by emergency vehicles.

e The next PA (low volume) came from the Captain, apologising for
the emergency preparation and saying, ‘Better safe than sorry.’

® Almost immediately a cabin crew PA thanked passengers for
choosing their airline. After a brief pause the PA continued with
information about car hire, bus tickets and hotel offers.

e In the baggage hall, one woman was openly crying, some people
were excitedly talking about the incident whilst some seemed
unaware that anything untoward had happened.

The writer concluded that the constant bombardment of PAs caused
people to ‘switch off” and not listen. ‘If there had been a problem on
landing and we did thump and skid across the airfield, there would
have been a significant number of passengers who were not prepared
for it

What is clear from this incident report is that different people came
away from the same flight with widely different ideas about what was
going on. Some passengers were so upset by the emergency landing,
and what they considered to be a narrow escape, that they were
reduced to tears, whereas others were totally unaware that there had
been an emergency landing. So, how could this happen since they were
all ‘listening’ to more-or-less the same auditory stimuli (messages) in
the same environment (the aircraft cabin)? To answer this question,
it is necessary to consider the aspects of both the stimulus and the
listener that might lead to different percepts in different individuals:

e Each individual will not have received exactly the same auditory
stimuli. There will have been variations in the level of sound due to
the cabin environment.

e The individuals’ mental model of what is going on or likely to
happen could influence what they attended to.

e Sensory overload: A listener can be ‘overloaded’ with auditory
messages or warnings (Meredith and Edworthy, 1994). In this
example there were eleven PAs and two safety briefings containing
information on at least twenty different topics.
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Mental model

A representation
that we construct
according to what

is described in

the premises of a
reasoning problem,
which will depend
on how we interpret
these premises.

Sensory overload
A situation in which
there is too much
incoming sensory
information to be

adequately processed.

* Confusion: Critical information embedded in messages with lots of
trivial/irrelevant information (Edworthy et al., 2003).

This example highlights the fact that, just because a stimulus is
above threshold and is capable of being ‘heard’ does not mean that
the listener will attend to the stimulus or that the information content
can be extracted and assimilated into a meaningful percept ready for
action. In effect, this is the auditory equivalent of the ‘looked but failed
to see’ problem (listened but failed to hear?).

In order to study how a listener will respond to a particular auditory
stimulus in the real world, be it music in a concert hall or an auditory
warning display in a cockpit, it is essential that multiple factors and
interactions are considered. After all, humans are not passive listeners
in their environment, hearing has a function and that function is
usually linked to action. For instance, if a person hears a loud bang,
they will have some idea from their auditory system about where that
bang has originated, they will probably orientate towards the bang in
order to gather additional visual information to improve the accuracy
(with which they can localise the source); if they have any previous
knowledge of that type of sound, they may move towards the sound (if
the mental model is of a two-year-old falling off a chair, possibly while
trying to reach the hammer or the modelling clay...) or away from the
sound (if the mental model is of a runaway truck approaching).

The example of a runaway vehicle highlights another important
aspect of how auditory stimuli are perceived in the real world, that is
the stimuli are by nature dynamic, transient (e.g. a clap) or changing
(the source could be moving, or varying as in speech or music). In
many cases the listener will also be moving, for example walking,
travelling in a car, or simply turning or nodding their head. Thus, there
are a myriad of links between action, vision, hearing and other senses,
some of which will be discussed in the next section.

2.4 HAPTIC PERCEPTION
MORE THAN FIVE SENSES?

It is usual to think of humans as having five senses: vision, hearing,
smell, taste and touch. However, can we not also sense whether we
are standing upright or leaning forward, and if so, which sense is this?
Similarly, if T close my eyes I can sense quite precisely where my arms
and legs are, at least with respect to my body and to one another; but
what sense am I using? When I touch an object I can discern whether
it is smooth or rough, large or small and also whether it is hot or
cold, but are all of these worked out using my sense of touch? If so,
how is it I can sense the heat from a hot cup of tea as I move my
hand above it or that I feel cold as I walk along the freezer aisle at my
local supermarket, even though I’'m not touching either the tea or the
freezers? What about pain; is that the same thing as touch? If it is, am I
somehow touching my intestines when I have indigestion? In addition,
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Sensory modality
Vision

Light

Colour

Red

Green

Blue

Smell
2,000 or more receptor types

Taste
Sweet
Salt
Sour
Bitter
Umami

Touch
Light touch
Pressure

Pain
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Somatic
Visceral

Temperature
Heat
Cold
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Interoceptors
Blood pressure
Arterial blood pressure

Central venous blood pressure
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Plasma osmotic pressure
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Figure 2.25 How many senses do we have?

Source: Adapted from Durie (2005).

I can somehow sense, for example, whether I am thirsty or hungry and

whether my lungs are inflated.

From the above, it should be clear that five senses are not nearly
enough to encompass the entire spectrum of information that we can
detect. So, how many senses do we actually possess? Even excluding
such phenomena as a sense of disappointment, a sense of achievement
or a sense of belonging, and restricting the definition of a sense to
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Proprioception
Knowledge of the
position of the body
and its parts (arms,
fingers, etc.). See also
'haptic perception’.

detection of a specific form of information by a specific type of sensory
cell which in turn is processed by a particular part of the brain, Durie
(2005) suggests that there are at least 21 senses, possibly a lot more
(see Figure 2.25). It should also be apparent that we have some senses,
such as hearing and smell, that are primarily concerned with sensing
information coming from our environment, and some senses, such as
our sense of pain (we call this ‘nociception’) and senses such as thirst
and hunger (which involve specific types of interoceptors) that provide
information about the state of our own bodies.

Importantly, we can combine cues from these two broad categories
of senses (i.e. internal and external senses) to provide more detailed
information about the environment around us. For example, even
without using my eyes I can determine where objects are and how
large they are simply by moving my hands over their surface. In doing
this 'm combining information about the relative position of my
hands (where they are with respect to each other and my body) with
information from the touch receptors in my fingers, that let me know
when they are in contact with a surface, to determine exactly where
my hands are when they come in contact with the surface. In the rest
of this section we will be exploring in more depth how we can perceive
the environment using senses such as ‘touch’ and looking at how we
combine information from more than one sense.

PROPRIOCEPTION, KINESTHESIS AND HAPTIC
INFORMATION

The sense that keeps track of the position of our body, limbs, fingers,
etc. is known as proprioception and it operates through a system
of nerve cell receptors (known as proprioceptors) that allow us to
ascertain the angle of our various joints. A related sense, known as
kinesthesis, allows us to discern how our body and limbs are moving
and is a key element in such things as hand-eye coordination, and as
such is a sense that can be improved through training and practice.
Unfortunately there is considerable variability in exactly what the
terms kinesthesis and proprioception are taken to mean (Owen, 1990).
For example, Riccio and McDonald (1998) define kinesthesis as the
perception of the change in the location of the whole body compared
with the environment (thus movement of the whole body is necessary
to generate kinesthetic information) and proprioception to mean the
perception of where our body parts are in relation to each other and
the environment. Proprioception is also sometimes used as a collective
term encompassing all the information regarding the position of the
body, including kinesthesis and our sense of balance. We will not
concern ourselves with debating a precise definition here, but instead
will stick to the key point, which is that we are able to sense the
position and movement of our bodies and limbs without resorting to
looking to see where they are.

If you try reaching out (with your eyes closed of course) and
feeling an unknown object in front of you, you will quickly realise
that to obtain any information that might be useful in recognising
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what the object is, you need to be able to sense when your fingers
touch the object (through the touch receptors in your skin) and also
where your fingers are when they touch it. As you move your fingers
to explore the object, you need to sense whether or not they are still
in contact with the object and also how far they are moving. Thus in
exploring the environment we need to combine our sense of touch
with proprioception and kinesthesis, and in so doing we produce what
is referred to as haptic information.

Our ability to judge the position and movement of our hands seems
to be quite accurate and compares well with the acuity of our visual
system (Henriques and Soechting, 2003). There are some elementary
judgements that are more accurately performed using visual rather
than haptic information; we tend to mistake an inwardly spiralling
movement as describing a circle for instance, but on the whole we can
judge the geometry of any surface we touch very accurately without
recourse to vision (Henriques and Soechting, 2003). Indeed, there is
some evidence that the brain uses the same cognitive processes to
categorise natural objects (e.g. seashells) regardless of whether the
object was identified visually or haptically (Gaissert and Wallraven
(2012).

However, unlike the visual system, which combines the sensory
input from both eyes, there is some evidence that the brain does not
work in a similar fashion with regard to the two hands. Squeri et al.
(2012) used a robotic manipulation to move the hands of participants
along curved contours and asked them to indicate which contour
was the more curved. Their results showed that sensitivity was not
increased when both hands were moved compared with when just one
hand was moved. Instead, the results suggested that the brain uses a
process of sensory selection, whereby information from the hand that
is ‘motorically dominant’ (usually the right hand) is given preference
over the other hand, even though this is often the hand that is more
sensitive (usually the left).

As you might expect, given how similar our hands are and also our
brains, there appears to be great similarity in how people explore the
environment in order to generate haptic information. Klatzky et al.
(1987) reported that their participants tended to employ a consistent
series of exploratory procedures when asked to explore an object using
their hands. Lederman and Klatzky (1990) found that each particular
exploratory procedure seemed to be used in order to determine a
specific aspect of the object, so that unsupported holding was used to
ascertain the object’s weight, whilst enclosing the object with one or
both hands was used to tell what the overall shape of the object might
be.

The use of the term ‘exploratory procedure’ suggests that the
way we obtain haptic information has a lot in common with active
perception and the ideas of Gibson that were discussed previously;
in fact it was Gibson who first coined the phrase ‘haptic information’
(Gibson, 1966). If we just sat still and did not attempt to explore our
environment using our hands, we would not gain very much new

Haptic perception
Tactile (touch)

and kinaesthetic
(awareness of position
and movement of
joints and muscles)
perception.

Active perception
Perception as a
function of interaction
with the world.
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information at all. Instead, on most occasions we have to interact with
the environment actively to generate haptic information that will be
of use. It is also the case that we can think about our sense of touch
(and kinesthesis) in terms of ‘bottom-up’ and ‘top-down’ processing. A
lot of haptic information is likely to be processed in a very bottom-up
manner: for example the information about the texture and resistance
of my keyboard keys and the relative position of my fingers can be
said to flow from my senses upward through the perceptual system.
However, haptic information can also have a top-down element and
one excellent example of this is the parlour game where blindfolded
people are asked to guess what object has been placed in their hand.
Although this task involves considerable bottom-up processing, it is
likely that the person would use their prior knowledge regarding the
size, shape, weight and texture of objects to form and test hypotheses
as to what the object might be.

USING ILLUSIONS TO EXPLORE HAPTIC
INFORMATION

One of the key approaches to distinguishing between top-down and
bottom-up processing is based on illusions. You may remember that
the Miller-Lyer illusion provides evidence of top-down processing, as
we use existing knowledge to interpret the lines and mistakenly decide
that one is longer than the other. Interestingly, there is evidence that
the Miiller-Lyer illusion works for haptic as well as visual information.
Heller et al. (2002) produced a version of the illusion in which the lines
were ‘raised’ (in a similar fashion to Braille) to allow them to be felt
and participants estimated the size of the key lines using a sliding ruler.
Blindfolded-sighted, late-blind, congenitally blind, and low-vision
participants completed the task and all were influenced by the illusion,
i.e. they estimated the ‘wings-in’ line to be shorter than the ‘wings-out’
line. Not only does this experiment demonstrate that the Miiller-Lyer
illusion is not reliant on either visual imagery or experience, it also
suggests that there is an element of top-down processing with haptic
information, just as there is with visual information.

Previously, the concept was introduced that haptic information
was generated by combining information from our sense of touch
with proprioception and kinesthesis, but as we reach to feel or pick
up an object we also need to take account of the information picked
up by other senses, most notably vision. That both vision and haptic
information are used to explore or pick up an object with our hands is
obvious, otherwise it would be just as easy to pick something up with
our eyes closed as it would with them open. As well as demonstrating
visual top-down processing, illusion studies can also show the extent
to which visual and haptic information is integrated.

Gallace and Spence (2005) constructed a task that involved
participants looking at the Miiller-Lyer illusion whilst at the same time
attempting to tell which of two sticks hidden from view was the longer.
The sticks were placed directly behind the Miiller-Lyer illusion (see
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Figure 2.26), which was presented in a horizontal ‘< > <’ configuration
with just the ‘wings’ and not the lines themselves drawn (this is known
as the Brentano version of the illusion). This meant that the Miiller-
Lyer illusion was being presented visually, and at the same time as
they were viewing it participants were performing a task utilising
haptic information. The results of this experiment revealed that the
visual illusion did interfere with the participant’s ability to ‘feel’ the
correct length of the line, so that the length of the sticks were either
overestimated or underestimated as a result of the participant seeing
the illusion. Thus, visual information was affecting the processing of
haptic information.

Another distinction that was introduced earlier when discussing
visual perception is that of perception for recognition and perception
for action, and this distinction is particularly relevant to the processing
of haptic information. If you remember, the idea is that the information
from our retinas is processed through two separate, but interconnected,
visual pathways in the brain: the ventral pathway appears to be used
for processing information that is used to recognise objects, whilst the
dorsal pathway is used for processing information used to guide the
visual control of action (Milner and Goodale, 1995). Above, studies
by Klatzky et al. (1987) and Lederman and Klatzky (1990) were
described that examined how we can use our hands to generate haptic
information in order to recognise objects. However, unless there is no
light available or the person concerned has impaired vision, most of
the time we rely very heavily on vision in order to recognise objects.
Instead, we tend to make use of haptic information to interact with
the environment around us in precise ways, i.e. haptic information is
probably more useful in terms of guiding action than in recognising
objects.

A key question, therefore, is whether there is a divide between
perception for recognition and perception for action in the processing
of haptic information? In attempting to answer this question, it is
possible to make further use of evidence from studies that have utilised
illusions. The Ebbinghaus illusion is an example of a size-contrast
illusion (see Figure 2.27) in which two circles of equal size appear to be
of different sizes due to the presence of surrounding circles. If you look

Figure 2.26 A (CGI)
recreation of the task
from the Gallace and
Spence (2005) study in
which a participant feels
the length of two unseen
sticks placed behind the
Muller-Lyer illusion.
Source: Adapted from Gallace
and Spence (2005).
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at Figure 2.27 and compare the two
circles in the centre of the others
(we call these the ‘target’ objects),
the one on the right will appear to
be larger than the one on the left
even though both are exactly the
same size. In judging the size of the
two target circles your perceptual
system is taking into account the
contrast between their size and the
size of the circles surrounding them
(we call these ‘flanker’ objects).
Thus a target object will appear
smaller when placed next to flanker
objects that are larger than it and
will appear larger when placed next
to flanker objects that are smaller
than it.

Aglioti et al. (1995) found
evidence to support the dissociation between ventral and dorsal
processing by conducting an experiment in which participants were
asked either to estimate the size (ventral processing) of the central
circle in the size-contrast illusion described above or to reach out and
pick it up (dorsal processing). When estimating the size of the circle
the participants’ judgements were affected by the illusion, but analysis
of the size of their grip revealed that the action of picking-up the circle
did not appear to be affected, a result similar to that in the study by
Kréliczak et al. (2006) described earlier (the one that involved flicking
the mark off the hollow face).

Hu and Goodale (2000) conducted a series of studies utilising a
different version of the size-contrast illusion in which participants
were presented with two objects (the objects were actually ‘virtual® as
they were presented by reflecting a video image onto a mirror placed
in front of the participant) and were asked either to pick up the target
object or to indicate its size using a manual estimate (i.e. by separating
their finger and thumb). These two tasks were both performed either
immediately or after a five-second delay. The results showed that when
performed immediately, the manual estimates were influenced by the
size of the flanker object. However, analysis of the recording of the
participants’ hand movement in the ‘pick-up’ condition revealed that
the size of their grip was not influenced (statistically significantly)
by the size of the flanker. When providing the manual estimate, the
participants must have been utilising ‘perception for recognition’
processing, as they would have had to generate a mental description
of the object in order to estimate its size. When picking the target
object up, the processing required would have been ‘perception for
action’. Further evidence that this task demonstrates dissociation
between perception for action and recognition was provided by asking
participants to perform both the manual estimate and pick-up tasks

Figure 2.27 The Ebbinghaus illusion.
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from memory. Here, both tasks necessitate
the use of perception for recognition, as
the participant has to create a mental
description of the object in their memory.
Analysis of this experiment did indeed
show that both tasks were influenced by
the size-contrast illusion, i.e. the size of
the flanker influenced the perceived size
of the target.

The Hu and Goodale (2000) study
involved the processing of hapticinformation,
as proprioception and kinesthesis were used
in moving the participants’ arm and fingers,

and their touch receptors were used for Figure 2.28 A (CGI) recreation of the task from the

detecting when the fingers came in contact ~Westwood and Goodale (2003) study in which a participant

with the target object. However, the actual
illusion employed (the size-contrast illusion)
was presented visually and therefore it
was visual information and not haptic
information that was responsible for the participants misjudging the size
of the target object. So, whilst the study provides evidence that visual
information is processed in a dissociated manner, through either perception
for recognition or action, it does not tell us whether haptic information is
also processed in this way.

To explore this issue further, Westwood and Goodale (2003)
conducted a similar study to that of Hu and Goodale (2000), except
that they replaced the visual size-contrast illusion with a haptic version.
Participants were asked first to feel an unseen flanker object and then
to feel an unseen target object using their left hand. When they had
done this they were asked to use their right hand either to provide
a manual estimate (again using finger and thumb) of the size of the
target object or to reach out and pick up an object placed in front of
them (which was also not in view, as they were asked to keep their
eyes closed) that was matched in size to the target (see Figure 2.28).
The results of this experiment showed that the manual estimate task
was affected by the illusion, in that participants tended to overestimate
the size of the target when it was paired with a smaller flanker object
and to underestimate the size of the target when it was paired with a
larger flanker object. However, when the data from the pick-up task
was analysed, the size of the participants’ grip as they reached for
the object did not appear to have been affected by the illusion, i.e.
their grip was the same regardless of the size of the flanker object.
This is evidence suggesting that haptic information is processed in a
similarly dissociated manner as that of visual information, or indeed
(as the authors themselves suggest) that all sensory processing might
be organised according to a general principle.

In summary, the common notion that there are five human senses
is somewhat inaccurate (to the tune of at least sixteen!) and we
usually confuse several different senses (particularly kinesthesis and

feels unseen flanker and target objects with their left hand
and indicates the size of the target with their right.

Source: Adapted from Westwood and Goodale (2003).
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proprioception) when we talk about touch. Our ability to explore the
environment with our hands is very well developed and by combining
haptic and visual information we can interact with objects very
accurately. In addition, the way in which we process haptic information
seems very similar to visual information, in that both bottom-up and top-
down processing are employed and there appears to be a dissociation
between perception for recognition and perception for action.

APPLICATIONS OF HAPTIC INFORMATION
TO DRIVING

When travelling, by whatever means, we are bombarded with signs,
warnings and other information that is presented visually, and
sometimes auditorily, but very rarely haptically. When on foot we have
the time to stop and focus on one sign at a time, but when driving
this can be problematic due to the need to pay attention to other
visual stimuli, such as the road ahead! Modern technology means it is
possible to build various safety features into vehicles to warn drivers
about potential collisions, if their vehicle is drifting into a different
lane, whether they are falling asleep and even if they are entering a
bend or approaching an intersection too quickly. Presenting these
various warnings using a visual signal is potentially problematic if it
draws the driver’s eyes and attention away from the road. Using an
audible warning can overcome this issue, but there are other sounds
the warning would need to compete with, including road/wind noise,
music and conversations. In addition, audible warnings are not
suitable for drivers with impaired hearing. So, a key question that has
been looked at by researchers is whether haptic information offers a
solution to warning drivers effectively without distracting them.

A variety of different devices that make use of haptic information
have been studied: Navarro et al. (2007) found that using a steering
wheel that vibrated whenever a driver began to deviate from their
current lane improved steering performance; Janssen and Nilsson
(1993) reported that reactions to potential collisions were improved
by using an accelerator that pushed back on the driver’s foot to warn
them; and a study conducted by Scott and Gray (2008) found that a
haptic seat belt was effective at reducing the time it took a driver to
brake in order to avoid a potential collision ahead. In addition, Kozak
et al. (2006) compared warnings aimed at preventing drowsy driving
provided through either a visual head-up display, auditory signals
or through a vibrating, turning steering wheel and found the haptic
signal to be the most effective. Although all these technologies mean
that the driver’s visual attention can remain on the road and other
vehicles, they do suffer from other problems. For example, vibrating
the steering wheel might cause the driver to let go of it; not everyone
wears their seatbelt; accelerators are not used when the car is in cruise
control mode; and again, vibrating any of the pedals might cause an
inappropriate reaction in the driver.

One solution that researchers have considered is to place pads in
the driver’s seat, which can vibrate in different ways and in different
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orders to alert the driver to different hazards. Using the driver’s seat
has the advantage that none of the vehicle’s controls is being interfered
with, the driver remains in continuous contact with their seat and
the area involved is quite large, allowing the use of multiple areas of
vibration. Although some studies have found drivers can get confused
about which vibration is meant to be an alert for which problem (Sayer
et al.,2005), more recent research (Fitch et al., 2011) has found results
suggesting that multiple haptic signals can be presented through the
driver’s seat, as long as these alerts are in unique positions that are
widely spaced and map to the appropriate response (e.g. pads at the
front of the seat pulse when there is a potential collision in front of
the car). Another study, conducted by Chang et al. (2011), compared
a similar haptic warning system in the driver’s seat with visual and
auditory signals, and found the haptic interface performed the best;
though the authors also noted that people need time to adjust to this
new technology and can (subjectively) find it off-putting to begin with.

It is very likely that cars in the future will be equipped not only with
new sensory technology that can detect a variety of hazards, but also
with warning systems that make use of haptic information to not only
alert the driver that there is a hazard, but what the hazard is and even
in which direction it is located.

2.5 CONCLUSION

There are a number of points made throughout this chapter that will
be drawn together here. One major theme is the distinction between
‘perception for recognition’ and ‘perception for action’. How these
two systems interact (or not) is an issue that runs throughout the
chapter. The section on vision concluded with the supposition that the
two perceptual systems operate synergistically to allow us to perceive
the world. The sections on visual and haptic perception both end with
the proposition that there can be a dissociation between perception
for action and perception for recognition. The idea that there are
pathways in the brain for supporting recognition and action, and that
these pathways are functionally independent, is supported by studies
such as the one that involving ‘flicking the mark off the hollow face’
(Kroliczak et al., 2006). Westwood and Goodale (2011) have drawn
together a body of evidence to suggest that a clear recognition/action
distinction is reasonable in perception. Others, however (e.g. Schenk
etal.,2011), argue that the two processes are not independent. Indeed,
de Haan and Cowey (2011) argue that, given there is evidence for
at least five ‘subsections’ of the dorsal stream, it is perhaps better to
think in terms of a patchwork, or network of interconnecting and
interacting brain areas rather than a clear stream. This is certainly
consistent with the PDP approaches discussed earlier and suggests a
greater level of interaction between the different processing streams
and a greater sharing of function.

These apparently contradictory conclusions can perhaps be
reconciled by appealing to the argument that is made particularly clearly
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in the section on auditory perception. It is possible to use sophisticated
experimental techniques to study, for instance, the perception for action
and perception for recognition systems in isolation. This approach is
invaluable in that it gives an indication of how these systems operate.
It does not, however, give a complete picture of how these systems
operate in ‘real life’. If this issue is considered, then there is evidence
that the two systems are heavily interconnected and that perception
results from an interaction of these two primary systems (and their
many sub-systems!). So, perception for recognition and perception for
action can work together, but whether they do or not will depend
upon the circumstances. It may be time to move on from the analogy
of clearly defined streams, as this seems to downplay the wider context
in which these ‘streams’ operate, and the interactions between them.
Perhaps ‘perception for action’ and ‘perception for recognition’ are
more ‘currents in a lake’ than streams ...

One theme that runs through the discussion of all the senses
considered in this chapter and that is encapsulated in the notion of
the functions of the dorsal and ventral streams, is the notion that
perception consists of far more than the simple collection of sensory
information. Perception involves building up a model of the world
around us and the objects and people in it. We certainly use sensory
information to do this, and to work out where and what things are
at any particular time (and to interact with them), but we also use
our knowledge, experience and expectations to build up our percept.
This chapter could best be summed up by rewording a phrase that has
already been used, namely: “We perceive things not as they are, but as
we are.

SUMMARY

e There are a number of theories that attempt to explain how we
encode incoming sensory information.

e Perception is not the same as sensation. We may detect some-
thing but not perceive it.

e Knowledge is crucial in our influencing our perception of the
world — according to constructivist theories.

e Knowledge is unnecessary in our perception of the world —
according to direct perception theories.

e Both approaches may operate in vision with the ventral stream
operating primarily for perception for recognition and the dorsal
stream operating primarily for perception for action.

e Knowledge is also crucial in auditory perception.

e There are strong interactions between auditory and visual
perception.

e There may be at least twenty-one senses (not just five!).

e Knowledge also influences haptic perception.

e We sense things not as they are, but as we are.
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International Edition (3rd edn). Pacific Grove, CA: Wadsworth. If
you like the squishy stuff, then this is for you. An excellent intro-
duction to the workings of the brain.

e Goldstein, E. B. (2009). Sensation and Perception, International
Edition (8th edn). Pacific Grove, CA: Wadsworth. A highly readable
and comprehensive discussion of aspects of perception.

e Mannoni, L., Nekes, W. and Warner, M. (2004). Eyes, Lies and Illu-
sions. London and Aldershot: Hayward Gallery Publishing/Lund
Humphries. If you are interested in illusions then this is the book
for you. An entertaining read that covers the history of illusions
rather than the explanations for them. Basically, all the bits that
this chapter did not cover.

Figure 2.29 Answer to
Figure 2.17. Now can you see
the cat?

The well-known person silhouetted in Figure 2.3 is the ex-president of
the USA, George W. Bush.
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Attention

Elizabeth Styles

3.1 WHAT IS ATTENTION?

Attention refers to systems involved in the selection and prioritisation
of information processing, and it is intimately linked with perception
and memory and is thus central to almost everything we do. We can
direct attention intentionally, for example when we move our eyes
around the environment to search the visual scene for something
specific, or when we ‘tune in’ to listen to a conversation in a noisy
room. Attention can also be captured unintentionally, for example
when a sudden movement ‘catches our eye’, or when we hear a
familiar sound such as our name being spoken, and it seems to ‘pop
out’ from the noise in a crowd. Attention also refers to a more general,
non-selective state of alertness or arousal. Experiments have shown
that it is possible to distinguish these different aspects, and studies of
brain activity have revealed that attention involves multiple areas of
the brain working together.

The most characteristic property of attention is that it is limited.
Desimone and Duncan (1995: 193) say ‘The first basic phenomenon is
limited capacity for processing information. At any given time only a
small amount of information available on the retina can be processed
and used.” William James (1890: 404) said that ‘Everyone knows what
attention is. It is the taking possession of mind in clear and vivid form
of one out of what would seem several simultaneous possible objects
or trains of thought.” James went on to say ‘Focalisation, concentra-
tion of consciousness is of its essence. It implies the withdrawal from
some things in order to deal effectively with others.” Here James adds
some further properties of attention, in particular that attention may
be given to external or internal stimuli and that what is attended
becomes consciously available to us. When we are conscious of some-
thing, that information is held in short-term working memory, which
can only maintain and manipulate a limited amount of information.
We are also limited because we can only look in one direction at once,
reach for one thing with one hand, or say one word at a time. These
limitations necessitate the use of attention to select and prioritise
which information to process. Everyday activities like supermarket
shopping challenge our attention. What do we want? Where shall we
look? Which one shall we reach for?

Capture

The ability of one
source of information
to take processing
priority from another.
For example the
sudden onset of novel
information within

a modality such as

an apple falling may
interrupt ongoing
attentional processing.
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Figure 3.1 Would you hear your name spoken from across

a crowded room?

Source: Shutterstock.

Figure 3.2 Everyday tasks like shopping demand attention.

Source: Shutterstock.

Selection for action
The type of attention
necessary for planning
controlling and
executing responses,
or actions.

Selection for
perception

The type of attention
necessary for encoding
and interpreting
sensory data.

3.2 WHAT IS
ATTENTION FOR?

Here I shall introduce many of the
functions of attention to be addressed in
detail later. An important question to ask
is ‘what is attention for?’. Schneider and
Deubel (2002) identified two possible
functions of selectivity in visual attention.
First, there is selection for perception (i.e.
detecting and selecting what to process
from a visual display) and second,
selection for action (i.e. detecting and
selecting which response or action to
make). For example when texting on your
mobile you must select the correct letter
from the keypad, then select and make
an action to press the correct location.
This involves not only knowing ‘what’
something is but also ‘where’ it is, or how
to act upon it. As explained in Chapter
2, the brain has two visual pathways
(Ungeleider and Mishkin, 1982; Corbetta
and Schulman, 2002), a ventral pathway
that computes colour, shape, category
(or the ‘what’ properties of a stimulus),
and a dorsal pathway that computes the
spatial information required for a motor
response to that stimulus (the ‘where’
properties, where to direct the action or
how to respond). These two functions
of attention, processed in the two brain
pathways, allow the effective selection of actions in response to
selected sensory stimuli.

However, in order to correctly combine what something is with
where it is, these two sources of information must be correctly linked
together. For example, if there is a red colour in the shape of a circle
on the left, and a green colour in the shape of a square on the right, the
colour, shape and position of each property must be correctly bound
together. This is called the binding problem, and an important func-
tion of attention is to bind together what an object is, together with
where it is and how to act on it. As we shall see later, some theories of
attention aimed to explain the selective nature of attention, but other
theories also aimed to account for the binding problem.

When we attend to an object, information associated with that
object enters working memory (LaBar et al., 1999), so the outcome
of attention is a representation in working memory that enables us to
consciously ‘know about’ what is attended. Unattended stimuli do not
enter working memory, and so remain unconscious. Unless we become
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conscious of stimuli we do not act upon them, as is evident in some
patients with attentional disorders such as blindsight and unilateral
neglect (see Chapter 4).

When attention is driven by our intentions it is called controlled
attention, or executive control, and is said to operate top-down
because it is influenced by a goal we have set ourselves such as search-
ing for something in particular. The source of control is endogenous,
it comes from within us. According to Craik and Bialystock (2006),
‘Control is the set of fluid operations that enable intentional process-
ing and adaptive performance’ (p. 131). In contrast, exogenous atten-
tion is stimulus-driven, where incoming or bottom-up stimuli trigger
automatic processing which cannot be controlled intentionally. For
example, while holding a conversation we might unexpectedly hear
our name spoken elsewhere.

A good example of a selective attention task, and the relationship
between controlled and automatic processing, is demonstrated by the
Stroop effect, in which the task is to name the ink colour of a colour
word. For example, using the list in Figure 3.3, try naming the colour
of the ink for each word in the list as quickly as

possible. Then do the same task whilst reading
BLUE

the words. GREEN

Stroop (1935) discovered that when reading
the words, there is little effect of the incongru- YELLOW
ent ink colour on speed of word naming, but GREEN
naming the ink colour is significantly slowed glégE
by the incongruent colour word. This shows
that the written word activates its response \CC‘.IIERIELE?\IW
automatically, so that when the goal is to name RED
the ink colour (but not to name the word) the
already active word response interferes with \B(IElI]IEOW
producing the name of the ink colour. In this

example controlled attention is necessary to

inhibit the unwanted response to the word, and

to allow the response to the ink colour to be produced. Despite your
best intentions you will have found that the written word cannot be
ignored and interferes with naming the ink colour. Automatic pro-
cessing and its distinction from controlled processing will be consid-
ered later in the chapter when we look at Shiffrin and Schneider’s
(1997) theory.

Patients with frontal lobe damage have difficulty inhibiting
automatic responses and switching between tasks, as their mecha-
nisms of attention appear to lack control (see Chapter 9). Theories
of attentional control (e.g. Norman and Shallice, 1986; to be dis-
cussed later), aim to explain goal-directed behaviour and everyday
slips of action.

It is evident that the term ‘attention’ is applied to a variety of cogni-
tive processes and therefore attention cannot have either a single defi-
nition or be accounted for by a single theory. While most early research
into the psychology of attention was based on behavioural experi-
ments, it is now possible to look at underlying brain activity using in

Binding problem

The problem of how
different properties

of an item are
correctly put together,
or bound, into the
correct combination.

Controlled attention
Attention processing
that is under
conscious, intentional
control. It requires
attentional resources,
or capacity, and is
subject to interference.

Figure 3.3 The Stroop
test.

Endogenous
attention

Attention that

is controlled by
the intention of a
participant.

Exogenous attention
Attention that is
drawn automatically
to a stimulus without
the intention of

the participant.
Processing by
exogenous attention
cannot be ignored.




74 Chapter 3 | Attention

Stroop effect

The effect of a well-
learned response to

a stimulus slowing

the ability to make

the less-well-learned
response; for example,
naming the ink colour
of a colour word.

Slips of action
Errors in carrying
out sequences of
actions, e.g. where a
step in the sequence
is omitted, or an
appropriate action

is made, but to the
wrong object.
Psychological
refractory period
The time delay
between the
responses to two
overlapping signals
that reflects the
time required for
the first response to
be organised before
the response to the
second signal can be
organised.

Bottleneck

The point in
processing where
parallel processing
becomes serial.

vivo imaging techniques such as positron emission tomography (PET)
and functional magnetic resonance imaging (fMRI). These newer stud-
ies clearly demonstrate that attention involves multiple brain areas
and that different areas are involved in different tasks. Corbetta and
Schulman (2002), for example, provide imaging data which supports
a clear distinction between stimulus-driven (automatic, bottom-up,
exogenous) attention, and goal-directed (controlled, top-down, endog-
enous) attention.

3.3 WHERE IS THE LIMIT? THE SEARCH
FOR THE BOTTLENECK

When two stimuli are presented in rapid succession and the participant
must make a fast response to both, response time (RT) to the second
stimulus depends upon the time interval between the presentation of
the two stimuli (Welford, 1952). At short inter-stimulus intervals, RT
to the second stimulus is slower than when there is a longer interval.
Welford called this delay in responding to the second stimulus
the psychological refractory period (PRP). He argued that the PRP
demonstrated that there was a bottleneck in processing, so that at very
short inter-stimulus intervals, processing of the second stimulus must
wait until processing of the first stimulus is completed. According to
this hypothesis some central cognitive processes cannot be carried out
simultaneously in parallel. They are called ‘central’ because they occur
after early perceptual processing but before later response selection.
This concept of a central bottleneck in processing seemed to account
for the limit on our ability to process more than one set of information
concurrently, and the search began to determine the precise location of
this limitation within the human information-processing system.
Most of the early studies investigated the basis on which auditory
selective attention might operate. It was reasoned that if a stimulus
property could guide selective attention then that property must have
been available early on in processing, prior to selection; but if a prop-
erty of the stimulus could not be used to guide selective attention, that
property could not have been analysed, hence revealing where the bot-
tleneck was located. Cherry (1953) used the dichotic listening task
to discover which properties of auditory stimuli could guide selective
attention. Cherry’s task involved presenting two different messages at
once over headphones, one message to the left ear and the other mes-
sage to the right ear. The participant was instructed to attend to one
of the messages and repeat it back as it arrived, a procedure known as
shadowing. Cherry found that participants were able to use ear location
(left or right) and voice quality (male or female) to select the message to
be attended. However, at the end of the experiment, when participants
were quizzed on the meaning of the unattended message they were una-
ble to say what it had been about. So without attention there seemed
to be no memory for the meaning of the unattended message, although
people did notice if there was a change of voice from male to female,
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and they could detect a bleep
in the ignored message. The

results were interpreted as

ev1denc§ that the perceptual SHORT-TERM LEE TSR
properties of a message are MEMORY AN
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processed  without atten-
tion, and can guide selective
attention. But the meaning

(or semantics) of the ignored

Parallel processing of
message was not prOCCSSCd.

physical properties

Serial processing for meaning,
memory and action

This finding suggested that
the bottleneck was located at

a point after perceptual pro-
cessing had taken place, but
before the meaning of the
words became available.

The first complete con-
ceptualisation of the flow
of information processing
from input to response was
provided by Broadbent in 1958. It is often called the ‘Filter model’
because it assumes the existence of a selective filter between the per-
ceptual input system (which processes sensory information in parallel)
and a limited capacity channel (which can only process the meanings
of words one at a time, serially, to provide semantic identification and
transfer to short-term working memory). As stimuli can only be trans-
ferred one at a time from the parallel input to the serial stage this
causes a bottleneck in processing (Figure 3.4).

According to Broadbent, the unselected stimuli must wait in a high-
capacity, fast-decay sensory memory, and unless they are selected for
transfer before decaying they will be lost. So, if unselected stimuli do
not get passed on to the identification stage they remain unattended
and nothing is known about their meaning. This is called an early
selection theory of attention, because selection of information for fur-
ther processing is made at an early processing stage. At first glance
this model accounts well for the research results available at the time.
However, evidence soon began to accumulate that revealed shortcom-
ings in Broadbent’s theory.

decayed it will be lost.

3.4 THE PROBLEM OF BREAKTHROUGH

Many experimenters began to discover evidence that the filter was not
preventing the activation of semantics. For example, Moray (1959)
found that some participants in dichotic listening tasks did notice if
their name was presented in the unattended message. This effect is
called breakthrough of the unattended message.

Treisman (1960) required participants to attend to a story (story 1)
presented to one ear, and to ignore a different story (story 2) presented
to the other ear. Treisman found that if story 1 was replaced by a new

Figure 3.4 A simplified version of Broadbent's filter model. Information
enters the senses in parallel and passes to the sensory buffer where its
physical properties are available to the selective filter. The filter cannot
pass on all the information at once, so just one source of information is
selected for entry to the limited capacity channel of short-term memory.
Unless information is selected from the buffer before its trace has

Shadowing

Used in a dichotic
listening task in which
participants must
repeat aloud the to-
be-attended message
and ignore the other
message.

Early selection
Selective attention
that operates on the
physical information
available from early
perceptual analysis.

Breakthrough

The ability of
information to capture
Conscious awareness
despite being
unattended. Usually
used with respect

to the unattended
channel in dichotic
listening experiments.




76 Chapter 3 | Attention

Late selection

An account of
selective processing
where attention
operates after all
stimuli have been
analysed for their
semantic properties.
Galvanic skin
response

A measurable change
in the electrical
conductivity of the
skin when emotionally
significant stimuli

are presented. Often
used to detect

the unconscious
processing of stimuli.

Subliminal

Below the threshold
for conscious
awareness or
confident report.

story (story 3) in the attended ear, and the attended story was switched
over to the unattended ear, participants switched their attention to
continue shadowing story 1 despite the fact that it had switched to the
‘unattended’ ear. To do this, participants must have known something
about the meaning of the story, despite the fact that it was now heard
in the ‘unattended’ ear. These results are clearly inconsistent with a
selective filter that completely blocks all semantic processing.

A different way of accounting for semantic processing of the
unattended message was proposed by Deutsch and Deutsch (1963).
According to their theory, all inputs are analysed for meaning before
selective attention operates. The bottleneck in processing is at the point
of response selection, where only the most important signals switch in
other processes such as memory storage or motor output. This is the
classic late selection model.

In 1964, Treisman proposed a compromise that could account for
how the meaning of some messages could break through the filter.
Rather than the filter being an ‘all or none’ mechanism, she suggested
that it acted as an attenuator, turning down the activation for the unat-
tended message rather than completely blocking it. This meant that
familiar or important words (such as a person’s name), or words that
followed on in a story, could break through the filter because although
they were attenuated, their activation levels were still higher than for
less familiar words, and so would still reach an activation level suf-
ficient to be detected.

3.5 SUBLIMINAL PRIMING EFFECTS

In the early 1970s, experiments began to show semantic effects of
‘unattended’ stimuli using indirect measurements of stimuli that
subjects were unable to consciously report. Corteen and Wood (1972
measured the galvanic skin response (GSR) to words presented in the
unattended message using dichotic listening tasks. They conditioned
participants to expect an electric shock in association with particular
words, and found that although these words were not noticed when
occasionally presented in the unattended message, shock-associated
words still produced a GSR. Not only did conditioned words produce
a GSR, but also words that were semantically associated. For example,
if shock was conditioned to city names such as London, Rome, Prague,
the presentation of a new city name (such as Paris) also produced
a GSR despite having not been conditioned with a shock. It was
therefore argued that all word meanings were processed unconsciously
in parallel before selective attention operated, which thus supported a
late selection theory of attention. These auditory experiments revealed
evidence for semantic processing without attention, and below the
level of conscious awareness. In visual experiments this is often called
subliminal perception.

Some of the most impressive and controversial demonstrations of
the subliminal perception of unattended visual stimuli came from the
work of Marcel (1980, 1983). Marcel used an associative priming
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task, in which a briefly presented prime word was followed by a mask
made from a pattern of letter fragments, which prevented participants
from identifying the prime. When a prime word (such as BREAD) was
followed by a semantically associated target word (such as BUTTER),
Marcel found response to the target was faster than when it was
preceded by a non-associated word (such as NURSE), even though
subjects were completely unaware of the prime. When the prime was
followed by a different type of mask, which did not contain letter
fragments but was a pattern of random dots (a noise mask), there
was no associative priming. Marcel argued that this result provided
evidence for two different types of masking; one type produced by a
noise mask which degrades the perceptual input at an ‘early’ stage of
processing and prevents information being passed to an identification
stage, and another type produced by the pattern mask which prevents
passage to a conscious identification stage. Marcel proposed that the
pattern mask did not prevent activation of semantics, but did prevent
the binding together of the ‘what’ and ‘where’ information about the
stimulus. Without this binding of the stimulus properties there was
no conscious awareness of the physical presence of the prime word.
However, as semantics had been activated the prime word could still
produce semantic priming.

3.6 OBJECT SELECTION, INHIBITION
AND NEGATIVE PRIMING

Evidence for semantic processing of unattended stimuli is also found
in experiments using negative priming (Tipper, 1985; Tipper and
Cranston, 1985). Negative priming refers to the finding that the
response time to categorise a target item will be slowed if that same
item has been presented on the previous trial as a distractor item which
was to be ignored. Clearly then, the distractor item must have been
semantically processed despite the instruction to ignore it. In this type
of experiment, participants are briefly presented with two overlapping
pictures, for example a dog drawn in green ink and a spanner drawn
in red ink. Since the stimuli are superimposed, spatial position cannot
be used to select which object to attend to, and selection can only be
made on the basis of colour. The task is to categorise the red object
as quickly as possible, so if the spanner is red and the dog is green the
response is ‘tool’ as opposed to ‘animal’. When the target item on the
priming trial was repeated as a target on the following trial (a condition
known as ‘attended repetition’), Tipper found that the response to
the target was facilitated. However, he found that if the previously
ignored distractor item was used as the target on the following trial,
response time was slowed relative to control trials. Tipper reasoned
that the activation of the distractor item must have been suppressed by
inhibitory processes to allow the target to be selected. This inhibition
results in a slower response to the item if it is presented as the target
on the following trial, because its activation level has been significantly

Masking

The disruptive
effect of an auditory
or visual pattern
that is presented
immediately after
an auditory or visual
stimulus. This is
backward masking,
but there are other
types of masking.
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Saccade

The movement of the
eyes during which
information uptake is
suppressed. Between
saccades the eye
makes fixations
during which there is
information uptake at
the fixated area.
Overt attentional
orienting

Making an eye
movement to attend
to a location.

Fixation

When the fovea of
the eye dwells on

a location in visual
space, during which
time information is
collected.

Orienting

In the spotlight model
of visual attention this
is attention to regions
of space that does
not depend upon eye
movements.

Covert attentional
orienting

Orienting attention
without making any
movement of the
eyes.

reduced. Consequently it will take longer to reach a level of activation
at which it can be reported, so producing a ‘negative priming’ effect.
The phenomenon of negative priming suggests that one way of pre-
venting irrelevant items from controlling response is to inhibit their
representations in memory or their connections to the response system.
Negative priming also provides evidence for late selection because the
effect relates to the meaning of stimuli. So, is selectivity for attention
‘early’ or ‘late’? There seems to be considerable evidence on both sides
of this debate. A resolution of this problem was proposed by Lavie
(1995) who found evidence that whether selection is early or late
seems to depend on the overall attentional demand of a task. When
the task does not use up all available attention there is spare capacity
which can be used for other processing. We shall return to these ideas
after we have considered how attention is directed in visual search and
examined how attention is directed to environmental stimuli.

3.7 DIRECTING THE SPOTLIGHT OF
VISUAL ATTENTION

The way that selective processing is directed and controlled has been
addressed in numerous studies on vision. Posner (1980) said ‘attention
can be likened to a spotlight that enhances the efficiency of the detection
of events within its beam’ (p. 173). The spotlight analogy suggests that
objects or events in the beam of visual attention will be highlighted
for processing and easily detected, whereas those outside the beam
will not be. When we search the visual environment we can make an
eye movement, or saccade, to direct the focus of visual attention to
a location if there is something there we wish to know about. This
movement is overt, and it is obvious to others where you are looking.
Usually where we are attending coincides with where we are looking,
because when we fixate on an item the fovea (the most sensitive part
of the eye) is directed to the area of interest. However, we may also
attend to something ‘out of the corner of our eye’, without making an
eye movement. If you fixate your gaze here — *** — you are still able to
make judgements about the page layout, surrounding colours, shapes
and so on. In this case you are intentionally directing, or orienting, your
attention in an endogenous way, using top-down control. This type of
orientation of attention is covert (hidden), because where your eyes are
directed does not reveal where you are attending. However, sometimes,
despite intentionally attending to something, for example reading in
the garden, the attention spotlight may be captured exogenously by
a sudden movement or change in the visual environment such as an
apple falling from a nearby tree. Posner wanted to understand more
about the way visual attention is controlled and directed.

Posner’s original experiments (e.g. Posner et al., 1980; Posner, 1980)
were aimed at understanding the processes underlying the orienting of
visual attention, and measured the effects of providing participants
with a visual cue which indicated the probability of the location where
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a visual target would appear. Two types of cue were used; a central
cue, presented at the central fixation point, which was an arrow point-
ing left or right; or a peripheral cue, which was a brief illumination
of a box presented to the left or right, in peripheral vision away from
the fixation point. The task was simple. Participants fixated the cen-
tre of the visual display and responded as quickly as possible when
they detected a target which would be presented either to the left or
right side of the fixation point. No eye movements were allowed, so
attention would have to be covertly directed. Results showed that
valid cues produced a faster response than neutral cues and invalid
cues produced slower responses than neutral cues. This showed that
attention could be covertly directed in the absence of eye movements.
Posner et al. (1980) manipulated the likelihood that the cue was a
valid indicator of target location. Participants were told that there was
a 20 per cent, 50 per cent or 80 per cent chance that the cue was a
valid indicator of which side the target would be presented. So, when
participants knew the cued location was only 20 per cent valid they
should have been able to voluntarily direct attention to the opposite
side. Performance in trials with a central cue showed that participants
could ignore cues likely to be invalid and direct attention to the other
side of visual space. However, participants were unable to ignore the
effect of peripheral cues; they could not voluntarily prevent attention
being drawn to the cued location.

Posner (1980) interpreted these results as evidence for two atten-
tion systems. First, an endogenous system which can be controlled
intentionally by the subjects’ expectations and is used to direct atten-
tion in the central cueing condition, and second, an exogenous system
which is not under intentional control that, whether a cue is valid or
not, automatically draws attention to the location of a change in the
visual environment, as in the peripheral cueing condition. The slow-
ing of response due to an invalid peripheral cue suggests that because
attention is automatically drawn to the position indicated by the cue
it then has had to be intentionally shifted to the actual target location,
which takes time.

Posner and Petersen (1990) extended Posner’s original idea of
separate endogenous and exogenous systems to include three compo-
nents of controlling attention. To move attention from one location to
another it is necessary to disengage it from the current location, shift it
to the desired location and then engage it on the new visual stimulus.
Studies of patients with visual neglect have shown that they have dif-
ficulty engaging attention on the neglected side of space (see Chapter
4). Extending the work of Posner and colleagues with the analysis of
many other studies (including evidence from brain-scanning studies
and neuropsychological patients), Corbetta and Schulman (2002) pro-
posed two interacting attention systems. One a bottom-up, stimulus-
driven pathway involved in exogenous attention which is specialised
for detecting unexpected behaviourally relevant stimuli, such as the
falling apple. This pathway can interrupt the other pathway which is
involved in the top-down, goal-directed preparation and control of
attention involved in endogenous attention. In this way attention can
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Gaze-mediated
orienting

An exogenous shift
of attention following
the direction of gaze
of a face presented at
fixation.

be captured by environmental changes that might be important, and
this is of obvious evolutionary advantage. Recent evidence has begun
to suggest that central cueing by an arrow can sometimes trigger auto-
matic attention shifts even if it is uninformative, and also that the ori-
enting of visual attention can be triggered by the direction of gaze of
a face presented at fixation (Galfano et al., 2012). This phenomenon
is known as and allows us to share attention
with a person we see looking at something. Shared attention is one
example of the role of orienting attention in everyday life (Box 3.1).

Box 3.1 Shared attention

When another person directs
their gaze it provides information
to those who observe it. A shift
of the eyes may mean they have
detected something of interest or
importance. Infants are sensitive to
gaze direction from only about four
months old and, in monkeys, the
superior temporal sulcus (STS) is

Gaze cueing left

Neutral cue Gaze cueing right

known to respond to the orientation
of the head and direction of gaze

directing one’s gaze to the location
where one sees another move their
eyes may be evolutionarily important; it enables
sharing attention. To test this idea, Friesen
and Kingstone (1998) used stimuli similar to
those shown in Figure 3.5 in a modification of
the standard Posner task, but participants were
told that the direction of gaze was not in any
way predictive of the location at which a target
could appear. However, RT to targets congruent
with gaze direction showed an early, short-lived
facilitation. There was no cost when the target
appeared at the uncued location.

Related experiments using photographed
faces by Driver et al. (1999) also found an

Figure 3.5 Schematic faces similar to those used by Friesen
and Kingstone (1998) which triggered reflexive, automatic,
(Perret et al., 1985). It seems that exogenous orienting responses in the direction of eye gaze.

effect of congruency and additionally that
even when the participants were told that
the target was four times more likely to
appear in the opposite direction to gaze
they were unable to ignore gaze direction.
Only after about 700 ms could attention be
intentionally redirected. These results sug-
gest shared attention is based on gaze per-
ception, and looking where another person
looks is fully automatic because it is impos-
sible to intentionally override the tendency
to briefly attend to where another person
looks. This has recently been confirmed by
Galfano et al. (2012).

Modality

3.8 CROSS-MODAL CUEING OF

The processing
system specific to one
of the senses, such

as vision, hearing or
touch.

ATTENTION

So far we have been concerned with attention processes within a single

,such as vision or hearing. However, we live in a world of objects
that have both visual and auditory properties, as well as other properties
such as what they feel, smell or taste like. Experiments on attention
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have investigated cross-modal effects on orienting spatial attention, for
example between seeing and hearing. In an early experiment, Spence
and Driver (1996) used a cross-modal version of Posner’s cueing task.
Results showed that participants could split auditory and visual attention
in certain conditions, but when targets were expected on the same side of
space for both modalities, the orienting effects were greatest.

In another experiment, Spence and Read (2003) asked participants
to shadow triplets of two-syllable words, presented from either of two
loudspeakers (placed either to the front or to the side), whilst try-
ing to ignore speech from an irrelevant, intermediate location. At the
same time, the participants were required to drive along a busy road
using a driving simulator. Participants found it easier to shadow words
coming from in front of them, that is when their visual attention was
directed in the same location as the to-be-attended auditory message.

Clearly, this kind of research may have direct application to com-
plex everyday monitoring situations. Ho and Spence (2005) investi-
gated the possible benefits of using spatial auditory warning signals in
another simulated driving task. They reasoned that cross-modal links
in exogenous spatial attention between vision and audition would
facilitate the orienting of attention to a cued direction in space. They
discovered that drivers reacted more rapidly to a critical driving event
behind them, although these were seen indirectly via the rear-view mir-
ror, when they were preceded by a valid auditory warning cue from
the rear, rather than when the warning signal came from the opposite
direction (the front). The results suggest that drivers associate what
they see in the rear-view mirror with space behind them rather than in
front of them, although this is where the visual information is actually
presented. Again, the lesser effect of auditory warning cues to a critical
event happening in front may be due to the focus of visual attention
being usually directed in front while driving.

Other studies of cross-modal links in orienting attention have
shown that vision is usually the dominant sense. This can lead to illu-
sions, such as the ‘ventriloquist effect’. When the
ventriloquist speaks without moving his mouth,
but synchronises the movements of the dummy’s
mouth with the words, it appears as if the speech
is coming from location of the dummy’s mouth.
Driver and Spence (1994) manipulated the spa-
tial relationship between the words we see and
the words we hear. They found that when lip-
read and auditory words were at the same loca-
tion, performance was better than when visual
and auditory information came from opposite
sides of space. It appears that when endogenous
attention is oriented to a spatial location, selec-
tion of both modalities is enhanced. This effect is
evident in the cinema when the voice of a speak-  Figure 3.6 The ventriloguist effect. Vision tends
ing person appears to emanate from the lips of  to predominate over hearing in competing for our
that person — as two characters converse, their attention.
voices seem to come from them in turn; however, Source: Shutterstock.
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if you look away from the screen, the voices come from the sound
system.

Vision is usually the dominant sense and evidence from vision is
taken as the most reliable, but in different circumstances other sensory
modalities may be the most appropriate, for example, we feel to ‘see’
if there is a chip on the rim of a glass. Visual attention can also be
directed to different levels of analysis (Box 3.2). Links across modali-
ties have been demonstrated between all combinations of senses and
affect both endogenous (voluntary, goal-driven) and exogenous (invol-
untary, stimulus-driven) orienting (see Spence, 2010, for a review).

l Box 3.2 Local-global (seeing the wood for the trees)

Attention can be directed to either the global

or local level of objects. We can attend to a tree EEEEEE :HHHHH
or its leaves, but not both at once. Navon (1977) . .

used compound letters in which the global and EEEE HHHH
local elements were congruent or incongruent E H

(Figure 3.7). He found that response to global E H
identity was unaffected by congruency, but EEEEEE HHHHHH
response to local (small letters) identity was Congruent Incongruent
interfered with by the global (large letter)

identity, which suggests attention is directed Figure 3.7 Stimuli of the type used by
to coarse global properties prior to fine-grain Navon (1977).

analysis of local properties. Try this for yourself.

3.9 VISUAL SEARCH

What about searching a cluttered visual environment? Often we are
looking for something specific, such as a product on the supermarket
shelf or a familiar face in a crowded street. And although we are
surrounded by multiple sources of sensory information we observe
a coherent scene — the traffic may be moving around us but we see ‘a
red bus moving’, ‘green grass below’, and ‘blue sky above’ rather than
‘red sky moving’ a ‘blue bus above’ and ‘green sky below’. We shall
now consider experiments addressed at understanding how attention
is involved in visual search and that aim to explain how one object can
be selected from amongst other distracting or irrelevant objects.

An important step toward understanding this was taken by
Treisman and Gelade (1980) who proposed a feature integration the-
ory (FIT) of attention. According to FIT, attention is the ‘glue’ that
sticks the features of objects together. We have already mentioned the
binding problem, which is concerned with how different properties of
a stimulus are correctly combined in the introduction and in studies of
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subliminal priming. The initial assumption of FIT was that different
sensory features are coded by specialised independent sub-systems or
‘modules’ and each module forms a feature map for the dimensions
of the feature it encodes. Colours are represented on the feature map
for colour, while lines of different orientations are represented on the
orientation map. Detection of individual features that are represented
on all the different maps takes place without the need for attention,
in parallel, but if a conjunction (or binding) of features is required the
separate features must be combined. A conjunction of features can be
achieved three ways. First, features that have been encoded on the fea-
ture maps may fit into predicted object ‘frames’, according to stored
knowledge; for example we know that buses are red and the sky is
blue, so that if the colours red and blue are active at the same time,
we are unlikely to combine red with sky and blue with bus. Second,
attention may select within
a ‘master-map of locations’

Conjunction

A term from feature
integration theory

of attention that
describes a target
defined by at least
two separable
features, such as a red
0 amongst green O's
and red T's.

that represents where all the
features are located but not
which features are where.
When attention is focused
on one location in the mas-
ter map, it allows retrieval of

Search fora blue T

X XTXTXTT
TXXTTXXTX

the features present at that XTTXTTTXX
location and creates a tem- XXTTXXTTT
porary rel’)resentathn Qf all TTXTTXXTX
the object’s properties in an

‘object file’. The contents of XTTXXTXXT

the object file are then used
to recognise the object by
matching it to stored knowl-

Feature search

Search forared T

XXTXTXTT
TXXTTXXTX
XTXXTTXXT
XXTTXXTTT
TTXTTXXTX
XTTXXTXXT

Conjunction search

edge in memory. Treisman
(1988) assumed that con-
scious perception depends
on matching the contents of
the object file with stored
descriptions in long-term memory, allowing recognition. Third, fea-
tures may combine without attention on their own, but sometimes this
conjunction may be inaccurate and give rise to an ‘illusory conjunc-
tion’, for example there may be a ‘red X* and a ‘green Y, but a ‘red Y’
reported. You can try feature search and conjunction search using the
examples in Figure 3.8.

tasks.

3.10 EVIDENCE FOR AND AGAINST FIT

Treisman and Gelade (1980) found that for conjunction search
the time taken to find a target increased linearly with the number
of distractors in the display. However, if the target was defined by
a unique feature, search time was independent of the number of

Figure 3.8 Examples of the kind of stimuli used in feature integration
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Pop-out

An object will pop out
from a display if it is
detected in parallel
and is different from
all other items in the
display.

distractors. This difference in search times was taken as evidence that
when a conjunction is required to identify the target, a serial search
is necessary in which focal attention moves to each object location
in turn, conjoining features at each location until the target is found,
when the search stops. This is called a serial self-terminating search.
However, when a target is defined by just one distinctive feature,
that feature is available on its feature map and calls attention to
itself, resulting in pop-out. Treisman (1986) argued that if attention
is necessary for detecting a conjunction of features, then a pre-cue
for target location should eliminate the need for serial search of any
other display locations. In contrast, as feature search is parallel across
all display locations, a pre-cue to target location should provide no
benefit. Results showed that a valid pre-cue speeded conjunction
search, but had no effect on feature search. This evidence reinforced
the suggestion that attention to location is important in conjunction
search.

There are problems with the original conception of FIT. Attention
is often directed to objects rather than a specific location. Neisser and
Becklen (1975) superimposed two moving scenes and found that it
was easy for participants to segregate the two movies, attending to one
at the expense of the other. A similar effect can be observed when you
watch the credits rolling at the end of a film - you can either watch
the background scene or read the credits, but not both. Here attention
is directed to different ‘objects’ at the same location — so, contrary
to original FIT, location is not the sole factor important for selective
attention. Furthermore, ‘pop-out’ can occur for groups of objects.

Duncan and Humphreys (1989, 1992) put forward attentional
engagement theory, which stresses the importance of similarity not
only between targets but also between distractors. They demonstrated
that similarity is an important grouping factor and, depending on how
easily targets and distractors form perceptual groups, visual search
will be more or less efficient. For example Duncan and Humphreys
manipulated the type of distractors and their relationship to the tar-
get — the participant might have to search for an upright L amongst
rotated Ts, the Ts might be homogeneous (i.e. all rotated the same
way), or heterogeneous (i.e. all at different rotations). According to
FIT the elementary features of objects are coded pre-attentively in
parallel, but the conjunctions necessary to determine if the features
made up an L or a T would require serial search with focal attention.
However, Duncan and Humphreys showed that in some conditions
conjunction search was unaffected by display size, and when all dis-
tractors were homogeneous, thus allowing efficient texture segrega-
tion, absent responses could actually be faster than present responses.
They proposed that selection was at the level of the whole display and
that, in this case, visual search for the target is based in rejection of the
complete non-target group.

Other experiments have shown that response relationship between
targets and distractors is an important factor in the efficiency of target
selection. The amount of interference depends on the spatial proximity
of the distractor letters to the target letter and the nature of the task.
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Laberge (1983) showed that the spotlight of attention could change its
width depending on whether participants were told to focus on a spe-
cific letter within a word or to attend to the whole word. Eriksen and
Eriksen (1974) showed that when letters flanking a target letter share
a compatible response with the target there is less interference than
when the flanking letters have an incompatible response. This result is
evidence for parallel processing to the ‘late’ level of response selection.
Further, they found that the amount of interference from incompatible
distractors was dependent on the separation of the distractors from
the target. Eriksen and St. James (1986) suggested that visual attention
was like an adjustable zoom lens, taking in more or less information
according to task demands. If the zoom was set wide, letters either side
of the target would be processed and cause interference, but if set to a
narrow beam, distractors would not be processed and so not interfere
with the response to the target.

These results are inconsistent with the original FIT which proposed
identification after serial search for conjunctions and a fixed-focus
attention beam. Treisman (1999) proposed a broader conception of
FIT. She suggested that pop-out and texture segregation occur when
attention is distributed over large parts of the visual display, with a
broad ‘window’ rather than a narrow spotlight. When the window
is large, feature maps are integrated at a global level but for accurate
localisation and for conjoining features the window must narrow its
focus. If attention is narrowly focused then stimuli in the unattended
areas will not be processed. Within this model the ‘what’ pathway
includes the motion and colour maps and ‘where’ pathways are those
coding location. Treisman also introduced the idea of connections that
could inhibit non-target properties in a display. However, the more
similarity there is between targets and distractors the less effective an
inhibitory strategy becomes, and this would account for Duncan and
Humphreys’ results. Treisman (1993) also argued that selection could
be early or late depending on the concurrent load on perception; when
perceptual load is low, late selection can occur, but if perceptual load
is high, selection will be early. This idea was developed by Lavie (1995)
as we shall see next.

3.11 THE IMPORTANCE OF TASK
DIFFERENCES

Kahneman and Treisman (1984) suggested that the difference between
experiments supporting early selection and those suggesting late
selection is due to differences in the overall demand for attention in
an experimental task. They distinguished between selective filtering
and selective set paradigms. Tasks such as dichotic listening or
conjunction search involve selective filtering, which is more complex
and attentionally demanding than a selective set task such as the
experiments by Eriksen and Eriksen (1974), which only required
detecting the presence or absence of a letter from a small target set.

Selective filtering

An attentional task
that requires selection
of one source of
information for further
processing and report
in a difficult task such
as dichotic listening
or visual search for

a conjunction of
properties.

Selective set

An attentional task
requiring detection of
a target from a small
set of possibilities.
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As selective filtering tasks tend to provide evidence for early selection and
selective set tasks tend to provide evidence for late selection, perhaps
the nature of the task is an important factor in how attention seems
to operate.

Lavie (1995) proposed that the ability to focus narrowly and exclu-
sively on a target in visual search depends on the perceptual load, or
overall demand on attention of the whole task. She suggested that
‘a physical distinction is a necessary but not sufficient condition for
selective processing’ (Lavie, 1995: 452.) Although a clear physical
distinction, such as colour or a particular voice, can allow relevant
stimuli to be selected from amongst irrelevant stimuli, this differentia-
tion does not necessarily prevent processing of irrelevant stimuli. If
there is enough attention available, stimuli other than the target can
be processed. So, depending on the demand, or perceptual load, of the
overall task, more or less of the available information will be able to
be processed. Once the limit of attention is exceeded, selection will be
required. Here, Lavie is using a ‘capacity’ account of attention rather
than thinking of attention as a bottleneck in a sequence of stages.

The capacity view of attention is similar to that proposed by
Kahneman (1973) and is useful when considering how multiple tasks
are simultaneously performed. According to the capacity view of
attention, when high-priority, relevant stimuli do not use up all the
available capacity, irrelevant stimuli will, unintentionally and auto-
matically, capture any spare capacity. So, studies that show evidence
of late selection such as those by Eriksen and colleagues discussed
above, may do so because the overall task has low load. The task does
not demand all the available processing capacity, so capacity is left
over to process distractors through to the response stage and cause
interference suggestive of late selection. In experiments where there is
high load and all the attentional capacity is demanded for processing
relevant information, there is no spare capacity remaining to process
irrelevant distractors — producing an early selection result. Load the-
ory has received much empirical support and not only appears to be
a resolution to the ‘early-late’ debate, but also provides an important
theoretical link between attention, perception and memory (see Lavie,
20035, 2006, for reviews).

3.12 ATTENTION, WORKING MEMORY
AND DISTRACTION

De Fockert et al. (2001) combined two unrelated tasks, one requiring
selective visual attention and the other a working-memory task. The
selective attention task required the participants to classify written
names as politicians or pop-stars while ignoring the face over which
the word was written. Half the names and faces were congruent, for
example the name of a pop-star written over the face of a pop-star. The
other half were incongruent, for example the name of a pop-star written
over the face of a politician. Participants were required to ignore the
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faces and respond only to the names, classifying them as pop-star or
politician. The selective attention task was embedded in a working-
memory task that required remembering five digits and then deciding
if a specific digit had been in the memory list. The working-memory
task had two levels of difficulty. When the selective attention task was
combined with the difficult working-memory task, RT to the name
was slower in the incongruent condition, showing that when working
memory was more heavily loaded, selective visual attention was less
efficient and unable to ignore the irrelevant stimulus dimension.
Concurrent fMRI measuring activity in the fusiform face area of the
brain showed that activity was greater in the high- than the low-
memory-load condition. Similar evidence for the relationship between
working memory and selective attention was found by Conway et al.
(2001) who showed that people with a low digit span (a measure of
short-term working memory capacity) are more likely to hear their
name on the unattended channel in a replication of Moray’s (1959)
dichotic listening experiment. They also found that low memory span
correlated with distractibility, and reasoned that breakthrough may
result from inability to ignore the unattended channel.

More recently, Forster and Lavie (2007) investigated how this type
of laboratory finding relates to everyday-life distractibility. Their par-
ticipants completed a questionnaire which measured everyday slips of
action and failures of attention. When tested for the effects of distrac-
tors on response competition in a visual search experiment, Forster
and Lavie found that people who scored highly on the questionnaire
experienced greater interference from distractors but only when it was
combined with a low working-memory load. Under high working-
memory load all people showed less distractor interference, even those
who reported being highly distractible in everyday life. This shows that
people fail to ignore distractors in conditions of low perceptual load
and fail to recognise distractor objects in conditions of high perceptual
load, which has implications for everyday behaviours (see Lavie, 2010,
for a review).

3.13 ATTENTION AND COGNITIVE
CONTROL

How do we prepare to detect or respond to some stimuli and ignore
or suppress others? How do we carry out sequences of actions to
achieve a goal? In everyday life we go about mundane activities such
as making a cup of coffee without necessarily realising how complex
they really are. This complexity is evident when we make errors,
for example, in making coffee we may put sugar in the milk jug, or
pour water on the coffee without boiling it. We may go upstairs to
fetch something and do something else instead. In all these cases it is
necessary to set goals, to monitor and update them as the actions are
carried out and avoid being distracted by starting to do other things
we had not planned. Norman and Shallice (1986) proposed a model
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Box 3.3 Some everyday slips of action

Examples of action slips from Reason'’s

(1979) diary study:

e ‘I put my shaving cream on my e ‘| went upstairs to the bedroom but when |

toothbrush.’

e ‘| put the butter on the draining board for.
and two dirty plates in the fridge.’

e ‘| was about to step into the bath when
| discovered | still had my underclothes

’

on.

for the ‘willed’ control of action that distinguishes between routine
behaviours, which are largely automatic, such as making coffee and
non-routine behaviours such as performing the Stroop task you did
earlier. A routine behaviour requires little monitoring; we do it almost
without thinking about it, with the completion of each step in the
sequence automatically triggering the next step. However, the price
paid for this low level of control is that we sometimes make a slip of
action. Norman and Shallice’s model can account for everyday slips
of action. Reason (1979) studied the diaries of 35 volunteers who
recorded their slips of action over a two-week period. He recorded
433 errors which he classified (Box 3.3). Such errors usually occurred

e ‘| picked up my coat to go out when the
phone rang. | answered it and then went out
without my coat on.’

got there | couldn’t remember what | came
Can you think of situations where you have

made action slips? How could you explain what
caused them to happen?

Contention
scheduler

A component of
Norman and Shallice's
(1986) model which

is responsible for

the semi-automatic
control of schema
activation to ensure
that schema run off in
an orderly way.

when familiar, largely automatic tasks were being performed. Norman
(1981) also studied ‘actions not as planned’ and argued they were
a result of different types of failure in the triggering, selection and
application of action schema. Errors could, for example arise from
failing to form or remember an intention or to faulty activation of a
schema when unintentional activation captures behaviour.

For non-routine behaviour, Norman and Shallice (1986) propose
that attention is necessary to achieve the behavioural goal. Such situ-
ations include those that demand planning or decision making; situa-
tions that require error correction; situations where the responses are
not well learned or contain novel sequences of actions; dangerous or
technically difficult situations; and those that require overcoming a
habitual response or temptation.

In this model, information from the perceptual system activates
schema stored in long-term memory (LTM). The most active schema
then takes control of the action system. Schema activation takes place
unconsciously and is controlled by an automatic system, called the
contention scheduler that allows automatic actions to run smoothly.
However, the automatic system must be interrupted if our goal is to
perform behaviour which is different from the one that is automati-
cally activated. If the schema most strongly activated, bottom-up, by
an environmental stimulus always took control of action, it would be
impossible to enact goal-directed actions without being interrupted by
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stimuli that activate well-learned responses. This is what has happened
when you intend to do one task but find yourself doing something else —
a slip of action has occurred. To allow goal-directed behaviour, Norman
and Shallice propose a supervisory attentional system (SAS) that sends
top-down activation to the goal-relevant schema that allows it to take
control of action. Figure 3.9 illustrates how an SAS could intervene to
explain performance of the Stroop task. As goals change, so too must
the activation of the goal-relevant schema. In addition, once a goal has
been achieved it must be cancelled so that it is not repeated.

If you return to the list of Stroop colour words in Figure 3.3 you
can try goal switching by alternately naming the colour of the ink
and naming the word on alternating trials. You should find that shift-
ing goals between tasks, updating and monitoring are very demanding
on attention and short-term working memory. Norman and Shallice’s
model can also account for the behaviour of patients with frontal
damage, who demonstrate frontal lobe syndrome (Baddeley, 1993),
also discussed in Chapters 7 and 9.

Miyake et al. (2000) proposed three executive functions; inhibition
(as required when naming the ink colour in the Stroop task), shifting
(required when switching attention rapidly between tasks), and updating
(which refers to updating the contents of working memory and allows
us to monitor progress of an ongoing task). Evidence from positron
emission tomography (PET) has revealed that there are different pat-
terns of pre-frontal cortex activity according to which aspects of control
are being done. Collette et al. (2005) found that all tasks involved
activity within different regions of pre-frontal cortex and that all tasks
involved activation of the right intraparietal sulcus, which they propose

Input stimulus: Automatic schema activation Response to
GREEN word
Word ‘Green’ >

Task: ‘Green’
name the dominates

response to
word Colour ‘Red’ colour

(a)
Input stimulus: Word ||‘Green’ Response to
GREEN V colour
Task: N ‘Re(:!’
name the colour Colour ‘Red’ dominates
biased schema activation response to the
word

(b)

Frontal lobe
syndrome

The pattern of deficits
exhibited by patients
with damage to

the frontal lobes.
These patients are
distractible, have
difficulty setting,
maintaining and
changing behavioural
goals, and are poor at
planning sequences of
actions.

Figure 3.9 A simplified
explanation of how
Norman and Shallice’s
(1986) model explains
automatic behaviour and
behaviour controlled by the
SAS in the Stroop task. (a)
Automatic response. When
the task is to read a word
the activation for word
naming is stronger than
that for colour naming and
automatically takes control
of response. (b) Controlled
response. When the task

is to name the colour the
SAS sends activation to
the colour schema. This
allows the colour schema
to overcome the activation
of the schema for word
response and the colour is
named.



90 Chapter 3 | Attention

Figure 3.10 Multitasking.
Source: Shutterstock.

is important for selection of relevant stim-
uli and the inhibition of irrelevant stimuli.
The left superior parietal sulcus is involved
in switching attention and integrating
information and the left pre-frontal cor-
tex is involved in monitoring ongoing
activity and temporal organisation. Other
experiments using transcranial magnetic
stimulation (TMS) have indicated that
dual task performance also activates the
dorso-lateral prefrontal cortex (Johnson
and Zartorre, 2006). The frontal lobes,
where executive processing is located, are
very complex and are important for many
aspects of executive control.

3.14 COMBINING TASKS

In everyday life we are familiar with the problem of trying to do two
tasks at once and know that sometimes we have to stop doing one task
because it is impossible to do them both without making a mistake.
Often we find ourselves having to ‘multitask’ (Figure 3.10).

We have already discussed a capacity view of attentional resources
when we met Lavie’s (1995) load theory. When we attempt to combine
tasks, attentional capacity can be allocated alternately to one or other
of the tasks or we can attempt to share it between the tasks. However,
although some tasks are difficult to combine, others’ combinations are
much easier. Posner and Boies (1971) attempted to discover why this is
so. In their experiment participants were required to combine a visual
matching task, which required a key response, with a tone detection
task, which also required pressing a key. Reaction time to detect a
tone depended on when it was presented during the visual task. If the
tone arrived while the warning signal was being presented or while
the participant was waiting for the first letter, there was no effect on
tone detection. However, if the tone was presented at the same time
as either of the letters, participants were slower to respond to it. The
slowest response was when the tone was presented during the interval
between letter presentations while the participant was attending to
the first letter in preparation for response to the second. It appeared
that, in this case, both tasks were competing for the same attentional
resource. During waiting times of the visual task, attention was free
to deal with tone detection, but when the visual task also demanded
attention, resources were shared leaving less attention for detecting or
responding to the tone. These results appeared to show that the same
resource was being shared between the visual and auditory task. To test
this, Mcleod (1978) changed the response required to the tone from
key-pressing to saying ‘bip’. With this response combination there was
no interference between tasks no matter when the tone was presented.
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This result showed that when the response systems for the two tasks
were different, interference disappeared, which is inconsistent with the
idea that visual task and auditory task shared the same resource.

Rather than a general limitation on attentional resource capacity,
the interference between tasks seemed to depend on how each stimu-
lus was linked with its response, or stimulus—response compatibility.
Shaffer (1975) showed that skilled typists could copy-type and simul-
taneously do a shadowing task, but could not audio-type and read
aloud. In these experiments copy-typing could be combined with
shadowing because the processing route from the shadowed input
to the speech output used a different processing system to that used
for mapping the visually presented words onto finger movements. It
appeared that when there was no competition for specific processing
resources or stimulus response mappings, tasks could be combined
more easily. However, were all aspects of these tasks really being per-
formed at once? Welford’s (1952) experiments on the psychological
refractory period (PRP) were taken as evidence for a central limit on
processing. Greenwald and Shulman (1973) showed that the PRP,
as in the experiments mentioned above, was also affected by stimu-
lus response compatibility. However, further tightly controlled stud-
ies (e.g. Pashler, 1990, 1994; Lien et al., 2002) have detected PRP
effects even in tasks that do have stimulus response compatibility.
The probability is that experiments that appear to show no interfer-
ence between tasks are not sufficiently sensitive to detect small, but
reliable costs in concurrent task performance. Tasks may more easily
be combined when there is no requirement for absolute synchronic-
ity, allowing attention to be rapidly switched between the tasks. This
may have been happening in tasks such as typing while shadowing in
Shaffer’s (1975) experiment. What about other real-world activities,
like driving?

Laboratory tasks are usually simple, presented in a predictable
order and have simple responses. Levy et al. (2006) wanted to deter-
mine whether central-bottleneck phenomena, like PRP, would gen-
eralise to everyday tasks such as driving. Using a driving simulator,
participants drove along a winding road, using a steering wheel and
pedals, following a lead car that travelled at varying speeds. The lead
car occasionally braked, requiring the participants to brake. This was
the ‘braking task’. This task is a simple reaction time task (SRT), as
the only response to seeing the braking lights of the lead car is to
press the simulator brake pedal — no choice is required. In addition,
participants performed an intermittent choice response task (CRT) in
which they had to indicate, with either a manual or vocal response,
whether a brief auditory or visual stimulus was presented only once or
twice. Manipulations of CRT task were the modality of presentation,
visual or auditory; modality of response, vocal or manual; and stimu-
lus onset asynchrony (SOA) between the choice and braking tasks in
the dual-task condition. There were two types of trial: single-task tri-
als, where each task was performed alone; and dual-task trials, where
the tasks were performed concurrently.
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Box 3.4 Attentional blink

Attentional blink (AB) is the phenomenon
that the second of two targets cannot be
detected when it appears close in time to the
first. It is used to study the effects of attention
distribution over time. In all AB experiments
stimuli are presented at the same spatial
location so that it is only time that
differentiates one stimulus from the next. A
typical experiment (e.g. Raymond et al., 1992)
uses an RSVP task in which a rapid series of
visual presentations, at a rate of between 6
and 20 items per second, are shown to the
participant. The target in the first half of
the visual stream might be a white X, then
the task is to detect if an X appears in the

second half of the stream. Results show that
when the second target is correctly identified
participants are very likely to miss the second
target if it is presented between 100 and 500
ms afterwards. At longer intervals the second
target is much more likely to be detected.
Originally AB was thought to be due to
attentional resource limitations (Chun and
Potter, 2001) or suppression of temporally
close distractors (Olivers, 2007). However,
Nieuwenstein et al. (2009) have evidence
to suggest that AB results from difficulty
in engaging attention twice within a short
period of time. For an online demonstration
of AB go to Shapiro et al. (2009).

The choice task showed large effects of stimulus and response
modalities similar to those found by experiments mentioned previ-
ously. However, the most important finding in this experiment was
that the braking task reaction times increased as SOA between the
choice and braking tasks was reduced, showing that the standard PRP
effect generalises even to a well-practised everyday task — braking in
response to the onset of the leading car’s brake lights. Although the
choice task was easy, it still produced a dual-task decrement when
combined with the braking task. This interference between tasks was
interpreted by Levy et al. (2006) as evidence for a central bottleneck
in processing and therefore that vehicle braking is not ‘automatic’.
It shows that even a ‘trivial’ additional task can slow the braking
response and is consequently of importance for driving safety.

It is now well established that concurrent activities lead to deterio-
ration in driving performance. For example Strayer and Drews (2007)
using an event-related potential (ERP) measure found that the P300
wave, which is a neurophysiological indication of attentional activity,
was reduced by 50 per cent when mobile phone use was combined
with an urgent response to the onset of brake lights to the car in front.
When two stimuli appear in rapid succession the second stimulus may
be missed. This is called attentional blink (Box 3.4).

3.15 PRACTICE, AUTOMATICITY AND
SKILL

Schafer’s typists were highly skilled. Their ability to copy-type had
become automatic through years of practice. So, what happens with
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practice? We have talked about automatic and controlled processes
throughout this chapter but we have not yet discussed this distinction
in detail. Shiffrin and Schneider (1977) proposed a two-process theory
of controlled and automatic processing. They conducted a series of
experiments in which participants were given thousands of trials using
a multiple-frame visual search paradigm. In the first frame, one, two
or four stimuli were presented, which were to be remembered — the
memory set. Next there was a fixation dot followed by a succession
of 20 frames in which one, or none of the memory set was presented
and the participant was to decide whether any of the memory set was
present in the display. The crucial experimental manipulation was the
mapping between the stimuli of the memory set and their responses.
In the consistent mapping condition, targets were always consonants
and distractors were always digits. In the varied mapping condition,
both the memory set and distractors were a mixture of letters and
digits. Results showed that with consistent mapping, search time was
virtually independent of both the number of items in the memory set
and the number of items in the display, as if search is taking place in
parallel - reflecting ‘automatic processing’. By contrast, in the varied
mapping condition, participants were slower to detect targets and RTs
increased with the number of distractors in the display - reflecting
attention demanding ‘controlled processing’.

Letters and digits belong to different categorical groups and have
well-learned habitual responses. To test if, with practice, it was pos-
sible for participants to develop automatic processing for a novel
arbitrary distinction, Shiffrin and Schneider did another experiment.
They divided the consonants into two groups, B to L and Q to Z.
Using consistent mapping, one set of consonants was always the tar-
get set and the other set was always a distractor. After over 2,100
trials, performance began to resemble that of the letter—digit experi-
ment. Search became fast and independent of the number of display
items, the hallmark of automaticity. Now that automaticity was estab-
lished the response mappings were reversed, i.e. letters that had once
been targets became distractors and vice versa. There was a dramatic
change in performance. To begin with, subjects were unable to ‘change
set’, responses were very slow, error prone, with many intrusions from
the distractor set and performance was limited by both memory set
size and number of distractors. However, after a further 2,400 tri-
als of practice, participants were performing at the same level as they
had been after 1,500 trials in their original training. It was as if the
previously learned automatic response had to be unlearned before the
reversed set could become automatic. These experiments and many
others provide support for two types of processes involving atten-
tion; one type that runs off automatically beyond conscious control
and another that can be quickly adapted by conscious intentions.
Furthermore, they show that, over thousands of trials, automaticity
can gradually develop and that once a process has become automatic
it does not draw on limited attentional resources. There are, however,
some serious difficulties with this view and the distinction is not as

Consistent mapping
A task in which
distractors are

never targets and
targets are never
distracters, so that
there is a consistent
relationship between
the stimuli and the
responses to be made
to them.

Varied mapping
The condition in which
a stimulus and its
response are changed
from trial to trial.




94 Chapter 3 | Attention

clear-cut as once thought. Also, there needs to be some explanation of
what actually happens when automaticity develops.

Moors and De Houwer (2006) proposed that automatic processes
have four features; they are goal unrelated, unconscious, fast and effi-
cient, i.e. they place little or no demand on attentional resources or
capacity. They suggest that rather than there being a clear-cut distinc-
tion between automatic and controlled processes, the difference is
graded. This view is supported by a review of neuro-imaging studies.
Saling and Phillips (2007) found that the development of automaticity
involved a shift in brain activity from cortical areas towards sub-cortical
areas. In particular, Jansma et al. (2001) showed, using fMRI, that
during the development of automaticity in a consistent mapping task
there is a reduction in activity in frontal areas associated with execu-
tive control. Despite problems of definition, the terms automatic and
controlled processing are widely used, as they seem to capture some
fundamental difference between processing types.

We have seen that, with practice, some tasks can become auto-
matic and are involved in skilled performance. Skills can be cognitive,
such as problem solving; perceptuo-motor, such as typing; or a com-
bination of both cognitive and perceptuo-motor, such as driving. We
may also use the term ‘expert’ to describe their performance. In all
cases it is ‘practice makes perfect’. Newell and Rosenbloom (1981)
showed that the learning curve for skill can be described as a power
law; although we never stop improving with practice the initial rapid
improvement gradually becomes less and less as we become more
skilled (Figure 3.11).

When an expert driver stops at a red light, the stimulus automatically
triggers a sequence of actions that brings the car to a halt. The expert

driver can drive and hold a

Performance quality

A

3

conversation. However, for
a novice driver the red light
does not trigger a single pro-
cess but rather a set of actions
to do with braking — clutch
control, brake control, gear
disengagement, possibly with
some verbal self-instruction.
They cannot concurrently
have a conversation. Often,
when attempting a novel
and difficult task we hold
the instructions in work-
ing memory to tell ourselves
what to do. So, as a skill is

= learned, performance changes

Trials of practice both  qualitatively ~ and
quantitatively. One way of

thinking about how perfor-

Figure 3.11 The power law of practice. mance changes with practice
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was proposed by Fitts and Posner (1973). In the first, ‘cognitive phase’,
the learner tries to understand the task and follows instructions.
During this phase, performance is error prone and feedback is needed
to demonstrate where the learner went wrong. As the learner improves,
they enter the ‘associative’ phase. Now the learner starts to rely more
on self-monitoring, and the activity begins to form into larger units
of performance and become fluent. At this stage, the task can begin
to be combined with another task, like talking, because it has become
more automatic. As the component processes of a task become more
and more automatic they become less and less under direct conscious
control and less likely to be interfered with by other activities or
distractions.

Another influential account of expert performance is the ‘adap-
tive control of thought — rational’ (ACT-R), put forward by Anderson
et al. (2004), based on Anderson’s earlier ACT* model. This theoreti-
cal framework was developed and extended by Anderson et al. (2008).
ACT-R has four modules, each of which performs its own operations:
a retrieval module responsible for maintaining retrieval cues needed to
access stored information; an imaginal module involved in transform-
ing problem representations; a goal module that tracks intentions and
controls processing; and a procedural module that uses production
rules and is the heart of the system.

The procedural module works like a production system. The basic
principle underlying production systems is that human cognition can
be conceived of as a set of condition—action pairs called productions.
The condition specifies a set of data patterns and IF (the condition)
elements matching these patterns are in working memory THEN
(the action) rule can be applied. For example IF the traffic light is
red THEN stop the car. In ACT-R there are three memory types: pro-
cedural memory (to which we have no conscious access) and declar-
ative and working memory (to which we do have conscious access).
These types of memory are discussed further in Chapters 5 and 6.
Working memory contains the information currently available to
the system but because working memory has only a limited capacity,
consciously maintaining all the steps involved in doing a complex
task would overload it — as in the novice driver. However, if only
a small amount of information needs to be represented in working
memory the system can run more efficiently — as in the expert driver.
With practice, rules of the task become procedures. New I[F-THEN
procedures are formed using knowledge gained in the initial stages
of learning and new conditions can become embedded into them.
For example, IF the traffic light is red AND it is icy THEN brake
gently. This ‘proceduralisation’ frees up space in working memory
because the declarative knowledge no longer needs to be explicitly
retrieved. The rules governing behaviour are available to the pro-
cessing system, but may no longer be available to consciousness.
As we become more practised at a task, we gain expertise. We are
able to perform the task fluently but cannot explain to someone else
exactly how we do it.

Production system
A computational
model based on
numerous IF-THEN
condition-action
rules. IF the rule

is represented in
working memory
THEN the production
stored in long-term
memory is applied.
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Procedural
knowledge

unconscious
knowledge about
how to do something.
It includes skills

and knowledge that
cannot be made
explicit but can be
demonstrated by
performance.

Eliciting knowledge from experts and skilled operators can be
extremely difficult; when asked how they do something, they do not
know - they ‘just do it’. Logan and Crump (2009) found that skilled
typists have little explicit knowledge of what their fingers are doing, and
Liu et al. (2010) point out a paradox in skilled performance. ‘Experts
spend years acquiring knowledge about their skill, which they use very
effectively to support their performance, but have little explicit access
to that knowledge’ (p. 474). They investigated skilled typists’ ability
to report knowledge about the layout of keys on a standard keyboard
and found they had poor explicit knowledge of key locations. This
result could be explained by assuming that years of practice have built
up procedural knowledge which is implicit and allows performance of
the task but cannot be made available to consciousness.

Once performance is automatic there is evidence that consciously
attending to it can actually interfere with performance. Beilock et al.
(2002) tested expert golfers’ putting performance. The golfers were
asked to focus their attention on components of the task, such as mon-
itoring the swing and stopping the follow through, in a single task con-
dition and in a dual-task condition in which the golfers putted while
doing a tone detection task. Results showed that putting performance
was better in the dual-task condition than under the skill-focused con-
dition. The explanation for this is that directing attentional control
interferes with the running-off of the automatic process. So, while
most of the time we think we should ‘pay attention’ it appears that
sometimes paying attention is detrimental to performance.

SUMMARY

e Attention is limited. It can be viewed as either a limiting step in
information processing or as a limited capacity for processing. It
comes in a variety of forms.

e Attention operates on functions that are widely distributed across
the brain and functions to select prioritise and integrate percep-
tions and actions.

e Attention is involved in binding features and results in conscious
awareness.

e A long debate over the locus at which selection took place, the
‘early-late debate’, has been resolved by assuming that atten-
tional capacity is allocated flexibly according to overall task
demand.

e Concurrent working-memory load interacts with selective atten-
tion. Attention may be intentionally controlled or captured
automatically.

e With practice, tasks that initially demand attention can become
automatic but attending to automatic processes involved in skills
can interrupt them.
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Disorders of
perception
and
attention

Tom Manly and Hayley Ness

4.1 INTRODUCTION

In the previous chapters we described the processes involved in percep-
tion and attention, and described how we construct an internal represen-
tation of the world around us. Given the complexity of these processes, it
is not surprising that brain damage can disrupt perception and attention.
These can have devastating consequences for peoples’ everyday lives.
Examining the range and nature of these impairments can also give us
useful clues as to the beautiful computational complexity and efficiency
of the unimpaired system. To adapt a well-used analogy, a television that
is in perfect working order tells you little about how it works. When it
malfunctions, however, it emits clues as to its underlying structure; if you
can hear the sound but not see the picture you know immediately that, at
some level, these two functions are handled differently within the system.
The hope is that by studying disorders of perception that we can better
understand normal function and find better ways to help patients cope
with impairments. The emphasis in this chapter is to study the pattern
of disorders with relatively little emphasis on the location of functions
within particular brain regions. We have taken the view that it is more
important to know how we perceive than where we perceive.

Before we proceed, we would like you to try a demonstration that
you may well have done before. In the box below is a dot. Close your
left eye and hold the book about 5 cm from your face and look straight
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Synaesthesia

A condition in

which individuals
presented with
sensory input of one
modality consistently
and automatically
experience a sensory
event in a different
modality (for example
seeing colour on
hearing musical
notes).

Synaesthete
A person who
has the condition
synaesthesia.

at the dot. Then, without moving your eyes to track the dot, move the
page slowly to the right (to the left if using your left eye).

At some point, the dot will disappear. You have found your blind-spot
where your retina meets the optic nerve and is insensitive to light. Now, still
with one eye, look back at the complex world around you. Where is the
blind spot? How does the world look so complete? One of the most star-
tling perspective shifts we undergo in studying the brain is knowing that all
that is ‘out there’ (from a visual perspective) is light of different intensities
and wavelengths bombarding the retina at 299,792,458 metres per second.
The world of objects and people and faces and colours and textures that
we see are actually reconstructions, or perhaps more accurately, predictions
by the brain of objects that the light has bounced off on its journey to the
retina, based on its knowledge of the world. The section on visual illusions
in Chapter 2 provides other good examples.

Most of the disorders discussed in this chapter result from brain injury,
which leaves the affected individual with a noticeable deficit. However, the
first ‘condition” we will consider is a little different. This is the extraordi-
nary case of synaesthesia, Whilst it can begin following an injury to the
brain (Fornazzari et al., 2011), many people with synaesthesia have had
it for as long as they can remember and regard it as a gift rather than a
disability. For the remainder of the chapter we will study other syndromes
which have an increasingly specific impact on perception and attention. We
will first consider disorders which prevent conscious perception or distort
attention, then we will consider disorders which affect the ability to recog-
nise objects, and finally we will discuss disorders which appear to affect the
ability to recognise one particular category of object or the ability to encode
one particular type of information.

4.2 SYNAESTHESIA

What colour is Monday? How about the number 72 What does blue taste
like? For most of us these are ludicrous questions. For a minority of you
reading this chapter they will make perfect sense. These readers show syn-
aesthesia, which literally means ‘to perceive together’. When presented with a
particular stimulus, a person with synaesthesia (synaesthete) will consistently
and automatically experience another sensory event, sometimes in the same
modality (e.g. both in vision), sometimes in another sense. The most common
form is to experience a colour on seeing or hearing a letter, number or word.
The triggers of synaesthetic experience are called inducers. Hence, Monday
might be yellow, and 7 might be red. Other examples include linking colours
with familiar faces, days, or weeks, but also feeling sounds, seeing musical
notes, seeing tastes and tasting colours (Baron-Cohen et al., 1996; Carpenter,
2001; Ward, 2013). Many synaesthetes also report that inducers which fol-
low a reliable sequence (e.g. letters of the alphabet, days of the week, months
of the year) are experienced in a particular spatial arrangement, for example
as segments in an arc projected around the body (Figure 4.1).

The first known report of synaesthesia was in the 1812 dissertation of
an Austrian doctor, George Sachs, who described his own colour sensations
when exposed to letters and numbers (Jewanski ez al., 2009). Although
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brought to greater prominence by Galton in the latter years of that century
(Galton, 1883), with the rise of behaviourism and its scepticism about sub-
jective reports, it largely fell from scientific favour. In the 1980s a landmark
paper by Baron-Cohen et al. (1987) brought the topic back into mainstream
cognitive psychology. Baron-Cohen responded to an advertisement placed
in a psychology journal by a synaesthete called EP who described herself
as ‘an artist who has experienced the life-long condition of hearing words
and sounds in colour’. First, they tested the replicability (reliability) of EP’s
synaesthetic experiences. She was asked to describe her response to 100
aurally presented words, letters, names and numbers, and a selection of non-
words. Ten weeks later and without warning she was retested on the same
list. In every case her description matched that on the first test. This 100
per cent replication contrasted with just 17 per cent in a non-synaesthete
asked to remember her random responses over just a two-week period. EP’s
remarkable consistency was achieved despite the fact that the descriptions
she provided were much more elaborate than those offered by the control
participant (Figure 4.1). For many synaesthetes, the colour induced by the
first letter determines the apparent colour of a word. However, when EP was
presented with word-like letter strings (called pseudo-words, e.g. “bralbic”)
her synaesthetic experience was a mix of the colours induced by each letter.

Inducing Item Description of the induced synaesthetic experience
Moscow darkish grey with spinach-green, and a pale blue in places
Fear Mottled light grey, with a touch of soft green and purple
Daniel deep purple, blue and red, and is shiny

Maria deep violet blue

Huk (non-word)  The combination of the colours of the component letters;
dark red (H), yellow (U), and purple (K)

H Dark red

M Blue-black

Q Greeny yellow
Part (a)

Some examples of the very consistent colour descriptions offered by
synaesthete EP in response to the sound of words, names, non-words
and letters.

AB C D E
FG
H
|
J
KL MN
O
P
Q
R
S
T
U
\
W
XY Z

Part (b) The spatial arrangement of the letters of the alphabet as perceived by EP

Figure 4.1 Baron-
Cohen'’s investigation of
EP’s synaesthesia.

Source: After Baron-Cohen
et al. (1987).
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THE NATURE OF SYNAESTHESIA

This high level of consistency over time is not unique to EP. In fact
Mattingley et al. (2001) reported accuracy levels of 80-100 per cent in
a group of fifteen synaesthetes compared with 30-50 per cent in fifteen
non-synaesthete controls. The synaesthetes’ reports were significantly
more consistent over a three-month test—retest interval than were the
controls after a delay of just one month. For some classes of items,
such as Arabic numerals, the synaesthetes achieved a mean consistency
of more than 90 per cent compared with less than 30 per cent consist-
ency in the control participants.

Synaesthesia is usually a unidirectional process; the letter A may
give rise to the perception of red but not vice versa. For most synaes-
thetes, simply imagining the inducer can be enough to produce the
response. Synaesthetic experiences are limited to fairly low-level per-
cepts such as colour or spatial location rather than the appearance of
a face or an object (Grossenbacher and Lovelace, 2001). Curiously, a
high number of inducers seem to be things that we learn as children,
such as letters, numbers, or days, where the relationships between the
perceptual form and the entity that it represents is arbitrary but fixed
within a culture.

An interesting study (Witthoft and Winawer, 2013) linked con-
sistent colour—letter associations in eleven synaesthetes to a specific
Fisher-Price coloured letter set that had been manufactured between
1972 and 1990 (which all but one of the participants then reported
being able to recall from their childhood). This result does not mean
that all synaesthesia is based on such developmental experiences, but
it is important in suggesting that learning can play a role.

Most synaesthetes regard their condition as a good thing (Carpenter,
2001). However, Baron-Cohen et al. (1996) describe one individual,
JR, who experienced particularly strong colour and sound associa-
tions working in both directions. Each colour in a scene triggered a
different musical note, each sound a different colour. Understandably,
this was rather overwhelming and JR restricted her lifestyle to avoid
excessive stimulation.

Steven and Blakemore (2004) reported the details of six synaesthetes
who experienced seeing colours on hearing or thinking about letters
or numbers, despite being blind for many years. All had experienced
letter—colour synaesthesia for as long as they could remember and
the condition persisted after they became blind. One of the six had
been blind for thirty-five years. Another experienced colour when he
touched the raised dots of Braille characters even though he had been
without colour vision for ten years. As Steven and Blakemore com-
ment, this suggests that synaesthesia ‘persists for very long periods with
little or no natural experience in the referred modality’ (2004: 855).

There is a great deal of commonality to the subjective reports pro-
vided by synaesthetes. Almost all report that they have had the con-
dition for as long as they can remember (Baron-Cohen et al., 1993)
and many have strong memories of the moment at which they discov-
ered that they were different to other people (see Box 4.1). However,
Dixon et al. (2004) distinguish two forms of synaesthetic experience.
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Box 4.1 Discovering one is a synaesthete: A case history

Synaesthete Patricia Duffy provides a vivid It had never come up in any conversation
account of the moment she first realised that  before. | had never thought to mention it
her experience of coloured letters was unusual. to anyone. For as long as | could remem-
Duffy recounts a conversation she had at age 16 ber, each letter of the alphabet had a dif-
in which she reminisced with her father about ferent color. Each word had a different
learning to write the letters of the alphabet color too (generally, the same color as

(Duffy, 2001): the first letter) and so did each number.
The colors of letters, words and humbers
| said to my father, ‘I realized that to make were as intrinsic a part of them as their
an “R”, all | had to do was first write a “P” shapes, and like the shapes, the colors
and then draw a line down from its loop. never changed. They appeared automati-
And | was so surprised that | could turn a cally whenever | saw or thought about let-
yellow letter into an orange letter just by ters or words, and | couldn’t alter them.
RIZE e, | had taken it for granted that the whole
‘Yellow letter? Orange letter?” my father world shared these perceptions with me,
said. ‘What do you mean?’ so my father's perplexed reaction was

totally unexpected. From my point of
view, | felt as if I'd made a statement as
ordinary as ‘apples are red’ and ‘leaves
are green’ and had elicited a thoroughly
‘The colors of the letters?” my father said. bewildered response.

‘Well, you know," | said. * “P" is a yellow
letter, but “R" is an orange letter. You
know - the colors of the letters.’

They differentiate between ‘projectors’, who experience the colour as
if it were ‘out there’ in the physical world superimposed on the stimu-
lus, and ‘associators’, who see the colour in their ‘mind’s eye’. Dixon
et al. report that about 90 per cent of synaesthetes in their sample were
associators. We will return to this distinction later.

INCIDENCE AND FAMILIARITY

Based on response rates to newspaper adverts, Baron-Cohen et al.
(1996) estimated the incidence of synaesthesia at about 1 in 2,000, with
about 80 per cent being female. There are of course many problems with
this sampling method, including how representative the readership are,
the likelihood of responses from people who believe they are synaes-
thetic and those who do not, and possibly different propensities of men
and women to respond. More reliable methods include screening with
checks on the test—retest consistency of the subjective reports. Reviewing
these studies, Ward (2013) cites prevalence rates from 0.2 per cent of the
population for taste—shape synaesthetes, 1.4 per cent for letter/number—
colour, and up to 20 per cent for those who image sequences into spatial
arrays. These studies suggest that an approximately equal number of
men and women have synaesthetic experiences.

In Baron-Cohen’s newspaper survey, about one-third of synaesthete
respondents reported having a relative who also had synaesthesia. This



104 Chapter 4 | Disorders of perception and attention

is higher than you would expect based on the general frequency in
the population, and subsequent studies suggest a genetic component,
though it is always important to keep in mind the possible influence
of shared environment. Any genetic component is now thought to
involve multiple genes and not a specific sex-linked (X-chromosome)
component, as first suggested by Baron-Cohen (Smilek et al., 20035;
Asher et al., 2009; Tomson et al., 2011). What appears to be shared in
families is not the precise manifestation in terms of particular inducer—
modality pairings but rather a more general predisposition (Ward
et al., 2007). Even when family members do share, say, letter—colour
synaesthesia, they are no more likely to agree on the colour of any par-
ticular letter than unrelated synaesthetes (Barnett et al., 2008). A gen-
eral predisposition account would also help explain why the majority
of synaesthetes report more than one type of synaesthetic experience
(Baron-Cohen et al., 1996). We return to the idea of a predisposition
to synaesthesia in the brief discussion of candidate neural mechanisms
below. Before that we turn to what experimental psychology methods
can tell us about this phenomenon.

EXPERIMENTAL INVESTIGATIONS OF

SYNAESTHESIA

Several researchers (e.g. Mills et al., 1999; Mattingley et al., 2001)
have used versions of the Stroop test (Stroop, 1935) to investigate
synaesthesia (see Chapter 3 for details of the Stroop task). In these
tasks, a synaesthete is asked to identify the actual colour of a series
of stimuli, some of which are inducers and some not. It turns out that
when the inducer colour matches the synaesthetic colour (is congru-
ent), responses are significantly faster than on neutral, non-inducer,
trials. When an inducer has a different (incongruent) colour, it inter-
feres with performance and responses are significantly slower than
neutral trials. Even when it is interfering with the task, therefore, it
appears that synaesthesia cannot be ‘switched off’; hence the responses
are termed mandatory or automatic.

Mattingley et al. (2001) modified the Stroop technique to investigate
whether conscious processing of an inducer is necessary for a synaesthetic
response. Inducers were presented very briefly followed by a visual mask
(visual masks are a scramble of lines etc. that disrupt the representation
preserved after a picture has disappeared, reducing the time available to
‘see’ the image). We know that such brief, masked presentations are reg-
istered in the brain at some level because they can influence (or ‘prime’)
responses to subsequent related material. However, this technique pre-
vents conscious awareness, and neither the synaesthetes nor the control
participants were able to report what they had seen. Under these con-
ditions, no synaesthetic Stroop interference was found. It appears that
conscious awareness is therefore necessary for synaesthetic responses
to occur. This idea is supported by studies that used visual search para-
digms. If you are asked to look out for the red letter F amongst lots of
other red letters, the more other letters there are, the longer you will
take to find it. If, however, you are asked to look for the red F amongst
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blue letters, the number of these extra distractors makes little difference;
the distinctive red letter ‘pops out’” and can be detected at a glance (see
Chapter 3). So, if synaesthetes cannot help but experience, say, a blue F
as red, do they have a built-in advantage in separating it out from blue
distractors? No such advantage was found (Edquist et al., 2006) again
suggesting that conscious attention to the inducer is necessary before the
synaesthetic experience will occur.

Conscious attention to the inducer may be necessary but does the
inducer actually need to be present? Dixon et al. (2000) worked with
a number—colour synaesthete called C who completed a Stroop task.
Each trial had the sequence: number, arithmetic operator (+, {min}
etc.), number, colour patch (e.g.2...+...5...[green]). C was asked
to name the colour as quickly as possible. It turned out that when
the colour patch was congruent with the colour induced in C by the
answer to the sum (7), she was significantly faster than when it was
incongruent, despite it never being presented. A similar conclusion fol-
lows from Myles et al. (2003). An ambiguous grapheme like 2 can
appear as a number or letter depending on context (e.g. 1234, 2ebra).
This enabled the researchers to use the same stimulus in both congru-
ent and incongruent trials in a Stroop task. The results demonstrated
that it was the synaesthete’s interpretation rather than the physical
properties of the stimulus, which predicted the synaesthesia.

Taken together, these careful experiments show that synaesthetic
experiences are reliable over time, appear mandatory or automatic,
occur whether the inducer is physically present or in the mind, but
require conscious attention to the inducer.

BRAIN-IMAGING STUDIES OF SYNAESTHESIA

Functional brain-imaging techniques, such as functional magnetic
resonance imaging (fMRI), allow researchers to examine changes in
measures of brain function as volunteers perform different sorts of
tasks, think different thoughts, remember different things and so on. It
is important to remember that these techniques all have some limita-
tions. fMRI, for example, takes advantage of detecting changes in the
oxygen level of blood in different parts of the brain (the blood oxygen
response level, or BOLD, signal). Areas that are working harder dur-
ing a given task require more oxygen and this arrives via the blood a
few seconds after the work is done and takes a few more seconds to
dissipate. When we are looking at fMRI patterns, therefore, we are not
looking directly at brain function but a map that is somewhat blurred,
both spatially and in time, in a brain where blood is flowing in many
directions for different reasons, creating a noisy signal.
Electroencephalography (EEG) records minute changes in voltage
detectable from electrodes harmlessly resting on the scalp. These meas-
ures are very sensitive to millisecond-by-millisecond changes but give
us only a crude idea about which parts of the brain (or combinations
of parts) the signals are coming from. Very occasionally, it is possible
to directly record electrical activity from a small group of brain cells,
for example, when a volunteer is being prepared for essential brain

Functional magnetic
resonance imaging
(fMRI)

A medical imaging
technology that uses
very strong magnetic
fields to measure
changes in the
oxygenation of the
blood in the brain and
thus map levels of
activity in the brain. It
produces anatomical
images of extremely
high resolution.
Electroencephalo
graphy (EEG)
Recording the brain’s
electrical activity via
electrodes placed
against the scalp.
Can be used to
continuously record
rhythmic patterns

in brain function or
particular responses
to events (event-
related potentials).

105




106 Chapter 4 | Disorders of perception and attention

Event-related
potentials (ERP)

Systematic changes in
the brain’s electrical
responses linked to
the presentation of a
stimulus. Typically the
stimulus is presented
numerous times

with the EEG signals
time-locked to its
occurrence then being
averaged to separate
the signal from noise.
Transcranial

magnetic
stimulation (TMS)

This technique

uses an electrical
coil placed near

the surface of the
head to induce a
rapid change in the
magnetic field, which,
in turn, produces

a weak electrical
current in underlying
brain tissue. This can
cause depolarisation
or hyperpolarisation.
The technique can
use single bursts or
repetitive stimulation.
It can be used to
support inferences
about the role of
that brain region

in a particular task
(e.g. by showing that
repetitive stimulation
slows responses in
task a but not task

b, that the region is
involved in task a).

surgery. This gives you a very precise picture of the response to a given
stimulus etc. i that area but no way of knowing how this links to
what is happening in the rest of the brain. The methods described
so far are observational-correlational, as an area may respond under
certain conditions but we do not know exactly what it is doing or how
it contributes to a behavioural response.

Transcranial magnetic stimulation (TMS) is a method that allows
some inference about the functional involvement of a brain area in
a process. In TMS an electromagnetic coil near the scalp is used to
induce an electrical pulse in the underlying cortical region. This can
cause excitation or, with repeated stimulation, a period of under-excit-
ability, a little bit like a temporary brain lesion in that area. If inhi-
bition worsens performance on a task, for example, it suggests that
brain area was contributing to good performance. A limitation of this
technique is that it is only really effective near to the cortical surface.

Understanding the limitations of these techniques is important, because
the last few decades have seen many examples, particularly in the press,
of the logical fallacy (‘neurorealism’) that something that has a detectable
‘brain signal’ is more real than something that does not. In the case of
synaesthesia, it would be wrong to conclude that the synaesthesia is real
because it was associated with activity in regions that are also sensitive to
colour — perhaps simply imagining colour could have the same effect, or
perhaps these regions are involved in some other way such as anticipating
colour judgements. Similarly, it would be very dangerous to conclude that
a synaesthetic experience was not real just because your method could not
detect a reliable signal in a particular brain region. There are many ways
of failing to discriminate real activity!

Functional imaging generally requires multiple participants to
make generalised claims and most studies of synaesthesia have accord-
ingly focused on the most frequently seen word—colour form. Nunn
et al. (2002), using fMRI, reported that synaesthetes showed increased
activity in V4, a region of the brain linked with colour perception,
when listening to inducer compared with non-inducer words. This sig-
nal was not detectable in non-synaesthete control participants who
had been asked to associate colours and words. Consistent findings
were reported by Hubbard and Ramachandran (2005). These results
were exciting because they suggested that synaesthetic colour was
represented in exactly the same system as that based on ‘real’ col-
our. However, other studies have failed to detect this activity (Rouw
et al.,2011; Hupe et al.,2012), and there are suggestions that different
forms of synaesthesia may be associated with different patterns (Van
Leeuwen et al., 2011). Currently the brain regions most commonly
activated in the critical synaesthesia response study conditions lie in
the frontal and parietal lobes, particularly in a fold in the brain in this
region called the intra-parietal sulcus (IPS). For the IPS in particu-
lar there is developing (and reassuring) convergence across different
methods; it is more active in fMRI comparisons, differences in brain
structure in this region (grey matter volume) between synaesthetes and
control groups have been reported, and TMS to the area influences
behavioural measures of synaesthesia effects (Weiss et al., 2005; Weiss
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and Fink, 2009). It is also interesting because this region has been
implicated in functional imaging and neuropsychological studies in
integrating across multimodal sensory information.

MECHANISMS UNDERLYING SYNAESTHESIA

In some ways synaesthesia is less surprising than it first appears. We
know from many sources that the brain integrates information from
across modalities to develop a working, useful model of the world
around us. We know that what we can see can influence what we
hear and vice versa (Driver and Spence, 1998). We know that sensory
feedback from muscles or from the vestibular (balance) system can
influence how the world appears to us (Bottini et al., 2001; Schmida
et al., 2005), and that priming and memory cues activate representa-
tions across modalities (think of an apple and you will get a shape, a
colour, a smell, a taste, a crunching sound etc.). Perhaps the curious
thing is that the associations are so strong for some people that the
presence (or thought) of an inducer is enough to trigger a full percep-
tual experience in the same or different sensory modality, whilst for
most of us it may activate related mental content, but not sufficiently
to produce a percept.

Neural spiking is the brain’s common currency. From the brain’s
point of view the colour red is a level of activity in and across par-
ticular neurons and, if this occurs, the brain cannot tell if this is due
to an external or internal event (without other clues, at least). Most
neural accounts of synaesthesia are based on the idea that regions
related to the perception of the inducer (e.g. letter reading) become
linked to regions related to the experience (e.g. colour perception)
such that the occurrence of the former automatically activates the lat-
ter. Variants of this argument, which in truth do not tell us much more
than the descriptions of synaesthesia presented above, are that these
connections exist for everyone but they are functionally more active in
synaesthetes or inhibited for the majority of the population who are
non-synaesthetes.

An interesting theory is that we were all synaesthetes once but
that the neural connections that supported this are usually pruned
out in early childhood (the infant’s brain has massively more con-
nections than the adult’s). By this account, a small group maintain
enough of these connections to become adult synaesthetes (Maurer
and Mondloch, 2006). Ramachandran and Hubbard (2002) note that
brain areas involved in colour perception (V4 in the fusiform gyrus)
are immediately adjacent to the areas active during letter reading.
‘Can it be a coincidence’, they comment, ‘that the most common form
of synaesthesia involves graphemes and colours and the brain areas
corresponding to these are right next to each other?’ (p. 9). It cer-
tainly could be coincidental and others have argued that there is no
necessary argument for either local or long-range extra neural con-
nections in synaesthesia. Grossenbacher and Lovelace (2001), for
example, put forward a ‘disinhibited-feedback’ theory. This suggests
that connections between different sensory pathways exist in ‘normal’
brains, but that the activity of these pathways is usually inhibited to
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Disinhibition

The removal or
reduction of a
control process that
previously prevented
activity (inhibition).
In the brain, a
neuron’s activity
may be inhibited by
other processes. If
those processes are
switched off, the

Disinhibition can
also refer to a
person’s behaviour,
for example, if they
have problems

in preventing
inappropriate or
habitual responses.

neuron is disinhibited.

prevent unadaptive cross-talk between sensory modalities. They point
out that certain hallucinogenic drugs such as LSD can induce tempo-
rary synaesthetic experiences in non-synaesthetes, suggesting that the
pathways connecting the different sensory modules exist in normal
brains. The action of LSD could plausibly involve the disinhibition of
existing pathways but is not likely to induce the ‘growth’ of new path-
ways. Interesting functional imaging evidence supporting disinhibition
theory has been reported. Neufeld ef al. (2012) found no difference
between fourteen auditory—visual synaesthetes and non-synaesthete
fMRI participants in terms of the functional connectivity (both being
active) between auditory and visual areas but greater connectivity
between sensory areas and the IPS in the synaesthetic group, suggesting
that it may be links via this integration area that are supressed in
non-synaesthetes.

SYNAESTHESIA — ADVANTAGE OR
DISADVANTAGE?

We have seen that unbidden synaesthetic experiences were so over-
whelming for JR that they had a detrimental effect on her quality of
life (Baron-Cohen et al., 1996). Survival and reproductive fitness will
often depend on making quick, accurate decisions on what is ‘out
there’ (can I eat it or will it eat me?). Interference with accurate percep-
tion from synaesthetic content, as we saw with the Stroop tasks, can
impede rapid judgements. However, we have also seen how, in surveys,
most synaesthetes do not view their condition as an impediment and
there is growing evidence that synaesthesia may result in or stem from
(or both) enhanced general perceptual skills in the relevant domain
(Yaro and Ward, 2007). There is evidence too that some synaesthetes
can use their elaborated representation of inducers to enhance memory
and mathematical manipulations and that a disproportionate number
may be drawn towards the creative arts (Ward, 2013). Synaesthesia
may therefore form a useful example of the idea of ‘neurodiversity’ —
individual differences in brain function that have advantages in some
settings, disadvantages in others. There is a good argument that apply-
ing that idea to other characteristics currently seen as ‘developmental
disabilities’ may have positive results.

CONCLUSIONS

Synaesthesia is an interesting example of the historical progress of
cognitive psychology. As an inherently subjective state it received rela-
tively little scientific interest at first. The application of appropriate
scientific method to this area over the last 30 years has shown it to
be both a ‘real” phenomenon and one that offers a number of insights
into normal cognition and perception, and human diversity. From the
fraction of studies reviewed here we know that it takes many forms;
it runs in families; it reflects an underlying propensity with many
synaesthetes showing a number of manifestations; it is automatic but
requires conscious awareness of the inducer; it may confer advantages
in some circumstances; and it may be reflected in relative patterns of
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neural feedback on connections between inducer and synaesthetic
response brain areas.

4.3 BLINDSIGHT

The striate cortex, or area V1 as it is now known, is central to visual
perception. Damage to the left striate cortex will result in blindness
in the right visual field of both eyes and damage to the right striate
cortex will result in blindness in the left visual field of both eyes. These
areas of blindness are called scotomata (plural of scotoma). In order to
imagine the effect of such damage, look straight ahead, and cover the
left half of each eye. The very restricted visual field you now experi-
ence is similar to that which you would experience following damage
to your right striate cortex. To see anything to your left side you need
to turn your head (the patient would be able to turn their eyes).

Now imagine that you were asked to point to a flash of light that
had occurred somewhere to your ‘blind’ left side. If persuaded to take
part in this puzzling experiment you would expect to perform at chance
levels, sometimes guessing the correct location but more often being
wrong. Poppel et al. (1973) studied a group of ex-servicemen who suf-
fered visual field deficits as a result of gunshot wounds to the striate
cortex, and asked the participants to make just such judgements. Lights
were flashed in the defective area of the visual field of each participant.
Because the servicemen could not see the flashes, the light was paired
with the sound of a buzzer, and on hearing the buzzer the servicemen
were asked to move their eyes in the direction of the light source. The
servicemen found this a difficult task, but to their surprise, all were able
to direct their gaze towards the light which they could not see.

In the following year, Weiskrantz et al. (1974) described a patient
DB who seemed to demonstrate the same remarkable ability. DB was
blind in his lower-left visual field following surgery to remove part of
his right striate cortex to relieve very severe migraine headaches. What
was remarkable about DB was the extent to which he could report
details of objects appearing in the blind areas of his visual field despite
having no conscious experience of seeing them. Weiskrantz coined the
term ‘blindsight’ to describe this phenomenon.

In a series of experiments covering many years (see Weiskrantz,
1986), Weiskrantz and colleagues were able to systematically investi-
gate the perceptual abilities preserved in the ‘blind’ areas of DB’s visual
field. DB was able to detect the presence of an object, and indicate its
location in space by pointing. He could discriminate between moving
and stationary objects, and between horizontal and vertical lines, and
he could distinguish the letter X from the letter O. However, he was
unable to distinguish between X and a triangle, suggesting that the
ability to distinguish between X and O was dependent on some low-
level characteristic of these stimuli rather than any residual ability to
discriminate form. DB’ inability to discriminate form is further dem-
onstrated by his failure to distinguish between rectangles of various
sizes or between straight- and curved-sided triangles.

Scotoma

A blind area within the
visual field, resulting
from damage to the
visual system (plural =
scotomata).
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BLINDSIGHT — A SCEPTICAL PERSPECTIVE

Some scientists have questioned the existence of blindsight, arguing
that there are several possible explanations which need to be consid-
ered carefully. Cowey (2004) summarised the arguments put forward
by sceptics such as Campion et al. (1983). Three of these arguments
are summarised below.

The stray light hypothesis

Campion et al. (1983) favoured the stray light explanation of blind-
sight, suggesting that blindsight patients were responding to light
which was reflected from the object onto the functioning areas of the
visual field (remember that patients such as DB are only partially blind,
and can see normally in large areas of their visual field). Campion
et al. described one patient who reported that he was using such a
strategy to distinguish between vertical and horizontal bars presented
to the blind areas of his visual field. This patient claimed that he could
see a faint glow in the preserved areas of his visual field and used
this cue to undertake the task. Campion et al. also demonstrated that
such a strategy could lead to the accurate localisation of a light in a
‘blind’ area of the visual field of normal subjects whose vision had
been masked. However, it is difficult to see how this stray light could
explain DB’s ability to distinguish letters such as X and O or two dif-
ferent spatial frequency gratings with the same average brightness. In
addition, DB could locate objects even against a bright background,
whereas Campion et al.’s normal subjects could only locate a light
source against a low level of background illumination.

Paradoxically, the best evidence against the stray light explanation
came from DB’s inability to respond accurately to objects whose image
fell onto his blindspot. The blindspot, where the optic nerve passes
through the retina, is devoid of receptor cells so we are blind to images
falling on this part of the retina. If DB’s blindsight was explained by
stray light, then we would expect him to perform equally well whether
the image of the object fell on the blindspot or in the scotoma. In fact,
DB showed no evidence of being able to detect the presence of objects
or lights presented at his blindspot, yet could accurately detect objects
or events occurring within the scotoma immediately adjacent to the
blindspot (Figure 4.2).

More recently, some evidence has emerged to suggest that one form
of the ‘stray light” hypothesis might help to account for some reports
of unexpected abilities in blindsight patients. Cowey (2004) noted that
most research with blindsight patients uses ‘raster displays’ (television
screens or computer monitors) to present the visual stimuli. Cowey
demonstrated that a pattern displayed on one side of such a screen will
often give rise to a faint ‘ghost’ image on the other side of the screen.
Cowey and Azzopardi (2001) showed that in a display that included
this artefact a normal participant could determine whether a grating
presented in the masked area of the visual field was drifting up or
down. However, once the display was modified to remove the arte-
fact, this ability disappeared. Similarly, when the unmodified display
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was used, three blindsight patients could detect both the presence of a
moving pattern and the direction of movement, but once the artefact
was removed they were sensitive to the presence of movement but
not its direction. Thus, it seems that some, but not all of the apparent
abilities of blindsight patients might be attributed to the presence of
these artefacts.

Spared islands of residual vision

Wessinger et al. (1997) suggested that blindsight was attributable to
small areas or ‘islands’ in the scotoma within which vision is spared,
and that blindsight may be mediated by what is left of the primary
visual pathway rather than other secondary pathways. This suggestion
was tested by Kentridge et al. (1997) who looked for scattered regions
of spared vision in one patient using a procedure which ensured that
the effects of eye movements were abolished. Under these stringent
testing conditions, Kentridge et al. noted that blindsight did not extend
across the whole of the area of the scotoma, but was evident in some
areas even after eye movements had been eliminated, leading to the
conclusion that although there may be some spared islands within the
scotoma, these cannot account for all blindsight. Furthermore, Cowey
(2004) notes that the results of MRI scanning of several blindsight

Figure 4.2 Weiskrantz's
investigation of DB's
blindsight.

Note: The dark area indicates
the 'blind" area of DB's visual
field. The hashed area indicates
that region in which DB had
some partial awareness of
the presence of the light.
When the light occurred at
his blindspot (marked DISC)
DB performed at chance
level, correctly reporting the
presence of the light on less
than 50 per cent of occasions.
However, performance at

all other locations was well
above chance. The stray light
hypothesis would predict that
performance at the blindspot
should be well above chance.

Source: Weiskrantz (1986),
reproduced by permission of
Oxford University Press.
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patients has shown ‘not a shred of evidence’ of any sparing of the stri-
ate cortex in the area of the scotoma.

A change in criterion to report the presence of the
stimulus?

Another explanation offered by sceptics is that blindsight represents a
change in response criterion but not in sensitivity, such that blindsight
patients are equally sensitive to the presence of a stimulus but less will-
ing to report conscious awareness than a normal subject. Cowey and
Azzopardi (2001) employed a signal detection approach to determine
whether performance in a two-alternative-forced-choice task (such as
determining in which of two time intervals a stimulus has been presented)
was determined by a change in sensitivity or a change in criterion. The
results suggest that the performance of blindsight patients tested was
characterised not only by a change in response criterion, but also by a
different mode of processing. That is, blindsight is qualitatively and not
just quantitatively different from normal vision. However, Cowey (2004)
notes that we should not ignore the possibility that changes in response
criteria might partially account for some aspects of the performance of
blindsight patients. This is an area of continuing research interest.

THE SENSATION OF BLINDSIGHT

It is very difficult to imagine what a patient such as DB experiences
when a stimulus is presented within the ‘blind’ regions of his visual
field. It is clear that the experience is very different from that of nor-
mal vision. Weiskrantz records DB as saying that he ‘felt’ movement
rather than saw it. As far as we can tell, blindsight patients are learn-
ing to respond to very subtle experiences which have little in common
with the normal perceptual experience. As Cowey (2004) observes, it
is important not to think of blindsight as ‘normal vision stripped of
conscious visual experience’ (p. 588). Blindsight is a very poor sub-
stitute for normal vision with very significantly reduced sensitivity to
fundamental aspects of the scene.

So how can we imagine the experience of blindsight? Suppose you
are sitting reading this book when suddenly, in your peripheral vision
(‘out of the corner of your eye’), a spider scuttles across the floor.
Before you are conscious of the motion, you move your head and eyes
towards the spider. You did not ‘see’ the spider but your visual system
was able to guide you towards it. Perhaps this is a reasonable anal-
ogy to the experience of blindsight. Patients such as DB do not have
any conscious experience of perception, yet, at some level below that
accessible to introspection, the visual system does have access to infor-
mation about the outside world.

THE IMPLICATIONS OF BLINDSIGHT: ONE
VISUAL SYSTEM OR TWOQO?

The most widely accepted explanation for blindsight is that we have
two separate visual systems, one primitive non-striate system and a
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more advanced striate system. The primitive non-striate system might
be sensitive to movement, speed, and other potentially important char-
acteristics of a stimulus without giving rise to conscious perception.
A frog can catch a fly because it can locate its position in space very
accurately, but it is unlikely that the frog consciously perceives the fly.
Perhaps blindsight represents the working of this primitive visual sys-
tem whose functioning is normally masked by the conscious percep-
tion which results from the action of the striate visual system.

A slightly different explanation would be to see the striate and
non-striate systems as having evolved to fulfil different roles. One
possibility would be that the striate system has evolved to allow the
identification of an object, whereas the non-striate system has evolved
to allow the localisation of that object in space. There is some evidence
from non-human animal studies to support this view. Based on a series
of lesion studies in hamsters, Schneider (1969) suggested that there
were two separate visual pathways: one responsible for the identifica-
tion of objects, and the other for the location of objects in space.

Goodale and Milner (1992, 2004) suggested that the distinction
might be between a system responsible for the recognition of objects
and one responsible for the control of actions such as picking up an
object. Goodale and Milner (1992) suggested that object recognition
and the control of action might be mediated by different and mutually
incompatible types of representation. In this case, they reasoned, it
might be necessary to separate these two pathways and only allow one
of them to have access to consciousness.

4.4 UNILATERAL SPATIAL NEGLECT

As we saw in the previous section, patients with blindsight are able to
respond to a stimulus they cannot see. In unilateral spatial neglect the
opposite seems to be true — patients fail to respond to stimuli which
they can see. A patient may have normal vision yet fail to react to
objects or events to one side of space — hence the terms unilateral (one-
sided) neglect (ignoring rather than being blind to). The condition
has a number of other names including hemi-inattention, contralat-
eral neglect and simply spatial neglect. These represent terminological
preferences rather than different conditions.

The main cause of unilateral spatial neglect (USN) is stroke, an inter-
ruption to the brain’s blood supply. Because of its organisation, this
interruption will primarily affect one or other hemisphere. Although
USN may seem like an exotic neuropsychological phenomenon it is
extremely common. Up to 84 per cent of patients with damage to the
right hemisphere (RH) of the brain from stroke will show evidence on
ignoring information on their left (the side opposite the lesion often
called contralateral or contralesional). Similarly, up to 64 per cent of
patients with left hemisphere damage can show the opposite pattern,
ignoring information on their right (Stone et al., 1993). One of the
most robust and mysterious findings in neuropsychology is, however,

Unilateral spatial
neglect

A difficulty in
noticing or acting

on information from
one side of space
typically caused by

a brain lesion to the
opposite hemisphere
(e.g. right-hemisphere
damage producing
lack of awareness
for information on
the left). Also called
hemispatial neglect
or hemispatial
inattention.




114 Chapter 4 | Disorders of perception and attention

Figure 4.3 Examples of
drawings of clock faces
produced by patients with
unilateral visual neglect.

Source: Halligan and Marshall
(1993), by permission of
Psychology Press Limited,
Hove, UK.
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that this fairly balanced picture is seen only very early on after the
stroke. For some reason, left neglect following right hemisphere lesion
is markedly more severe and persistent than its right neglect/left hemi-
sphere equivalent (Bowen et al., 1999). For that reason we will gener-
ally be talking about left-sided neglect in this chapter.

Patients with USN may fail to notice object in ‘clear view’ on the left,
ignore people approaching from the left, eat food only from the right
side of the plate, or wash and dress only the right side of their own body.
A classic demonstration is to ask a patient to draw a clock face. USN
patients will often omit the numbers between 7 and 11, or will try to
squeeze these numbers onto the right side of the clock (Figure 4.3).

USN impacts upon many activities of daily living, can exclude peo-
ple from rehabilitation and is associated with longer hospital stays and
dependence on others. It is a serious clinical problem for patients and
families. For science it also offers fascinating insights into the nature of
awareness, consciousness, vision—action links and attention. A hope,
as with other disorders, is that these insights will feed back into better
targeted rehabilitation for the disorder.

A DISORDER OF ATTENTION?

A definition of USN is that it is a failure of or difficulty in responding
to information on one side of space that we cannot explain by basic
sensory loss. As we have seen, damage to primary visual areas can pro-
duce blindness for one half or portion of space. How does this differ
from USN? This is an important question both because many patients
with USN also have some loss of vision on the affected side (hemiano-
pia) and because the rehabilitation implications of the two disorders
may differ (Zihl, 1994).

The most obvious difference between USN and visual field loss is that
the former can exert an influence across modalities whilst the later is
restricted to vision. USN has been reported in audition (De Renzi et al.,
1989), tactile exploration, touch and body sensation (haptic and soma-
tosensory perception (Vallar et al., 1993; McIntosh et al., 2002) imagery
(Bisiach and Luzzatti, 1978; see below) and even smell! (Bellas et al.,
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1988). However, many dissociations between modalities have been
reported (meaning that a patient may show spatial bias in one modality
but not the other). Assessment in non-visual modalities can be complex,
and it is difficult to rule out non-visual sensory loss from stroke. Even in
the visual domain, however, there are fundamental differences between
visual field loss and USN, to which we now turn.

Visual field losses are strictly retinotopic — the blind area will move
with the eyes. USN in contrast varies in different spatial frameworks, it
may occur for objects to the left side of the body (egocentric space) or
for objects on the left side of something (like a page or room) regard-
less of where this is in relation to the person (allocentric space). USN
may occur for the left side of each object within a scene (Driver and
Halligan, 1991). Marshall and Halligan (1993) for example, asked
patients to copy pictures of plants. Bizarrely, a patient may miss leaves
and petals on the left side of one plant and then go on to draw the
right side of the next plant, which lies further into their neglected side.
Perhaps the best way to think about this difference between visual field
disorders and USN is to imagine looking around your room through
a cardboard tube. At any given moment your view is greatly restricted
and you will miss things happening outside of this narrow window. By
scanning the tube around the room, however, you can see everything.
With the important exception that you are consciously aware of the
restricting tube, this is like visual field loss. Now imagine instead limit-
ing your scans only to the left side of the room or the left side of each
object in the room. This is more like neglect.

Another astonishing example of neglect was reported by Driver
and Halligan (1991). To imagine this effect, hold this book upright
and look at the words at the top-left side of the page. Driver and
Halligan found, unsurprisingly, that USN led to insensitivity to dif-
ferences between two stimuli in details at this location. Now rotate
the book, but not your head, 45° to the right (sorry if this makes it
difficult to read). Now the top-left words are on the ‘right’ side of the
stimulus. Would this spare them from being neglected? No, remark-
ably, the neglect appeared to rotate with the page! It is as if the left side
of something is first identified and then ignored.

So USN is different from basic visual loss, but is it a disorder of
attention? This depends on quite what you mean by this notoriously
difficult-to-define term. A key idea in lay uses of ‘attention’ is that you
could have noticed something had you remembered to, or if it was
pointed out to you. Both appear to be true in neglect. Patients can
attend to the left if cued to do so or if particularly salient events draw
attention there, although this often drifts quickly back to the right
(Riddoch and Humphreys, 1983). In cognitive neuroscience the idea of
competition is central to the study of attention; we have limited capac-
ity resources, and objects, events etc. compete for access. If an object
gains access, another is inevitably ignored, at least partially (Desimone
and Duncan, 1995). This too seems to fit USN. A stimulus that appears
in isolation in the neglected field will often be detected. When the
same stimulus appears in competition with a rival on the good side,
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however, it is more likely to be missed (this is called extinction and
is commonly assessed at the bedside by confrontation testing — the
examiner wiggles one, other or both of two fingers in the patient’s line
or sight and asks what was seen). Another characteristic of attention,
illustrated already in the cueing and extinction examples, is variability.
It is tempting to think of USN as reflecting a clear border between left
and right. Instead there is much more of a gradient stretching from
the left to the right affecting the probability that a stimulus will be
detected (Karnath, 1997). Patients’ performance on spatial tasks can
show a very high level of trial-to-trial variability (Anderson, B. er al.,
2000). We have seen a patient show severe USN on a clinical test and
then perform the same test without obvious impairment moments
later. Such volatility in a symptom, as we shall discuss, can be very
useful in suggesting the potential for rehabilitation.

Attention can be to external stimuli or internal content (e.g. day-
dreaming). A fascinating example of USN was reported by Bisiach and
Luzzatti (1978). They asked two USN patients to describe a famous
square in their native Milan (the Piazza del Duomo) from memory.
When the patients imagined themselves at one end, looking into the
square, they showed a marked tendency to report landmarks that
would be to their right. When asked to now imagine themselves at the
other end looking back, the previously neglected left landmarks, now
on their imagined right, re-entered consciousness. We have observed
similar striking effects in asking a man with USN to describe his house
to us from the front- and back-garden perspectives. Again his access
to memories of entire rooms was peculiarly determined by where he
imagined himself to be with respect to them. Arguably, omissions in
patients’ drawings of clocks, flowers etc. from memory also reflect dis-
torted mental imagery, although in these cases, concurrent perception
and even motor neglect is hard to rule out.

With due caution regarding blindsight and the heterogeneity of
USN, a further fascinating difference with a purely visual field loss con-
cerns the level to which neglected stimuli may be processed. Marshall
and Halligan (1988) showed a USN patient pairs of drawings of a
house. The patient failed to notice when the house on the left was on
fire, but was above chance in choosing the non-burning building when
asked which would be preferable to live in. Berti and Rizzolatti (1992)
showed that presenting a brief stimulus in USN’s patients ‘bad’ left
field primed subsequent responses to related information in the good
field, despite patients reporting no conscious awareness of the prime.
Manly et al. (2002) asked USN patients to perform a common clinical
test in which they had to find and cross out small stars scattered over
a page amid distractors (a cancellation test). Under normal conditions,
in addition to missing many targets on the left the patients showed a
strong tendency cross out the same targets on the right of the sheet
over and over again (this tendency to repeat actions without obvi-
ous cause is called perseveration and is a noted feature of neglect (Na
et al., 1999; Manly et al., 2002) and some other neurological condi-
tions (Joseph, 1999). When, however, the ignored targets on the left
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of the sheet were replaced by non-targets, this re-marking of targets
on the right dramatically declined. This suggests that on the standard
version of the task the patients were aware, at some level, of the miss-
ing targets and this drove them to repeatedly cancel those on the right.
Taken together the results suggest that neglected stimuli may be pro-
cessed to quite a high level and yet fail to reach conscious awareness.

DO WE ALL SHOW NEGLECT?

A common clinical observation is that patients with persistent (chronic)
left neglect tend to be drowsy and appear to have difficulty remain-
ing focused on all sorts of tasks. This impression has been supported
by research showing that such patients indeed tend to perform very
poorly on non-spatial sustained attention measures (Robertson et al.,
1997; Samuelsson et al., 1998). By itself this could reflect two inde-
pendent consequences of overall stroke severity. However, Robertson
et al. (1998b) showed that alerting patients with a loud tone tempo-
rarily but dramatically reduced or reversed their neglect, even when
the tone was to their right. Subsequent studies have shown that stimu-
lating medication (Malhotra et al., 2006) or thoughts (George et al.,
2008) can cause similar gains.

If levels of alertness influence spatial biases in patients with USN,
might this relationship also occur in other groups? A number of stud-
ies have now shown that some children with a diagnosis of attention
deficit hyperactivity disorder (ADHD), who struggle to sustain their
attention, can show a marked pattern of omissions reliably from one
side of space. So far, this has always been the left (Voeller and Heilman,
1988; Manly et al., 1997; Shepard et al., 1999; Dobler et al., 2003;
George et al., 2005). Healthy volunteers show significant rightward
shifts in spatial attention after sleep deprivation (Manly ef al., 2005),
when awake but sleepy in the early hours of the morning (Fimm et al.,
2006) and after long periods of repetitive task performance (Dobler
etal.,2005; Manly et al., 2005; Dodds et al., 2008). Whilst these biases
are not generally as marked as in USN, they provide potential insights
into why left neglect in particular may be so persistent.

REHABILITATION FOR UNILATERAL SPATIAL
NEGLECT

USN is an area in which the results of studies primarily aimed at
improving the outcome of patients have had direct relevance for our
understanding of the disorder. This is perhaps because the most obvi-
ous form of rehabilitation, encouraging and training patients to look
towards and be aware of the left, often produces rather disappointing
results at practicable durations (Lawson, 1962; Weinberg et al., 1977).
An interesting example of a more positive effect came from Robertson
et al.’s work (Robertson et al., 1998a; Robertson and Hawkins, 1999;
Robertson et al., 2002). This showed that movements of the patients’
left arm/hand could generally enhance visual awareness of the left,
even if those movements occurred out of sight.
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As we saw in the discussion of synaesthesia, parts of the brain inte-
grate information from across the senses to form a coherent model of
the world. Because this system is intolerant of discrepancy (you cannot
be facing one way and another!) you can use input to one modality to
bias perception in another. In caloric vestibular stimulation, for exam-
ple, pouring cold water into one ear (and sometimes hot water into the
other) disturbs the vestibular balance system and can produce invol-
untary eye movements to the left (and, of course, wet ears). Similarly,
tricking the proprioceptive (body sense) system into believing that the
trunk of one’s body is rotated by mechanical vibration of the muscles
can produce reflexive re-orienting to the left (Karnath et al., 1993).
These are not just interesting experimental effects. Fifteen sessions of
80 Hz neck muscle stimulation was linked with lasting improvements
across a range of spatial tasks in USN patients (compared with a simi-
lar period of just practising tasks) (Schindler et al., 2002). Training in
adapting to rightward deviating prism lenses (that causes a rebound
effect to the left) has also produced positive results (Rossetti et al.,
1998; Frassinetti et al., 2002). Do these effects help us explain USN?

EXPLAINING UNILATERAL SPATIAL NEGLECT

As we have seen, USN occurs at a remarkably high frequency follow-
ing stroke. It has also been reported following damage to a wide vari-
ety of brain areas including the parietal, temporal and frontal lobes
and a good number of subcortical areas (Mort et al., 2003). This has
led to the idea that normal spatial attention may reflect a dynamic —
and easily disrupted — competitive balance between the widely dis-
tributed networks in the hemispheres (Mesulam, 1999). In this view,
the left hemisphere is pushing attention into right space and the right
hemisphere pushing back to the left. In USN we are not seeing simply
the effect of the lesioned hemisphere (which may have much resid-
ual function) but its exaggeration due to the supressing effects of its
undamaged rival (Sprague, 1966; Kinsbourne, 1977).

We discussed how the idea of information ‘competing’ to gain access
to limited capacity processing was useful in thinking about attention.
This competition may occur at all sorts of cognitive/perceptual lev-
els and in different modalities. However, it has been argued that, for
coherent goal-directed action, this competition is integrated so that,
for example, rather than being aware primarily of one event in the
visual modality, another in audition, and thinking about a memory of
the third — in general the levels will try to converge at any one time
on a single target. An important factor influencing whether a given
stimulus will win the competition for conscious awareness is therefore
the state of activity relevant to that stimulus across all levels of the sys-
tem (Desimone and Duncan, 19935; Driver and Spence, 1998; Duncan,
2006). Within this framework it is easier to see how unilateral brain
damage could have cascading effects reducing the likely awareness of
different sorts of information in contralesional space (be this based
in egocentric, allocentric, object-based or imagery-based space). It
also makes more sense of why a rather diverse set of rehabilitation
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interventions and experimental manipulations (in as much as these
potentiate the representation of the left) appear to work.

4.5 VISUAL AGNOSIA

Agnosia is an ancient Greek word which means ‘non-knowledge’. So
visual agnosia roughly translates to ‘not knowing through vision’ and
it refers to an impairment in the ability to visually recognise objects.
Patients with visual agnosia aren’t blind. In fact, sensory processes are
usually intact. Patients can move around without bumping into things
and they can reach for and pick up objects which they are unable
to recognise. Generally, patients with visual agnosia can also recog-
nise objects through touch, so they haven’t lost their knowledge about
objects; they just can’t recognise them visually.

APPERCEPTIVE AND ASSOCIATIVE AGNOSIA

This observation that people can be impaired in their ability to recog-
nise objects without other sensory or global cognitive impairment was
first discussed by Lissauer in 1890. In fact, Lissauer was one of the first
people to study visual agnosia systematically and identified two broad
patterns of impairment, which were termed apperceptive and associa-
tive agnosia. Someone suffering from apperceptive agnosia was thought
to have normal visual acuity with an inability to draw an object (Figure
4.4), to say whether two similar objects were the same or different, or
even to describe the component parts of an object. Someone suffering
from associative agnosia would be able to draw an object, to match
similar objects and be able to describe the component parts but they
would be unable to recognise the objects they had just seen or drawn.
Lissauer proposed that these two stages were serial and hierarchical.
So in the apperceptive stage the elements or components of the object
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Agnosia

The failure to
recognise or interpret
stimuli despite
adequate sensory
function. It is usually
classified by sensory
modality, so visual
agnosia is the failure
to recognise objects
that are seen.

Figure 4.4 The
attempts of a patient with
apperceptive agnosia to
copy six simple figures.
Source: Farah (1990),

reproduced by permission of
MIT Press.
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Form agnosia

This is now the
generally accepted
term for patients
who are unable to
discriminate between
objects and are
unable to copy line
drawings of objects
(this was previously
termed apperceptive
agnosia).

Integrative agnosia
This is the generally
accepted term for
associative agnosia.
It refers to patients
who can perceive the
individual shapes and
elements of objects
but are unable to
integrate these into a
representation of the
whole object.

are established, and then in the associative stage these elements are inte-
grated into a representation of the whole object which is then linked to
a store of object knowledge which enables recognition and identifica-
tion. This means that patients with pure apperceptive agnosia have an
intact store of knowledge about objects, but as they are unable to dis-
tinguish the shape of objects, they are unable to identify objects visually.
In contrast, patients with pure associative agnosia are able to perceive
objects but are often unable to identify them. In practical terms, the
decision to categorise a patient as apperceptive or associative was often
based on their ability to copy a drawing. If a patient could not copy
a drawing, they would be classified as having apperceptive agnosia. If
they could copy them but failed to recognise the objects in the drawings,
they would be diagnosed as having associative agnosia.

Lissauer’s broad classification of the impairments that are observed
in visual agnosia are still useful today. However, research over the last
20 years has highlighted the difficulty in identifying and diagnosing
‘pure’ cases of visual agnosia. Furthermore, different sub-types of
impairment have been identified which means that both Lissauer’s orig-
inal classification of visual agnosia and the processes that are involved
in recognising objects have become fractionated (see Humphreys and
Riddoch, 2006, for a review).

FORM AND INTEGRATIVE AGNOSIA

Form agnosia is now the generally accepted term for patients who are
unable to discriminate between objects and are unable to copy line draw-
ings of objects (apperceptive agnosia) (Farah, 2004). Similarly, integra-
tive agnosia is the generally accepted term for associative agnosia as it
more accurately reflects the processing difficulties that patients experi-
ence. So, it refers to patients who can perceive the individual shapes and
elements of objects but are unable to integrate these into a representa-
tion of the whole object. Carbon monoxide poisoning seems to be a
particularly common cause of form agnosia (for example patient ‘Dee’
described by Goodale and Milner, 2004), although other rarer incidents
such as assault and cardiac events have been reported. In contrast, inte-
grative agnosia has been reported with incidents of stroke, brain trauma
and Alzheimer’s disease where there are often bilateral lesions. In addi-
tion, patients with integrative agnosia appear to have more medial ven-
tral lesions than patients with form agnosia (Riddoch et al., 2008a).

LIVING WITH VISUAL AGNOSIA

It is very difficult to imagine just what it is like to suffer from a visual
agnosia, and the experience must vary greatly with the type of agnosia.
In order to gain a small insight into the difficulties that these two types
of visual agnosia have on everyday functioning, it is helpful to draw on
case studies. One such case study is patient HJA, who has integrative
agnosia and has been studied extensively by Humphreys and Riddoch.
In a captivating account of their work with HJA, Humphreys and
Riddoch (1987) provide a valuable insight into the life of an individual
with visual agnosia (Box 4.2).
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I Box 4.2 HJA: Living with visual integrative agnosia

After an operation, HJA suffered
a stroke which caused damage
to both of his occipital lobes and
affected his posterior cerebral
artery. When HJA first woke up
in hospital he was unable to
recognise his surroundings and
he assumed that it must have
been caused by a ‘bang on the
head’ or a ‘hangover’. While some
improvement was observed over
the following weeks, HJA was
still unable to recognise many
familiar objects. After a formal
assessment, it was found that
HJA was blind in the top half of
both visual fields. However, this
couldn’t explain his inability to
identify objects because the

HJA offered the following definition of a carrot:

A carrot is a root vegetable cultivated and eaten as human
consumption world wide. Grown from seed as an annual
crop, the carrot produces long thin leaves growing from a root
head; this is deep growing and large in comparison with the
leaf growth, some times gaining a length of 12 inches under
a leaf top of similar height when grown in good soil. Carrots
may be eaten raw or cooked and can be harvested during
any size or state of growth. The general shape of a carrot root
is an elongated cone and its colour ranges between red and
yellow. (p. 64)

However, HIA was unable to identify a line drawing of a carrot,
saying:

‘I have not even the glimmerings of an idea. The bottom point
seems solid, and the other bits are feathery. It does not seem to
be logical unless it is some sort of a brush. (p. 59)

Figure 4.5 HJA's definition of the word ‘carrot’ and his
attempt to recognise a line drawing of a carrot (as recorded by
Humphreys and Riddoch, 1987).

lower half of each visual field was
undamaged, so a simple movement of the
object or head would reveal aspects that
were previously hidden by his visual field
deficit. HJA could negotiate his environment
well. He could walk around without bumping
into objects and he could also reach for
objects and pick them up. However, he had
considerable difficulty in naming objects on
the basis of their appearance alone. While
he could recognise some objects, many
were a mystery to him and he had particular
difficulty in  making within-category
judgements (e.g. distinguishing between
two types of animal or plant). This problem
is illustrated by the fact that HJA could
trim the garden hedge with shears, but he
couldn't differentiate between the hedge
and the roses, so he would decapitate them.
HJA's difficulties were not caused by
memory difficulties. When he was given
names of objects, he could eloquently
describe their appearance and functions.
However, when HJA was shown the same
objects that he had just described he was
unable to identify them (Figure 4.5). This
pattern of spared and impaired process-
ing suggests that while HJA could form a

representation of the major elements of
an object and extract shape and textural
information from drawings, he was unable
to integrate this information into a repre-
sentation of the whole object. This means
that as HJA doesn’t know what the whole
object is when he sees it, he is unable to
‘match’ it to his memory store of common
objects and identify it. Importantly, when
HJA was blindfolded and asked to identify
objects by touch, he was able to name
many objects which he could not identify
by sight. This demonstrated that his impair-
ment was not a form of anomia (loss of
memory for the names of objects).

HJA spoke eloquently and insightfully
about his processing difficulties. For exam-
ple, while he could describe a favourite etch-
ing of London which had hung on his living
room wall for many years, and he was still
able to pick out some distinctive aspects
(such as the dome of St Paul’s cathedral), he
commented:

But now it does not ‘fit" my mem-
ory of the picture nor of the reality.
Knowing that | should be able to
identify the general design of the
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dome-headed, high circular
central tower covering a par-
ticularly cruciform building,
| can point out the expected
detail but cannot recognise
the whole structure. On the
other hand, | am sure | could
draw a reasonable copy of

the picture.
(Humphreys and Riddoch,
1987: 33)

HJA also described a visit to
an aircraft museum. During the
war he had served in the RAF
and at the museum he was able
to describe the shape of his
bomber to his friends, and was
able to recount various stories
and describe technical aspects of
the aircraft. It is clear that he had
a detailed memory for the aircraft
and its appearance; however, HJA
stated that ‘in all honesty, | did not
recognise the “whole™.

When asked to copy a pic-
ture, such as the etching of
London described above, HJA
could produce a reasonable like-
ness (Figure 4.6), but this image
took six hours to complete by
a laborious process of line-by-
line reproduction which did not
seem to be guided by any knowl-
edge of the form of the object.
It was as if he was being set the
task of copying a complex pat-
tern of random lines. However,
when drawing from memory
rather than attempting to copy,
HJA produced very recognisable
and detailed drawings (Figure
4.7) indicating that he retained a

good visual memory for the objects which
he could no longer recognise. He stated:

| don't find [drawing from memory] too
difficult, bearing in mind that | never
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Figure 4.6 HJA's copy of his favourite etching showing
St Paul’s Cathedral, London, which took six hours to complete
by a laborious process of line-by-line reproduction.

Source: Humphreys and Riddoch (1987), reproduced by permission of
Psychology Press, Hove, UK.

! 03;'-&“-{-.

taler  wmag fooly
El l-'.’.J.., wires

Figure 4.7 An example of one of HJA's drawings from
memory.

Source: Humphreys and Riddoch (1987), reproduced by permission of
Psychology Press, Hove, UK.

had much drawing ability .... My mind
knows very clearly what | should like to
draw and | can comprehend enough of
my own handiwork to know if it is a rea-
sonable representation of what | had in
mind.
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Patients with visual form agnosia experience a very confused and
distorted visual world in which almost nothing seems familiar and
even basic forms are indistinguishable from each other. Perhaps the
best analogy would be to imagine looking at the world through a very
powerful microscope. To look at an object you would have to scan the
microscope around the object, trying to remember what each view of
the object has revealed. To form a representation of the whole object
you would need to assemble a mental picture of the overall structure
of the object by piecing together the independent microscopic views. In
this way, despite being able to see the component details of the object
accurately you would find it very difficult to recognise the whole,
and the more complex the local detail the harder the recognition task
would become. These difficulties are evident with patient Dee (see
Goodale and Milner, 2004, for a powerful description of the problems
faced by Dee). She has severe visual form agnosia as a result of carbon
monoxide poisoning which resulted in bilateral damage to her occipi-
totemporal visual system. Despite being unable to recognise objects or
their shape, she can perceive the surface characteristics (texture and
colour) and uses them as cues to help her to recognise the object. She
can also identify familiar objects through touch. However, Dee cannot
copy line drawings of objects or simple shapes. Interestingly, when
Dee is asked to show how wide an object is (using her fingers) she is
unable to. However, when she is asked to pick up an object that she
cannot identify, Dee makes the correct hand movements. Furthermore
when walking, Dee is able to negotiate her environment and can step
over objects, even though she can’t say what the objects are (Goodale,
2008). Dee can also move around her own home freely and she can
undertake tasks such as making a cup of tea without help.

PERCEPTION AND ACTION

From Dee’s pattern of spared and impaired processing we can see
that she has retained her ‘action’ abilities (e.g. reaching, grasping
and stepping over objects) but her recognition ability is impaired.
Goodale and Milner (1992, 2004) suggested that these two uncon-
scious processes might be facilitated by different brain areas. As the
parietal cortex provides information about the orientation and struc-
ture of objects in order to help guide movement and the temporal
lobe provides visual information, they suggested that these different
types of information might give rise to different representations. This
led Goodale and Milner (1992) to develop their two-streams account
of visual processing as explained in Chapter 2 (see also Milner and
Goodale, 1995, 2006). They suggested that visual information fol-
lows two main streams or routes; the ventral stream (sometimes
informally called the ‘what’ pathway) travels to the temporal lobe
and is thought not only to be responsible for identifying objects
and events but also to help attach meaning and significance to them
(along with other cognitive structures). The dorsal stream (some-
times informally called the ‘where’ pathway) travels to the parietal
lobe and it does not involve visual information. Instead, it processes
spatial information and works with the sensorimotor system to help
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generate skilled movements (Goodale, 2008). This provides a clear
account of Dee’s pattern of spared and impaired processing; her dor-
sal stream is intact (Dee can negotiate her environment well) but
she cannot recognise objects visually, so her ventral stream is evi-
dently damaged. While the two-streams account is a highly influen-
tial and widely accepted account, some researchers have questioned
the nature of the dissociation between the two streams (e.g. Franz et al.,
2000). These issues and more are considered fully in an excellent
review by Milner and Goodale (2008).

COMPARING FORM AND INTEGRATIVE AGNOSIA

While there are many benefits to examining the pattern of spared and
impaired processing using patient case studies, it is often very difficult
to make direct comparisons and draw conclusions from case studies
for a number of reasons. One particular difficulty is that research-
ers often use different tests, stimuli and methods to assess the level
of spared and impaired processing and these methodological differ-
ences can make direct comparisons very difficult. To help remedy this,
Riddoch et al. (2008a) directly compared HJA (who has integrative
agnosia) with another patient SA (who has form agnosia) using an
extensive array of tests. Both patients had bilateral occipital lesions,
though they involved the dorsal route (action) with SA and the ventral
route (recognition) with HJA. The results provide evidence for qualita-
tively different types of processing in the two types of agnosia. In par-
ticular, it was found that patient SA tended to process more at a local
level, while HJA processed at a more global level. This led Riddoch
et al. (2008a) to propose that successful object recognition depends
on the ability to code the global aspects of an object’s shape with the
fine, local detail at the same time. So, as HJA processed more globally,
he could match shapes well, whereas SA was impaired at this task.
Similarly, while HJA could copy drawings, SA’s drawings often con-
tained errors. Therefore, HJA’s pattern of impairment clearly fits inte-
grative agnosia. He can code the shapes of objects, but he is impaired
in the ability to segment parts of objects and group them into a whole,
whereas SA’s pattern of impairment fits clearly with form agnosia.

RECOGNISING LIVING AND NON-LIVING
OBJECTS

SA was much better at identifying animate objects rather than inani-
mate ones, whereas HJA showed the opposite pattern, as he was better
at identifying inanimate rather than animate objects. This finding that
identification varies depending on the category of object has also been
reported by other researchers. For example, JBR could name draw-
ings of many non-living objects (such as a spade or hairbrush), but he
couldn’t name drawings of living things (such as dog or fly), or musical
instruments (such as a trumpet), according to Warrington and Shallice
(1984). Researchers have also reported that other patients have dif-
ficulty in identifying living things (e.g. Farah ez al., 1989, patient LH;
Farah et al., 1991, patient MB; Stewart et al., 1992, patient HO).
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One of the difficulties in interpreting results such as these is that
the distinction between living and non-living things is not perfect. For
example, JBR also had difficulty naming musical instruments (as did
HO). One possibility is that the living and non-living things used to
demonstrate this effect may also differ in other characteristics. Stewart
et al. (1992) pointed out that although the living and non-living pic-
tures used to demonstrate this effect were matched for the familiarity
of the object names, they were not matched for the familiarity of the
pictures themselves. Furthermore they observed that there is a tendency
for line drawings of living things to be more complex than drawings
of non-living things. When Stewart ef al. (1992) retested their patient
HO with a new set of materials which were matched for familiarity of
both name and picture as well as image complexity, they found that he
no longer demonstrated a category-specific agnosia, and when Funnell
and Sheridan (1992) retested Warrington and Shallice’s patient JBR
using materials which controlled for item familiarity, there was no
evidence of the category-specific naming deficit that Warrington and
Shallice had originally observed.

One additional difficulty of using line drawings is that they don’t
contain important surface characteristics (e.g. colour, texture and 3-D
shape information) which are useful cues to aid identification. As
Hiraoka et al. (2009) state, it is common in studies of visual agnosia
to find an identification superiority for real objects over line drawings
as they only contain basic 2-D shape information. Interestingly, Peru
and Avesani (2008) reported that patient FB couldn’t name most of
the black-and-white line drawings that she was shown. However, she
could identify more objects when the drawings were in colour. FB also
couldn’t identify coloured pictures of living things but she recognised
70 per cent of non-living things.

Farah and McClelland (1991) argue that this difference between
identifying living versus non-living things may in fact be an artefact.
They state that in most cases where there is impaired knowledge of
perceptual attributes compared with intact knowledge of functional
properties, there is also an impairment for inanimate objects. They
suggest that this is because perceptual attributes (colour, size, shape
etc.) are crucial for identifying animate objects, whereas the identifica-
tion of inanimate objects relies mainly on functional attributes (e.g. a
kettle is used to boil water). However, there is evidence that knowledge
of perceptual attributes can be distinguished from functional attributes
in semantic memory (Riddoch and Humphreys, 1987). Furthermore,
while FB has impaired knowledge of object form, her knowledge of
object colour remains relatively intact. Indeed, the findings from FB
led Peru and Avesani (2008) to tentatively suggest that different prop-
erties may be stored discretely in semantic memory. What is clear is
that while there are clearly methodological issues with the stimuli that
have been used to assess the levels of impairment in visual agnosia, the
finding that HJA and SA showed a converse pattern in their ability to
identify animate and inanimate objects (Riddoch et al., 2008a) using
the same stimuli, suggests that this effect cannot be attributed to an
artefact of the stimulus materials. Research in this area continues.
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Prosopagnosia

An inability to
recognise faces
despite adequate
visual acuity.
Development_al
prosopagnosia

This is thought to

be a result of early
neurological trauma
that might be caused
by accident or injury.
Congenital )
prosopagnosia

This is thought to be
present from birth and
is thought to occur
without any apparent
brain injury.

4.6 DISORDERS OF FACE PROCESSING

Prosopagnosia is a form of agnosia that relates to faces. As you read in
the previous section, agnosia is an ancient Greek word which means
‘non-knowledge’. The ‘prosop’ part of the term comes from another
ancient Greek word ‘prosopon’ which means ‘face’. The term prosop-
agnosia was first used by Bodamer (1947); he examined three patients
who, he believed, showed a face-specific deficit, as they were appar-
ently able to recognise non-face objects normally. So prosopagnosia
roughly translates to ‘not knowing’ faces, or rather the inability to rec-
ognise faces. People with severe prosopagnosia cannot recognise fam-
ily members, friends and even themselves in the mirror, and this cannot
be explained by visual or sensory impairment. However, individuals
with prosopagnosia are often able to use other cues such as voice to
recognise familiar people. This means that identity and semantic infor-
mation hasn’t been lost. They still know who the people are, it’s just
that they can no longer recognise their faces. Bruce and Young (1986)
used evidence gained from studying individuals with face processing
deficits and from studies of normal individuals to propose a model of
face processing (Figure 4.8). This model suggests that the recognition
of identity, expression and facial speech analysis (e.g. lip reading) are
independent processes, and subsequent evidence from brain-damaged
patients largely supports this view.

Given that face recognition is one of the most demanding and
sophisticated tasks that our visual system undertakes, it is unsurpris-
ing that an impairment in this ability can be acquired through brain
damage. Faces are remarkably similar in appearance. They have the
same first-order global configuration (eyes above nose above mouth
etc.) and facial features are remarkably similar. Despite this, we are
able to recognise thousands of faces with apparent ease. It is impor-
tant to note that brain damage rarely leads to the complete destruc-
tion of this ability. Instead, research has demonstrated that there is
considerable variation in the severity of the impairment, the asso-
ciated deficits and types of face processing skills as well as in the
location of and type of lesions that result in acquired prosopagnosia
(Barton, 2008). Furthermore, prosopagnosia may present alongside
other associated deficits and disorders such as autism or Alzheimer’s
disease, and recent research has demonstrated that it may be present
in childhood. This part of the chapter focuses primarily on the evi-
dence for prosopagnosia that has been acquired in adulthood but
developmental and congenital prosopagnosia will be considered at
the end of the chapter.

LIVING WITH PROSOPAGNOSIA

While the variation of spared and impaired processing in prosopag-
nosia may help to tell us a great deal about face processing and its
underlying mechanisms, it tells us very little about what it is like to live
with prosopagnosia. Our ability to communicate socially and profes-
sionally depends to a large extent on our ability to be able to converse



and interact with our family, friends and colleagues. So what is it like
to live with prosopagnosia? The material in Box 4.3 has been kindly
provided by Jeff Hunt. I met Jeff while he was a cognitive psychology
student with the Open University. Despite having prosopagnosia, Jeff
was able to hold down jobs as both a lecturer and an IT manager for
a large college. Here he provides just a few examples of how prosop-
agnosia impacts on his daily life.

WHAT KIND OF DAMAGE CAUSES ACQUIRED
PROSOPAGNOSIA?

There is considerable variation in the type and location of lesion that
results in prosopagnosia. Early autopsy studies (e.g. Damasio et al.,
1982) reported that prosopagnosia was caused by bilateral lesions in
the occipito-temporal cortex. More recent reports have supported this
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Box 4.3 Jeff: Living with prosopagnosia

Example 1

One day | was at home and the front
door opened unexpectedly and a
strange lady walked straight into my
hall. | stared at her wondering what
to do and what to say, especially as
| was just dressed in a pair of boxer
shorts. She said ‘Oh you don't like it;
| can tell by the way you are staring!”
It was only when she spoke that |
realised that it was my wife. She had
been to the hairdressers and had her
hair cut and dyed. | simply had not
recognised her. The only reason | was
staring was because | was trying to
work out why this woman was in my
hallway!

Example 2

The only lecturing incident that I
clearly got wrong was when my
lecture was moved from one lec-
ture room to another. | was not told
but the students were. So | went
into my lecture and started talk-
ing about artificial intelligence and
John Searle and his Chinese Room
problem. After about 20 minutes
another lecturer came in and asked
me if | had his students - he was
a geography lecturer. The students
had decided not to say anything as
they found my lecture interesting,
which | guess is a compliment but
| felt rather cross with myself that
| had thought that | had recognised
some of them.

Example 3

My youngest daughter was shopping
with me and we have a lifelong habit
of playing jokes on each other. She
wanted to go and look at the choco-
lates so | let her wander while | found
a few bits | needed. | went to find her
and saw her looking at the sweets. She
looked at me watching up the aisle and
then pretended to ignore me and look
away. So | crept around the other end
of the aisle and ran up behind her and
tickled her in the ribs. At that moment
she turned round and to my horror it
was not my daughter! To nicely com-
pound my humiliation, her mum came
up and tried to find out what was
going on. Thankfully, as | was trying to
explain, my daughter came along and
| politely pointed out that her hair was
similar to the child I'd tickled in the ribs.
The mum very reluctantly accepted it.

Prosopagnosia also affects Jeff's life in
other not so obvious ways. One is that it is
very difficult for him to watch television and
films. This is because actors often change
clothing and hair styles during a film. The
consequence of this is that Jeff can get the
actors confused with each other, or it seems
that a new character has been introduced
when it is just an existing character with
a new hairstyle. Jeff writes that ‘the film
Fifth Element is great for me as all of the
characters look completely different’. With
television though, ‘I do struggle to believe
that the character Brian Potter in Phoenix
Nights is Peter Kay, the comedian.’

by showing that patients with prosopagnosia have bilateral lesions
(e.g. Boutsen and Humphreys, 2002; Sorger et al., 2007), suggest-
ing that both hemispheres play an important role in face processing.
However, in rarer cases it can also be caused by unilateral damage in
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the right hemisphere (De Renzi et al., 1994; Barton, 2008) and even
rarer still, by left-hemisphere lesions (Mattson et al., 2000).

Data from imaging studies has also demonstrated that most cases of
prosopagnosia have damage in the fusiform and lingual gyri, although
there are also cases of damage in more anterior temporal areas (e.g.
Gainotti ef al., 2003). The fusiform area has been shown to be a key
structure in face and object processing, and numerous studies have
shown that the fusiform gyrus contains an area dedicated to face pro-
cessing called the fusiform face area (FFA) (e.g. Haxby et al., 1994;
Kanwisher et al., 1997; McCarthy et al., 1997). There is variability,
however, in the location of the FFA across individuals, and this may
help to explain why prosopagnosia sometimes seems to occur with
damage in only one hemisphere (Bruce and Young, 2012). Given this
individual variability, many imaging studies have adopted what has
been termed a ‘functional localiser’ approach. Kanwisher ez al. (1997)
developed this technique by identifying functional areas of interest
for each individual. Multiple tests are then performed and the activity
within this pre-defined area is examined. Doing this allows for the fact
that people’s brains and brain structures are of different sizes, so it
allows precise comparison across the same brain area in different peo-
ple, without mistakenly measuring activity in a different brain area.
Using this technique, it is possible to identify activity in structures such
as the FFA.

While the FFA plays a key role in face processing, there is still vari-
ability in the type of brain damage that can result in prosopagno-
sia. This variation is consistent with current thinking regarding face
processing — there is no single area in the brain that is responsible
for processing faces. Instead, this highly developed and demanding
process is underpinned by a distributed neural network that is made
up of many bilateral regions (Haxby et al., 2000). So how does this
variability impact on the type of face-processing impairments that are
observed in prosopagnosia? Barton (2008) examined this by review-
ing the data from ten patients. It was reported that the most severe
impairments were found in patients who had bilateral occipito-tempo-
ral lesions, involving the fusiform gyri. In particular, bilateral lesions
in this area resulted in severe impairments in the ability to form an
image of a face, to perceive and integrate configural information and
also resulted in the lowest levels of familiarity to famous faces. This led
Barton to conclude that the right fusiform gyrus was involved in con-
figurational processing and that memory for faces was more severely
disrupted when these bilateral lesions also included right anterior tem-
poral lobe damage.

PROSOPAGNOSIA — A FACE-SPECIFIC
DISORDER?

Riddoch et al. (2008b) studied FB and found that she was unable to
identify faces of famous people that she was previously familiar with.
She was also poor at saying whether two faces were the same or differ-
ent when they were in different views. FB could, however, make age, sex

Fusiform face area
(FFA)

An area in the
fusiform gyrus
dedicated to face
processing.




130 Chapter 4 | Disorders of perception and attention

Individuation
Recognising one
specific item from
other members of
that class of item
(e.g. recognising the
face of a particular
individual).

and expression judgements. She could learn object names faster than
controls, and she scored within the normal range on an object-naming
task. FB was also faster to respond to parts of faces than whole faces.
This dissociation between FB’s ability to process objects and faces indi-
cates that her deficit is in the ability to perceive facial information. As
the results provide support for face-specific processes, it indicates that
FB demonstrates a relatively ‘pure’ form of prosopagnosia.

Does this mean that prosopagnosia is specific to faces? While there
is clearly evidence for face-specificity (e.g. De Renzi and Pellegrino,
1998; Wada and Yakamoto, 2001; Riddoch et al., 2008b) some peo-
ple with prosopagnosia also have difficulty in processing objects (e.g.
Farah et al., 1995). One of the major difficulties in trying to draw
conclusions regarding face specificity is that there are methodological
issues surrounding the assessment of face and object processing. The
main difficulty is that face recognition requires what is called a within-
category judgement. That is, in order to successfully recognise a face,
we have to recognise it from our ‘pool’ of all of the other faces that we
know. So we need to be able to discriminate between a whole host of
similar-looking faces — a remarkable feat which we generally perform
with ease. In contrast, we rarely have to recognise an individual object
amongst a whole host of other similar objects. Imagine that you had
to select a Braeburn apple from a crate that also contained Cortland,
Mclntosh and Gala apples (they’re all red ones!). This would seem to
be an almost impossible task, unless you were an apple expert. Now,
imagine that you are given a specific Braeburn apple to inspect, which
is then put into the crate with all of the other apples. The task now
requires you to identify and select the same apple that you originally
inspected. This seems like an impossible task and yet we achieve it
every day when we recognise an individual face. This difference in
process between making a within-category judgement (as has just been
described) and making a between-category judgement (recognising an
apple in a crate of oranges, melons and plums) is what makes face
recognition special. It is all about individuation, and we need to be
able to recognise many individual faces in order to function success-
fully in society. The challenge for researchers is that in order to be able
to clearly demonstrate whether prosopagnosia is face-specific or not,
similar tasks need to be employed to examine object and face process-
ing. So, this means comparing a face recognition task with an object
recognition task where the set of stimuli are as similar to one another
as the faces are to each other. Some researchers have used sets of similar
manufactured items such as eyeglasses or cars (De Renzi et al., 1991;
Sergent and Signoret, 1992; Farah et al., 1995; Tippett et al., 2000)
and on the whole these studies find that prosopagnosic patients are
significantly more impaired with faces than these other non-face items.
However, unlike faces, cars or eyeglasses are not natural biological
objects, and for this reason some researchers have also attempted to
study performance on tasks which require patients to identify individ-
ual members of non-human species, including cows and sheep. Bruyer
et al. (1983) reported that Mr W, a prosopagnosic farmer, was still able
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to recognise his cows. This is in contrast to the report by Bornstein
et al. (1969) who described a prosopagnosic farmer who could not
recognise either humans or his cows, and Assal et al. (1984) who
describe a farmer who was initially unable to recognise either humans
or cows but after six months recovered the ability to recognise human
faces but not to individuate cows. Thus, almost unbelievably, we have
evidence of a double dissociation between the ability to individuate
humans and animals following brain injury. McNeil and Warrington
(1993) describe the case of W], who took up farming after becom-
ing prosopagnosic and remarkably showed evidence of being able to
recognise his sheep, despite remaining profoundly prosopagnosic for
human faces. This is an important case because it demonstrates that it
is possible to learn to distinguish between
very similar biological forms (sheep)
despite being prosopagnosic and unable
to identify even highly familiar human
faces. This is in contrast to the patient
described by Tippett et al. (2000) who
could recognise faces and non-faces he
had learned prior to his injury, and could
learn new non-face objects but could not
learn to identify new faces.

While there are clear dissociations
in the literature, Duchaine and Garrido
(2008) argue that dissociations are not
enough to provide support for face speci-
ficity. They state that ‘A network of areas is
involved in face processing, but the role of
these areas and their interactions remain
poorly understood’ (p. 767). Therefore, it
is still unclear what conclusions should be
drawn concerning the degree of face spec- Figl_lre 4.9 Would you recognise this cow if you saw her
ificity in prosopagnosia. In part the prob- ~ 28ain?
lem lies with the fact that as faces are, in ~ Source: Shutterstock.
one sense at least, special — it is difficult
to find suitable non-face control stimuli which can be individuated as
well as faces by normal subjects.

COVERT RECOGNITION IN PROSOPAGNOSIA

Some, but not all prosopagnosic patients show evidence of covert recog-
nition (Bruyer, 1991), that is, an indication that at some level their brains
are discriminating between faces. Some of these patients demonstrate
covert familiarity — for example showing differences in neural electrical
responses (evoked potentials) produced by viewing familiar and unfa-
miliar faces (Renault ez al., 1989). In other cases it has been possible
to demonstrate some retained knowledge about the person shown in
a photograph, such as occupation or name. Interestingly, Bruyer ez al.
(1983) found that it was easier to teach a prosopagnosic patient to asso-
ciate faces with their real names than with randomly assigned names,
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and de Haan et al. (1987) showed that this was true even for people
that their patient (PH) had met after he had become prosopagnosic, sug-
gesting that he continued to learn the names and faces of people he met
despite having no conscious awareness of recognition.

Simon et al. (2011) examined covert processing of faces with patient
PS. EEG and fMRI data were collected while PS performed a gender
discrimination task for both familiar and unfamiliar faces. The results
from both the EEG and fMRI data revealed that PS had different pat-
terns of activity for faces that were previously known to PS compared
with unfamiliar and famous faces, even though PS could not identify
any of the faces and had no conscious feeling of familiarity. In particu-
lar, there was increased activation in the FFA for previously familiar
faces, compared with unfamiliar faces. This difference wasn’t found
for famous faces and provides evidence that the FFA is involved in
covert processing as well as in individuating faces.

There are different explanations for why covert recognition may
occur. Bauer (1984) linked face processing to the two streams of process-
ing proposed by Goodale and Milner (1992), suggesting that conscious,
overt face recognition is facilitated by the ventral pathway, whereas cov-
ert recognition is mediated by the dorsal pathway. As the ventral route is
damaged in acquired prosopagnosia, whereas the dorsal route is intact,
this may explain why people with acquired prosopagnosia often show
covert recognition but are unable to overtly recognise a face. Others,
however, have suggested that the difference between overt and covert
recognition in acquired prosopagnosia arises from a disconnection. De
Haan et al. (1992) suggested that this disconnection occurs between an
intact face-processing system and a higher system that facilitates con-
scious awareness. Burton and colleagues (Burton ef al., 1991), however,
explain the disconnection in terms of connection weights. They devel-
oped the TAC (independent activation and competition) model of face
recognition, which was based on the earlier Bruce and Young (1986)
model and found that this model could simulate some of the covert
recognition behaviours that have been observed in the literature. In this
connectionist model, different units (e.g. face recognition units (FRUs);
person identity nodes (PINS)) are linked together with bidirectional
weighted connection links, and it was found that covert recognition
could be simulated by halving the weight (or strength) of these links
(Burton et al., 1991; Young and Burton, 1999). This means that activa-
tion can still occur within the face recognition system, but this activa-
tion doesn’t reach the level that is required for overt recognition. Bruce
and Young (2012: 343) state that one implication of this is that ‘covert
recognition will not be an “all or none” phenomenon - effects will be
graded according to the functional locus and severity of damage’.

CAN PROSOPAGNOSIA OCCUR WITHOUT BRAIN
DAMAGE?

While the early literature on prosopagnosia described cases where it
had been ‘acquired’ as a result of brain trauma in adulthood, more
recently, it has been reported that prosopagnosia can occur much
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earlier and in some cases without acquired brain trauma. These cases
have been called ‘congenital’ or ‘developmental’ prosopagnosia, and
while these terms are often used interchangeably in the literature, they
are quite different. Congenital prosopagnosia is thought to be present
from birth and was traditionally thought to occur without any appar-
ent brain injury. In contrast, developmental prosopagnosia is thought
to be a result of early neurological trauma that might be caused by
accident or injury (Avidan and Behrman, 2008). Recent MRI studies
have, however, questioned the lack of brain abnormality in congenital
prosopagnosia. While some have reported no brain abnormalities (e.g.
Patient GA in Barton et al., 2003) others have reported a range of
abnormalities. For example, Behrmann ez al. (2007) reported that the
fusiform gyrus was smaller and that there was a relationship between
size and impairment: the smaller the fusiform gyrus, the more severe
the impairment. Therefore, the nature of the impairment in congenital
prosopagnosia is at present, far from clear.

One of the reasons why the terms ‘developmental’ and ‘congeni-
tal’ prosopagnosia are often used interchangeably is that it is often
extremely difficult to be sure if there has been early childhood injury
or if the condition has been present from birth. For example, Duchaine
et al. (2006) examined face processing in Edward, who was thought
to have developmental prosopagnosia. However, the authors state that
Edward’s impairment has been lifelong and he is not aware of any
childhood trauma, so he may in fact have congenital prosopagnosia.
While tests have been developed to aid diagnosis of these two forms
of prosopagnosia there are issues with them (see Bowles et al., 2009,
for a discussion), so at present diagnosing these two different types of
prosopagnosia is extremely difficult.

TYPES OF IMPAIRMENT IN DEVELOPMENTAL
AND CONGENITAL PROSOPAGNOSIA

Individuals with developmental prosopagnosia sometimes have
impairments in the ability to process facial emotion (e.g. Duchaine,
2000) and the ability to make gender judgements (e.g. de Haan and
Campbell, 1991). Furthermore, while many cases of developmental
prosopagnosia seem to have impairments that are consistent with
autism spectrum disorder (ASD) (Wilson et al., 2010), developmental
prosopagnosia does occur without ASD. For example, Wilson et al.
(2010) examined six children between the ages of four and eight years
who were thought to display prosopagnosic symptoms. Using a range
of face-processing and cognitive tasks they found that four of the six
children did not display any sign of ASD but they did exhibit a range
of difficulties in processing faces and objects.

Patients with congenital prosopagnosia show considerable variabil-
ity in face-processing impairment. However, it does seem that most
have an associative or integrative impairment. That is, they can per-
ceive a face as a face but are unable to link it to their stored represen-
tation of known faces. For example, Bentin et al. (2007) examined the
face-processing abilities of KW who was unable to identify faces, had
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Modular system

A system in which
different types of
processing are carried
out by separate and
relatively independent
sub-systems.

a bias towards local feature processing and had difficulty processing
holistically, not just for faces. This suggested that KW had congenital
integrative prosopagnosia.

Many patients with congenital prosopagnosia also show evidence
of covert recognition, similar to acquired prosopagnosia (Avidan and
Behrmann, 2008; Bate et al., 2008). This finding is extremely interesting
because it was traditionally thought that patients with congenital pros-
opagnosia could not show evidence of covert recognition because it is
associated with patients who had previously been able to recognise faces
and as such would have a store of intact face representations (Barton
et al., 2001). This questions many of the functional models of face pro-
cessing and much more research is needed in order to fully understand
the nature of covert processing in congenital prosopagnosia.

SUMMARY

e Damage to different brain regions can result in a variety of per-
ceptual and attention disorders which display a surprising degree
of specificity.

e The pattern of disorders observed suggests a highly

in which a series of independent processes each con-
tribute towards the goal of perception.

e Synaesthesia is a phenomenon which seems to result from a
breakdown in this modularity.

¢ Blindsight provides an example of this dissociation between con-
scious experience and the ability to respond appropriately to a
stimulus.

e Prosopagnosia also provides evidence of this dissociation, as
does unilateral neglect, where some patients show evidence of
partial insight into the nature of neglected objects.

e There is some evidence that the nature of the representation
formed might be dependent on the task to be performed, and
in particular there may be an important distinction between the
perceptual processes that mediate action and those which result
in recognition.

e Two broad patterns of impairment in visual agnosia have been
identified and these were originally termed apperceptive agnosia
(now generally known as form agnosia) and associative agnosia
(now known as integrative agnosia).

e In form agnosia patients are unable to discriminate between
objects and cannot copy line drawings. Integrative agnosia is
characterised by an ability to perceive the individual shapes and
elements of objects with an inability to integrate these elements
into a representation of the whole object.

e Prosopagnosia involves an impairment of face processing. It can
be acquired or it can be developmental or congenital. In all forms
of prosopagnosia there is considerable variation in the severity
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of impairment, associated deficits and types of face processing
skills.

In acquired prosopagnosia there is variability in the location and
type of lesion, although impairment in areas such as the fusiform
face area seems to be particularly important.

Some patients with prosopagnosia show evidence of covert rec-
ognition even when the disorder appears to have been present
from birth (congenital prosopagnosia). This finding challenges
many functional models of face processing, and research in this
area continues.
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Short-term
memory

David Groome

5.1 MULTISTORE MODELS OF MEMORY
THE DUAL-STORE THEORY OF MEMORY

Information which has been perceived and attended will sometimes be put
into the memory store. Early cognitive psychologists assumed that there was
just one memory store, but William James (1890) suggested that there were
two separate stores, one for items being held briefly in conscious awareness
and the other for items held for longer periods in unconscious storage. He
called these two stores ‘primary memory’ and ‘secondary memory’ respec-
tively, though they subsequently became known as short-term memory
(STM) and long-term memory (LTM). STM refers to the memories which
are currently receiving our conscious attention, and it is a store of fairly
brief duration and limited capacity. LTM refers to the memories which are
not presently in conscious awareness, but which are held in storage ready to
be recalled. The LTM store has a very large capacity and can hold informa-
tion for a lifetime. Atkinson and Shiffrin (1968) used these ideas to develop
a theoretical model of memory, which is shown in Figure 5.1.

Rehearsal
INPUT )
Short-term Long-term
‘ memory memory
<
Retrieval
Immediate
forgetting

Figure 5.1 The dual-store model of memory.
Source: Atkinson and Shiffrin (1968).

Long-term memory
Memory held in
permanent storage,
available for retrieval
at some time in the
future (contrasts with
short-term memory).

Short-term memory
Memory held in con-
scious awareness,
and which is currently
receiving attention
(contrasts with long-
term memory).
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According to the Atkinson and Shiffrin model, information is held
in STM by continually rehearsing it, and without rehearsal it will be
almost immediately forgotten. The LTM is seen as a more passive store
of information which is available for retrieval but not kept in an acti-
vated form. Earlier models of memory storage had seen the STM as
little more than a ‘port of entry’ into the LTM, but in the Atkinson and
Shiffrin model the STM store is also used for retrieval of memories
from storage. This notion of STM as a focus of both input and out-
put of memories is of central importance to the more recent working
memory model (Baddeley and Hitch, 1974), which has developed the
concept of the STM as a conscious workspace.

The distinction between STM and LTM is sometimes referred to
as the ‘dual-store’ theory of memory, because it proposes two distinct
forms of memory storage. It therefore constitutes one of the first ‘mul-
tistore’ theories of memory, describing memory as a number of related
structures rather than as a single entity. In fact the Atkinson and
Shiffrin model included a third store, which was seen as a very brief
preliminary store for unprocessed sensory information, essentially an
after-image occurring in the sense organ itself. There is some evidence
for such a brief sensory store (Sperling, 1960), but the STM and LTM
are of far greater importance to cognition.

James made the distinction between the STM and LTM stores
essentially on the basis of subjective experience. He felt that conscious
memory seemed different to storage memory, and seemed to have
different characteristics. James was a psychologist of great intuitive
genius, and like many of his theories the distinction between primary
and secondary memory remains plausible to this day. However, it was
left to later psychologists to provide scientific evidence for the exist-
ence of two separate memory stores.

CLINICAL EVIDENCE FOR THE STM/LTM
DISTINCTION

Over the years, evidence has gradually accumulated in support of the
dual-store theory, the most convincing evidence coming from the study
of amnesic patients. Those suffering from organic amnesia (a memory
impairment caused by physical damage to the brain) have difficulty
forming any new long-term memories, but their immediate short-term
memory is usually unimpaired (Baddeley and Warrington, 1970). Such
patients are able to remember what has been said to them during the
previous few seconds, but not much else. The finding that STM can
remain intact despite severe impairment of LTM suggests that they are
separate and independent memory stores.

This view receives further support from the finding that a few
patients have been studied who show the exact reverse of this disso-
ciation, with an intact LTM but a severely impaired STM. For exam-
ple, Warrington and Shallice (1969) described a patient known as KF
who had suffered damage to the left parietal region of his brain in a
motorcycle accident. KF had no LTM impairment but his STM was
quite severely impaired. In fact he could only hold one or two digits in
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conscious STM at a particular moment in time, whereas most normal
people can hold at least seven digits (this measure of STM is known
as digit span, and it is further discussed in Section 5.2). Although
this type of impairment is very rare, a few other patients have since
been studied who show a similar pattern of impaired STM with an
intact LTM (Basso et al., 1982; Vallar and Baddeley, 1982). However,
in recent years researchers have realised that these digit span impair-
ments normally only affect one component of the STM, namely the
phonological loop. This is explained more fully in Section 5.4.

Taking the two types of evidence together, it is apparent that either
the STM or the LTM can be separately impaired whilst the other store
remains intact. A ‘double dissociation’ of this kind is regarded as being
far more convincing than evidence of a single dissociation, and it is the
main reason why most cognitive psychologists today accept that STM
and LTM are separate memory stores.

THE RECENCY EFFECT

Ebbinghaus (1885) demonstrated that memory for a list of items is
affected by the serial position of an item in a list. Items at the end of the
list are particularly well remembered (the recency effect), and to a lesser
extent items at the start of the list also tend to be remembered (the
primacy effect). However, items in the middle of the list are more likely
to be forgotten. This serial position curve is illustrated in Figure 5.2.

Ebbinghaus suggested that items in the middle of the list might suffer
more interference from other adjacent items than would items at the start
and end of the list, which could explain why the items in the middle are less
easily remembered. However,

Digit span

A measure of the
largest number of
digits which an indi-
vidual can recall when
tested immediately
after their presenta-
tion. Widely used as a
test of the capacity of
the phonological com-
ponent of the working
memory.

Recency and
primacy effects

The tendency for par-
ticipants to show par-
ticularly good recall
for items presented
towards the end
(recency) or the start
(primacy) of a list.

a more likely explanation was

subsequently put forward for 80
the recency effect, which is 70
that the last few items on the \
list are probably remembered 60 - ~
because they are still in the \ -
. . 50 -
STM at the time of recall. This = \ /
theory received convincing sup- $ 40 — -
port from the finding that the & \ s — N
recency effect disappears when %01
a delay is introduced between 20 -
learning a wordlist and recalling
it (Glanzer and Cunitz, 1966). A 104
delay of 30 seconds, filled with o4 .
a simple task (counting back- 3 9 15
wards) to prevent subjects from SHERE RN En s

rehearsing the wordlist, was
found to be sufficient to com-
pletely eliminate the recency
effect. The results of this experiment are summarised in Figure 5.3.

Glanzer and Cunitz concluded that the recency effect was explained
by the fact that the last few items on the list were still being held in the

Figure 5.2 The serial position curve.
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STM. Their findings add further sup-
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port for the STM/LTM distinction,
and they also suggest that informa-

tion requires conscious rehearsal in

order to maintain it in the STM store.

A number of different explana-

h\"\/ﬂ tions have been suggested for the

primacy effect. There is some evi-
dence (Oberauer, 2003) that items at
the beginning of the list benefit from
greater attention than those later in

Serial position on list

- 15 the sequence. It has also been shown
that the retrieval of the first items

== |mmediate recall Delayed recall

on the list may inhibit the retrieval

of subsequent items (Cowan, 2005),

a phenomenon known as output

Figure 5.3 The effect of delayed recall on the recency effect. interference.
Source: Glanzer and Cunitz (1966).

5.2 MEASURING STM PERFORMANCE
THE DURATION OF STM STORAGE

We can get a good indication of the duration of STM storage by
studying amnesic individuals who are unable to transfer informa-
tion to the LTM. This means that they can only store information in
STM. For example, the severely amnesic patient CW has virtually no
LTM, and consequently he can only retain new information for about
seven seconds (Wilson and Wearing, 1995). Similar STM retention
periods have been reported for other amnesics (Spiers et al., 2001),
so it would appear that STM can only hold on to information for a
few seconds. The Brown-Peterson task (Brown, 1958; Peterson and
Peterson, 1959) is a technique for measuring the duration of STM
storage in normal individuals. The task requires them to retain a few
test items whilst being prevented from repeating or rehearsing them,
thus stopping them from transferring the items to LTM. The par-
ticipant is presented with test items which are well below maximum
span (such as three letters), which they are required to repeat back
after a short retention interval. However, during this retention inter-
val the participant is required to perform a distraction task (such as
counting backwards in threes) to prevent rehearsal of the test items.
The results obtained by Brown and the Petersons showed that, when
rehearsal is prevented in this way, the test items are forgotten very
rapidly. In fact most items had been forgotten within 5-10 seconds of
being presented (Figure 5.4).

Two main conclusions can be drawn from these results. First, STM
storage apparently requires rehearsal of some kind, to keep the item
in conscious attention. Second, when rehearsal is prevented, items are
lost from the STM very rapidly. In fact Muter (1980) showed that most
items are forgotten within 3-4 seconds if the subject is not expecting
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to be tested. Muter claims that this is 100

probably a more accurate estimation .

of STM duration, since the use of an % \
unexpected test may help to eliminate 80
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ity is the immediate memory span. 0 : -
The subject is simply read a series
of items (such as digits) and is then
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Retention interval (seconds)

required to repeat them immediately,
in the correct order. Since there is no
time delay, immediate memory span
is thought to depend largely on STM, and has
become widely accepted as an approximate 71504
measure of STM performance. 284936

If you wish to test your own digit span, you 8351609
will find an example of the procedure in Figure 25736184
5.5. Read the five digits in the top row of the 940627135
list, then cover up the list and try to write them 2753180649
down. If you get them all right, test yourself on
to the next row, in which the number of dig-
its is increased to six. Keep on going until you
start getting some of the digits wrong. Your digit span is the largest
number of digits you can get right in one trial.

Tests of this kind suggest that the average normal person has a
maximum digit span of about seven digits, and in fact their maximum
span for letters or words tends to be fairly similar (Miller, 1956). There
is some variation among the general population, with scores varying
typically from five to about nine items. However, immediate memory
span is probably not a pure measure of STM, since there is evidence
that LTM may make some contribution to span performance (Hulme
et al., 1991). In particular, information stored in LTM may facilitate
the ‘chunking’ of several items into one meaningful item (Wolters
and Raffone, 2008). This may explain why digit span tends to yield a
higher estimate of STM capacity than other measures. An example of
chunking is given in Chapter 6 (Section 6.3).

The recency effect (see Section 5.1) offers another possible means of
measuring STM capacity. Based on the number of items in the ‘recency’
section of the serial position curve, Craik (1970) estimated the capac-
ity of STM to be about three or four items. This is rather less than the
estimate obtained with the digit span method. Cowan (2005) arrived
at a similar estimate of STM capacity by using the running memory

source: Peterson and Peterson (1959).

Figure 5.4 STM forgetting when rehearsal is prevented.

Figure 5.5 The digit
span test. The first row
of letters is read to the
participant, who must
repeat them immediately.
If they get this row
correct, move on to the
next row, and so on until
they make an error.
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Working memory
(WM)

A hypothetical short-
term memory system
which serves as a
mental workspace

in which a variety of

are carried out on
both new input and
retrieved memories.

processing operations

Figure 5.6 Alan Baddeley.

Source: Google Images.

task. This involves listening to a sequence of digits which is suddenly
ended, at which point the participant must try to remember as many of
the digits as possible. Cowan found that about four digits would typi-
cally be recalled in this test, which is again fewer than would typically
be achieved in a standard memory span test.

Based on these findings it is currently thought that the STM has
a capacity of only about four items (Cowan, 2010), and the slightly
higher measures produced by simple digit span tests are assumed to
reflect an additional input from the long-term memory store.

5.3 THE WORKING MEMORY MODEL

WORKING MEMORY

Early versions of the dual-store model tended to regard STM and LTM
as two stores differing mainly in their duration. However, the working
memory model (Baddeley and Hitch, 1974) emphasises the different
functions of these stores. They argued that the STM was more than
just a temporary storage space, and that it functioned as an active
working memory (WM), a kind of mental workspace in which a vari-
ety of processing operations were carried out on both new and old
memories. In contrast, the LTM was seen as a storage memory (SM),
maintaining information in a fairly passive state for possible future
retrieval. Baddeley and Hitch use the terms WM and
SM because they emphasise the function of these sys-
tems rather than storage duration.

A possible analogy is to think of the working
memory as resembling the screen of a computer, a
space in which various tasks are performed on cur-
rent data, whilst the storage memory serves a similar
purpose to the computer’s memory disks, holding
large amounts of information in long-term storage
(see Figure 5.7).

Baddeley and Hitch (1974) regarded the working
memory as a workspace where analysis and process-
ing of information would take place. They reasoned
that such processing would require some means of
storing information while it was being processed, but
their research suggested that there were two short-
term stores rather than just one. This research made
use of the dual-task paradigm, in which the subject has to carry out
two WM tasks at the same time. They found that two simultaneous
WM tasks will disrupt one another severely if both tasks involve audi-
tory input, or if both tasks involve visual input. However, a visual WM
task and an auditory WM task can be carried out simultaneously with-
out disrupting one another, suggesting that they are able to make use
of two different stores. The disruption caused by one task to a second
task involving the same sensory modality is assumed to result from
competition for the same storage space.
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Baddeley and Hitch con-
cluded that the working mem-
ory must have separate stores
for visual and auditory infor-
mation. They proposed a model
of working memory (Figure
5.8) comprising a central exec-
utive served by two short-term
stores. These are the phonologi-
cal loop, which holds auditory
and speech-based information,
and the visuo-spatial sketchpad,
which holds visual information.

The working memory
model has been very influen-

<

<

COMPUTER SCREEN
(Working memory)

COMPUTER DISK
(Storage memory)

Figure 5.7 The computer as an analogy for WM/SM.

Source: Groome (1999).

tial over the last 30 years, and a great deal of research has been carried
out on its components. Some of this research is described below.

Phonological
loop

— Central ==
< Executive —

Visuo-spatial
sketchpad

Figure 5.8 The working memory model.

Source: Baddeley and Hitch (1974).

5.4 THE PHONOLOGICAL LOOP
EVIDENCE FOR THE PHONOLOGICAL LOOP

The phonological loop is assumed to provide brief storage for auditory input
such as words, and it is assumed to be the mechanism underlying measures

Figure 5.9

If you must do two things at once, make sure
they don’t use the same WM loop.

Source: Shutterstock.

such as digit
span. The main
evidence for the
existence of the
phonological
loop arises from
the dual-task par-
adigm described
above. For exam-
ple, Baddeley and
Lewis (1981)
found that the
immediate recall
of a list of spoken
words is severely
disrupted by the
simultaneous

Central executive
A hypothetical
mechanism which

is believed to be in
overall control of the
working memory. It is
assumed to control a
variety of tasks, such
as decision-making,
problem-solving and
selective attention.

Phonological loop
A hypothetical com-
ponent of working
memory, which is
assumed to provide
brief storage for ver-
bally presented items.
Visuo-spatial
sketchpad

A hypothetical com-
ponent of working
memory, which is
assumed to provide
brief storage for visu-
ally presented items.
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Articulatory
suppression

A task used to occupy
the articulatory con-
trol process of the
working memory,
normally involving the
repetition of a sound
(such as “the") which
requires articulation
but little processing.

Word-length effect
The finding that word
span in immediate
recall is greater for
short words than for
long words.

performance of a second verbal task, even one which requires no significant
attention or processing. The second task in their experiment involved simply
repeating ‘the, the, the,” over and over again, a procedure known as articula-
tory suppression because despite its simplicity it uses up the subject’s capac-
ity for repetition of input. However, a task involving visual imagery does
not disrupt the recall of spoken words. Baddeley and Lewis concluded that
performing a second verbal task disrupts the first one because they are both
competing for the limited storage space in the phonological loop.

Further evidence for the existence of two separate WM loops comes
from the study of clinical patients with impaired STM. For example,
Warrington and Shallice (1972) reported that their patient KF (referred
to above) showed a severe impairment in the immediate recall of spo-
ken items (e.g. digits, letters, or words), but performed quite well when
items were presented visually.

THE WORD-LENGTH EFFECT

The phonological loop is seen as being the mechanism underlying tasks
such as digit span or word span, which was previously believed to have a
limit of about seven items (Miller, 1956). However, Baddeley et al. (1975)
found that the word span limit is greater for short words than for long
words, a phenomenon known as the word-length effect. This finding led
them to suggest that the phonological loop is limited not by the number of
items it can hold, but by the length of time taken to speak them. In fact the
word span was found to be limited to the number of words that could be
spoken in about two seconds. The phonological loop thus seems to work in
a rather similar way to a short loop of recording tape, which explains how
it got its name. Some recent findings suggest that the word-length effect may
depend primarily on the complexity and distinctiveness of the items rather
than merely their length, since the word-length effect disappears when very
complex and distinctive test items are used (Hulme ez al., 2004).

SUB-COMPONENTS OF THE
PHONOLOGICAL LOOP

Baddeley (1986) suggested that the phonological loop contains two sepa-
rate components. These are the phonological store, which stores auditory
information, and the articulatory control process, which allows sub-vocal
rehearsal of the information. The articulatory control process is seen as
a kind of ‘inner speech’ mechanism, linked to actual speech production,
and it also helps to maintain verbal information in the phonological store.

These two sub-components were postulated because they offered an
explanation for a number of unexpected findings. In the first place, it had
been found that during articulatory suppression subjects were still able
to make phonological judgements (Besner et al., 1981), suggesting that
there were separate systems to perform articulation and storage of audi-
tory information.

Baddeley et al. (1984) discovered that, rather oddly, articulatory sup-
pression eliminates the word-length effect for visually presented words
but not for spoken words (Baddeley ez al., 1984). In order to explain this
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finding Baddeley et al. suggested that
the articulatory control process is
required for registering visually pre-

sented words and transferring them Articulatory
into the phonological store, whereas control
auditorily presented words gain direct process
access to the phonological store since Pho:;l:)sical

they are already in the appropriate
format (see Figure 5.10). Thus visu-
ally presented words use the articu-

latory control process but auditorily I
presented words do not. This would

explain why articulatory suppression Auditory word input
will affect the input of visually pre-

<gmmmm  Visual word input

sented words but not spoken ones.
The word-length effect is seen as
being a function of the limited space
available in the articulatory rehearsal
process, so this will also be eliminated by articulatory suppression.

The phonological loop also offers a possible explanation for the
‘irrelevant speech effect’. This is the finding that the retrieval of a
sequence of visually presented items is disrupted by the simultane-
ous presentation of irrelevant spoken material (Salame and Baddeley,
1982). Again this can be explained by hypothesising that all spoken
material automatically enters the phonological store, even background
speech which is not being attended to.

The hypothesis that the phonological store has two components
receives some additional support from clinical findings, as certain
brain-injured patients appear to show impairment of either the pho-
nological store or the articulatory control process in isolation, whilst
the other sub-component remains intact (Vallar et al., 1997).

Source: Baddeley (1986).

NON-SPEECH SOUNDS

Whilst the phonological loop is assumed to hold verbal items, there
is some uncertainty about whether it also deals with non-speech
sounds, such as the sound of a dog barking or a telephone ringing.
Shallice and Warrington (1974) reported that their patient KF had
a WM impairment which was restricted to verbal items, whereas
his WM recall for non-speech sounds was fairly normal, which sug-
gests that verbal and non-verbal material appear to use different
systems. In their study of the irrelevant speech effect (see previous
section), Salame and Baddeley (1982) reported that background
speech caused disruption of verbal memory, but non-speech sounds
did not cause such disruption. They concluded from this that ver-
bal material enters the phonological loop, but non-speech sounds
do not. However, this view is disputed by Macken and Jones (1995),
who found that unattended non-speech sounds did cause disruption
in some circumstances. However, the exact mechanism involved in
storage and retrieval of non-speech sounds remains uncertain.

Figure 5.10 Access to the phonological loop.
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THE PHONOLOGICAL LOOP AND LANGUAGE
ACQUISITION

Much research has been directed towards investigating the function
performed by the phonological loop in real life, and studies have sug-
gested that its main function may involve the use and development of
language. Baddeley and Lewis (1981) found that articulatory suppres-
sion interfered with a subject’s ability to detect errors of logic or word
order in a sentence, suggesting that the main function of the phonolog-
ical loop may be to hold on to a sentence for long enough to analyse
it for logic, word order and overall meaning. This view is supported
by clinical studies, which show that patients with severe impairment
of the phonological loop (indicated by a very small memory span),
often have difficulty in understanding long and complex sentences, but
have no trouble with short and simple sentences (Vallar and Baddeley,
1984). It therefore seems that the problem is not one of basic com-
prehension, but an inability to retain and examine a long sentence.
Other studies have found evidence of reduced phonological memory
performance in children with language problems (Raine et al., 1992),
and in normal children with poor linguistic ability (Gathercole and
Baddeley, 1990).

Whilst these findings appear to suggest that the function of the
phonological loop is concerned with language comprehension, in
some cases patients with a severely impaired memory span have been
found to exhibit normal language comprehension (Martin, 1993).
This finding suggests that the phonological loop may be more impor-
tant for the acquisition of language rather than for the subsequent
use of that language (Baddeley et al., 1998). Several studies offer
support for this view. For example, children with specific language
learning impairments have been found to have impaired phonologi-
cal loop performance (Gathercole and Baddeley, 1989). It has also
been found that a person’s aptitude for learning a second language
correlates with immediate memory span (Service, 1992; Gathercole
et al., 1999), and Baddeley er al. (1998) have reported a correla-
tion between digit span and vocabulary. It has also been found that
vocabulary size depends on the capacity of the phonological loop
(Majerus et al., 2006).

5.5 THE VISUO-SPATIAL SKETCHPAD

MEASURING THE CAPACITY OF THE
VISUO-SPATIAL SKETCHPAD

Just as the capacity of the phonological loop can be measured approx-
imately by the number of spoken digits you can hold consciously at
one moment, so the capacity of the visuo-spatial sketchpad can be
measured by the number of visually presented objects you can hold
consciously at one moment. Try glancing briefly at the array of objects
in Figure 5.11, then cover them up and try to remember the objects
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and their position on the page. Clearly there must be some short-term
visual memory store which enables you to do this, and this store is
referred to as the visuo-spatial sketchpad.

Your ability to remember the identity of each of the items probably
also involves the use of the visuo-spatial sketchpad, but this task will
also involve some input from the LTM, so testing the position of the
objects is probably a purer measure of WM function.

There are several ways of testing the visuo-spatial sketchpad, most
of which roughly follow the procedure described above. For exam-
ple, one of the most widely used measures is the Corsi Blocks test
(Corsi, 1972), in which the experimenter touches the blocks in a cer-
tain sequential order which must then be copied by the subject. The
Corsi Blocks test provides a means of measuring visuo-spatial WM
span which is analogous to the use of digit span for the measurement
of phonological WM capacity.

EVIDENCE FOR THE VISUO-SPATIAL SKETCHPAD

As with the phonological loop, evidence for the existence of the visuo-
spatial sketchpad comes from the dual-task paradigm. Alan Baddeley
(1995) describes an interesting real-life example of how difficult
it can be to perform two visual WM tasks at the same time. Whilst

Figure 5.11 Measuring
the capacity of the
visuo-spatial loop.
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driving his car down an American freeway,
Baddeley noticed that his steering became
hopelessly erratic when he attempted to
visualise the details of an American foot-
ball game he was listening to on the radio.
Since his car was weaving from side to
side he decided that it would be safer to

switch over to a music programme.
Subsequent experiments have con-
firmed that short-term visual recall is
severely disrupted by performing a sec-
ond visual task at the same time, but is
not disrupted by performing a non-visual
Figure 5.12 If you are going for a drive, listen to the music ~ task. For example, Logie (1986) found
station not the football. that the ability to learn words by using
Source: Shutterstock. imagery was greatly disrupted by a sec-
ond visual task but not by a speech task,
and Logie et al. (1989) reported that performance on a visual com-
puter game was disrupted by a second visuo-spatial task. Robbins et
al. (1996) found that the ability to recall positions on a chess board
was disrupted by a secondary spatial task (manipulation of a keypad)

but not by a task involving the repetition of words.

There is also some clinical evidence for the existence of the visuo-
spatial sketchpad. There is a disorder called Williams syndrome in
which the main symptom appears to be an impairment of visuo-spatial
processing and the visuo-spatial loop, but with normal verbal process-
ing (Bellugi et al., 1994). An interesting recent finding is that although
Williams syndrome individuals perform normally on tests of grammar
comprehension, they do in fact exhibit an impairment for grammatical
structures which denote spatial position, such as ‘above’, ‘below’, or
‘shorter’ (Phillips et al., 2004).

SUB-COMPONENTS OF THE VISUO-SPATIAL

SKETCHPAD

Logie (1995) suggests that, like the phonological loop, the visuo-spa-
tial sketchpad also contains two sub-components. These are the visual
cache, which stores visual information about shapes and colours, and
the inner scribe, which holds spatial information and assists with the
control of physical actions.

Some evidence for this distinction comes from clinical studies which
suggest that some brain-injured patients show impairment of the vis-
ual cache but not the inner scribe. For example, Farah ez al. (1988)
described a patient who showed very poor judgements based on visual
imagery of objects, despite showing a fairly normal performance on
spatial tasks. It has also been demonstrated that normal participants
carrying out two simultaneous WM tasks suffer considerable task dis-
ruption when both tasks are visual, or when both tasks are spatial, but
show less disruption when simultaneously performing one visual task
and one spatial task (Klauer and Zhao, 2004).
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5.6 THE CENTRAL EXECUTIVE
INVESTIGATING THE CENTRAL EXECUTIVE

The central executive (CE) is thought to have overall control of
cognitive processing, and it is probably the main focus of conscious
awareness. It also controls the phonological and visuo-spatial
loops, and uses them to help with processing. The CE was origi-
nally regarded as being essentially a single control system, but more
recent research has shown that it actually performs several fairly
distinct functions (Baddeley, 2007). Miyake et al. (2000) identified
three main CE functions, by submitting scores on a large number of
different executive tasks to a form of factor analysis involving the
extraction of latent variables. These latent variables emerge from
the analysis when several tests are found to correlate strongly with
one another, suggesting that they all depend on the same underlying
factor. The three factors identified by Miyake et al. were inhibition
(suppression of a dominant response), shifting (switching attention
between different tasks) and updating (monitoring stored informa-
tion and new input). Although these three factors are fairly inde-
pendent of one another, Miyake et al. found that they were slightly
correlated, suggesting that there may be a general factor affecting
all three. Recent research has shown that these factors show indi-
vidual differences which remain fairly consistent throughout life,
and that they predict many aspects of behaviour in real-life set-
tings (Miyake and Friedman, 2012). These findings are considered
in Section 5.7 (see ‘Individual differences in WM’).

IMPAIRMENT OF CENTRAL EXECUTIVE
FUNCTION

Certain brain lesions appear to cause an impairment of central execu-
tive function, such that patients tend to have difficulty in producing
controlled and flexible responses and instead rely on automatic pro-
cessing and stereotyped responses. This type of impairment is known
as dysexecutive syndrome (Baddeley and Wilson, 1988), and it has
been found to be mainly associated with frontal lobe lesions (Shallice,
1988).

Impaired executive function has been described in a wide variety of
different conditions, including Alzheimer’s disease (Baddeley, 1996;
Storandt, 2008), Tourette syndrome (Ozonoff et al., 1994), Autism
(Hill, 2004), and ADHD (Schulz et al., 2004). Most of these condi-
tions are known to involve frontal lobe dysfunction (see Chapter 9
for further details of executive dysfunction relating to thinking
disorders).

Stuss and Alexander (2007) showed that the pattern of impairment
in dysexecutive syndrome varies from one case to another, depending
on which of the different CE functions was most affected. In view of
this variability, they argued that dysexecutive syndrome should not
be regarded as a single impairment but as a range of different CE
impairments.

Dysexecutive
syndrome

A collection of
deficits observed in
frontal lobe patients
which may include
impaired concentra-
tion, impaired concept
formation, disinhibi-
tion, inflexibility, per-
severation, impaired
cognitive estimation
and impaired strategy
formation.
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Episodic buffer

A hypothetical com-
ponent of working
memory which inte-
grates information
from different sense
modalities, and pro-
vides a link with the
LTM.

5.7 WORKING MEMORY THEORY
TODAY
THE EPISODIC BUFFER

Although the working memory model has been very influential, it has
received a number of criticisms in recent years. One problem with the
WM model is that, by fractionating the WM into a number of sepa-
rate memory loops dedicated to specific sense modalities, it offers no
clear explanation of how information from the visual and phonologi-
cal loops can be combined and linked to multimodular information
in the LTM. Baddeley (2000) has therefore postulated an additional
loop called the episodic buffer, which is thought to integrate informa-
tion from a variety of sense modalities, and which also provides a link
between the WM and the LTM.

The episodic buffer also helps to explain the finding that some
amnesic patients are able to retain lengthy prose passages for a brief
period of time, despite having very poor retention of prose over longer
periods (Baddeley and Wilson, 2002). It is well known that normal
subjects can remember lengthy prose passages over long or short reten-
tion periods, but it is assumed that they use LTM to achieve this per-
formance. However, this is clearly not possible for amnesic subjects,
whose LTM is severely impaired. Baddeley and Wilson suggest that
both normal and amnesic subjects can use the episodic buffer to store
such passages over a short period. Baddeley and Wilson (2002) note
that this capacity for immediate prose recall is not found in Alzheimer
patients, suggesting that these patients may have an impairment of the
episodic buffer itself. Baddeley (2003) also suggests that the episodic
buffer may be involved in conscious awareness, previously thought to
reside primarily in the central executive. His revised version of the WM

model, incorporating the epi-

4

Phonological
loop

|

sodic buffer, is illustrated in
Figure 5.13.

Executive One further piece of evi-
dence which supports the
notion of the episodic buffer

II \\ is the finding that Alzheimer

patients have a specific

Central

Episodic Visuo-spatial impairment of feature bind-
buffer sketchpad ing. They can retain informa-
tion about individual features
l] ll (e.g. colour and shape) but
they cannot integrate and

combine them (Parra et al.,

MR 00D el D 00 2009). This is consistent with

the assumed function of the

episodic buffer as a mecha-

Figure 5.13 Revised version of the working memory model. nism for binding different
Source: Adapted from Baddeley (2000). features of the input.
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The WM model has generated a vast amount of research over the
last 30 years, and continues to do so. It remains to be seen whether it
can survive in the face of future research, but if so it seems likely that
it will be a rather different WM model which eventually emerges.

UNITARY THEORIES OF MEMORY

Despite the popularity of the WM model, some theorists consider that
the dual-store model is not justified, as the research findings can be
equally well explained by a single memory store. Neath and Nairne
(1995) argue that there is no need to postulate multiple storage loops
as assumed by the WM model, as most findings are compatible with a
single-store model. Their ‘feature model’ postulates that WM retrieval
depends on matching the features of a WM trace with those of an SM
(storage memory) trace, the main limitation being that the SM trace is
degraded by interference.

Nairne (2002b) points out that whenever a new finding is reported
which cannot be explained by the existing version of the WM model,
a modification is made to the model (such as the proposal of a new
WM loop), which enables it to cope with the new findings. But this
process of continuous modification and patching makes the WM
model impossible to falsify. More recent studies have confirmed that
in most respects WM and SM operate on the same basic principles and
processes, which questions the justification for making a distinction
between these two stores (Suprenant and Neath, 2009).

CONTROLLED ATTENTION THEORY

Cowan (2005, 2010) argues that WM consists of the temporary acti-
vation of a part of the SM, rather than being a totally separate system.
In this model, WM depends primarily on controlled attention, which
temporarily activates one part of the SM before moving on to another
part shortly afterwards. This controlled attention (CA) theory is con-
sistent with most evidence, though it does have difficulty explaining
the preservation of STM in temporal lobe amnesics.

Baddeley (2009b) considers that Cowan’s view of WM is broadly
compatible with the original WM model, and Logie (2011) points out
that the two theories differ mainly in focusing on different aspects of
WM. Whereas CA theory emphasises limits on attentional capacity,
the standard WM theory focuses on the type of processing carried
out. These can be seen as different and complimentary approaches to
what is essentially the same WM mechanism, rather than as conflict-
ing theories.

INDIVIDUAL DIFFERENCES IN WM

Turner and Engle (1989) demonstrated that there are consistent indi-
vidual differences in the WM performance of different individuals,
and that these differences prove to be a surprisingly good predictor of
other types of cognitive performance. They found even stronger cor-
relations with other cognitive measures when they employed complex
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WM span tasks (e.g. span tasks which
require additional processing such as
reading or calculating), instead of
simple span measures. Complex span
tasks have been found to correlate
highly with cognitive abilities such as
language comprehension, fluid intel-
ligence and academic performance
(Kane and Engle, 2002). For example,
measures of visual WM account for
more than 40 per cent of the variance
in fluid intelligence (Fukuda et al.,
2010), and no less than 80 per cent of
the variance in overall cognitive per-
formance (Gold et al., 2010).
Figure 5.14 Measures of executive fun_ction can predict Kane and Engle (2002) argue that
whether you are able to control your weight. the main feature of complex WM
capacity which predicts such abilities
is the ability to control the contents
of consciousness. A low span indicates poor control of attention, and
an inability to suppress unwanted items, and will thus impair perfor-
mance on a wide range of cognitive tasks.

Miyake and Friedman (2012) have shown that several measures of
central executive performance correlate with behaviour in real-life set-
tings. As explained in Section 5.6, Miyake et al. (2000) identified three
main CE factors, which are inhibition, shifting and updating. These
three factors show reliable individual differences, which remain fairly
consistent through life for a given individual and are partly determined
by heredity (Miyake and Friedman, 2012). All three factors reflect the
ability of an individual to control their cognitive processes, and it
has been shown that measures of these factors provide a surprisingly
accurate prediction of the degree of self-control and willpower that
the individual will show in everyday life. For example, scores on the
three CE factors predict successful control of diet, exercise and weight,
and they even predict the likelihood of expressing racial prejudice or
committing an act of infidelity to a spouse or partner (Miyake and
Friedman, 2012).

Although individual differences in WM performance tend to be fairly
consistent and reliable within a particular age cohort, recent work has
shown that WM scores vary with age. For example, Brockmole and
Logie (2013) reported that WM scores improve through childhood
to reach a peak at about 20 years of age, after which they undergo a
steady decline over the remainder of the lifespan.

In recent years there have been attempts to develop techniques for
improving WM performance, mainly by practising various procedures
involving the WM. However, there is no evidence that these tech-
niques are effective, and a recent meta-analysis of 23 previous studies
(Melby-Lervdg and Hulme, 2013) concluded that there were no lasting
benefits.

Source: Shutterstock.
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Phonological loop

(left parietal)
Central Executive
(prefrontal)

Spatial tasks
(occipital)

Articulatory control process
(left frontal/Broca’s area)

Visual cache
(inferior temporal)

NEURO-IMAGING STUDIES AND WM

The development of brain-imaging technology (brain scans) has made
it possible to investigate which parts of the brain are involved in the
activities of the working memory and its various components. Smith
et al. (1996) used PET-scan imaging to show that verbal WM tasks
mainly produce activation in the left hemisphere, whereas visuo-spa-
tial WM tasks activate regions in the right hemisphere. Further brain-
imaging studies revealed that use of the phonological store leads to
activation of a region at the edge of the left parietal lobe called the
supramarginal gyrus (Smith and Jonides, 1999; Henson et al., 2000),
an area already known to be associated with language comprehension.
The same studies found that use of the articulatory control process
produces activation of a part of Broca’s area in the left frontal cortex,
an area known to be involved in speech production.

Brain scans carried out during the performance of visuo-spatial
tasks show activation of quite different brain areas. It has been found
(Smith and Jonides, 1999; Wager and Smith, 2003) that WM tasks
involving object recognition produce activation of the left parietal and
inferotemporal zones, associated with the ventral pathway. However,
spatial WM tasks involve activation of the right dorsal prefrontal,
parietal and occipital lobes, associated with the dorsal pathway. The
ventral and dorsal pathways are known to be involved in ‘what?’ and
‘where?’ types of perceptual processing respectively, as explained in
Chapter 2.

The central executive involves many different functions, so a variety
of different brain areas are involved according to the task in question.
However, brain scans suggest that most central executive tasks tend to
involve activation of the prefrontal cortex, together with the parietal
lobes in certain specific CE tasks (Collette and Van der Linden, 2002;
Owen et al., 2005).

Figure 5.15 The main
areas of the brain involved
in working memory.
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These brain scan findings would therefore appear to lend support
to the WM model, in so far as they show that different areas of the
brain are activated during the use of different components of WM.
Figure 5.15 summarises the brain areas which are mainly associated
with the various different types of WM task.

However, recent brain-imaging studies have not provided clear sup-
port for the view that WM and SM involve completely separate stores.
Oztekin et al. (2010) carried out fMRI imaging on participants while
they were retrieving items from a recently presented list. Similar levels
of temporal lobe activation were found for the later and therefore most
recent items (assumed to be held in WM) and earlier items (assumed
to be held in SM). This finding does not entirely refute the distinction
between WM and SM, but it does suggest overlap between the mecha-
nisms underlying the retrieval of items from these two stores.

SUMMARY

e Evidence suggests that there are two separate memory stores,
known as ‘short-term memory’ (or ‘working memory’) and ‘long-
term memory’ (or ‘storage memory’).

e Evidence for the distinction between these two stores arises
from clinical studies showing that amnesics may suffer damage
to one store whilst the other remains intact.

e The short-term working memory is assumed to function as an
active mental workspace in which a variety of processing opera-
tions are carried out. In contrast, the long-term storage memory
iS seen as a passive storage space.

e Baddeley and Hitch (1974) have proposed a widely accepted
model of working memory which comprises a central executive
served by two short-term stores, the ‘phonological loop” and the
‘visuo-spatial sketchpad'.

e Evidence for the existence of these memory systems has come
from experiments showing that two tasks will interfere with one
another if they make use of the same WM component.

e The phonological loop is assumed to provide brief storage for
auditory input, and it is thought to play a major role in the use
and development of language.

e The visuo-spatial sketchpad holds visual images, and it is also
thought to be involved in involved in visual pattern recognition,
and in the perception and control of movement.

e The central executive is assumed to be the main focus of con-
scious awareness, and it appears to be involved in mental abili-
ties such as decision making, planning and problem solving.

e Recently, an additional loop has been postulated called the ‘epi-
sodic buffer’, which integrates information from a variety of
sense modalities, providing a link between the WM and the LTM.
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e Impairment of the central executive is known as ‘dysexecutive
syndrome’, and it has been found to be associated with frontal
lobe lesions. It is considered to play a part in certain clinical dis-
orders such as Alzheimer’s disease, autism and schizophrenia.

e The development of neuro-imaging technology has made it pos-
sible to investigate which parts of the brain are involved in the
activities of the working memory and its various components.

e The working memory model has been very influential, but in
recent years it has received some criticism, and alternative mod-
els have been proposed.

FURTHER READING

o Baddeley, A. D. (2009). Working memory. In A. D. Baddeley, M. W.
Eysenck and M. C. Anderson (eds) Memory. Hove: Psychology
Press. An excellent review of recent research on working mem-
ory, written by one of the original creators of the working memory
model.

* Heathcote, D. (2005). Working memory and performance limita-
tions. In A. Esgate and D. Groome (eds) An Introduction to Applied
Cognitive Psychology. Hove: Psychology Press. This chapter deals
with applied aspects of working memory and its performance
limitations in real-life settings, such as language learning, indus-
trial tasks, and air-traffic control.
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Long-term
memory

David Groome

6.1 THE NATURE AND FUNCTION OF
MEMORY

MEMORY AND ITS IMPORTANCE IN
EVERYDAY LIFE

Long-term memory is the mechanism which enables us to store infor-
mation and experiences in a lasting fashion, for possible retrieval at
some point in the future. This ability to create and retrieve memories
is fundamental to all aspects of cognition, and it is crucial to our abil-
ity to function properly as human beings. Our memories allow us to
store information about the world so that we can understand and deal
with future situations on the basis of past experience. The processes
of thinking and problem-solving also rely heavily on the use of previ-
ous experience, and memory also makes it possible for us to acquire
language and to communicate with others. Memory also plays a very
basic part in the process of perception, since we can only make sense
of our perceptual input by making reference to our store of previous
experiences. Even our social interactions with others are dependent
upon what we remember. In a sense it can be said that our very iden-
tity relies on an intact memory, and the ability to remember who we
are and the things that we have done. Almost everything we ever do
depends on our ability to remember the past.

ENCODING, STORAGE AND RETRIEVAL OF
MEMORY

The memory process can be divided into three main stages (Figure 6.1).
First of all there is the input stage, where newly perceived information is
being learned or encoded. Next comes the storage stage, where the infor-
mation is held in preparation for some future occasion. Finally there is
the output stage, where the information is retrieved from storage.
There are clear parallels between these three stages of human
memory and the input/storage/output processes involved in storing
a computer file onto disk. Perhaps the most important reason for

Key Term

Encoding

The process of
transforming a
sensory stimulus into
a memory trace.
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Figure 6.1 The
encoding, storage
and retrieval stages
of memory.

ENCODING RETRIEVAL
(input) L 3 STORAGE —— 3>  (output)

distinguishing between these three stages is that each stage will
need to be successfully completed before we can retrieve a memory.
This means that when we find we are unable to recall some item,
the cause could be either a failure at the input stage (i.e. faulty
learning), a failure at the output stage (i.e. faulty retrieval), or even
a failure of the storage mechanism. In practice, storage failures
probably do not occur unless there is damage to the brain, so it is
probable that most forgetting is caused by either learning failure or
retrieval failure.

6.2 THE FIRST MEMORY EXPERIMENTS
EBBINGHAUS AND THE FORGETTING CURVE

The scientific study of memory began with the work of Hermann
Ebbinghaus (1885), whose methods were to have a huge influence on
memory research for many years. Using himself as the experimental
subject, Ebbinghaus carried out a number of classic experiments in
which he attempted to measure memory performance in a scientific
and quantified manner, making an effort to eliminate all unwanted
variables from his experimental design. For example, Ebbinghaus real-
ised that the use of verbal items in a memory test would add an uncon-
trolled variable to the design, since the words used would vary in their
meaningfulness and familiarity. He therefore decided to eliminate this
variable by using nonsense material instead of meaningful words as
his test items. Ebbinghaus compiled lists of test items known as ‘non-
sense syllables’, so called because they are pronounceable syllables but
have no meaning, such as VOP or TUV. Ebbinghaus considered that all
nonsense syllables were roughly equivalent in their memorability, since
they were meaningless.

Having devised lists of nonsense syllables, Ebbinghaus used them
to investigate how forgetting occurs with the passage of time. A list of
syllables would be learned, and then retested after a certain retention
interval. The scores were plotted as a ‘forgetting curve’, as shown in
Figure 6.2.

As the graph shows, forgetting was extremely rapid at first, but at
longer retention intervals the rate of forgetting gradually levelled off.
This same basic forgetting curve has been confirmed in many subse-
quent experimental studies. In fact Rubin and Wenzel (1996) reviewed



6.2 The first memory experiments 159
no fewer than 210 studies of
forgetting carried out over the 100 -
years, all of which reported
forgetting curves which were 80 -
generally similar to that 3
found by Ebbinghaus. Meeter 2 604
et al. (2005) used an internet ® w0 |
study to test the memories \
of 14,000 people for news ol S—M— .
items and other public events, -
and the results showed that 0 ; : ; ; ; ‘
0 5 10 15 20 25 30

their forgetting over time
was essentially similar to the

Retention interval (days)

Ebbinghaus forgetting curve.
However,  autobiographical  Figyre 6.2 The forgetting curve.
events of personal significance
are remembered far more
accurately over long periods
of time than would be found in laboratory studies of memory (Bahrick
et al., 2008). See Section 6.8 for further details of these autobiographi-
cal memory studies.

INTERFERENCE AND DECAY

The forgetting curve demonstrates that memories tend to dissipate
over a period of time, and Ebbinghaus suggested two main theories to
explain why this might occur:

Source: Ebbinghaus (1885).

® Decay — memories fade away with the passage of time, regardless
of other input.

e [Interference — memories are actively disrupted by the influence of
some other input.

Ebbinghaus was able to demonstrate experimentally that interfer-
ence did indeed have a significant effect on memory. He showed that
memory scores for the learning of one list were considerably reduced
by the subsequent learning of a second list, a phenomenon known
as retroactive interference. Another experiment showed that the
memory for a list was also subject to interference from a previously
learned list, a phenomenon known as proactive interference. In sum-
mary, the interference effect could be caused by any additional input
occurring either before or after the target list. Many subsequent stud-
ies have confirmed the effects of interference, which has been shown
to depend largely on the degree of similarity between the target item
and the items interfering with it (McGeoch, 1932; Underwood and
Postman, 1960).

Producing evidence for the occurrence of spontaneous decay has proved
to be rather more difficult because of the difficulty of separating its effects
from those of other forms of forgetting (including interference) which also
inevitably take place with the passage of time. However, a recent review of
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Retrieval-induced
forgetting (RIF)

The phenomenon
whereby the
successful retrieval

of a memory trace
inhibits the retrieval of
rival memory traces.

previous research (Altmann and Schunn, 2012) concluded that both decay
and interference probably play a part in the forgetting process.

Thorndike (1914) suggested that decay only affects memory traces which
remain unused for a long period, an idea known as the ‘decay with disuse’
theory. This theory has recently been revived and updated by Bjork and
Bjork (1992), who suggest that access to a memory trace is strengthened
by frequent retrieval, whereas unretrieved memories become more inacces-
sible as time passes. Bjork and Bjork call this the ‘New Theory of Disuse’.
More recent research has suggested that there may be inhibitory mecha-
nisms at work in the brain, which actively suppress unretrieved memories
(Anderson, 2003). This phenomenon is known as retrieval-induced forget-
ting, and it may help to explain why memories fade over time. If so then
this puts the whole concept of forgetting into a totally new perspective,
because it suggests that forgetting may be caused by an inhibitory mecha-
nism in the brain rather than by some failing or inadequacy of the memory
system. The new theory of disuse and the retrieval-induced forgetting phe-
nomenon will both be considered in more detail in Section 6.7.

The experiments carried out by Ebbinghaus over a century ago had a
huge influence on subsequent memory research. However, although his
basic findings (such as the forgetting curve) are still generally accepted,
the theories that Ebbinghaus proposed to explain them have been revised
in the light of subsequent research. One aspect of Ebbinghaus’ approach
which has been particularly criticised is his use of nonsense material, since
it has become clear that meaning is a central factor in memory processing.
This will be considered in the next section.

6.3 MEANING, KNOWLEDGE AND
SCHEMAS

BARTLETT'S STORY RECALL EXPERIMENTS AND
THE SCHEMA THEORY

The early memory experiments of Ebbinghaus influenced memory
research for many years, but cognitive psychologists eventually came
to question one very central feature of his research, namely his use of
nonsense syllables as test items. By controlling out the effects of mean-
ing and knowledge, Ebbinghaus had eliminated what is possibly the
most important feature of memory function.

The first clear experimental demonstration of the importance of
meaning and knowledge on memory was provided by Bartlett (1932),
in a classic study regarded by many as the first step towards the modern
cognitive approach to memory. Bartlett investigated the way that indi-
viduals remembered a short story. He deliberately chose stories which
were unusual such as the one below, which is a Native American folk
tale called “The War of the Ghosts’. If you wish to try the experiment on
yourself then you should read through the story once, then cover it over
and write down as much of it as you can remember.
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The War of the Ghosts

One night two young men from Egulac went down to the river to
hunt seals, and while they were there it became foggy and calm.
Then they heard war-cries, and they thought ‘maybe this is a war
party. They escaped to the shore, and hid behind a log. Now canoes
came up, and they beard the noise of paddles, and saw one canoe
coming up to them. There were five men in the canoe, and they said
‘What do you think? We are going up the river to make war on the
people’ One of the young men said ‘I have no arrows’. ‘Arrows are
in the canoe’, they said.

‘T will not go along. I might be killed. My relatives do not know
where 1 have gone. ‘But you’, he said, turning to the other, ‘may go
with them. So one of the young men went, but the other returned
home. And the warriors went up the river to a town on the other side
of Kalama. The people came down to the river, and they began to
fight, and many were killed. But presently the young man beard one
of the warriors say: ‘Quick, let us go home: that Indian has been hit.
Now he thought ‘Oh, they are ghosts. He did not feel sick, but they
said be bad been shot. So the canoes went back to Egulac and the
young man went ashore to his house, and made a fire.

And be told everybody and said: ‘Behold I accompanied the
ghosts, and we went to fight. Many of our fellows were killed,
and many of those who attacked us were killed. They said 1
was hit, and 1 did not feel sick” He told it all, and then he
became quiet. When the sun rose he fell down. Something
black came out of his mouth. His face became contorted. The
people jumped up and cried. He was dead.

This story is rather strange to the average person from a western cul-
tural background because it contains references to ghosts, magic and states
of invulnerability, all concepts which are rather unfamiliar to most of us.
Bartlett’s most important finding was that his subjects tended to recall a
changed and distorted version of the story. However, the changes noted by
Bartlett were not random, but were systematically directed towards the cre-
ation of a more rational and sensible story. Bartlett concluded that subjects
tended to rationalise the story to make it fit in with their expectations, based
on their own past experience and understanding of the world. Typically the
story recalled by Bartlett’s (British) subjects would be a far more straight-
forward account of an expedition which was relatively free from ghostly or
magical interventions. Some of the more strange and unfamiliar parts of the
story tended to be left out altogether, whilst others would be distorted and
changed to fit in with a more conventional and British view of the world.

Bartlett explained these findings in terms of his schema theory (see
Chapter 1), which proposes that we perceive and encode information
into our memories in terms of our past experience. Schemas are the
mental representations that we have built up from all that we have
experienced in the past, and according to Bartlett we compare our
new perceptual input with our schemas in an effort to find something
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meaningful and familiar. Any input which does not match up with
existing schemas will either be distorted to make it match the schemas,
or else it will not be retained at all.

These findings have quite important implications for a variety
of real-life situations, as they raise questions about whether we can
rely on the accuracy of eyewitness testimony. We should expect,
for example, that witnesses presenting evidence in a court of law
will be likely to produce a distorted and rationalised version of
events they have witnessed. We should also question the accuracy
of any eyewitness accounts, such as news reports and accounts of
historical events. Indeed we should even question the accuracy of
our own memories of past events, since much of what we think has
happened to us has probably been subjected to distortion of which
we are completely unaware. On those rare occasions where we do
actually get a chance to check the accuracy of our memories, as for
example when chatting with a friend about some shared experience
from the past, we often discover quite major discrepancies between
two people’s accounts of the same event. Bartlett’s experiments
showed that we should never expect memory to be entirely accu-
rate, since it will tend to reflect our own efforts to make sense of
its content. Bartlett also demonstrated that memory appears to be
stored in terms of its meaningful content, and thus depends on the
extent to which the individual’s previous knowledge can be used to
make sense of the incoming information.

THE EFFECT OF MEANING AND KNOWLEDGE
ON MEMORY

Bartlett’s theories were not widely accepted at first, partly because they
concerned inner mental processes (such as schemas), which were unac-
ceptable to the behaviourists who dominated mainstream psychology
at that time. Moreover, Bartlett’s experiments were not very scien-
tifically designed. For example, the main variable in his story recall
experiments was the meaningfulness of the story content, but as this
was determined purely on the basis of subjective opinion it is perhaps
not surprising that it met with some criticism.

In recent years a number of studies have provided a more scien-
tific basis for some of Bartlett’s theories, by providing an objective
means of varying the meaningfulness of the narrative. For example,
Bransford and Johnson (1972) tested their subjects’ ability to recall a
short passage which made relatively little sense unless the subject was
provided with some kind of explanatory context, which in this case
was provided by a picture (Figure 6.3).

Two groups of subjects were used in this experiment. One group
was shown the helpful picture, but the other group was not. The group
who had seen the picture were subsequently able to recall far more of
the passage than the other group, probably because the picture helped
them to make sense of the passage. The passage is reproduced below,
and you may wish to try out the experiment on yourself.
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The balloons passage

If the balloons popped the sound wouldn’t be able to carry
since then everything would be too far away from the correct
floor. A closed window would also prevent the sound from car-
rying, since most buildings tend to be well insulated. Since the
whole operation depends on the steady flow of electricity, a
break in the middle of the wire would also cause problems. Of
course, the fellow could shout, but the human voice is not loud
enough to carry that far. An additional problem is that the
string could break on the instrument. Then there would be no
accompaniment to the message. It is clear that the best situa-
tion would involve less distance. Then there would be fewer
potential problems. With face-to-face contact, the least number

of things could go wrong.

In this experiment the subject’s ability to find meaning in the passage
was scientifically controlled by giving helpful information (i.e. the picture)

to one group but not to the other. This method of
controlling the variable of meaningfulness was thus
quite objective and did not rely at all on the subjec-
tive opinion of the experimenter as it did in Bartlett’s
story recall experiments. Since the two groups of sub-
jects were read exactly the same passage in exactly
the same conditions, the only major variable was the
degree of meaningfulness, which was systematically
controlled by the experimenter.

These experiments on story recall suggest that a
passage is more memorable if we can make use of
our knowledge and experience to increase its mean-
ingfulness. Other studies have shown that subjects
who possess a great deal of expert knowledge about
a subject are particularly good at remembering mate-
rial which relates to their field of expertise. Chase
and Simon (1973a) found that expert chess players
were able to remember the positions of the pieces
in an uncompleted chess game with great accuracy,
whereas chess novices produced far less accurate
recall. However, the chess experts only achieved
superior recall when the test material consisted of
real or plausible chess games, but not when the
chess pieces were placed in random positions. This
suggests that the real games were probably more
memorable to the chess experts because they held
more meaning and significance for the expert player,
full of implications for the subsequent development
of the game. Similar benefits of expert knowledge
have been reported for the memories of experts on
football (Morris et al., 1981) and experts on TV
soap operas (Reeve and Aggleton, 1998).

o = =

Figure 6.3 Picture used to make the balloons
passage meaningful.

Source: Bransford and Johnson (1972).
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SCHEMAS AND SCRIPTS

Schank and Abelson (1977) argued that schemas are also important
in making sense of everyday events. They proposed a form of schema
called a script, which combines a sequence of events which might nor-
mally be expected in a particular situation. Scripts can therefore guide
our behaviour by enabling us to anticipate what will happen next.
For example, a visit to a restaurant typically involves the following
sequence of events and actions:

Enter restaurant / Find table / Choose seat / Sit down /
Get menu / Choose food / Order from waiter / Wait for food /

Food arrives / Eat food / Waiter brings bill / Pay bill / Leave
restaurant.

This sequence provides us with a general idea of what to expect when
we go to a restaurant. It will therefore come as no great surprise when
a bill is presented after the meal (though the size of the bill is often a
surprise). Scripts may help us to organise our plans and our actions, by
providing us with a general framework with which to organise them.
They also help us to understand events and the behaviour of others.

SCHEMAS AND DISTORTION

Although there have been many studies demonstrating the effect of
knowledge and schemas on memory, the phenomenon of distortion
has not been so extensively studied. However, there have been a few
such studies, and some of these have extended the study of distortion
into real-life settings. For example, Hastorf and Cantril (1954) found
that fans watching an American football match subsequently recalled
a highly distorted and biased version of the game, with the supporters
of each team somewhat predictably recalling more fouls being com-
mitted by the opposing team.

Distortion of eyewitness testimony by previous schemas has also
been investigated. Tuckey and Brewer (2003) discovered that eye-
witnesses were able to provide far more accurate information about
events that were consistent with their existing schemas, such as a
robbery involving masked criminals carrying guns and escaping in a
getaway car. However, their memory was likely to be distorted for any
events they had witnessed which were inconsistent with their previous
knowledge and schemas. A number of other studies have shown that
eyewitness testimony for a crime or accident can also be distorted by
subsequent events as well as by previous knowledge, and these find-
ings will be considered in Section 6.8.

Apart from the studies mentioned above, there have been relatively
few studies of memory distortion since Bartlett’s pioneering work.
Koriat et al. (2001) suggest that the main reason for this is the fact
that distortion cannot easily be quantified, so investigators are forced
to find some qualitative means of assessment (i.e. observing the type
of forgetting rather than the amount). Now that qualitative research
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methods are becoming more accepted it is possible that memory dis-
tortion will be studied more extensively.

MEANING AND MNEMONICS

As Bartlett showed, people are not very good at learning things which
they find meaningless. The human brain does not appear to be well
suited to rote-learning, or ‘parrot learning’ as it is sometimes called.
However, this point was understood long before Bartlett’s studies. For
centuries people have made use of techniques known as mnemon-
ics, which depend on adding meaning to an item in order to make it
more memorable. For example, if you read the number 1984747365
just once, there is very little chance that you will still remember it
in ten minutes’ time. In fact you have probably forgotten it already.
However, try looking at the number again and this time try to imagine
George Orwell (1984) sitting on a jumbo jet (747) for one year (365).
By adding these associations to the numbers they become more mean-
ingful and thus more memorable. In addition, this mnemonic benefits
from the principal of ‘chunking’ (Miller, 1956), since the original ten
items have in effect been reduced to just three chunks of meaningful
information. Consequently, you are not only likely to remember these
numbers in ten minutes’ time, but it is entirely possible that you will
still remember them in ten years’ time. I offer my apologies if this turns
out to be the case.

Essentially what we have done here is to make use of knowledge
that is (probably) already in your LTM store, to add meaning to a list
of otherwise meaningless digits. Many other mnemonic techniques
have been devised over the years to enable us to add some mean-
ing to an otherwise meaningless list of numbers or words, and you
probably already know and use several. One good example is the
use of mnemonics to assist with the recall of the sequential order
of the colours of the spectrum, by turning it into a sentence such as
‘Richard Of York Gave Battle In Vain’. The first letters of these seven
words may help retrieval of the colours of the spectrum in their cor-
rect order (red, orange, yellow, green, blue, indigo and violet). It will
be noticed that in this case the colours themselves are not devoid of
meaning, but their sequential order is. There are other popular mne-
monics for remembering the notes on the musical scale, the number
of days in each calendar month, the twelve cranial nerves, and many
other items which are either meaningless or else occur in a meaning-
less sequence.

A number of books have been written about the use of mnemonic
strategies to enhance memory performance (e.g. Lorayne and Lucas,
1974; Herrmann et al., 2002), and there is a section on mnemonics
in Esgate and Groome (2005). Mnemonics usually work by adding
meaning to items which are otherwise fairly meaningless, and their
effectiveness provides evidence for the view that people are much bet-
ter at memorising meaningful information, which they are able to
relate to their previous knowledge.

Mnemonic

A technique or
strategy used for
improving the
memorability of
items, for example
by adding meaningful
associations.
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Figure 6.4 The levels of
processing model.

Source: Craik and Lockhart
(1972).

Orienting task

A set of instructions
used to influence

the type of cognitive
processing employed.

6.4 INPUT PROCESSING AND
ENCODING

LEVELS OF PROCESSING THEORY

Craik and Lockhart (1972) proposed a theory to explain the role of
knowledge and meaning in memory, which in some ways borrows
from schema theory in that it stresses the importance of extracting
meaning from the perceptual input. However, their ‘levels of process-
ing’ (LOP) theory suggests that the processing of new perceptual input
involves the extraction of information at a series of levels of increasing
depth of analysis, with more information being extracted at each new
level (Figure 6.4).

3 Structural 3 Acoustic 3 Semantic
R processing processing processing

Thus initial processing will be shallow, extracting only the more
superficial features of the input such as the shape of an object (struc-
tural processing) or the sound of a word (acoustic processing).
However, the input may subsequently be processed at a deeper level
where more complex features are analysed, such as the meaningful
content of a word (semantic processing).

One crucial aspect of the LOP theory is that it emphasises the need
to carry out extensive processing on incoming information in order
to store it. Previously it had been widely assumed that information
could gain entry into the long-term storage memory by merely being
repeated or held in consciousness for a period of time. Craik and
Lockhart argued that this is not enough, and that long-term storage
can only be achieved by active processing of the input. In fact Craik
and Lockhart argued that the memory trace is essentially a by-product
of perceptual processing.

The main prediction of the LOP theory is that the retention of a
memory trace will depend on the depth to which it has been pro-
cessed during the encoding stage. Like schema theory, the LOP theory
is able to explain the well-established finding that meaningful material
is more memorable than non-meaningful material, by postulating that
meaningful material can be more deeply processed. However, unlike
schema theory, the LOP theory is readily testable, as it specifies a num-
ber of distinct stages in the processing sequence, and then makes a firm
prediction that memory performance will depend on the level to which
processing has progressed. Evidence supporting the LOP theory has
mostly been obtained from the use of orienting tasks.

ORIENTING TASKS

An orienting task is essentially a set of instructions which are intended to
direct the subject towards a certain type of processing. For example, Craik
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and Tulving (1975) presented
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Craik and Tulving’s results

are shown in Figure 6.5.

They show that tasks which  Figure 6.5 The effect of orienting task on retrieval.

require deep processing tend
to produce better retrieval
than do tasks which involve
shallower processing, and this general finding has been confirmed
by other orienting task studies (e.g. Hyde and Jenkins, 1973; Parkin,
1983).

The effect of processing depth is not limited to verbal test items.
For example, it has been found (Winograd, 1976; Burgess and Weaver,
2003) that face recognition scores were higher when faces were sub-
jected to deep processing (e.g. rating the pleasantness of each face)
rather than shallow processing (e.g. identifying a structural feature of
each face, such as whether or not it had curly hair). It has also been
found that recall scores are particularly high for test items which the
subjects have used in reference to themselves (Rogers et al., 1977), as
for example when an orienting task requires subjects to decide whether
adjectives can be used to describe them personally. This is known as
the self-reference effect, and it suggests that personal involvement may
lead to deeper processing.

The design used by Craik and Tulving for their orienting task
experiment required the subjects to read through the wordlist without
realising that their memory of it would later be tested. In other words
it was a test of incidental learning rather than intentional learning.
This technique was used in order to prevent subjects from deliber-
ately trying to learn the wordlist, since subjects motivated to learn
the words might tend to disregard the instructions to carry out a par-
ticular orienting task. It is interesting to note that when Craik (1977)
instructed a group of subjects to try to learn the list deliberately, their
recall scores were no better than those of the group performing inci-
dental learning with a semantic orienting task. This suggests that
even when we are deliberately trying to learn something we cannot

Source: Craik and Tulving (1975).
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improve on semantic processing, which is more important than mak-
ing a deliberate effort to learn. This finding is entirely consistent with
our experience of learning in real life. You can probably remember in
considerable detail many of the things you did earlier today, despite
the fact that you did not at any point say to yourself ‘I must try hard
to remember this’. You are likely to remember the events which you
thought about and processed, perhaps because they held some mean-
ing or significance for you.

LEVELS THEORY REVISED

In its original form the LOP theory proposed a strict sequential
order of processing, beginning with structural processing and then
proceeding to acoustic and finally semantic processing. However,
this processing sequence is not entirely plausible, since the three
types of processing are qualitatively different and thus discontinu-
ous with one another. It is difficult to see how structural, acoustic
and semantic processing might somehow blend into one another.
Furthermore there is some evidence (e.g. the Stroop effect — see
Chapter 3) that semantic processing can sometimes take place
before the ‘shallower’ structural and acoustic stages are complete.
It was partly in answer to these criticisms that the original sequen-
tial model of processing depth was replaced by a revised version
(Lockhart and Craik, 1990), in which structural, acoustic and
semantic forms of processing are assumed to take place simultane-
ously and in parallel rather than in sequence (Figure 6.6).

This revised version of the theory assumes that any new input will
be subjected to several different types of processing at the same time,
though semantic processing apparently creates a more effective and
lasting memory trace than the non-semantic forms of processing.

The LOP theory has been subjected to plenty of criticism over the
years, but research has generally supported the basic underlying princi-
ple that semantic processing is usually more effective than non-semantic
processing (Rose and Craik, 2012).
There is also evidence from PET
scans showing that semantic and
Structural non-semantic processing involve
processing different areas of the brain (Otten
and Rugg, 2001), with seman-
tic processing mainly activating

. the left prefrontal cortex whilst
INPUT coustic non-semantic processing mainly

processing

activates the posterior sensory
cortex. However, whilst the LOP
theory remains plausible, it is now
Semantic considered that the effectiveness of
processing deep processing probably reflects
the fact that it facilitates elaborative
encoding, whereby the new input
Figure 6.6 The revised levels of processing model. becomes connected with previous
Source: Lockhart and Craik (1990). memories.
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ELABORATIVE AND MAINTENANCE REHEARSAL

Rehearsal is commonly employed as a method of retaining a piece of
information, as for example repeating a telephone number over and
over to yourself until you have the chance to write it down. Craik
and Lockhart (1972) made a clear distinction between ‘maintenance
rehearsal’, in which the input is merely repeated without further pro-
cessing, and ‘elaborative rehearsal’, in which links are created between
the new input and previously stored information. They argued that
only elaborative rehearsal would lead to long-term retention of the
information, and that maintenance rehearsal served only to hold it
temporarily in conscious awareness without actually strengthening the
trace.

Whilst it has certainly been found that elaborative rehearsal tends
to be more effective than maintenance rehearsal, research suggests
that both forms of rehearsal can improve memory, but in different
ways. Glenberg et al. (1977) found that recall tests benefit mainly
from elaborative rehearsal, whereas recognition tests benefit more
from maintenance rehearsal. Hunt and McDaniel (1993) explain such
findings by suggesting that elaborative rehearsal assists with relational
processing (i.e. forming new associative connections with other items),
whereas maintenance rehearsal assists item-specific processing (i.e.
increasing the strength of the memory for one item).

ELABORATIVE ENCODING AND ORGANISATION

Elaborative encoding refers to the formation of associative connections
with other memory traces, and this occurs most effectively where mean-
ingful associations can be found. A number of studies have confirmed that
semantic elaboration does indeed create a stronger and more lasting trace
(Craik and Tulving, 1975; Cherry et al.,1993). The elaborative encod-
ing theory thus proposes that

semantic processing creates
a large number of associative
links with other items in the
memory store, so that the new
trace becomes incorporated
into an extensive network of
interconnected memory traces,
as illustrated in Figure 6.7.
Since each of these asso-
ciative links can serve as
a potential retrieval route,
the trace will be more easily
retrieved if there are many
possible pathways leading
back to it. Recent versions of
LOP theory have therefore
tended to place emphasis on

the strengthening of inter-

item associations and the Figure 6.7 Elaborative connections between memory traces.



170 Chapter 6 | Long-term memory

consequent creation of additional retrieval routes which are brought
about by elaborative processing (Craik, 2007). An additional advan-
tage of deep and elaborative processing is that it may produce a more
distinctive and unique memory trace, which can be more easily distin-
guished from other stored items (Eysenck, 1979; Hunt, 2013). At the
present time both the ‘elaboration’ and ‘distinctiveness’ accounts of
processing depth remain plausible, and it is probable that both mecha-
nisms operate together.

Mandler (1972) showed that retrieval was greatly improved when
test items were organised into categories by the participant, which
allowed the items to be incorporated into a network of related memo-
ries. Mandler’s organisation theory suggests that memory is structured
into a semantic network of related items, and accessing one item acti-
vates the whole network. Mandler suggests that this mechanism is
consistent with the findings of LOP theory since it offers a possible
explanation for the benefits of extensive semantic input processing
(Mandler, 2002, 2011).

6.5 RETRIEVAL AND RETRIEVAL CUES
RECALL AND RECOGNITION

There are two main ways of testing retrieval, which are recall and
recognition. In a recognition test, the original test material is pre-
sented again at the retrieval stage, whereas in a recall test they are
not. However, there are two different types of recall test. In a test of
spontaneous recall you are required to generate the test items without
any assistance, but in a cued recall test you are given retrieval cues (i.e.
reminders) of the target items, but not the actual items themselves. So
in practice, retrieval tests usually involve one of the following three
procedures:

1. Spontaneous recall: requires the generation of items from memory
without any help.

2. Cued recall: retrieval cues are provided to remind us of the items to
be recalled.

3. Recognition: the original test items are re-presented at the retrieval stage.

It is generally found that people can recognise far more items
than they can recall. For example, Mandler et al. (1969) presented
their subjects with a list of 100 words, which were repeated five
times. The average spontaneous recall score obtained was only 38
per cent, whereas the average recognition score was 96 per cent. It
is worth noting that cued recall performance usually tends to fall
somewhere in between recall and recognition performance (Tulving,
1976), though the actual score will depend on the quality of the
retrieval cues. The apparent superiority of recognition performance
over recall performance is so striking that any theory of retrieval
needs to provide an explanation for it.
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GENERATE AND RECOGNISE THEORY

The ‘generate and recognise’ (GR) theory (Kintsch, 1968; Anderson
and Bower, 1972) explains the superiority of recognition over recall
performance by assuming that recall and recognition are fundamen-
tally different processes, and that recall is more difficult because it
involves an extra stage. According to GR theory, in a recall test the
participant must first generate possible target items, after which the
items thus generated are subjected to a recognition test in order to
discriminate between correct and incorrect items. In a recognition test,
however, there is no need for the subject to generate possible test items
since the items are already in front of them. Thus recall is seen as hav-
ing two stages (generate and recognise), whilst recognition has only
one (recognise). This could explain why recall is more difficult than
recognition.

An important feature of the GR theory is that it makes the assump-
tion that recognition is actually one of the sub-processes of recall. This
means that, in theory, any item that can be recalled should also be
recognisable. However, it has been shown that in certain situations
people are unable to recognise items which they can recall (Tulving
and Thomson 1973). This phenomenon is known as ‘recognition fail-
ure of recallable items’ (often abbreviated to ‘recognition failure’),
and it provides evidence against the GR theory. Recognition failure is
most easily demonstrated with a design in which strong retrieval cues
are provided for recall but not for recognition. It has been demon-
strated with a number of different experimental designs (for a review
see Nilsson and Gardiner, 1993), and it is one of the main reasons
why GR theory is no longer widely accepted. But in any case, more
recent research has shown that recognition is not a single mechanism.
It can be sub-divided into two distinct processes, which are familiarity
and recollection (Mandler, 1980). This theory is discussed further in
Section 6.6.

CUE-DEPENDENT FORGETTING AND THE
ENCODING SPECIFICITY PRINCIPLE

Tulving (1972) argued that memory retrieval is largely cue-dependent.
In other words, whether we can retrieve a memory or not will depend
on the presence of suitable retrieval cues, which act as reminders and
help reactivate the original memory trace. There is a considerable body
of evidence confirming that retrieval success is closely related to the
number and quality of the retrieval cues available (Tulving, 1972;
Mantyla, 1986). In fact memory performance can be surprisingly good
when suitable cues are provided. Mantyla (1986) asked people to read
a list of 600 words, and to think of three things they knew about each
word. When these three self-generated cues were employed in a sub-
sequent recall test, the average retrieval score obtained for the target
words was over 90 per cent. To recall about 550 words from a list
of 600 is actually quite an impressive performance, and this finding
demonstrates how good the human memory can be when given the
right retrieval cues.
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Figure 6.8 The overlap
between features
encoded at input and
features available in the
retrieval cue at output.

Encoding specificity
principle (ESP)

The theory that
retrieval cues will

only be successful in
accessing a memory
trace if they contain
some of the same
items of information
which were stored
with the original trace.

Feature overlap
The extent to

which features of
the memory trace
stored at input match
those available in

the retrieval cues.
According to the ESP,
successful retrieval
requires extensive
feature overlap.

High feature overlap Low feature overlap

Tulving (1972) proposed that the retrieval of an item from memory
depends on the presence of retrieval cues that match up with specific
aspects of the stored memory trace. Tulving called this the encoding
specificity principle (ESP), since it states that retrieval cues will only be
successful if they contain some of the same specific information which
was encoded with the original input. Of course it is not necessary for
all of the stored features of the item to be available in the retrieval
cues too, but some of them must be there if retrieval is to be successful.
Tulving argued that the chance of retrieving a memory trace depends
on the amount of feature overlap between input and retrieval informa-
tion, which is the extent to which features of the trace stored at input
match those available at retrieval. The principle of feature overlap is
illustrated in Figure 6.8.

An important aspect of Tulving’s ESP theory is the assumption that
successful retrieval depends on the interaction between encoding and
retrieval information, rather than depending on either one alone. A
useful analogy is the way in which a key fits a lock. Opening a locked
door does not depend on either the key or the lock alone, but on
whether they fit one another.

A number of studies have provided support for the ESP theory, by
showing that retrieval of target items is far better when retrieval cues
coincide with information encoded with the original trace (Tulving and
Thomson, 1971; Klein and Murphy, 2001). For example, Tulving and
Thomson (1971) showed that retrieval scores were dramatically increased
when the retrieval cue was an item which had been present at the encod-
ing stage. Their subjects were required to learn paired associates such as
‘fast—river’, word pairs that were deliberately chosen for their relatively
weak association strength. When retrieval was tested later for the second
word in each pair (e.g. river), cueing with the word presented at encoding
(fast) proved to be far more effective than cueing with a stronger associate
(e.g. lake) which had not been present at encoding.

In addition to these experimental studies, ESP theory also gains
credibility from the fact that it can provide a convincing explanation
for many of the observed phenomena of memory function. The ESP
theory explains the superiority of recognition over recall by suggesting
that recognition tests offer more feature overlap between input and out-
put, since a recognition test provides more retrieval information than
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does a recall test (Tulving,
1976). ESP theory can also
provide an explanation of
the effects of processing
depth and elaboration on
retrieval (see Section 6.4), by
assuming that the associative
connections created by deep
processing and trace elabo-
ration can each serve as a
potential retrieval route to
that trace. For example, if we
are trying to remember the
name Winston Churchill, it
would help if we have stored

Bowler
hat

plenty of associations with

that memory trace (Figure Figure 6.9 Retrieval cues leading to a memory trace (Churchill).

6.9). Thus the use of elabora-

tive processing attaches the trace to an extensive network of other
traces, which increases the chance of feature overlap between input
and output information.

Although ESP theory has become widely accepted by memory
theorists, Nairne (2002a) found evidence that increasing feature over-
lap between input and output information improves retrieval not
through an encoding match but through enhanced cue distinctiveness.
However, for the moment ESP remains a plausible explanation for
the retrieval phenomena described above. ESP also receives support
from two other important memory phenomena, transfer-appropriate
processing and context-dependent memory, which will be considered
in the following sections.

TRANSFER-APPROPRIATE PROCESSING

Transfer-appropriate processing (TAP) refers to the finding that the
most effective type of input processing will be whatever offers the clos-
est match with the available retrieval cues (i.e. processing transfers
from input to output stage). TAP has been demonstrated in a num-
ber of studies (e.g. Fisher and Craik, 1977; Mulligan and Picklesimer,
2012), which show that when the retrieval cues are acoustic in nature
(as for example when the subject is asked to recall a word similar in
sound to a cue word), then acoustic orienting tasks are found to pro-
duce superior retrieval. On the other hand, when the retrieval cues are
semantic, then a semantic orienting task will produce the best retrieval
(Figure 6.10).

The most effective type of input processing is thus found to be that
which best matches up with the processing at the retrieval stage. This
finding clearly fits in well with ESP theory, and indeed TAP can be
regarded as an example of ESP and feature overlap.

TAP was originally thought to challenge the LOP theory, since
it shows that semantic processing does not always turn out to be
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superior to non-semantic forms

s |

of processing. However,
Craik  (2002) points out

that that when the overall
number of retrieved items

35

is considered, semantic pro-
cessing still produces better

30 +

recall than non-semantic pro-
cessing. Thus the TAP data

are actually consistent with
both the ESP theory and the

% recall

20 +

15 +

levels of processing theory.
Indeed TAP can be regarded
as essentially a form of
encoding specificity, as both
emphasise the importance of
a match between input and
output information.
Brain-imaging studies have

Semantic cue

revealed that the same sen-

Acoustic cue . .
uete et sory areas of the brain which

‘ Semantic task B Acoustic task are activated during encoding

are once again activated dur-

Figure 6.10 Transfer-appropriate processing.

Source: Fisher and Craik (1977).

ing retrieval (Nyberg, 2002),
and this finding is consistent
with the predictions of TAP
and ESP theory.

CONTEXT-DEPENDENT MEMORY

It is a common observation in everyday life that returning to some
earlier contextual setting can serve as a powerful cue for the retrieval
of memories. You may have noticed that when you revisit some place
where you spent part of your earlier life, old memories from that period
tend to come flooding back, cued by the sight of a street or a building
that you have not seen for many years. Sometimes a particular piece of
music may bring back old memories. Even a smell or a taste can help
to revive memories from the past. These are all examples of context-
dependent memory, and they rely on revisiting or reinstating an earlier
context which then serves as a retrieval cue.

In one of the first experimental studies of the effect of context on
retrieval, Greenspoon and Ranyard (1957) tested the recall of two
groups of children who had both learned the same test material in
the same room. However, for the retrieval test one group returned to
the room where they had carried out the learning, whereas the other
group were tested in a different room. It was found that the group
whose learning and retrieval took place in the same room showed
better retrieval than those who were tested in a different room. This
finding has been confirmed by subsequent studies (e.g. Smith, 1986),
and it has been shown that merely imagining the original room and its
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contents can assist the recall
of what was learned in that
room (Jerabek and Standing,

1992).
One experiment which
demonstrated the phenom-

enon of context-dependent
memory in a particularly clear
manner was that of Godden
and Baddeley (1975), who
carried out their research
on divers. The divers were
required to learn a list of 40
words, either in a ‘wet’ con-
text (under the sea) or in a
‘dry’ context (on the seashore).
Similarly, recall of the list of

&)

words could be tested in either the ‘wet’ or ‘dry’ settings (Figure 6.11).

In comparison with previous studies, the two contexts used by
Godden and Baddeley are very distinct and contrasting. One of the
possible reasons why previous studies had produced a fairly modest
context-dependent learning effect was that the contexts employed
were rather similar (e.g. moving from one room to another similar
room). On the other hand, there are very big differences between sit-
ting under the sea in full diving equipment and sitting on the seashore

without it.

The recall scores obtained
by Godden and Baddeley
are shown in Figure 6.12. It
is clear from these findings
that divers who learned the
wordlist underwater recalled
it best when they were also
tested underwater, and those
who learned on dry land also
produced the best recall when
they were tested on dry land.
The main conclusion of this
experiment was that recall
of the wordlist was max-
imised when the context of
learning (i.e. wet or dry) was
reinstated for the recall test.
However, a subsequent experi-
ment suggested that context
reinstatement tended to assist
recall but not recognition
(Godden and Baddeley, 1980),
possibly because contextual

)
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Figure 6.11 The 'wet’ and ‘dry’ contexts.
Source: Godden and Baddeley (1975).
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Figure 6.12 The recall of words by divers under ‘wet’ and ‘dry’ learning

and retrieval conditions.
Source: Godden and Baddeley (1975).
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features act as retrieval cues, which are par-
ticularly scarce in a recall test.

The context reinstated in the above
experiments was predominantly visual
in nature, though clearly other sense
modalities might also have made a con-
tribution. Subsequent studies have shown
that retrieval can be enhanced by the
reinstatement of cues relating to specific
odours. Chu and Downes (2000) found
that odours could also act as strong cues
to the retrieval of events from early life,
a finding which has been referred to as

Figure 6.13 Does that biscuit bring back memories? the ‘Proust phenomenon’ as it parallels the

Source: Shutterstock.

observations of Marcel Proust about the

evocative nature of odours. However, a
more recent study has shown that although odours can certainly evoke
memories from the past, they are no more effective than visual stimuli
in this respect (Toffalo et al., 2012). Perhaps the most valuable con-
cept contributed by Proust was the observation that memory retrieval
can often be involuntary, without requiring any effort or intention to
retrieve them (Troscianko, 2013).

Smith and Vela (2001) found that context reinstatement is only
effective when the participant is paying attention to their surround-
ings, and its effects may be masked by distraction or stress. For
example, Thompson et al. (2001) compared wordlist recall for sub-
jects who were either on the ground or skydiving during their learning
and recall trials. In this case no significant context reinstatement effect
was found, possibly because of the stressful and distracting nature of
skydiving. Most of us would probably find it difficult to concentrate
on a wordlist whilst falling freely from an aircraft at high altitude, so
it is perhaps not surprising that recall scores were low and that con-
text reinstatement did not significantly improve them. Interestingly,
Thompson et al. did succeed in finding context effects when subjects
merely watched a video of skydiving during learning and recall trials,
rather than actually jumping out of an aircraft.

The occurrence of context-dependent memory clearly fits in very
well with ESP theory, which predicts that retrieval depends on the
amount of feature overlap, including feature overlap for contextual
information. The effect of context reinstatement has also proved to
be of great practical value in helping eyewitnesses to improve their
retrieval of events such as crimes they have witnessed. This finding has
led to the development of the cognitive interview, which is considered
in more detail in Section 6.8.

STATE-DEPENDENT AND MOOD-DEPENDENT
MEMORY

A phenomenon related to context-dependent learning is the finding that
retrieval can be assisted by the reinstatement of a particular mental state
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at retrieval which was also present at the learning stage. For example,
several studies have shown that subjects who were in a state of alcoholic
intoxication at the learning stage of the experiment would recall the test
items more readily if they were again intoxicated during the recall test
(e.g. Goodwin et al., 1969). Apparently the experience of being drunk
constitutes a form of inner context which can help to cue memories.
This phenomenon is known as ‘state-dependent memory’, and it has also
been reported with other variations in mental state, such as depression.
Bower et al. (1978) found that the retrieval of a wordlist was slightly
better if the subject was again in the same depressed mood at retrieval as
they had been in at the learning stage. It has also been shown that when
asked to recall autobiographical events from earlier in their lives, people
in a sad or depressed mood tended to recall a disproportionate number
of sad and depressing events, whereas people in a happy mood tended to
recall rather more of their happier experiences (Miranda and Kihlstrom,
2005). This phenomenon is more accurately referred to as mood-con-
gruent memory rather than mood-dependent memory, since the subject
retrieves words which are congruent with their present depressed mood
but which are not actually known to have been present during a previ-
ous depressed phase.

The finding that memory can be mood-dependent has importance
not only for theories of memory and retrieval but also for theories of
depression. It has been suggested that some people are prone to depres-
sion because they have a cognitive bias to perceive the more negative
and depressing aspects of their experience and not to notice the more
positive aspects (Beck et al., 1979). Mood-dependent retrieval might
perpetuate this selective cognition, by making a depressed person more
likely to recall experiences from previous periods of depression, thus
trapping them in a cycle of selective cognition leading to further depres-
sion. Mood-dependent memory is discussed further in Chapter 12.

6.6 MEMORY SYSTEMS
EPISODIC AND SEMANTIC MEMORY

Some theorists have argued that the LTM contains a number of sepa-
rate memory systems. For example, Tulving (1972) has made a distinc-
tion between episodic memory, which is our memory for events and
episodes in our own lives, and semantic memory, which is essentially
our general knowledge store. Perhaps the most important difference
between these two memory systems is that episodic memory involves
the retrieval of a personal experience associated with a particular
context (i.e. the place and time when it occurred), whereas semantic
memory involves the retrieval of facts and information (such as the
meanings of words), which are not attached to any particular context.

Tulving pointed out that most memory retrieval in everyday life
and in psychology experiments tends to involve episodic memory. For
example, in a typical experiment on the retrieval of a list of words, you
might be asked if the word ‘dog” was on the list. In fact you are not

Episodic memory
Memory for specific
episodes and events
from personal
experience, occurring
in a particular context
of time and place
(contrasts with
semantic memory).

Semantic memory
Memory for general
knowledge, such

as the meanings
associated with
particular words
and shapes, without
reference to any
specific contextual
episode (contrasts
with episodic
memory).
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being asked to recall any information about dogs, or even what the
word ‘dog’ means. You are being asked whether the word ‘dog’ was
on that particular wordlist, presented in a particular place and time.
In other words, you are being asked to recall the context in which
you heard the word ‘dog’. In contrast, there are occasions where we
are required to retrieve general knowledge about some item, without
reference to any specific context or event, as for example if you were
asked to explain what a ‘dog’ is, or whether it has four legs and a tail.
This type of retrieval involves semantic memory, and it is essentially
context free. Other psychologists have come up with their own terms
for episodic and semantic memory, notably Warrington (1986) who
refers to ‘memory for events’ and ‘memory for facts’.

Tulving points out that a semantic memory represents an item which
has been experienced many times (e.g. eating food), so its retrieval may
depend on repetition making the memory stronger. However, an epi-
sodic memory involves a specific event which has occurred only once
(e.g. eating dinner last night), so its retrieval is likely to be mainly
dependent on feature overlap, since a single event offers no opportu-
nity to strengthen associative connections.

The distinction between semantic and episodic memory received
some initial support from reports that patients suffering from organic
amnesia appeared to be selectively impaired in their ability to recall
specific episodes and events, whilst showing little impairment in their
ability to recall semantic knowledge (Tulving, 1983). These conclu-
sions have been questioned in recent years because most amnesics tend
to show some impairment of semantic memory too, but certainly there
are some amnesics who show episodic impairment with a relatively
intact semantic memory (Tulving, 2001). This issue will be considered
in more detail in Chapter 7.

The exact relationship between semantic and episodic memory
remains uncertain. Tulving (1972) originally regarded them as two
quite separate memory stores, but more recently he has suggested
(Tulving, 2002) that semantic and epi-
sodic memories probably represent
different processes within essentially the
same memory storage system, with each
semantic memory being derived from the
combination of a series of memories for
related episodic events. Tulving (2002)

/ also argues that episodic memory involves

4 a higher level of consciousness than seman-

i tic memory, one which makes it possible to
perform ‘mental time travel’, consciously

re-experiencing events from the past and

imagining events in the future. Tulving

argues that this remarkable ability prob-
Figure 6.14 s this dog reminiscing about events from the ably represents a more recently evolved
past? memory process, one that may be unique
Source: Photo by Jennifer Law, with permission. to humans. He speculates that non-human
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mammals, such as cats and dogs, may be restricted to recalling the gen-
eral kind of knowledge available from semantic memory, and that they
are probably unable to consciously recollect specific events from their
past experience. Of course this hypothesis is entirely speculative, since
dogs and cats are unable to describe their experiences to us.

Recent studies using brain-imaging techniques have provided some
tentative evidence that episodic and semantic memories make use of
some different brain areas but also share some areas of brain acti-
vation. Buckner (2000) found that the recall of semantic knowledge
produces more activation in the left temporal lobe, whereas the recall
of contextual episodes causes more activation of the right prefrontal
area. However, there are some regions of the frontal cortex which are
activated to a similar degree by both episodic and semantic retrieval
(Prince et al., 2007). It would therefore appear that the brain systems
underlying episodic and semantic memory may overlap considerably,
and possibly share a common underlying mechanism.

A recent study found that the pattern of activation of the hippocam-
pus during episodic memory was repeated when participants were
asked to imagine future events (Addis and Schacter, 2012). This sug-
gests that the hippocampus may be involved in all forms of episodic
memory which involve ‘mental time travel’, including representations
of both past and future events.

FAMILIARITY AND RECOLLECTION

Another theory distinguishing between two memory systems is that
of Mandler (1980), who pointed out that recognition involves two
different retrieval processes. The first is a judgement of familiar-
ity, which simply involves deciding whether or not an item has ever
been encountered before. The second is the recollection of when and
where the item was encountered, in other words the recollection of
context. Mandler’s main evidence for making this distinction was the
observation that we can find someone’s face familiar and yet be una-
ble to recall the context in which we have met them before. This is
actually a common experience in everyday life and all of us will have
experienced it at some time, especially when we meet an acquaint-
ance outside their usual context. For example, if you happen to meet
your local butcher on the bus, you may find that although his face is
very familiar you cannot remember who he is or where you have met
him. At this stage the person’s familiarity has been established but
the setting from which they are familiar cannot be recollected. This
may come to us later, but recollecting actual occasions when we have
previously met the person usually requires some thought. This kind
of experience has actually come to be known as the ‘butcher on the
bus’ phenomenon (Cleary et al., 2007), and it shows that it is possible
to experience a feeling of familiarity even when we cannot achieve
context recollection. This suggests that familiarity judgements and
context recollection must involve separate retrieval processes (see
Figure 6.15 for a demonstration).

Familiarity

The recognition of an
item as one that has
been encountered
0N some previous
occasion.

Recollection
Remembering a
specific event or
occasion on which an
item was previously
encountered.
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Figure 6.15 Familiar

faces — but who are they?
(You can find their names
at the end of this chapter.

di

Mandler suggests that familiarity and recollection probably operate
as two independent retrieval routes, which may either be used sepa-
rately or in combination. The main distinction between familiarity and
recollection is that recollection involves the effortful retrieval of con-
text, whereas familiarity does not. This suggests some similarity with
the episodic/semantic distinction.

Mandler (1980) pointed out that a familiarity judgement seems to
be an automatic process, which occurs without any conscious effort
or intention (see Chapter 1 for the differences between automatic
and controlled processes). When you see a familiar face in a crowd,
their familiarity seems to jump out at you automatically. No effort is
required, and you cannot prevent yourself from making this familiarity
judgement. Recollection, on the other hand, seems to be a controlled
process, and one which requires some degree of volition, conscious
attention, and effort. This theory receives further support from the
finding (Parkin et al., 1995a) that performing a second task during
presentation of the faces has no effect on the accuracy of face familiar-
ity judgements, whereas recollection scores are significantly reduced.
Another interesting finding is that sleeping directly after a learning
session leads to an improvement in contextual recollection but does
not assist familiarity judgements (Drosopoulos et al., 2005). It has also
been found that amnesic patients show relatively unimpaired familiar-
ity judgements but severely impaired context recollection (Huppert
and Piercy, 1976; King et al., 2004). These studies of amnesics will be
discussed further in Chapter 7.

Recent brain-imaging studies suggest that recollection involves
activation of the medial temporal lobes and hippocampus, whereas
familiarity judgements are associated with activation of the perirhinal
cortex (Eichenbaum ef al., 2007). The finding that familiarity and rec-
ollection appear to activate different brain areas adds support to the
view that they involve separate retrieval processes. Eichenbaum et al.
(2007) suggest that familiarity information (from the ‘what’ pathway)
goes to the perirhinal cortex, whilst contextual information (from the
‘where’ pathway) goes to para-hippocampal cortex. These two streams
of information (see Chapter 2) then converge and meet at the medial
temporal lobes, where they are bound together. There is also evidence
(Ranganath, 2010) that the binding of items encountered at different
times involves activation of the prefrontal cortex.
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THE R & K (‘(REMEMBER AND KNOW')
PROCEDURE

One method which has been used to measure the relative contribu-
tions of familiarity and recollection is the ‘remember and know’ (R
& K) procedure introduced by Tulving (1985). The R & K procedure
involves asking subjects to indicate whether their recognition responses
are based on consciously remembering the presentation of a test item
(an ‘R’ response), or on simply knowing that the item is familiar with-
out any specific memory of seeing it (a ‘K’ response).

Using the R & K procedure, Gardiner and Parkin (1990) found
that ‘remember’ (R) scores for verbal items were significantly reduced
when the participant was distracted by a second task during the learn-
ing of the list, but divided attention had no effect on the ‘know’ (K)
scores. These findings suggest that ‘remember’ scores depend on giving
full and undivided conscious attention at the learning stage, whereas
‘know’ scores do not. Another difference between ‘R” and ‘K’ scores is
that semantic orienting tasks produce higher ‘R’ scores than do non-
semantic tasks, whereas ‘K’ scores are unaffected by processing depth
(Gardiner and Java, 1993).

Based on such findings, Gardiner (2002) argues that ‘R’ and ‘K’
scores reflect two different underlying memory processes. However,
there is some doubt over the question of whether the ‘R’ and ‘K’ scores
really do provide separate measures of recollection and familiarity, and
there is evidence that both the ‘R’ and the ‘K> score may receive some
contribution from both familiarity and recollection (Mandler, 2008).

IMPLICIT AND EXPLICIT MEMORY

Most tests of memory involve the direct testing of what the subject is
able to consciously remember and report, which is known as explicit
memory. Tests of recall and recognition are both examples of explicit
memory, and for many years this was the only type of memory to be
studied. However, recently there has been an increasing interest in the
use of more indirect memory tests detecting implicit memory, which
refers to memories for which the individual has no conscious aware-
ness. Although such memories cannot be deliberately and consciously
retrieved, their existence is implicit in the behaviour of the individual
(hence the term ‘implicit memory’) because it affects their performance
on certain tasks.

Jacoby and Dallas (1981) demonstrated the existence of implicit
memory by showing that subjects who had been shown a list of words
subsequently found those words easier to identify than unstudied
words, even when they had lost any conscious memory of the words
on the list. In another key experiment, Tulving ez al. (1982) presented
their subjects with a list of words, then after a lengthy delay (by which
time the wordlist had been largely forgotten) they asked their subjects
to produce the first word they could think of to complete a fragmented
word. For example, if the original target word was ‘telephone’ then
the fragmented word might be ‘t-l-p-o-¢’. Half of the words in the

Explicit memory
Memory which a
subject is able to
report consciously
and deliberately
(contrasts with
implicit memory).

Implicit memory
Memory whose
influence can be
detected by some
indirect test of task
performance, but
which the subject

is unable to report
deliberately and
consciously (contrasts
with explicit memory).
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test had been studied earlier, but the other half had not. Most subjects
were able to complete far more of the fragmented words which had
been previously shown, even though they were unable to identify those
words in a recognition test. Indeed, subjects were found to be equally
likely to complete a fragmented word with the previously primed tar-
get word regardless of whether that word could be recognised or not.

The initial presentation of the wordlist in these experiments was
carried out in a way that involved presenting the words as part of
some other task, so that the subject was not required to learn the
words and was unaware that they would be tested later. This kind of
presentation is known as ‘priming’, and it is a useful technique in an
implicit memory experiment because although the subject is exposed
to the words they do not attempt to learn them and thus tend to have
no explicit memory of them later.

The significance of these experiments is that they demonstrated that
priming a word could influence subsequent performance on a test of
implicit memory, even when the word could not be retrieved explicitly.
Similar effects have been obtained with a variety of implicit memory
tests, including word-stem completion (e.g. complete the word ‘tel__”)
and anagram solution (e.g. solve the anagram ‘leopetneh’). Such tasks
are used to guide recall towards the primed items, but subjects are not
actually required to recall the primed words. They are simply asked to
produce the first suitable word that comes into their head.

Parkin et al. (1990) investigated the effect of divided attention on
implicit and explicit memory, by priming subjects with a list of target
words whilst distracting them with a second task. They found that
divided attention during priming caused a marked deterioration in a
subsequent test of explicit memory (word recognition), but had no
effect on the performance of an implicit task (fragment completion).
These findings suggest that implicit memory does not require full con-
scious attention. Graf et al. (1984) found that implicit memory is also
unaffected by the level of input processing carried out, whereas explicit
memory benefits from semantic processing rather than non-semantic
processing. These studies suggest that explicit memory requires full
attention and deep semantic processing, but implicit memory does not.
This finding is consistent with the suggestion (Hayman and Tulving,
1989) that implicit memory draws mainly on stimulus-driven process-
ing (such as the identification of the perceptual features of the target
item), whilst explicit memory may depend more on schema-driven
processing (involving a more integrated whole target item).

Further evidence for the distinction between implicit and explicit
memory arises from the finding that implicit memories seem to be
more durable and lasting than explicit memories. Tulving et al. (1982)
showed that implicit memory tends to survive for very long periods of
time, often continuing to influence responses long after the subject has
lost any ability to retrieve the target items explicitly. Their results are
shown in Figure 6.16.

In another study, Mitchell (2006) found that individuals who had
participated in an experiment still retained a significant amount of
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implicit memory for the test
items 17 years later, despite

showing no explicit memory 60 —
for these items. It seems that -
memories can remain in store &0 4
at an unconscious level for -
very long periods, long after 407
people have lost the ability to 3 —
recall them consciously. £ %0 1

The distinction between : —
implicit and explicit memory 201
has received further support 0 LT
from the finding that organic
amnesic  patients  show 0|

impaired explicit memory
but relatively intact implicit
memory (Graf et al., 1984;
Conroy et al., 2005). These
findings will be examined
in more detail in Chapter 7. Figure 6.16 Scores for recognition (explicit) and fragment completion
Gopie et al. (2011) found (implicit) after retention intervals of one hour and one week.
that elderly people had  Source:Tulving et al. (1982).
worse explicit memory than
younger people, but rather surprisingly the elderly actually scored
higher than the young on tests of implicit memory. Gopie et al. sug-
gested that older adults may have difficulty processing information
conceptually, so that they will tend to process information at a percep-
tual level instead.
Baddeley (2009a) argues that conscious explicit memory ‘glues
together’ information about events which were experienced at the
same time, thus creating a relatively rich and detailed memory for
an entire episode in one’s life. On the other hand, implicit memories
merely consist of individual memory traces for features which remain
essentially unconnected. Baddeley adds that implicit memory actually
includes a number of fairly different and possibly unrelated processes,
which are linked only by the absence of conscious episodic recall.
Schott et al. (2005) used an fMRI study to compare the effects of
implicit and explicit memory retrieval. They found that the retrieval
of explicit memories caused increased activation of the left and right
parietal and temporal lobes, whereas the retrieval of implicit memories
caused reduced activation in the frontal and occipital lobes and in the
left fusiform gyrus. They attributed this reduction in brain activation
to the fact that implicit memory is probably far easier to retrieve than
explicit memory and thus requires less cortical activation.

IMPLICIT MEMORY IN EVERYDAY LIFE

The discovery of implicit memory has led to speculation about its
possible influence in everyday life. For example, implicit memory
is thought to be the mechanism underlying the phenomenon of

One hour One week

Explicit mm Implicit
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‘conversational plagiarism’ (Parkin, 1993), where someone unwit-
tingly repeats a word they have just heard without being aware of
having heard it. You have probably noticed this yourself at some time,
as it occurs quite often in everyday conversation. One person happens
to use an unusual word during a conversation, such as ‘exquisite’ or
‘fortuitous’, and shortly afterwards a different person will use that
same word without being aware of having copied it. Hearing the word
has presumably heightened its level of activation in the memory of the
listener, so that they are more likely to use the word themselves despite
having no conscious recollection of hearing it spoken. This phenom-
enon occurs frequently in everyday life, but it has also been demon-
strated in experimental studies (Brown and Murphy, 1989). In fact it
was first noted by Taylor (19635), who referred to it as ‘cryptomnesia’.

Claxton (1998) suggests that implicit memory may also be the
mechanism underlying intuition, or ‘hunches’. Sometimes we may not
be sure of the answer to a question, but we have a hunch that a cer-
tain answer is probably correct, possibly reflecting the retrieval of an
implicit memory.

Brown (2004) suggests that implicit memory may also explain the
occurrence of ‘déja vu’, which is the feeling that you have experi-
enced something before when in fact you have not. This is basically
a mistaken judgement of familiarity, and although it is a rare occur-
rence most people will probably have experienced it a few times.
Brown considers that the déja vu experience occurs when some new
situation triggers an implicit memory for some similar experience in
the past, which can no longer be recalled in a conscious and explicit
manner.

In recent years social psychologists have begun to develop theories
which explain social interaction in terms of underlying cognitive pro-
cesses. In particular it has been argued that our social interaction is
strongly influenced by implicit memory (Greenwald and Banaji, 1995),
such as our attitudes and responses to certain people and situations.
Indeed, the possible involvement of implicit memory in social behav-
iour may help to explain why people often behave in ways that are
contrary to their expressed views and attitudes (Amodio and Ratner,
2011).

In the clinical field it has been suggested that implicit memory may
help to explain the occurrence of distressing intrusive memories in
patients suffering from post-traumatic stress disorder (PTSD) , and
possibly also the repressed traumatic memories which trouble many
neurotic patients. Implicit memory shares certain characteristics with
repressed traumatic memories, in that both are unconscious, cue-
dependent and essentially perceptual in nature. Moreover, implicit
memories are known to be very persistent and long-lasting, as noted
in the previous section. One recent PTSD study (Amir et al., 2010)
found that individuals suffering intrusive memories and PTSD symp-
toms showed an increased level of implicit memory for negative and
trauma-related pictures, suggesting that heightened implicit memory
could play a part in maintaining PTSD.
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PROCESSES UNDERLYING
DIFFERENT MEMORY
SYSTEMS

It is interesting to note that the dis-
sociations found between implicit
and explicit memory resemble those
found between familiarity and recol-
lection. In both cases there are dif-
ferential effects of divided attention,
processing depth, and impairment in
amnesic patients. Implicit memory
and familiarity judgements appear
to share a dependence on uncon-
scious automatic retrieval processes,

AUTOMATIC

Implicit memory

Familiarity

Semantic memory

EFFORTFUL

Explicit memory
Recollection

Episodic memory

involving the activation of perceptual

features of the trace rather than asso- Figure 6.17 Automatic and effortful memory systems.

ciative and contextual connections. In

contrast, explicit memory and recollection seem to share a dependence
on controlled effortful processes, and make use of associative or con-
textual links.

Some theorists have argued that the episodic/semantic distinction
also resembles these two systems, as they once again seem to reflect
a distinction between automatic and effortful processing. Schacter
et al. (2000) argue that semantic memory is essentially a form of
implicit memory, whilst episodic memory is explicit. Their classifica-
tion of these memory systems is illustrated in Figure 6.17.

However, Squire et al. (1992) point out that the majority of amnesic
patients suffer impairments of both episodic and semantic memory,
suggesting that they probably reflect the same underlying memory
mechanism rather than being entirely separate. Squire et al. therefore
argue that episodic and semantic memory should both be classified as
related forms of explicit memory (as shown in Chapter 7, Figure 7.9).
This view will be considered in more detail in Chapter 7.

6.7 RETRIEVAL PRACTICE AND
RETRIEVAL INHIBITION
RETRIEVAL PRACTICE AND THE TESTING EFFECT

It has been established that learning is far more effective if it involves
testing and retrieval of the material you are trying to learn. This is
known as the testing effect, and it has been demonstrated with a wide
range of materials and conditions. The testing effect has been confirmed
with the learning of wordlists (Allen et al., 1969), general knowledge
(McDaniel and Fisher, 1991), foreign language vocabulary (Carpenter
et al., 2008), and for visual tasks such as map learning (Carpenter
and Pashler, 2007). Extending this research into a real-life setting,

Testing effect
The finding that
actively testing a
memory improves
its subsequent
retrievability.
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McDaniel et al. (2007) found

45 - that students achieved higher
exam marks if their revision
40 | focused on retrieval testing
rather than mere re-reading
35 | of the exam material. Figure
6.18 presents the results of
30 | a typical experiment on the

testing effect.
_ 25 | These  findings  have
S important implications for
2 20 | anyone who is revising for an
exam, or indeed anyone who
15 | is trying to learn information
for any purpose. Learning
10 4 will be far more effective if it
involves testing and retrieval
5 of the material you are trying
to learn, rather than merely

0 4 re-reading it.

1 day 7 days
‘ [ Study + Test  [J Study only ‘ DECAY WITH

DISUSE

Figure 6.18 The effect of testing on subsequent retrieval of Swabhili-
English word pairs, after retrieval intervals of 1 day and 7 days.

Source: Carpenter et al. (2008).

The discovery of the testing
effect has led some research-
ers to reconsider the rea-
sons why memories tend to
fade away with the passage of time. As explained in Section 6.2,
early experiments by Ebbinghaus (1885) established that memories
become weaker as time passes, and he hypothesized that memories
decay spontaneously with time. However, Thorndike (1914) argued
that decay only occurs when a memory is left unused for a long
period, which is known as the ‘decay with disuse’ theory. An updated
version of this theory has recently been proposed by Bjork and Bjork
(1992), who argue that a memory trace which is not retrieved will
eventually become inaccessible, whereas a frequently retrieved mem-
ory trace will be strengthened and becomes easier to retrieve in the
future. They call this theory the New Theory of Disuse (NTD), and it
receives strong support from the testing effect (see previous section),
which demonstrates that retrieving an item makes it more retrievable
in future.

Bjork and Bjork make a distinction between the storage strength and
the retrieval strength of a memory. Storage strength depends how well
the item has been learned and tends to be fairly permanent, whereas
retrieval strength reflects the accessibility of the trace, which varies con-
siderably from moment to moment. For example, the retrieval strength
of an item increases when that item is retrieved and activated, but it
is weakened by disuse and by the retrieval of rival items. Bjork and
Bjork argue that the act of retrieval is in itself a learning event, which
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increases retrieval strength
and makes the retrieved
item easier to retrieve in the
future. There is also evidence Trace 1
that the retrieval of a target
item may cause the inhibi-
tion of rival items, which
could explain the decay of
disused items over time. This

phenomenon is known as Cue Inhibition
retrieval-induced  forgetting

(RIF), and it is discussed in

the next section. v
RETRIEVAL- .

INDUCED
FORGETTING (RIF)

Retrieval

It has been discovered that
practising the retrieval of
a memory trace not only
strengthens that trace, it also apparently inhibits the retrieval of rival
memory traces (Anderson et al., 1994). This phenomenon is known
as retrieval-induced forgetting. Anderson et al. demonstrated the RIF
effect by presenting their subjects with a series of word pairs, each
consisting of a category word and an example of an item from that
category (e.g. fruit-banana). Some of these items were subjected to
repeated retrieval. It was found the retrieval of these practised items
was greatly improved, as you would expect. But more surprisingly, the
unpractised items from the same category as the practised items proved
to be very difficult to recall. So, for example, retrieving ‘banana’ inhib-
ited the recall of ‘apple’ (which also belongs to the ‘fruit’ category) but
did not inhibit ‘shirt’ (which belongs to a different category). Anderson
et al. concluded that the retrieval of an item somehow inhibits the
retrieval of other items from the same category (Figure 6.19).

The RIF phenomenon has now been confirmed by a large number
of studies (e.g. Anderson, M. C. et al., 2000; MacLeod and Macrae,
2001; Groome and Sterkaj, 2010). It has been shown that RIF only
occurs as a consequence of actually retrieving an item, and not from
passive study such as re-reading test items (Anderson, M. C. et al.,
2000).

Anderson (2003) argues that RIF is caused by an inhibitory
mechanism in the brain, which has evolved for the specific purpose
of suppressing unwanted memories. Other researchers question this
inhibitory account, as they consider that RIF might merely reflect the
blocking of an unpractised response (Camp et al., 2007). According to
the blocking hypothesis, retrieval practice strengthens the connection
between the practised item and the cue, thus preventing that cue from
generating alternative items. However, the blocking account would

Figure 6.19 Retrieval-induced forgetting.
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predict that retrieval practice would create RIF only for one specific
cue, whereas several studies suggest that RIF occurs with a range of
different cues, including so-called ‘independent’ cues which are differ-
ent to the one used for retrieval practice (Anderson, 2003). Moreover,
Storm and White (2010) reported that individuals with attention defi-
cit hyperactivity disorder (ADHD), which is characterised by impaired
inhibitory control, also show an impaired RIF performance. Further
support for the inhibitory account of RIF comes from the recent find-
ing (Storm, 2011) that individuals with strong RIF are also are more
capable of overcoming interference in other contexts too, for example
in creative problem solving tasks.

Early studies suggested that the RIF effect created by a single
retrieval practice session lasts for only about a day or so (MacLeod,
2002), but more recent studies have reported that RIF can still be
detected one week after retrieval practice (Tandoh and Naka, 2007).
It is possible that RIF could lead to more lasting memory inhibition if
an item was subjected to repeated RIF inhibitions over a long period
of time, raising the intriguing hypothesis (Anderson, 2003) that RIF
could be responsible for the forgetting of disused memories over time.

RIF IN REAL-LIFE SETTINGS

The discovery of RIF raises an obvious question — what is this mech-
anism for? Anderson (2003) suggests that the purpose of RIF is to
suppress unwanted memories, so that we can retrieve the items we
actually require. RIF thus serves the function of helping memory to be
more selective, by reducing interference from rival items. It is easy to
see how such an inhibitory mechanism might have evolved, because
selective retrieval of this kind would offer benefits in many real-life
situations. For example, remembering where you left your car in a
large multistorey car park would be extremely difficult if you had
equally strong memories for every previous occasion on which you
had ever parked your car (Figure 6.20).
It would be very helpful to have a mem-
ory mechanism which activated the most
recent memory of parking your car, whilst
inhibiting the memories of all previous
occasions (Anderson and Neely, 1996).

If the RIF mechanism really has evolved
in order to facilitate selective retrieval,
then we might expect RIF to produce
benefits in real-life settings. Groome
and Grant (2005) found that individu-
als showing a very strong RIF effect do
appear to have better memories in eve-
ryday life, as measured by the Cognitive
Failures Questionnaire (CFQ). There
is also evidence that RIF affects exam
Figure 6.20 Where did you leave your car? revision. Students showed good recall of
Source: Photo by Glenys Law. practised items, but very poor recall of
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related items which were unpractised (Macrae and MacLeod, 1999;
Carroll et al., 2007). These findings have possible implications for
exam revision techniques, as they suggest that last-minute cramming
before an examination may sometimes do more harm than good.
Apparently it helps the recall of a few practised items at the expense of
poorer recall for the others.

Shaw et al. (1995) have also demonstrated the occurrence of RIF
in an experiment on eyewitness testimony. Their subjects watched a
slide show about a crime, after which they were tested for their recall
of what they had just seen. It was found that the successful retrieval of
some details of the crime inhibited the retrieval of other items. Shaw
et al. concluded that in real crime investigations there was a risk that
police questioning of a witness could lead to the subsequent inhibition
of any information not retrieved during the initial interview. However,
MacLeod (2002) reported that these inhibitory effects tended to sub-
side about 24 hours after the initial questioning, so a second interview
with the same eyewitness might produce further retrieval so long as
the two interviews were separated by at least 24 hours.

RETRIEVAL INHIBITION, DISUSE AND
PSYCHIATRIC DISORDERS

Retrieval-induced forgetting and the New Theory of Disuse may have
implications for the understanding and treatment of neurotic disor-
ders. For example, victims of severe traumatic events such as wars and
earthquakes often suffer later on from intrusive memories which can
cause great distress for many years (Horowitz, 1976; Brewin, 1998),
a condition known as post-traumatic stress disorder (PTSD). In fact
unwanted intrusive memories are the main symptom of PTSD, which
can therefore be seen as being to some extent a memory disorder. One
possible factor in the causation of PTSD may be that distressing intru-
sive memories are strengthened by repeated retrieval, which may lead
to the inhibition of other related memory traces due to RIF (Anderson,
2001). Amir et al. (2009) found an impaired RIF effect in individuals
exposed to severe trauma, regardless of whether they showed symp-
toms of PTSD. This finding suggests that trauma may have a damaging
effect on memory inhibition, possibly making the victims more vulner-
able to intrusive memories. However, a subsequent study (Blix and
Brennen, 2012) found normal RIF in trauma victims, so clearly there
is a need for more research to clarify this issue.

Although neuroses have not traditionally been regarded as disor-
ders of memory, most neuroses do involve unwanted memories which
may trigger off a phobic response or an anxiety attack. It is there-
fore possible that memory mechanisms could play a part in causing or
maintaining neurotic symptoms. Lang et al. (1999) argue, in accord-
ance with the New Theory of Disuse and RIF research, that phobic
responses may be strengthened by repeated retrieval, which might also
suppress other less distressing memory responses to the same stimulus.
Lang et al. suggest that phobic patients might benefit from practising
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the retrieval of alternative (non-fearful) responses to the stimulus, in
order to inhibit the phobic response.

Recent studies have shown that RIF scores are impaired in those
suffering from anxiety or depression. Groome and Sterkaj (2010)
found that a group of individuals suffering from clinical depression
showed greatly reduced RIF, though the direction of causality between
depression and RIF was not established by this study. However, Bauml
and Kuhbandner (2007) found that when they induced a sad mood
state in normal participants this led to a reduction in their RIF scores,
which suggests that RIF is affected by depression rather than the other
way around. Reduced RIF scores have also been found in very anx-
ious individuals (Law et al., 2012). This finding is consistent with the
predictions of the Attentional Control Theory (Eysenck et al., 2007),
which suggests that anxiety impairs the operation of cognitive inhibi-
tory mechanisms (see Chapter 12). These findings may help to explain
why RIF scores are not completely fixed and reliable for any given
individual (Potts et al., 2011), since the strength of the RIF effect goes
up and down according to mood state.

DIRECTED FORGETTING

Retrieval-induced forgetting is thought to make use of automatic,
non-effortful processing, which takes place at an unconscious level.
However, there is evidence that people are able to deliberately sup-
press a memory if instructed to do so, and this is assumed to involve
effortful and conscious processing. The procedure is known as directed
forgetting (DF), and there are two different methods of demonstrating
DF, the item method and the list method. The item method involves
reading out a list of items with an instruction after each item to either
‘remember’ or ‘forget’ that item. Testing recall of the entire list after-
wards shows that R (remember) items are better retrieved than F (for-
get) items (Bjork, 1972). The list method involves reading out a list
of items, followed by a surprise instruction to forget them. A second
list is then read out, this time followed by an instruction to remember.
There is normally a control group who hear the same two lists, but
without the ‘forget’ instruction after the first list. Once again the final
recall test shows that the R items are better recalled than are the F
items (Geiselman et al., 1983).

A vital feature of the item method is that participants are given
the R or F instruction directly after each item, so they are able to
devote more processing effort to the R items. It is therefore assumed
that, for the item method, inhibition mostly takes place at the encod-
ing stage. However, with the list method inhibition must presumably
occur at the retrieval stage, since the R/F instruction is not given
until the entire list has been heard. There is some support for this
theoretical viewpoint. Basden and Basden (1996) found that with
the list method the suppression of F items occurs with recall tests but
not with recognition tests, suggesting that the F items are actually
encoded and available for recognition but encounter problems with
the retrieval process. With the item method the DF effect is equally
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strong for recall and recognition tests, suggesting that item suppres-
sion occurs at the encoding stage.

Barnier et al. (2007) found that the DF effect occurs with more
complex real-life memories, and not just with wordlists in an experi-
mental setting. Delaney et al. (2009) also demonstrated the occurrence
of DF with lists of meaningful sentences. These sentences each pro-
vided a piece of information about one of two people, named Tom and
Alex. After seeing all of the sentences, participants were instructed to
forget all of the sentences about Tom, but to remember the sentences
about Alex. A subsequent recall test confirmed that participants did
indeed remember more of the sentences about Alex, but the effect only
worked when the sentences were separate and unrelated. When the
sentences were related, and formed part of a continuous theme, the
DF effect disappeared, probably because the sentences tended to cue
one another.

Power et al. (2000) found that individuals suffering from depression
did not show the usual DF effect for negative items, and in fact showed
an increased retrieval of negative items which they were instructed
to forget. A recent study by Aslan et al. (2010) found that the DF
effect was stronger in individuals with a high working memory capac-
ity, supporting the view that directed forgetting apparently involves
effortful processing by the central executive.

RECONSOLIDATION

In the last few years researchers have made some exciting discover-
ies about the possibility of changing stored memories. Several studies
have indicated that when an old memory is reactivated it becomes
vulnerable to change. This means that the retrieval of a stored mem-
ory presents an opportunity to make that memory stronger or weaker
before it is put back into storage. This phenomenon is known as recon-
solidation, since it implies that a retrieved memory must be stored
again, possibly in modified form.

In fact the first hint of the reconsolidation phenomenon was
reported some 40 years ago. Misanin et al. (1968) were trying to
find out whether electroconvulsive therapy (ECT) could harm stored
memories. Using rats, they showed that an electric shock adminis-
tered to the head had no significant effect on subsequent retrieval of
a learned response. However, if the shock was administered after the
rat had been given a reminder of their earlier training, that training
was largely obliterated by the shock. It appeared to the researchers
that by reactivating the memory they had made it more vulnerable to
change. However, this rather intriguing finding was largely ignored for
the next 30 years.

More recently, Nader et al. (2000) demonstrated that reactivated
memories were also impaired by the effects of certain drugs (called
protein-synthesis inhibitors), which prevent the formation of new
memory traces. Once again, this research was carried out on rats, and
it confirmed the earlier finding that the strength of a memory could be
diminished by applying some form of suppression while the memory

Reconsolidation

The finding that the
reactivation of a
memory makes it
temporarily vulnerable
to change.
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Misinformation
effect

The contamination of
eyewitness testimony
by information
acquired after the
witnessed event.

was in an active state. These findings raised the possibility that such
methods could be used to remove unwanted memories, such as the
intrusive memories which plague PTSD sufferers. Unfortunately pro-
tein-synthesis inhibitors are not suitable for use on humans because of
their toxic effects, but researchers have had some success in treating
PTSD sufferers using interference from new learning to suppress an
intrusive memory after first cueing its retrieval into an activated state
(Hupbach et al., 2007; Schiller et al., 2010). Most importantly, they
found that such intrusive memories were only suppressed if the extinc-
tion process was applied directly after retrieval, and when applied
some time after memory retrieval there was no inhibitory effect.

Whilst these earlier reconsolidation studies all involved suppressing
memories, a few recent studies have reported that activated memo-
ries can actually be strengthened. Blaiss and Janak (2006) reported
that administering a stimulant drug to rats directly after retrieval of
a memory increased the strength of that memory. Finn and Roediger
(2011) found that the presentation of an emotionally arousing picture
to human subjects directly after reactivating a memory caused that
memory to be strengthened, whereas presenting an emotionally neu-
tral picture had no such effect. Another recent study (St Jaques and
Schacter, 2013) showed that reactivated memories could be enhanced
or diminished in a real-life setting, involving memories for a museum
visit.

These findings are still somewhat tentative, and they require fur-
ther research and replication. However, if it is confirmed that existing
memories can be strengthened or weakened by these reconsolidation
techniques there could be many useful applications. Most obviously
there is the possibility of removing unwanted memories in clinical con-
ditions such as PTSD and depression, and a range of new therapeutic
techniques could be developed as a result. The phenomenon of recon-
solidation may also help to explain some of the established findings
about memory, such as the misinformation effect and the testing effect.
But all of this has yet to be investigated, so you will need to read jour-
nals yet to be published, or the next edition of this book, to find out
what happened next.

6.8 MEMORY IN EVERYDAY LIFE
ECOLOGICAL VALIDITY

One major criticism which can be directed at the majority of memory
research is that it tends to involve rather artificial situations which
are unlikely to occur outside a laboratory. You might like to consider
when was the last time you were asked during your normal day-to-day
life to retain three letters in your short-term memory whilst counting
backwards in threes (Peterson and Peterson, 1959), or to complete
a word stem with the first word that comes into your head follow-
ing a word list priming that you can no longer remember (Tulving
et al., 1982). Unless your life is very different from mine, I suspect
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that these will not have been frequent experiences. These are tasks
that do not occur in everyday life, but such laboratory experiments do
have an important function, as they enable us to isolate processes like
STM decay and implicit memory which are not otherwise seen in a
pure form. Such processes probably do play a major part in everyday
memory, but usually in combination with other processes, hence the
need for artificial experiments to isolate them. However, whilst accept-
ing the value of laboratory experiments, Neisser (1976) argued that
memory should also be investigated in real-life settings where the con-
ditions are completely natural. He describes this approach as seeking
ecological validity. Since Neisser made this plea for ecological valid-
ity there has been an increasing amount of work on memory in real-
life settings, including studies of autobiographical memory, flashbulb
memory and eyewitness testimony.

AUTOBIOGRAPHICAL
MEMORY

How much can you remember about the
events in your life up till now? How well
can you remember your school days?
How many of your teachers and school-
mates can you name? You might like to
spend a few moments testing yourself on
these questions. Better still, fish out an old
school photograph (like the one showing
the author in Figure 6.21), to provide a
few retrieval cues. You will probably be
surprised how much you can retrieve

many years.

Bahrick ef al. (1975) investigated the ability of American adults to
remember their old high-school classmates from an old school photo-
graph, and found that most of their subjects could still match up the
names and photos of more than 80 per cent of their college classmates
even 25 years after graduation. In fact there was no significant decline
in their performance over the years since the actual period when they
had graduated. Although scores did drop off slightly at longer retention
intervals, they still remained above 70 per cent despite an average time
lapse of 47 years. Bahrick et al. concluded that memory for a real-life
experience tends to be far more accurate and durable than memory for
items tested in a laboratory experiment. This is probably because auto-
biographical memories have far greater personal significance to the
individual than do the test items in a lab experiment. In a more recent
study, Bahrick et al. (2008) asked people to try to recall their college
grades at various times in their later lives. In fact participants per-
formed surprisingly well, and on average they still recalled 80 per cent
of their grades correctly even after an interval of 50 years. Forgetting
mostly took place in the first few years and there was only a very slight

Ecological validity
The extent to which
the conditions of a
research experiment
resemble those
encountered in real-
life settings.

Figure 6.21 An old school photograph. (The author is

- on the front row, second from the right, next to the boy
from the distant past, often about people \earing a tie.)

and events you had not thought about for
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reduction after that. Again
this study shows that with
real-life memories of great
personal significance there is
far less forgetting than in lab
studies of memory.

One problem with the
study of autobiographical
memory is that it is often dif-
ficult to check its accuracy.
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you remember the events of
your 16th birthday clearly

Figure 6.22 Retrieval scores for personal events from different times of

an individual’s life.
Source: After Rubin et al. (1986).

and accurately, but your
memories may not be correct.
A number of investigators,
notably Linton (1975) and
Wagenaar (1986), deliberately kept very detailed diaries of their own
daily experiences over a period of many years, which could later be
used to check the accuracy of their retrieval. Linton (1975) found
that items which had been tested previously were far more likely to
be retrieved later on, which is consistent with laboratory findings
demonstrating the ‘testing effect’ (Allen et al., 1969; Carpenter et al.,
2008).

Wagenaar (1986) kept a detailed diary over many years, but he also
took the trouble to record retrieval cues for later use. By this means
he was able to establish that the likelihood of retrieval depended on
the number of retrieval cues available. With suitable cues Wagenaar
recalled about half of the events recorded over the previous six years.
Wagenaar’s findings are therefore in broad agreement with the usual
laboratory finding that successful retrieval depends on the availability
of suitable retrieval cues (Tulving, 1972).

Rubin et al. (1986) found that most people tend to recall more
autobiographical information from recent years than from the dis-
tant past, which is consistent with decay and interference theory
(see Section 6.2), both of which predict that memories will become
less accessible with the passing of time. However, one exception to
these general findings is that older people tend to recall an increased
amount from their early adult years (Rubin et al., 1998), a phenom-
enon known as the ‘reminiscence bump’. For example, Rubin et al.
found that people in their seventies tended to recall a particularly
large number of events from the period when they were aged 10-30
(see Figure 6.22).

A possible explanation for this effect is that their earlier years may
have been more eventful or more pleasant, and thus more memora-
ble. Berntsen and Rubin (2004) confirmed that the reminiscence bump
does indeed peak at a time in life when important events are taking
place. Young adulthood is a period in life when an individual is often
experiencing something for the very first time, and people often have
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vivid memories for their first trip abroad or
their first date. Unfortunately, subsequent
dates and trips abroad tend to lose their nov-
elty value and thus become less memorable.

Further evidence that the reminiscence
bump reflects a favoured period of our
lives comes from the work of Janssen et
al. (2012), who asked people to choose
their favourite footballers of all time. They
found that most people chose players who
were at their peak when the person choos-
ing them was in their late teens, rather than
picking more recent players.

Gluck and Bluck (2007) found that
the reminiscence bump applies mainly to
positive and happy memories. Since older
people tend to enjoy remembering happy
events from their younger days, this fre-
quent retrieval might help to strengthen the
retrieval routes to those early memories.

Most people remember very little from
early childhood, and studies have confirmed
that most people actually remember noth-
ing at all from the first two or three years
of their lives (Pillemer and White, 1989).
This phenomenon is known as ‘infantile
amnesia’. One possible explanation for
infantile amnesia is that the brain may not
have completed its physical development in
early infancy and is not yet able to store
memories. Indeed it has been found that
the hippocampus (the brain area which is most important for memory
storage) takes several years to become fully developed (Richmond and
Nelson, 2007). However, there is also a possibility that during infancy
memories may be stored in a form that is not retrievable in adulthood.
Nelson and Ross (1980) showed that very young children are able to
remember general facts (i.e. semantic memory) but not specific events
(i.e. episodic memory). Their earliest memories thus tend to be based
on schemas and scripts for general or typical events, but not for specific
episodes of their own personal lives. Another possible reason why very
young children cannot store memories may be their lack of language
skills. Simcock and Hayne (2003) showed that young children perform
very poorly on memory tests requiring verbalisation, but they do rather
better on non-verbal tests.

One finding that has emerged from studies of autobiographical
memory is that events which are shocking or emotionally charged
tend to leave a particularly vivid and lasting memory trace. The most
extreme cases of emotionally significant events are not only memora-
ble themselves, but may leave a lasting memory of trivial aspects of the

Figure 6.23 Who is your favourite footballer of all time?
Source: Shutterstock.
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| Key Term context which happened to coincide with them. These are known as
flashbulb memories.

Flashbulb memory

A subject's FLASHBULB MEMORIES

recollection of details Can you remember where you were and what you were doing when
of what they were you heard the news of the World Trade Center attack? If so then this
doing at the time of is an example of ‘flashbulb memory’, so called because the shock of
some major news hearing such news seems to illuminate the relatively trivial events of
event or dramatic our own lives and makes them highly memorable. The significance
incident. of flashbulb memory is not that the major news event itself was well

remembered (which you would expect), but that people are also able
to remember trivial details of their own
lives and their surroundings at the time
of the event. Take a look at Figure 6.24
and you may find yourself remembering
where you were on that day.

The first study of flashbulb memory
was carried out by Brown and Kulik
(1977), who decided to test out the
widely held belief that all Americans
could remember what they were doing
when they heard the news of President
Kennedy’s assassination. Brown and
Kulik found that all but one of their 80
subjects were indeed able to report some
details of their circumstances and sur-
roundings when they heard the news of
Kennedy’s death, despite the passage of
14 years since that event. Similar findings
have been reported for a range of other
major news events, including the explo-
sion of the space shuttle ‘Challenger’
(Neisser and Harsch, 1992), the death
of Princess Diana (Davidson and Glisky,
2002) and the terrorist attack on the
World Trade Center (Talarico and Rubin,
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Figure 6.24 The World Trade Center attack. Can you 2003)
remember what were you doing when you first heard : .
about it? In an effort to explain the occurrence

of flashbulb memory, Brown and Kulik

(1977) hypothesised that a special mem-
ory mechanism was involved, which could create a memory trace that
was unusually accurate and immune to the normal processes of forget-
ting. This special mechanism was assumed to be brought into action
only by events which were very emotionally shocking and which held
great personal significance for the individual. It was argued that such
a memory mechanism might have evolved because it would convey
a survival advantage, by enabling an individual to remember vivid
details of past catastrophes, which would help them to avoid similar
dangers in the future.

Source: Shutterstock.
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However, the notion of flashbulb memory as a special process has
been challenged by subsequent studies showing that flashbulb memo-
ries are far from infallible, and in fact seem to be no more accurate
than any other type of memory. Neisser and Harsch (1992) used a
questionnaire to record details of the circumstances in which a group
of American subjects first heard news of the ‘Challenger’ disas-
ter. They tested their subjects on the day after the disaster, and then
tested them again three years later. In fact subjects showed a consid-
erable amount of forgetting over the three years, and roughly half of
the details recalled after three years disagreed with the information
recalled the day after the crash. It was also found that flashbulb memo-
ries of the World Trade Center attack showed a decline in their accuracy
over the months that followed (Talarico and Rubin, 2003; Wolters and
Goudsmit, 2005), and were in fact no more accurate or lasting than the
normal everyday memories of their subjects.

Whilst there is no doubt that flashbulb memory is unusually detailed
and lasting, it can probably be adequately accounted for by the mech-
anisms underlying normal memory. For example, the memory for a
very significant event would be likely to benefit from frequent recall
and retelling of the memory, without requiring a special mechanism
to explain it (Neisser, 1982). Davidson and Glisky (2002) also point
out that the occurrence of a very dramatic event provides an excep-
tionally powerful contextual cue for otherwise trivial aspects of our
surroundings and activities. Most researchers now agree that flash-
bulb memories probably do not involve a special mechanism, they are
just normal memories for very emotional and shocking experiences
(Talarico and Rubin, 2009).

It has been suggested that the powerful intrusive memories which
occur in PTSD, and possibly those associated with phobias, depres-
sion, and drug-induced flashbacks, may arise from the same processes
as those underlying flashbulb memory (Sierra and Berrios, 2000,
Budson and Gold, 2009). However, this view remains speculative, so it
is not yet clear whether flashbulb memory research can shed any light
on the nature of these clinical disorders. There is further discussion of
flashbulb memory in Chapter 12.

EYEWITNESS TESTIMONY

A courtroom is one place where memory can be of crucial importance,
as the testimony given by an eyewitness frequently provides the deci-
sive evidence which determines whether the defendant is convicted or
not. But there is a great deal of evidence to suggest that eyewitness
testimony is often unreliable and does not justify the faith placed in
it by the courts. Indeed the introduction of DNA testing has revealed
that many people have been convicted of crimes which they did not
actually commit. Brewer and Wells (2011) reported that no less than
258 Americans convicted of serious crimes were subsequently freed as
a result of DNA testing, and several of these individuals were on death
row awaiting execution. The authors added that 200 of these individu-
als had been convicted on the basis of eyewitness testimony, which was
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evidently mistaken in all of these cases. It
is clear that eyewitness testimony is not
always reliable, and inaccurate testimony
can have tragic consequences for those
who are wrongly convicted.

The pioneering work of Bartlett (1932)
demonstrated that recall is extremely
inaccurate (see Section 6.3), and that it
is particularly prone to distortion by the
subject’s prior knowledge and expecta-
tions. Research on eyewitness testimony
has confirmed that eyewitnesses are indeed
susceptible to reconstructive errors based

Figure 6.25 An eyewitness identifies the guilty person — on previous knowledge and expectations

but could he be mistaken?
Source: Shutterstock.

(Zaragoza and Lane, 1998). However, it
has been found that eyewitness testimony
is also prone to contamination from
information acquired after the event, a phenomenon known as the
‘misinformation effect’. This effect was clearly demonstrated by Loftus
and Palmer (1974), who showed subjects a film of a car accident.
When subjects were later asked to estimate how fast the cars had been
travelling, their responses were found to vary significantly according
to how the question was worded. Subjects who were asked how fast
the cars were travelling when they ‘smashed into one another’ gave a
higher estimate of speed on average than did subjects who were asked
how fast the cars were travelling when they ‘hit one another’, and they
were also more likely to report having seen broken glass, although in
fact none was shown in the video. Merely changing a single word in
the question was sufficient to influence subjects, essentially by making
an implicit suggestion to them about what they must have seen.
Post-event contamination is now known to be an important influ-
ence on eyewitness testimony. Following the Oklahoma City bombing
of 1995, in which 168 people were killed and over 600 injured by a
massive car bomb, witnesses were found to have made errors in their
description of events due to contamination from subsequent events.
Timothy McVeigh, who was subsequently convicted of the bombing
and executed in 2001, was described by three witnesses as having an
accomplice when the hired the vehicle used for the bombing on the
previous day. However, it was subsequently established that McVeigh
had been alone. One of the witnesses had confused the memory of
McVeigh’s visit to the car-hire shop with that of two other men who
came in to hire a vehicle later the same day, and that witness had later
persuaded the other two that they had also seen two men rather than
one. This case appears to demonstrate the occurrence of both post-
event contamination and cross-witness contamination (Memon and
Wright, 1999). Cross-witness contamination has since been demon-
strated in a laboratory experiment designed to simulate aspects of the
McVeigh case (Wright ez al., 2000), and it was found that witnesses were
particularly likely to change their description of a crime after discussing
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it with another witness who expressed great confidence in what they
had seen.

Like other forms of memory, eyewitness testimony becomes weaker
and more fragmented with the passage of time, and consequently it
becomes less reliable and more vulnerable to contamination from other
sources. Flin et al. (1992) found that eyewitness reports became less
accurate after a five-month delay, and although this applied to all age
groups tested, small children were found to be particularly susceptible.
In fact research has shown that child witnesses are generally more
prone to suggestion and memory distortion (Davis and Loftus, 2005).
It has also been found that elderly people tend to be fairly unreliable wit-
nesses, despite showing more confidence than younger witnesses in the
accuracy of their memories (Dodson and Krueger, 2006). Even among
the younger adult population, individuals with lower intelligence and
low working memory capacity are more vulnerable to misinformation
and false memories (Zhu et al., 2010).

A number of studies have shown that the retrieval of a particular
piece of information can be inhibited by omitting it from a subsequent
presentation (Wright et al., 2001), or simply by failing to ask about it
during a post-event interview (Williams et al., 2002). Again, children
seem to be particularly susceptible to this effect. It is even possible
to create entirely false memories in the mind of a witness by the use
of suggestion effects and ‘memory implantation’. Loftus and Pickrell
(1995) asked people to read and think about several descriptions
of events which had happened to them in childhood, but they also
included a description of one event which was actually fictitious (e.g.
getting lost in a shopping mall). About a third of the participants sub-
sequently described the fictitious event as having really happened to
them, as though it had somehow been incorporated into their memory
system. Many similar examples of false memories have been reported
for real-life events, which can be elicited simply by questions that con-
tain misleading information. For example, when asked whether they
had seen TV footage of a bus exploding in the 2005 London terrorist
attack, around 40 per cent of a UK sample reported that they had,
despite the fact that no such footage existed (Ost et al., 2008).

These false memory studies have important implications for the credi-
bility of eyewitness accounts in real life, and they have played a particularly
important part in resolving the ‘recovered memory’ debate. This debate
concerns people who claim to have recovered previously repressed memo-
ries during psychotherapy, in some cases involving traumatic events such
the experience of physical or sexual abuse during childhood (Andrews
et al., 1999; Lindsay and Read, 2001). Recovered memories of this kind
obviously have important consequences, which might include accusations
of abuse and even imprisonment of the alleged perpetrator, who may or
may not actually be guilty. False memory studies offer a possible explana-
tion of the way that recovered memories, or at least some of them, could
have been created by misinformation and possibly even by the therapeutic
process itself (Loftus and Davis, 2006; Geraerts et al., 2007). Recovered
memories are discussed in more detail in Chapter 12.
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Coghnitive interview
An approach

to interviewing
eyewitnesses

which makes use

of the findings of
cognitive psychology,
such as context
reinstatement.

McLeod and Saunders (2005) suggest that the mechanism under-
lying the misinformation could involve retrieval-induced forgetting
(see section 6.7). They showed that the misinformation effect was
stronger for items which had been subjected to RIF inhibition. Indeed
RIF could also be responsible for the tendency for witnesses to forget
scenes which are omitted from a subsequent re-showing of the inci-
dent, as the strengthening of rival memory traces for items included
in the re-showing would be likely to inhibit the memory traces of the
omitted items.

From a consideration of these findings it is easy to see how easily a
witness in a court case might be influenced by police questioning, or
by information from other sources such as newspapers, lawyers, or
other witnesses. There are obviously important lessons to be learned
from these studies. In the first place, judges and juries should realise
that witnesses cannot be expected to have infallible memories, and
they should not place too much reliance on the evidence of eyewit-
ness testimony alone. Statements should be taken from witnesses as
soon as possible after the incident in question, and witnesses should be
allowed to use notes when giving their evidence in court at a later date.
Finally, police interviewers should be particularly careful about their
methods of questioning, and should avoid the use of leading ques-
tions or suggestions which could implant misleading information in
the witness’s head. However, it cannot be assumed that such advice is
currently being heeded. Research shows that most judges have little
knowledge of research findings about eyewitness memory, and jurors
know even less (Benton et al., 2006).

THE COGNITIVE INTERVIEW

The interviewing of eyewitnesses has made extensive use of the findings
of cognitive research. In particular, the principle of context-dependent
memory has been found to be of value to police interviewers, who
make use of context cues to jog the memories of witnesses. One way
of achieving this is by creating a crime reconstruction, in which the
original events and context of the crime are replicated as closely as
possible. Actors play out the roles of the people involved in the crime,
usually in the setting where the actual crime took place. Such recon-
structions are often shown on television in the hope that witnesses
may be reminded of some relevant piece of information by the use of
contextual cues.

Similar principles are used in a technique known as the cognitive inter-
view (CI), introduced by Geiselman et al. (1985). Unlike the traditional
police interview, in which the witness is simply questioned about the
actual crime, the witness undergoing a cognitive interview is encouraged
to recall all aspects of the crime, including contextual details. The wit-
ness may be reminded of various aspects of the crime setting, such as
what clothes they were wearing, what the weather was like, and even the
newspaper headlines on that day. They may be shown photographs of the
crime scene, or they may actually be taken back to it. There may also be
an attempt to reinstate their mental state during the event, by asking them
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to try to remember how they
felt at the time. An additional
advantage of the CI is that it
not only increases the amount
of context reinstatement but
also the variety of different
retrieval cues, which may help
to activate alternative retrieval
routes. Geiselman et al. (1985)
showed that the CI does in fact
succeed in coaxing more infor-
mation from the witness than
does the traditional police
interview (see Figure 6.26).

In addition to the basic
principle of context reinstate-
ment (CR), an additional
technique used in the CI is to
instruct the witness to report
everything (RE), regardless
of how trivial or irrelevant it
might seem. Studies have con-
firmed that both the CR and

45 -

% recall

Correct Incorrect

[ Standard interview @ Cognitive interview

the RE techniques add to the
effectiveness of the interview
and have been found to be
useful in police work (Milne
and Bull, 2002; Brown et al.,
2008).

Fisher et al. (1990) demonstrated that the CI procedure was valu-
able in real-life police work, and that police detectives interviewing
real crime witnesses found that the CI produced a significant increase
in the amount of information recalled. Many subsequent studies have
confirmed the effectiveness of the CI in both laboratory and real-life
settings. In a review of 42 CI studies, Koehnken et al. (1999) concluded
that the CI consistently elicited more correct pieces of information
than a standard interview, for both adult and child witnesses. There
is also evidence that the CI procedure can reduce the witness’s sus-
ceptibility to misinformation effects and post-event contamination
(Memon et al., 2009).

One slight drawback of using the CI is that, whilst it does elicit more
correct information from witnesses, it also elicits more incorrect infor-
mation (Koehnken et al., 1999), and this must be borne in mind by
police officers making use of the CI procedure. Another limitation of
the Cl is that it does not seem to be very suitable for use on very small
children, who often have difficulty understanding the instructions
(Geiselman, 1999). However, the CI has been found to be reasona-
bly effective for children aged eight years and above (Milne and Bull,
2003). One further problem with the CI procedure is that it becomes

Figure 6.26 Recall performance with cognitive interview and standard
interview procedures.

Source: Geiselman et al. (1985).
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less effective when very long retention
intervals are involved (Geiselman and
Fisher, 1997). However, in practice police
officers do not always have the time to
carry out a full CI procedure on all avail-
able witnesses directly after a crime, and
for this reason a shortened form of the CI
has been developed (Dando et al., 2009).
There is also a self-administered version
of the CI in booklet form, which can be
used to elicit responses from witnesses
where interviewers are not immediately

available (Gabbert et al., 2009).
Although the limitations of the CI must
be borne in mind when it is used in police
Figure 6.27 'So what was the weather like when you saw  work, research has shown that it can be
this man robbing the bank?’ an extremely valuable procedure. The CI
Source: Shutterstock. is not yet in widespread use throughout
the world, but it is now widely used by
police forces in the UK, and most British police officers have now
received formal CI training (Brown et al., 2008; Fisher et al., 2011).
The Cl is a shining example of how cognitive research is being applied

in real-life settings.

SUMMARY

e Processing an input to a deep level, by making use of past experi-
ence to analyse its meaningful content, will increase the likeli-
hood of retrieving that input in the future.

e Retrieval cues have a major effect on the success of retrieval,
and are especially effective if there is extensive feature overlap
between retrieval cues and stored information.

e The reinstatement of the context in which a memory trace was
acquired can be of great assistance in retrieving the trace.

e Memory involves both automatic processes (such as implicit
memory and familiarity judgements) and controlled processes
(such as explicit memory and context recollection).

e The act of retrieving a memory makes it more retrievable in the
future. This finding is known as the testing effect.

* Retrieval of a memory trace causes the inhibition of rival memory
traces, a phenomenon known as retrieval-induced forgetting (RIF).

e The retrieval of a stored memory makes it vulnerable to change,
and may result in a stronger or weaker trace. This phenomenon is
known as reconsolidation.

e Studies of memory phenomena in real-life settings, such as eye-
witness testimony and the cognitive interview, provide an impor-
tant complementary approach to laboratory studies because of
their greater ecological validity.
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FURTHER READING

Answer to Figure 6.15
The familiar faces were:

a) Don Cheadle

b) Angela Merkel
¢) Bradley Wiggins
d) Freida Pinto
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Disorders of
memory

David Groome

7.1 AMNESIA AND ITS CAUSES
THE EFFECTS OF AMNESIA

Amnesia is the name given to disorders of memory. Amnesia normally
involves severe forgetfulness which goes beyond the everyday forget-
ting observed in normal people, to the extent that it may interfere with
the activities of normal life. We are all prone to moments of forgetful-
ness, but most people with intact cognitive functioning can remem-
ber quite a lot about the events in their lives, especially their most
recent experiences and events which are important to them. However,
a person suffering from amnesia may be quite unable to remember any
recent events. You can probably recall quite easily where you were five
minutes ago, or the person you just chatted with, or even what you did
yesterday evening. Many amnesics would be unable to remember such
things, and may have no idea of what they have done with their day so
far. In severe cases they may be quite unable to commit any new experi-
ences to memory, and this can be very disruptive to their lives. Without
an intact memory it can become impossible to keep a job, to keep up
relationships with family and friends, or even to look after oneself and
maintain an independent existence. In fact it is clear from the study of
severely amnesic patients that memory is quite crucial to our ability to
function properly as human beings. Amnesia is a very disruptive and
disabling condition. However, it is also a disorder from which a great
deal can be learned about the nature of memory function.

CAUSES OF AMNESIA

Amnesia may arise from a number of different causes (also known
as ‘aetiologies’), which can be divided into two main groups, the
organic amnesias and the psychogenic amnesias. Organic amnesias are
caused by some form of physical damage (known as a lesion) inflicted
on the brain. This may arise from a variety of different causes,
including brain infections, strokes, head injuries, and degenerative
disorders such as Alzheimer’s disease (see below for a more detailed
list). Organic amnesias tend to be severe and disabling, and they are

Key Term

Amnesia

A pathological
impairment of
memory function.
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Organic amnesia
An impairment of
memory function
caused by physical
damage to the brain.
Psychogenic
amnesia

A memory impairment
of psychological
origin.

Alzheimer’s disease
(AD)

A degenerative brain
disorder usually

(but not always)
afflicting the elderly,
which first appears
as an impairment

of memory but later
develops into a more
general dementia.

Korsakoff syndrome
A brain disease which
usually results from
chronic alcoholism,
and which is mainly
characterised by a
memory impairment.
Herpes simplex
encephalitis (HSE)

A virus infection of
the brain, which in
some cases leaves
the patient severely
amnesic.

also irreversible in the majority of cases because the brain lesion does
not heal. Psychogenic amnesias are caused by psychological factors
and usually involve the temporary suppression of disturbing memo-
ries which are unacceptable to the patient at some subconscious level.
Psychogenic amnesias can be disorientating and disruptive to the
patient, but they are rarely completely disabling, and as there is no
actual brain damage they are reversible and in most cases will eventu-
ally disappear.

The organic amnesias are far more serious, and since they are also
particularly instructive in helping us to understand the nature of
memory function they will provide the main substance of this chapter.
There are many different ways in which the brain can be damaged,
and any of these may cause amnesia if the relevant brain regions are
involved, most notably the temporal lobes. The main causes and ori-
gins (or ‘aetiologies’) of organic amnesia are listed below:

e Alzheimer’s disease (AD) (Figure 7.1) is the most common cause of
amnesia. It is a degenerative brain disorder which first appears as
an impairment of memory, but later develops into a more general
dementia, affecting all aspects of cognition. AD occurs mostly in the
elderly, and in fact it is the main cause of senile dementia, eventually
affecting as many as 20 per cent of elderly people. Although seen
mainly in people who are at least 60 or 70 years old, in rare cases
AD may affect younger people, when it is referred to as pre-senile
dementia. AD was first identified by Alois Alzheimer (1907), though
the cases he described in fact concerned the pre-senile form. It was
only later realised that the same basic degenerative disorder, with its
characteristic pattern of tangled neural fibres, was also responsible
for most senile dementias too. Since the amnesic symptoms of AD
patients are usually complicated by additional symptoms of general
dementia (Storandt, 2008), they do not present a particularly pure
form of amnesia and it is therefore quite difficult to investigate the
nature of memory disorder in AD cases. For this reason they are not
the most widely researched amnesic group. See Box 7.1 for a case
study of Alzheimer’s disease (Ronald Reagan).

o Korsakoff syndrome is a brain disease which usually results from
chronic alcoholism, and it is mainly characterised by a memory
impairment, which affects both recent memories and memories
from the distant past. It was first described by Korsakoff (1887),
and it has become one of the most frequently studied amnesic
conditions, mainly because it usually presents as a relatively pure
form of amnesia without the complication of extensive dementia
or reduced intelligence. See Box 7.2 for a case study of Korsakoff
syndrome.

e Herpes simplex encephalitis (HSE) is a virus infection of the brain,
which can leave the patient severely amnesic. Fortunately cases of
HSE are very rare. One important characteristic of HSE amnesia is
its relatively sudden onset, which means that in many cases the date
of onset of amnesic symptoms is known fairly precisely, in contrast
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Box 7.1

Ronald Reagan was probably one of the
most successful and famous people of
all time. He first became famous as a film
actor, appearing in many popular films.
After retiring from the acting profession,
Reagan began a new career in politics, and
he was elected President of the United
States in 1980. He remained in office until
1988, and during this eight-year period he
was arguably the most powerful man in the
world.

Source: Jacques M. Chenet/CORBIS.

As president of the United States
Ronald Reagan came to be regarded as
an outstanding communicator, the skills
from his acting days clearly standing
him in good stead in his new career as a
politician. But in 1994, a few years after
he had left office, he was told that he had

Case study: Alzheimer’s disease (Ronald Reagan)

the early signs of Alzheimer’s disease, a
progressive dementia which first destroys
the memory and then all other cognitive
abilities. Ronald Reagan announced the
news in a brief handwritten letter to
the American public. He wrote: ‘I have
recently been told that | am one of
millions of Americans who will be afflicted
with Alzheimer’s disease. | now begin the
journey that will lead me into the sunset
of my life.” Within three years Ronald
Reagan’s memory had deteriorated so
badly that he no longer remembered
that he had once been the President
of the United States. He was unable to
understand why people waved at him in
the street, and why strangers seemed to
know him and wished to shake his hand.
He was no longer able to recognise friends
or former aides. In 1997 he received a
visit from George Schultz, his former
Secretary of State, but Mr Reagan did not
seem to recognise his visitor despite their
many years of working closely together.
However, it is possible that some glimmer
of recognition remained, perhaps a slight
feeling of familiarity somewhere below
the level of conscious recollection. At one
point during the visit the former president
had returned to the room where his wife
Nancy was chatting with Mr Schultz. Mr
Reagan turned to his nurse and asked:
‘Who is that man sitting with Nancy on the
couch? | know him. He is a very famous
man.’

Ronald Reagan's dementia became
increasingly severe over the next ten years,
finally reaching a point where he no longer
responded to any form of communication. In
the spring of 2004 Nancy Reagan confirmed
this, with the simple statement: ‘Ronnie’s
long journey has taken him to a distant place
where | can no longer reach him.” He died a
few weeks later, on 5 June 2004.
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to the very gradual onset of degenerative dis-
orders such as Korsakoff and Alzheimer cases.
See Box 7.4 for a case study of HSE amnesia,
the patient CW (Wilson and Wearing, 1995).
o Temporal lobe surgery. A very small number
of patients have become amnesic as a result
of brain lesions caused by deliberate surgi-
cal procedures, usually involving the tem-
poral lobes. Such cases are fortunately very
rare, but they have been extensively studied
because they provide a particularly valuable
source of knowledge about memory. This is
because the precise moment of onset of their
amnesia is known, and furthermore the loca-
tion and extent of their lesions is also known
fairly accurately. See Box 7.3 for a case study
of temporal lobe amnesia, the patient HM

Figure 7.1 MRI scan of a normal brain (left) (Scoville and Milner, 1957).
compared with the brain of an Alzheimer patient o Post-ECT ammnesia.

(right). The diseased brain is shown superimposed
on a normal brain image, and it shows pronounced

is a treatment used to alleviate depres-

atrophy (shrinkage) especially affecting the temporal sion, usually in patients who have failed to re-
lobe. spond to any alternative form of therapy. ECT
Source: Science Photo Library. involves the administering of an electric shock
across the front of the patient’s head. It has been
found that a period of amnesia may follow the administering of the
shock, and in some cases this amnesia may persist over longer periods.
Electroconvulsive ECT-induced amnesia has been extensively studied because it repre-
therapy (ECT) sents a serious side-effect of a deliberately administered treatment. It is
A treatment used to therefore important to establish the severity and duration of post-ECT
alleviate depression amnesia in order to evaluate the usefulness of the treatment.
which involves e Other causes of organic amnesia. Since any condition which dam-
passing an electric ages the appropriate areas of the brain can cause amnesia, there are
current through the many other possible causes, though none of them has been as wide-
front of the patient's ly studied as those listed above. For example, strokes and tumours
head. can sometimes lead to amnesia, as can head injuries, brain damage
caused by cardiac arrest, HIV infection and degenerative conditions

such as Huntington’s chorea and Parkinson’s disease.

AMNESIA AS AN IMPAIRMENT OF LONG-TERM
MEMORY

The distinction between short-term memory (STM) and long-term
memory (LTM) was explained in Chapter 5. The main symptom of
the organic amnesic syndrome is an impairment of long-term memory,
so that organic amnesics have difficulty in consolidating new infor-
mation into their long-term memory store, and they often also have
problems retrieving old memories from storage. However, despite this
LTM impairment, organic amnesics usually have an intact short-term
working memory. One clear indication of their intact STM is the fact
that most organic amnesics are able to carry on a fairly normal con-
versation. Their conversation will of course be somewhat limited by
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Box 7.2 Case study: Korsakoff syndrome

Whitty and Zangwill (1976) describe the
case of a pub manager who developed
amnesic symptoms following many years
of excessive alcohol consumption. He was
brought into hospital at the age of 60, as
his wife had noticed a severe deterioration
in his memory and a number of other signs
of neurological disorder. These included
slurring of speech, unsteadiness when
walking, and occasional fits.

Memory tests revealed that he was
unable to learn any new material presented
to him. For example, when a short story was
read to him he was unable to recall any of it
five minutes later, and when the story was
read to him a second time he denied ever
having heard it before. He also performed
very poorly on several other memory tests,
including tests of sentence recall and picture
recognition. He was unable to recollect any
events or experiences from the previous
seven or eight years. For example, he had
no recollection at all of his recent work as a
publican, which he had done for the previous
five years. Instead he described himself as a

newsagent, which he had in fact been several
years earlier. He also gave his address as
one from which he had moved many years
before. He gave his age as 52 (in fact he was
60), and he gave the year as 1956 (in fact it
was 1963). It was as though seven years of
his life had completely disappeared.

The patient also had no recollection of
his second marriage, which had taken place
two years earlier. However, when visited in
hospital by his present wife he seemed to
recognise her and he treated her as though
she was familiar to him. In a similar way, he
began to show a sense of familiarity with
the nurses and clinicians in the hospital,
although he claimed not to recognise them.
Two further observations were made about
this patient, both of which are characteristic
of Korsakoff syndrome. First, he had a strong
tendency to confabulation, claiming to recall
events which had apparently not really taken
place. Second, he showed no awareness or
understanding of his condition, and in fact
denied that he had any problems with his
memory.

their inability to recall earlier events, but they are able to reply to
questions, and they can complete sentences in a coherent fashion. This
demonstrates that they are able to remember what has been said in
the last few seconds, which is consistent with a normal short-term
memory. Their problem seems to lie primarily in consolidating their
memories into a permanent form for long-term storage.

Such observations have been confirmed by more objective measure-
ments of STM function, such as digit span. Talland (1965) carried out
a study involving no fewer than 29 Korsakoff patients, all of whom
proved to be significantly impaired on a whole battery of long-term
memory tests such as story recall, wordlist recall and picture recognition.
However, their digit span scores were similar to those of normal indi-
viduals, averaging about seven items. Baddeley and Warrington (1970)
again reported apparently normal STM span in Korsakoff patients, and
in addition they found a normal recency effect in a test of free recall. As
explained in Chapter 5, the recency effect is thought to reflect the STM
component of free recall, so this finding provided further confirmation
of the apparent preservation of STM. Reviewing such studies, Pujol and
Kopelman (2003) conclude that Korsakoffs show normal performance
on tests of both verbal and non-verbal STM.
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Anterograde
amnesia (AA)

Impaired memory for
events which have
occurred since the
onset of the disorder
(contrasts with
retrograde amnesia).
Retrograde amnesia
(RA)

Impaired memory
for events which
occurred prior to the
onset of amnesia
(contrasts with

anterograde amnesia).

A patient known as HM (see Box 7.3), whose amnesia was brought
about by temporal lobe surgery, was found to retain a normal digit
span despite his extremely dense amnesia (Wickelgren, 1968). Patients
suffering from HSE amnesia again tend to have normal STM function
(including normal functioning of the WM loops and the central execu-
tive), in contrast to their severe LTM impairment (Starr and Phillips,
1970; Wilson and Wearing, 1995). Similar findings of preserved
STM span have been obtained with patients in the early stages of
Alzheimer’s disease (Miller, 1977), though in the later stages Alzheimer
patients do show a deterioration of STM performance reflecting the
general dementia which eventually pervades all aspects of their cogni-
tive functioning. Morris and Baddeley (1988) reported that Alzheimer
patients usually have no impairment of the phonological and articula-
tory loops, but they show increasing impairment of central executive
function (Becker and Overman, 2004; Storandt, 2008).

From a consideration of the studies reviewed in the present section,
it would appear that in virtually every type of organic amnesia there is
severe LTM impairment, but a relatively unimpaired STM. This find-
ing helps to explain the nature of organic amnesia, but it also tells
us something about the structure of memory in normal individuals.
It suggests that LTM and STM are essentially separate memory sys-
tems, since one can be impaired while the other is unaffected. Amnesic
patients also provide us with an indication of the duration of STM
storage, which has been estimated at approximately seven seconds, the
length of time for which information can be retained by most severely
amnesic patients. In fact Clive W, who is one of the most severely
amnesic patients ever studied, was described in a recent TV documen-
tary as ‘the man with the seven-second memory’ (see Box 7.4).

7.2 ANTEROGRADE AND RETROGRADE
AMNESIA

DISTINGUISHING ANTEROGRADE FROM
RETROGRADE AMNESIA

Korsakoff (1887) provided one of the first descriptions of organic
amnesia. Having studied about 30 cases of severe amnesia associated
with alcoholic abuse, Korsakoff concluded that the main impairment
was an impairment of ‘the memory of recent events’. However, he
added that in many cases there was also an impairment of memory
‘for the long past’, which could extend back as far as 30 years. These
two types of amnesia roughly correspond to the definitions of ‘anter-
ograde’ and ‘retrograde’ amnesia, which are the two main types of
memory loss. They are defined as follows:

e Anterograde amnesia (AA): impairment of memory for events oc-
curring since the onset of amnesia.

e Retrograde amnesia (RA): impairment of memory for events occur-
ring before the onset of amnesia.
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The relationship between ONSET
anterograde and retrograde Retrograde amnesia Anterograde amnesia
amnesia is illustrated in

Figure 7.2.
The distinction between

AA and RA is most impor-
tant, because it offers a pos- 1940 1950 1953 1960 1970
sible means of distinguishing
between learning disorders

and retrieval disorders. A  Figure 7.2 Anterograde and retrograde amnesia shown in relation to the
patient suffering from a dis- Mmoment of onset (in this case for patient HM).

order of learning would be

expected to have AA but not RA, since they should have no difficulty in
retrieving memories from the period before onset when their learning
ability was unimpaired. On the other hand, a patient suffering from a
disorder of retrieval would have difficulty in retrieving memories from
any period in the past, and would thus be expected to have both AA
and RA. It is possible that learning and retrieval disorders could occur
together in the same patient, in which case both AA and RA would be
expected but with the AA component probably being more severe.

A common observation, first noted by Ribot (1882), is that amne-
sic patients often have clear memories of childhood and early adult-
hood, despite being unable to remember more recent periods in their
lives. Ribot concluded that their RA showed a ‘temporal gradient’,
since the degree of impairment increased with the recency of the event.
This observation has become known as ‘Ribot’s law’, though more
recent studies have shown that it does not apply universally since some
amnesic patients have a uniformly dense RA without any obvious tem-
poral gradient.

TESTING ANTEROGRADE AND RETROGRADE
AMNESIA

AA is essentially an impairment of new learning, so testing for AA is
fairly easy and straightforward. The patient can simply be asked to
learn some form of test material (words, stories, pictures, etc.) and
they are then tested for the retrieval of these items at some later time.
However, tests of RA are more problematic, since they involve testing
items learned prior to the onset of amnesia. The presentation of the test
material is therefore beyond the control of the tester, who must instead
try to think of test items that the patient is likely to have encountered
earlier in their life. This normally involves testing the patient’s memory
for events which happened many years before the test session, often
referred to as ‘remote memory’, as opposed to the testing of ‘recent
memory’ in more typical AA test procedures.

Remote memory tests can either involve the testing of past public
events, which are likely to have been familiar to most people, or past
personal events, which tend to be unique to each individual. Tests of
past public events, such as major news events from the past, allow the
same test items to be given to many different people. This makes it
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possible to devise a standardised test with known performance norms,
so that amnesic and control subjects can be compared on exactly the
same test. Various different test materials have been used for this pur-
pose, which usually attempt to sample different time periods by select-
ing items that were widely publicised at a particular period, but which
have received no subsequent publicity. One widely used battery of
tests for past public events is the Boston Remote Memory Test (Albert
et al., 1979), which includes tests of famous faces and news events
from the past. More recently, Steinvorth et al. (2005) have devised
tests and interview procedures for the assessment of memory for pub-
lic events and famous people.

Tests of past personal events tend to focus on autobiographical
memory, for example asking the subject about events from their school
days. Because of the unique and personal nature of these items, the
scores of different individuals are not directly comparable, since they
will be recalling different events. Another problem is that it is often
difficult to check the accuracy of the responses given. Some refinement
of this approach has been achieved by using a standard questionnaire
to sample specific events in a typical person’s life (Kopelman et al.,
1990), which are confirmed where possible by interviewing relatives.
An autobiographical interview procedure has also been devised by
Levine et al. (2002).

It is important to bear in mind that tests of past personal memory
tend to involve specific events from an individual’s autobiographical
memory, which consist mainly of episodic memories. Past public mem-
ories, on the other hand, may sometimes involve semantic memory, in
which items of general knowledge are retrieved without any specific
episodic context (see Chapter 6 for the distinction between episodic
and semantic memory). This distinction has not always been recog-
nised in the past, and some earlier investigators made the mistake of
comparing episodic measures of anterograde amnesia (e.g. “Where did
you go yesterday morning?’) with semantic measures of retrograde
amnesia (e.g. “‘What was the name of your primary school?’) without
realising that they were not comparing like with like. In order to avoid
such pitfalls, most recent studies have used the same test procedure
(e.g. news events) to sample both anterograde and retrograde impair-
ments. A further point which has confused researchers in the past is
that tests of autobiographical memory are not necessarily restricted
to episodic memory. Autobiographical memory includes both episodic
memories (e.g. “What did you do on your 21st birthday?’) and semantic
memories (e.g. “‘What was the name of your primary school?’) and it is
important to distinguish between these two components (Rosenbaum
et al.,2005).

ANTEROGRADE AND RETROGRADE

IMPAIRMENT IN ORGANIC AMNESIA

Early studies such as those of Ribot (1882) and Korsakoff (1887) suggested
that most amnesic patients suffer from both AA and RA, and more recent
studies have generally confirmed this finding. A pattern of AA together with
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RA has been observed in dementing
Alzheimer patients (Wilson et al., 1981), | 100 7
and in Korsakoff patients (Albert et al., 90 |
1979), and HSE patients usually show
a similar pattern (Wilson and Wearing, 80 -
1995). In many cases RA extends back
over a very long time period. For exam- [
ple, in Korsakoff patients RA typi- o0 |
cally extends back over a period of 30
years or more before onset (Pujol and 50 -
Kopelman, 2003), and usually shows a
marked temporal gradient in accordance 409
with Ribot’s law. Some typical results are e
presented in Figure 7.3.

However, this general pattern of 20 -
severe anterograde and retrograde
amnesia is not found universally. Some 10
patients show severe AA but their RA 0 | | | | |
is limited to a very short time period. 98 B B B 5
For example, the temporal lobe sur-
gery patient HM (see Box 7.3) had very Controls — Korsakoffs

severe AA, but his RA was mostly lim-

ited to the three years or so before onset

(Ogden and Corkin, 1991). However, Figure 7.3 Memory performance for different periods from the

past.

his amnesia for specific autobiographi-
Source: Albert et al. (1979).

cal memories extended back over a far
longer period (Steinvorth et al., 2005).
A few rather untypical Korsakoff patients have also been studied whose
RA was limited to the few years before onset, and these patients have usu-
ally been found to lack the frontal lesions which are otherwise typical of
Korsakoff patients (Mair et al., 1979).

FOCAL RETROGRADE AND FOCAL
ANTEROGRADE AMNESIA

Although most amnesics exhibit both AA and RA, a few cases have
been studied who show either AA or RA in isolation. A number of
studies have reported cases of ‘focal AA’ (AA without RA). Mair et al.
(1979) studied two rather unusual Korsakoff patients with focal AA,
and Cohen and Squire (1981) also reported focal AA in their patient
NA, who was injured in a freak accident. Whilst sitting at his desk, NA
was accidentally stabbed with a fencing foil. A friend thrust the foil at
NA as a joke, intending to stop short. Unfortunately the foil entered
NA’s nostril and penetrated his brain, with devastating effects. The
area chiefly damaged was NA’s thalamus, and it left him with severe
AA but without any significant amount of RA. Other studies of focal
AA have confirmed that damage is mostly restricted to the anterior
thalamus (Kapur et al., 1996).

Examples of ‘focal RA’ (RA without AA) are extremely rare, but a
few such cases have been reported in patients who have suffered head
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Box 7.3 Case study: Temporal lobe surgery (HM)

On 23 August 1953, a 27-year-old man,
referred to in the literature by his initials
'HM’, underwent a surgical operation to
remove both of the medial temporal lobes
of his brain in an effort to alleviate his
severe epilepsy. Although the surgeon did
not realise it at the time, this operation
was to have a devastating effect on
HM'’s memory. Since that fateful day he
was unable to learn anything new, and
consequently held no intact memories for
any of the events of his life since 1953.

Despite his inability to register any new
experiences in his long-term memory, HV
had an intact short-term memory and his STM
span was completely normal (Wickelgren,
1968). However, this only allowed him
to hold on to his experiences for a few
seconds. HM could carry on a fairly normal
conversation, but he could only remember
the last sentence or so, which obviously
restricted his conversational range. He also
had a tendency to repeat something he had
just said a few moments earlier.

HM proved to be virtually untestable
on most measures of LTM, and it was
reported that he ‘forgets the events of his
daily life as fast as they occur’ (Scoville and
Milner, 1957). Because of this HM would
watch the same TV program several times
without recognising it, and he did the same
crossword puzzle many times without
realising he had done it before. Even after
several years of regular visits from clinicians
such as Brenda Milner, he was still unable
to identify them. HM'’s inability to create
new memories is known as anterograde
amnesia.

Although HM remembered nothing
that had happened to him since 1953, his
memory was reasonably good for events
preceding that date. This means that HM
had severe anterograde amnesia, but

had relatively little retrograde amnesia.
Ogden and Corkin (1991) reported that
HM actually had a fairly severe retrograde
impairment for a period extending about
three years before the date of his surgery,
but had fairly good retrieval of events from
earlier years.

However, a more recent study of HM
showed that his RA was actually far more
extensive for autobiographical events
(Steinvorth et al., 2005). HM was a particularly
interesting case for the comparison of
anterograde and retrograde amnesia, since
the date of onset of his amnesia is known
precisely. We can therefore be confident about
estimating of the extent of his anterograde
and retrograde impairments.

Because of his severe amnesia, HM was
unable to live a normal life, and he required
continual care. However, he did retain some
memory capabilities. Apart from his intact
STM and childhood memories mentioned
above, he also retained the ability to learn
new motor skills such as mirror drawing,
though he had no recollection of actually
learning them. He also showed some
learning on tests of implicit memory, such
as completing the stems of previously
primed words. In addition, he showed
a vague familiarity with a few major
news events from the period since 1953,
such as the assassination of President
Kennedy (Ogden and Corkin, 1991). These
findings suggest that HM’'s amnesia was
actually quite selective, an observation
which has important implications for our
understanding of the modular nature of
memory processes.

HM (whose real name has now been
revealed to be Henry Molaison) died in 2008
at the age of 82. He had spent most of his
life trapped in the brief moment of time that
is amnesia.
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injuries (Kapur et al., 1992; Sellal et al., 2002), following HSE infection
(O’Connor et al., 1992), and following an epileptic seizure (Sehm
et al., 2011). Mayes (2002) suggests that in some cases focal RA may
be of psychogenic origin, but the existence of focal RA of organic origin
also seems to be clearly established. Focal RA has been associated with
lesions to various different brain areas, but most commonly it tends to
involve lesions in the temporal cortex (Sehm et al., 2011). From these
admittedly rather rare and unusual cases it would appear that deficits
of learning and retrieval can occur separately, and thus they appear to
be largely independent disorders.

EXPLAINING THE TEMPORAL GRADIENT IN
RETROGRADE AMNESIA

Ribot (1882) noted that amnesics tend to retrieve older memories bet-
ter than they can retrieve recent memories, and more recent studies
have confirmed this temporal gradient in most types of organic amne-
sia. More recently Brown (2002) reviewed 61 separate studies of RA
covering a wide range of aetiologies, and found that nearly all of them
had reported a temporal gradient.

A number of possible explanations have been put forward for the occur-
rence of a temporal gradient in RA, some of which have already been men-
tioned above. One theory (Squire, 1982) is that older memories may be
more durable than recent memories, possibly because they have developed
more retrieval routes as a result of frequent retrieval over the years.

As explained earlier, some amnesics have RA which is limited to the
three or four years preceding onset. In an effort to explain this finding,
Squire (1992) suggests that the consolidation of a new memory may take
several years to complete, and that it becomes increasingly resilient during
this time. This theory has become known as the standard model of consoli-
dation. The multiple trace theory (Moscovitch et al., 1999) suggests that
memories for recent events remain vulnerable because they are still held as
individual episodic memories. As time passes these episodic memories com-
bine with others to produce a semantic memory, which is more lasting and
does not depend on hippocampal activity. Older semantic memories will
thus tend to be more robust than recent ones. The standard model of con-
solidation and the multiple trace theory are discussed further in Section 7.4.

BRAIN LESIONS ASSOCIATED WITH
ANTEROGRADE AND RETROGRADE AMNESIA

The brains of amnesic patients have been extensively studied in an effort
to identify the main sites where lesions (i.e. injuries) have occurred.
Traditionally this was done by post mortem examination, but in recent
years a variety of brain-imaging techniques have been developed which
make it possible to examine the brains of living patients. Brain scans of
this kind have been able to detect a number of lesion sites which had
not previously been identified by post mortem studies. Several areas of
the brain have been identified where lesions tend to be found in cases
of organic amnesia. These include the temporal lobes, the hippocampus

Hippocampus

A structure

lying within the
temporal lobes,
which is involved
in the creation of
new memories.
Hippocampal lesions
usually cause
impairment of
memory, especially
the storage of new
memories.
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body
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Temporal
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(which lies within the temporal lobes),
the thalamus and the prefrontal lobes.
Their location in the brain is illustrated
in Figure 7.4).

The temporal lobes contain the hip-
pocampus, and this structure is of par-
ticular importance to the creation of
new memories. Surgical removal of the
hippocampus and parts of the medial
temporal lobes of the patient HM was
found to have a devastating effect on
his memory, especially his ability to
acquire and consolidate new memories
(Scoville and Milner, 1957). Subsequent
scanning techniques confirmed HM’s
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Figure 7.4 Brain structures involved in memory storage and

consolidation.

Diencephalon

A brain structure
which includes

the thalamus and
hypothalamus. Parts of
the diencephalon are
involved in processing
and retrieving
memories, and damage
to these structures can
cause amnesia.
Extended
hippocampal complex
A system of
interconnected
structures within the
brain, incorporating
the hippocampus,
anterior thalamus and
mammillary bodies,
which is involved

in the encoding

and storage of new
memory traces.

hippocampal lesions, but showed that
his lesions also extend into the tempo-
ral cortex (Corkin et al., 1997).

The temporal lobes and hippocam-
pus are also damaged in most cases
of HSE (Colchester et al., 2001), though their lesions are usually
more extensive and may involve most of the temporal cortex (Figure
7.5). Similar temporal lobe lesions are found in the early stages of
Alzheimer’s disease (West et al., 1994), though in the later stages of
this progressive condition there are more extensive lesions, extend-
ing into the forebrain at first and later affecting most areas of the
brain.

The other main area of the brain where lesions tend to produce AA is
the diencephalon, a region which includes the thalamus and the mammil-
lary bodies. These are the areas which are usually damaged in Korsakoff
patients (Victor et al., 1989), a finding confirmed by more recent PET
scan studies (Reed et al., 2003). Although Korsakoff patients tend to
suffer damage to much of the diencephalon, their amnesic symptoms are
mainly associated with lesions in the anterior thalamic nuclei (Harding
et al., 2000). Research on animal brains has shown that the hippocam-
pus, anterior thalamus, and mammillary bodies are interconnected, and
appear to work as a single system (Aggleton and Saunders, 1997). This
system is known as the extended hippocampal complex, and it appears
to operate as a linked circuit which carries out the encoding and consoli-
dation processes.

The retrieval of old memories seems to involve different regions of
the brain, notably the temporal cortex and the prefrontal cortex. Some
Korsakoff patients have prefrontal lesions in addition to their dience-
phalic lesions, and these patients are more likely to exhibit retrieval
problems than those without such lesions (Victor et al., 1989; Reed et
al.,2003). In fact Kopelman et al. (2001) established that in Korsakoff
patients the severity of AA is correlated with the extent of thalamic
damage, whereas the severity of RA is correlated with the extent of
prefrontal damage.
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Box 7.4 Case study: Herpes simplex encephalitis (Clive W)

The case of Clive W is extremely well known,
as he has been the subject of two television
documentaries. Before his illness, Clive was
a professional musician, and his energy
and brilliance had made him extremely
successful. He was chorus master to the
London Sinfonietta, and he worked as a
music producer for the BBC. But in March
1985, Clive developed a flu-like illness,
complaining of a severe headache and
fever. The illness was eventually identified
as herpes simplex encephalitis (HSE), a rare
viral infection of the brain. Unfortunately
by the time a diagnosis had been made,
Clive's brain had already sustained terrible
damage, and he would never be able to
return to his previous life again.

Brain scans have subsequently revealed
that Clive's left temporal lobe has been
completely destroyed, together with some
damage to his right temporal lobe and
parts of his frontal lobes. These lesions
have robbed Clive of his memory, in fact
making him one of the most severely
amnesic patients ever studied. Clive
suffers both anterograde and retrograde
amnesia, and both are very severe. In fact
his anterograde impairment is virtually
total, so that he is completely unable to
acquire any new memories. In the words of
his wife, ‘Clive’s world now consists of just
a moment. He sees what is right in front of
him, but as soon as that information hits
the brain it fades. Nothing registers’. This
makes life extremely confusing for Clive.
Any conversation he has with another
person is immediately forgotten, as though
it had never taken place. A visitor who
leaves the room for a few minutes will be
greeted afresh by Clive on re-entering the
room, as if they were a new visitor. If Clive
is allowed to go out into the street alone,
he rapidly becomes lost. This is a risky
situation for him, since he cannot find his

way back and he cannot ask for assistance
as he does not remember where he lives.

Unlike some amnesics, Clive also
suffers from a very severe retrograde
amnesia. He cannot remember any specific
episodes from his life prior to the onset of
his amnesia, and he no longer recognises
most of his former friends. This retrograde
impairment even extends to famous public
figures. Clive says that he has never heard
of John E Kennedy or John Lennon. He
was also unable to recognise a photo of
the Queen and Prince Philip, though when
pressed he suggested that they might have
been singers. However, Clive's retrograde
amnesia is not total. He does remember
a few facts about his childhood (such as
the fact that he grew up in Birmingham),
though he cannot remember any specific
events from that period. In contrast to
these limited recollections, Clive still clearly
recognises his wife and he treats her with
the same familiarity and affection as in
earlier times.

In addition to his episodic memory
impairments Clive also shows clear
evidence of a semantic memory disorder.
He is unable to provide definitions of a
number of common words such as ‘tree’
and ‘eyelid’. He also has difficulty in
recognising some common objects, for
example jam and honey, which he cannot
distinguish from one another.

One aspect of Clive’s memory which does
seem to have remained surprisingly intact
is his musical ability. He is still able to play
the piano and sight-read music with great
skill, despite the fact that he has virtually no
memory of his previous career as a musician.

Before he became amnesic, Clive was a
person of considerable intelligence, and he
remains highly intelligent despite his lost
memory. Perhaps this is why he is so acutely
aware of the limitations of his present

(Continued)
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(Continued)

state. Clive does not know what has
caused his problems, because when it is
explained to him he immediately forgets.
However, he is very well aware that there
is something wrong with his ability to
remember, and he has tried hard to find
explanations for it. One of his conclusions
is that he must have been unconscious
until the last few seconds. At every
moment of his life he feels as though he
has just woken up, and his diary contains
repeated entries of the same observation:
‘I am now fully awake for the first time'.

For most of us it is difficult to imagine
what it must be like to experience such
a state of mind, trapped in a few seconds
of existence.

For a more detailed account of Clive's
memory disorder see Wilson and Wearing
(1995). Clive's wife Deborah has also
recently written a book about their life
together (Wearing, 2005), in which she
reports that Clive’'s memory has actually
improved slightly in recent years. From a
neurological viewpoint this is a remarkable
and unexpected turn of events.

Lesions in the temporal cortex (i.e. the cortical area surrounding
the hippocampus) are also associated with retrieval problems (Reed
and Squire, 1998). HSE patients whose lesions extend beyond the hip-
pocampus to include large areas of the temporal cortex are usually
found to exhibit severe RA in addition to their dense AA (Cermak
and O’Connor, 1983). Stefanacci et al. (2001) reported that in HSE
patients AA correlated with the extent of hippocampal lesions whilst
RA correlated with the extent of lateral temporal lobe lesions. Focal

Figure 7.5 MRI brain scans of a patient with lesions in the
right temporal lobe caused by HSE. These scans are seen
from the front of the brain, and the images run the front

(upper left image) to the back of the brain (lower right image).

Source: Science Photo Library.

retrograde amnesia (i.e. severe RA with-
out AA) is also associated with lesions in
the temporal cortex but not in the hip-
pocampus (Sehm et al., 2011).

7.3 INTACT AND
IMPAIRED MEMORY
SYSTEMS

Perhaps the most interesting feature of
organic amnesia is that it does not involve
a universal impairment of memory func-
tion, as there are many aspects of memory
which seem to remain largely unimpaired
in organic amnesics. These areas of intact
memory functioning are of great inter-
est because they not only tell us a great
deal about the nature of the underlying
memory disorder, but they also shed light
on the mechanisms underlying normal
memory.
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MOTOR SKILLS

They say you never forget how to ride a bike. Certainly motor skills
tend to be very durable in normal people, and there is considerable
evidence that motor skills are also preserved in organic amnesics. Not
only do amnesics tend to retain their old skills from before onset,
they can also learn new skills and procedures, even in patients who
find most other forms of learning impossible. This suggests that skill
learning is fundamentally different to other forms of learning, perhaps
because skills are performed in an automatic way without any need
for conscious recollection.

For example, the HSE patient Clive W has retained most of his
musical skills, both in conducting and in playing the piano (Wilson
and Wearing, 1995), though he is totally unaware that he possesses
these skills. Starr and Phillips (1970) also described a patient known
as PQ, who had been a concert pianist before becoming amnesic as a
result of an HSE infection. PQ not only retained his ability to play the
piano, but proved to be quite capable of learning to play new pieces
of music, though again he remained quite unaware that he was able
to play them.

Corkin (1968) reported that HM was able to learn a number of
new motor skills such as mirror drawing. Mirror drawing involves
drawing a shape on a piece of paper viewed through a mirror, which
is a very difficult skill to learn since all of the normal visual feedback
is reversed. HM succeeded in learning this new skill to a high level of
competence and he retained this expertise over a long period of time,
yet he remained unaware that he had learned it and he did not recog-
nise the mirror apparatus when it was shown to him on a later occa-
sion. This ability to learn skills and procedures without being aware
of having learned them seems to be a common finding in studies of
amnesics.

Glisky et al. (1986) reported that amnesics had been successfully
trained to carry out simple computer tasks, though the training had
required a great deal of time and patience. It was also noted that
although these patients had been able to learn how to use several com-
puter commands, these skills were restricted to the computer program
used for training and showed no generalisation to other computer
applications. This suggests that skill learning in amnesics is highly
inflexible, possibly because it is learned at an automatic and uncon-
scious level.

Cavaco et al. (2004) investigated the motor skills of 10 amnesic
patients, mostly with temporal lobe lesions caused by HSE. All
of these patients displayed completely normal performance on a
wide range of skills, including weaving, figure-tracing and target-
tracking.

In view of the many studies showing intact skill learning in amnesics,
Cohen and Squire (1980) suggested a distinction between procedural
memory, which can be demonstrated by performing some skilled proce-
dure, and declarative memory, which can actually be stated in a deliber-
ate and conscious way. Cohen and Squire suggest that amnesics have

Procedural memory
Memory which can
be demonstrated

by performing some
skilled procedure such
as a motor task, but
which the subject is
not necessarily able
to report consciously
(contrasts with
declarative memory).

Declarative memory
Memory which

can be reported in

a deliberate and
conscious way
(contrasts with
procedural memory).
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that amnesics can learn new skills and proce-
dures but reveal no conscious awareness of hav-
ing this expertise.

\‘ declarative memory. This would explain the fact
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IMPLICIT MEMORY

‘ In addition to motor skills, there are a number of
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other types of behaviour which most amnesics

seem to be able to learn, though again without
any conscious memory of the learning event.

Such learning can sometimes be demonstrated
by tests of implicit memory (see Chapter 6), in
which the individual’s behaviour is shown to

have been influenced by some previous experi-

Figure 7.6 An example of a fragmented word

stimulus.

Source: Warrington and Weiskrantz (1968), reproduced with

permission of Macmillan.

ence despite their inability to consciously recall
it. An early demonstration of this phenomenon
was reported by Claparede (1911), who carried
out a rather bizarre experiment in which he
greeted an amnesic patient with a handshake,
made rather painful for them by the presence of
a pin concealed in Claparede’s hand. Claparede noted that the patient
who had fallen foul of this trick refused to shake hands with him the
following day, although she could not explain why she was unwilling
to do so. The cautious behaviour of this patient thus revealed evidence
of learning without any conscious awareness of the learning episode.

Another demonstration of the preservation of implicit memory in
amnesics was performed by Warrington and Weiskrantz (1968). They
showed Korsakoff patients a series of degraded pictures of common
objects or words (see Figure. 7.6 for an example), starting with the
most incomplete version and then showing increasingly complete ver-
sions until the word or object was correctly identified.

When the same procedure was repeated at a later time, the Korsakoff
patients showed a marked improvement in their ability to identify the
object, thus providing evidence of learning. A similar study was car-
ried out on the patient HM, who also showed an improvement in the
identification of degraded pictures following such repetition priming
(Milner et al., 1968).

Graf et al. (1984) used the priming of verbal material to demon-
strate intact implicit memory in Korsakoff patients. Following a word-
priming task, subjects were presented with word fragments and asked
to complete them with the first word that came into their heads. In
most cases the Korsakoff patients were found to respond with previ-
ously primed words, even though they revealed no conscious memory
of those words in a test of explicit recall or recognition. In fact the
Korsakoff patients achieved similar word fragment completion scores
to the control subjects. Graf ef al. concluded that implicit memory
was unimpaired in Korsakoff patients, whereas explicit memory was
severely impaired (see Figure 7.7).
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Figure 7.7 The performance of Korsakoff amnesics and normal control
RECOLLECTION subjects on tests of explicit and implicit memory.

As explained in Chapter 6, Source: Graf et al. (1984).

Mandler (1980) suggested

that familiarity and recollection represent two alternative routes to
recognition. An item may be judged familiar when we feel that we
have seen it before, without necessarily remembering where or when.
Recollection involves remembering the actual occasion on which the
item was encountered. Recollection therefore involves the retrieval of
context, whereas a familiarity judgement does not. Mandler argued that
a familiarity judgement is an automatic process, which occurs without
conscious effort or volition. Recollection, on the other hand, is consid-
ered to be a controlled process, which requires conscious effort and is
carried out deliberately.

A number of studies have suggested that organic amnesics retain
the ability to detect the familiarity of a previously encountered item,
but have particular difficulty recollecting the context from which it is
familiar. For example, the HSE patient Clive W clearly found his old
friends and fellow-musicians familiar when he was reintroduced to
them. He greeted them with warmth and happiness, even though he
was unable to name them and had no idea where he had met them
before (Wilson and Wearing, 1995).

Huppert and Piercy (1976) devised an experimental procedure
to measure the accuracy of familiarity judgements. They showed
Korsakoff and control subjects two sets of pictures, the first set being
shown on day 1 of the experiment and the second set on day 2. Shortly
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after the presentation of the

second set, the subjects were
tested for their ability to
recognise pictures they had
seen before, by distinguishing
between previously presented
and unpresented pictures.
They were then asked to
indicate which day they had
seen each of the pictures. As
Figure 7.8 shows, both the
amnesics and the normal
control subjects proved to
be very good at identifying
which pictures they had seen
before. However, when asked
to discriminate the pictures
shown on day 1 from those
shown on day 2, the perfor-
mance of the amnesics fell to
little more than chance level,
whilst the control subjects

Picture familiar?

Which day? still achieved a high level of

‘- Korsakoffs [ Controls‘

accuracy. Most of us would

have little difficulty in dis-

Figure 7.8 Familiarity judgements and context recollection for pictures
in Korsakoffs and normal control subjects.

Source: Huppert and Piercy (1976).
Note: Scores shown are numbers of correct responses minus number of incorrect

responses.

tinguishing between some-
thing we saw yesterday and
something we saw today, but
contextual judgements of this
type seem to be particularly
difficult for amnesics.

Huppert and Piercy (1978) carried out a follow-up experiment
which showed that the recognition performance of the Korsakoff
patients was mainly based on a judgement of the general familiarity
of the pictures. The experiment was basically similar to their previous
one, except that this time some of the pictures presented on day 1 were
presented three times, in order to increase the strength of their famili-
arity. When requested on day 2 to pick out the recently presented (day
2) pictures, the amnesic subjects often chose pictures which had been
presented three times on day 1, and in fact were just as likely to pick
them as they were to pick out pictures presented once only on day 2.
These results suggest that Korsakoff patients respond to a recognition
test by making a judgement of the general familiarity of a test item,
without knowing whether that familiarity arose from recent presenta-
tion or from frequent presentation.

A number of subsequent studies have suggested that familiarity-
based recognition is relatively unimpaired in amnesics (King
et al., 2004; Gardiner et al., 2008), but others have reported a small
impairment (Zola-Morgan and Squire, 2000; Song et al., 2011). This
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discrepancy may reflect differences in the degree to which the test
material allowed the use of familiarity judgements. King et al. (2004)
reported unimpaired object recognition in amnesics, so long as the
same stimulus was used for the learning and the test stages. However,
any change in the viewpoint or even the background of the stimu-
lus led to a significant impairment. Brandt et al. (2009) studied an
amnesic called Jon, who suffered temporal lobe lesions following an
episode of anoxia in early infancy. They found that Jon has very
poor recall but almost normal recognition. Using the ‘remember and
know’ (R & K) procedure (see Chapter 6), they showed that Jon’s
recognition performance was based on the use of familiarity judge-
ments rather than recollection of the learning event.

Although the judgement of familiarity is spared in most cases
of organic amnesia, impaired familiarity judgements are found in
patients with lesions in the perirhinal cortex (Simons et al., 2001; Lee
et al., 2005), which is a small region of the medial temporal lobe lying
underneath the brain.

EPISODIC AND SEMANTIC MEMORY

The distinction between semantic and episodic memory (Tulving,
1972) was explained in Chapter 6. Episodic memory refers to memory
for specific events in our lives, and it therefore involves the conscious
retrieval of the event and its context (i.e. where and when the event
took place). Semantic memory refers to the store of knowledge we
possess (such as the meaning of a word), and requires no contextual
retrieval and no conscious re-experiencing of an event.

Tulving (1989) suggested that amnesics exhibit a selective impair-
ment of episodic memory, whilst their semantic memory remains intact.
This theory is consistent with the general observation that amnesics
usually retain a normal vocabulary despite their inability to remember
any recent events in their lives. However, although a person’s vocabu-
lary is certainly part of their semantic memory, it is mostly acquired
in very early childhood, which could explain why it is preserved in
amnesic patients. Language is also unlike most normal memories in
that it is practised continually throughout life.

Certainly it has been found that episodic memory tends to be far
more severely impaired than semantic memory in most organic amne-
sics (Spiers et al., 2001), but semantic memory can also be impaired to
some degree. Studies of Korsakoff patients have shown that they tend
to have severely impaired episodic memory but with some semantic
impairment too, as shown by their poor ability to learn new vocab-
ulary (Verfaillie and Roth, 1996). Studies of retrograde amnesia in
Korsakoffs (Kopelman 1989) have also revealed an impairment of
semantic memory (e.g. identifying famous people) as well as episodic
memory (e.g. retrieval of personal autobiographical events). Similar
impairments of both semantic memory and episodic memory have
been reported in HSE amnesics (Wilson et al., 1995).

Alzheimer patients are generally found to show impairments of
both episodic and semantic memory, though the episodic impairment is
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usually more severe. Addis and Tippett (2004) reported that Alzheimer
patients tend to suffer impaired autobiographical memory extending
back over their entire lifespan, but their semantic memory impairment is
usually more limited. Indeed their relatively intact semantic memory has
been successfully used in rehabilitation strategies (Clare et al., 2003).

The temporal lobe patient HM had no recollection of any events of
his life since onset, and in addition to this AA he also had RA for most
autobiographical events from his earlier life too (Steinvorth et al., 20035).
HM retained a considerable amount of semantic knowledge acquired
before onset, but he had difficulty in learning new words (Gabrielli ez al.,
1988). For example, he was usually unable to define words and phrases
introduced since the onset of his amnesia in 1953, such as ‘Jacuzzi’. HM
succeeded in learning some new semantic information after the onset
of his amnesia, which he used to help him solve crosswords. But this
new learning was apparently restricted to items that he could relate to
knowledge acquired before onset (Scotko et al., 2004).

In view of these findings it would appear that both semantic and epi-
sodic memory are impaired in most organic amnesics, so there is no clear
support for Tulving’s original hypothesis that organic amnesia involves
a selective impairment of episodic memory with a sparing of semantic
memory. However, some individual patients have been studied who have
focal episodic amnesia without any discernable semantic impairment.
One example is the patient KC studied by Tulving and his colleagues
(Tulving, 2001; Rosenbaum et al., 2005). KC has lesions which are largely
restricted to the hippocampus, and he has no episodic memories at all but
retains good semantic memory for the period before onset. This pattern of
impairment has been called ‘episodic amnesia’ (Rosenbaum et al., 2005).
Other cases of episodic amnesia have since been identified, including the
temporal lobe patient ‘Jon’ (Gardiner et al., 2008).

Just as there are patients with episodic amnesia, some patients
have also been studied who have semantic amnesia. These individu-
als are unable to remember the meanings of words, but they can still
recall episodic memories (Hodges et al., 1994; Corbett et al., 2009).
For example, Hodges et al. (1994) described a patient known as ‘PP,
who no longer knew the meanings of the words ‘food’ and ‘queen’.
Although episodic memory is usually unimpaired in such semantic
amnesias, Graham et al. (2003) report some impairment of early auto-
biographical memory in such patients. Corbett et al. (2009) found that
semantic amnesia is associated with lesions in the anterior temporal
lobe. It normally occurs as part of a more general condition known as
semantic dementia (SD), which is a progressive degenerative disease.
Semantic dementia is characterised by impaired semantic knowledge,
and it can be distinguished from aphasia by the fact that SD involves
an impairment of ‘core knowledge’ about the identity of objects. In
other words, an individual with SD does not know what the object is,
whereas those with aphasia understand what the object is but cannot
produce appropriate words. Corbett et al. reported that aphasics can
often mime the use of an object (e.g. using a hammer) even if they can-
not name it, but SD patients are usually unable to mime the action.
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Brain scan studies have generally suggested that the encoding of
episodic memory is impaired by lesions to the hippocampus, whereas
semantic memory impairment is associated with lesions in the tempo-
ral cortex (Verfaillie et al., 2000). Steinvorth et al. (2005) noted that
HM (whose lesions are restricted to the hippocampus and a small area
of the temporal cortex) had extensive RA for episodic memory but not
for semantic memory. On the other hand, he had AA for both semantic
and episodic memory. A similar pattern of amnesia has been reported
in an HSE patient (McCarthy et al., 2005), who again has very similar
lesions to those found in HM. These cases suggest that semantic and
episodic memory do show differential degrees of impairment, though
for most amnesic patients episodic memory is more severely impaired
than semantic memory.

EXPLAINING PRESERVED MEMORY FUNCTION
IN AMNESIA

The findings reported so far in this section suggest that amnesia is not
usually an all-pervasive memory impairment, but tends to affect certain
specific memory functions whilst leaving others intact. Figure 7.9 sum-
marises the main memory systems, indicating those which are prone to
severe impairment and those which are not (based on Squire, 1992).

As shown in the figure, there is evidence that procedural skill mem-
ory, implicit memory and familiarity judgements all tend to remain
largely unimpaired in typical
cases of organic amnesia.

In view of the fact that
several memory systems LSl SR (R
remain unimpaired in most
amnesics, it is tempting l l
to look for some common
underlymg fagtor uniting e Non-declarative
them which might explain memory memory
all of these findings with a
single overall theory. One l l l
such  approach  (Squire,
1992) argues that the three Episodic Semantic Implicit
most frequently preserved
functions (i.e. procedural l
memory, implicit memory
and familiarity judgements) Familiarity
all involve memories which
can be demonstrated with- l
out requiring any conscious
awareness or verbal decla- Skills
ration. Squire calls this type
of memory ‘non-declarative’
memory. In fact it is nor-

Figure 7.9 Memory systems proposed by Squire (1992), who argues that
mally demonstrated by some  geclarative memory is impaired in organic amnesics whilst non-declarative
activity or behaviour which  memory remains intact.
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proves the presence of a memory even though the patient is not
aware of possessing it. Squire argues that amnesics suffer an impair-
ment of ‘declarative’ memory, which refers to the type of memory
which requires conscious retrieval and usually some kind of spoken
response.

There is some disagreement about how the episodic/semantic dis-
tinction fits into this general theory of amnesia. Schacter et al. (2000)
suggest that episodic and semantic memory can also be differentiated
in a similar way to the other memory systems. They argue that episodic
memory is a form of explicit memory, whereas semantic memory is
implicit (see Figure 6.17 in Chapter 6). However, Squire (1992) argues
that episodic and semantic memory should both be considered as sub-
categories of declarative memory, since both episodic and semantic
memory tend to be impaired in most cases of organic amnesia. This
viewpoint is now widely accepted (Bayley and Squire, 2003), and it is
incorporated into Figure 7.9.

Baddeley (2004) argues that theories postulating a single under-
lying memory process to explain all aspects of amnesic impairment
have not been supported by recent research findings. His view is
that all of the different memory mechanisms can suffer impairment
in certain cases. Although procedural memory, implicit memory and
familiarity remain intact in most typical cases of organic amnesia,
in fact all of these memory mechanisms can be impaired by certain
types of lesion. For example, a few patients have been found to
show impaired implicit memory (Whitlow ef al., 1995), and a few
patients have been found to have impaired familiarity judgements
(Lee et al., 2005), as explained earlier in this section. Perhaps the
simplest theory to fit all of these findings might postulate a number
of independent memory systems, any one of which may be sepa-
rately impaired.

7.4 THEORIES OF AMNESIA

A number of theories have been put forward over the years to explain
organic amnesia. Earlier theories attempted to identify a single under-
lying cause which could explain all amnesias, but it soon became clear
that this was an over-simplified view of what is a complex and very
variable disorder. More recent theories tend to offer explanations for
certain key aspects of amnesia, but do not attempt to provide a univer-
sal explanation for all aspects and types of amnesic disorder. The main
theories of amnesia are summarised below.

ENCODING DEFICIT THEORIES OF AMNESIA

The early studies of HM suggested that he suffered a profound AA
but very little RA (Scoville and Milner, 1957). On the basis of this
observation, Milner (1966) argued that HM’s impairment was essen-
tially a failure to learn new information. More specifically, Milner
hypothesised that HM was unable to consolidate memories from a
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temporary STM trace into a permanent LTM trace, bearing in mind
his intact STM. This hypothesis raised the interesting possibility that
other amnesias (such as Korsakoff) might also be explained by the
same underlying consolidation problem. It was argued that the appar-
ent occurrence of RA in Korsakoff patients might actually be an anter-
ograde (learning) impairment which had simply gone undetected in
earlier years (Piercy, 1977). Since the onset of Korsakoff’s disease is
slow and insidious, AA could well remain undetected for many years
and might thus be mistaken later for retrograde amnesia. This would
also provide an explanation for the temporal gradient of RA, since the
increasing impairment would reflect the gradual onset of the condi-
tion. However, the encoding-deficit theory lacks credibility as a gen-
eral theory of amnesia, because it cannot explain the occurrence of
RA. Extensive RA is often found in patients whose amnesia had a
sudden onset, for example HSE patients (Wilson and Wearing, 1995;
McCarthy et al., 2005). Indeed HM is also now known to have had
fairly extensive retrograde amnesia (Steinvorth et al., 2005). As the
date of onset of amnesia is known with reasonable accuracy in these
cases, it can be established beyond doubt that there is a genuine retro-
grade amnesia for events preceding that date.

RETRIEVAL DEFICIT THEORIES OF AMNESIA

In contrast to Milner’s consolidation deficit theory, Warrington and
Weiskrantz (1970) proposed retrieval impairment as the basis of organic
amnesia. An impairment of retrieval could explain both the anterograde
and the retrograde components of amnesia, since a failure of the retrieval
mechanism would be expected to affect all previous memories regard-
less of when they were acquired. However, a retrieval deficit theory
would predict equally severe AA and RA, whereas most amnesics suffer
far more severe AA than RA. This could possibly be explained by the
fact that earlier memories are for some reason more durable, perhaps
because they have benefited from many years of rehearsal. This hypoth-
esis also offers a possible explanation for the occurrence of a temporal
gradient in RA, since the earliest memories would be the most rehearsed
(Squire et al., 1984). Whilst this remains a possible explanation for the
occurrence of temporal gradients, the retrieval deficit theory does not
provide an adequate general explanation for all organic amnesias. It
cannot readily explain the dramatic variations in the relative severity of
AA and RA between different patients, and why some amnesics have
virtually no RA at all. Nor can it explain how anterograde and retro-
grade impairments can sometimes occur in isolation, as in the case of
focal AA and RA. These findings suggest that AA and RA are probably
separate and independent impairments.

SEPARATE IMPAIRMENTS OF ENCODING AND
RETRIEVAL

Attempts to explain both anterograde and retrograde amnesia in
terms of a single mechanism have not been supported by research
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Figure 7.10 A cross-section through the human brain, viewed from the  possibly because the brain
front, showing areas involved in memory function. regions mainly involved in

learning and retrieval (the
hippocampus and temporal cortex respectively) are actually quite
close to one another and are extensively interconnected (see Figure
7.10). Damage to one of these regions is therefore likely to be accom-
panied by damage to the other. In summary it would appear that most
amnesics suffer from both encoding and retrieval impairments, though
their relative severity varies considerably from one patient to another.

THE STANDARD MODEL OF CONSOLIDATION

One problem for theories of amnesia is that some amnesics (e.g. typical
Korsakoffs) tend to have RA periods extending back 30 years or more,
whilst others (e.g. temporal lobe patient HM) have RA periods of only
about two or three years. Squire (1992) has put forward a theory to explain
this finding, which is now known as the standard model of consolidation.
Squire postulates that in addition to the STM consolidation process (which
takes only a few seconds to create a LTM trace) there is also a slower form
of consolidation which continues to strengthen the trace for two or three
years after its initial acquisition. The trace would thus remain vulnerable for
a few years after input, since it has still not been fully consolidated. Squire
argues that this long-term consolidation process probably involves the hip-
pocampus, since patients with isolated hippocampal damage (such as HM)
appear to have a relatively short RA period. According to Squire’s theory,
the hippocampus plays a role in both the initial encoding of a new trace
and in its subsequent strengthening over the next few years. The relatively
limited RA in patients such as HM may thus result from disruption of this
slow consolidation process, whereas the far longer period of RA found in
typical Korsakoff patients may have a quite different cause, involving an
impairment of the retrieval mechanism.

MULTIPLE TRACE THEORY

An alternative explanation of RA is offered by the multiple trace the-
ory (Moscovitch et al., 1999), which suggests that each time an item
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is retrieved it creates new memory traces and new connections. In the
years immediately following the acquisition of a new memory trace,
this process causes episodic memories to be bound together to create
semantic memories. This binding is assumed to be carried out by the
hippocampus, but once the semantic memory is complete it becomes
independent of the hippocampus. However, the retrieval of episodic
memories always requires the hippocampus. This theory can explain
the finding that hippocampal lesions usually disrupt episodic memories
from all time periods, but will only disrupt the most recently acquired
semantic memories. Supporting evidence has been provided by a recent
study of two amnesics (HM and WR) with temporal lobe lesions, who
had episodic RA extending back over their entire lifetime, whereas their
semantic RA was limited to the few years prior to onset (Steinvorth
et al., 2005)

IMPAIRED DECLARATIVE MEMORY

In Section 7.3, evidence was presented to show that most organic
amnesics show no impairment in their learning of procedural skills,
implicit memory, and familiarity judgements.

These three types of memory have certain features in common,
chiefly the fact that they appear to involve automatic processing, and
that they do not require deliberate and conscious retrieval. Squire
(1992) described this type of memory as ‘non-declarative’ memory,
as opposed to the ‘declarative’ memories which characterise the con-
scious and deliberate recollection of some past event. Squire argues that
organic amnesia is chiefly characterised by an impairment of declara-
tive memory. Indeed, Mandler (1989) argues that amnesia is essen-
tially ‘a disease of consciousness’, since the memory functions which
are impaired are those which require conscious retrieval. However,
Cohen and Eichenbaum (1993) emphasise that the impaired functions
are mainly characterised by the binding together of separate memory
traces, as explained below.

IMPAIRED BINDING

Cohen and Eichenbaum (1993) argue that the main feature of declara-
tive memory is that it involves the creation of associative connections
between memories (such as linking two memories together, or linking
an item with its context). This process of connecting memories to one
another is known as binding. In contrast, non-declarative memory seems
to be restricted to the strengthening of a single response (such as a motor
skill or the level of activation and familiarity of a word). Eichenbaum
(2004) suggests that the hippocampus performs the associative bind-
ing function of declarative memory, whereas non-declarative memory
involves the cortex and cerebellum. This view has received some support
from MRI brain-imaging studies. Rosenbaum et al. (2009) found that
the amnesic patient KC (who has hippocampal lesions) has severe retro-
grade amnesia for episodic memories and also for some autobiographi-
cal memories, but can still retrieve semantic memories from before
onset. Interestingly, KC was able to retrieve autobiographical memories
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involving semantic information but not those which involved extensive
contextual connections. Rosenbaum et al. concluded from these find-
ings that the main function of the hippocampus is to bind memories
together rather than just to store information.

IMPAIRED PERCEPTUAL PROCESSING

It has long been assumed that the function of the hippocampus is
to carry out memory storage (see Section 7.2). However, animal
studies (chiefly involving rodents and primate apes) suggest that the
hippocampus also plays a major role in visual perception (Gaffan
et al., 2001). Graham et al (2008) have presented some evidence
which suggests that the hippocampus may also have a perceptual
function in humans, which may underlie some of the apparent
memory problems of amnesic patients. Graham et al. suggest that
memory storage involves a network of perceptual representations
which are distributed throughout the cortex, which are controlled
and activated by the hippocampus. Damage to the hippocampus
would therefore impair the retrieval of old memories as well as the
processing of new input. One problem for this theory is that studies
of amnesics have mostly failed to identify a major perceptual impair-
ment. For example, Hartley ef al. (2007) tested four amnesics with
focal hippocampal lesions and found that only two of them showed
any evidence of perceptual impairment, and even that was relatively
slight. Interestingly, all four individuals showed a marked impair-
ment of spatial memory, even at retention intervals of just a few
seconds. However, in a recent review of neuro-imaging studies, Lee
et al. (2012) found evidence for the involvement of the hippocampus
in the visual discrimination of complex scene stimuli. There is there-
fore some evidence to suggest that the hippocampus does apparently
play a role in both memory encoding and perception. The processes
underlying perception and memory may possibly overlap and inter-
act, but the precise nature of this interaction remains uncertain.

7.5 OTHER TYPES OF MEMORY
DISORDER

IMPAIRMENT OF SHORT-TERM MEMORY

It was pointed out in Section 7.1 that organic amnesia normally
involves an impairment of long-term memory, whereas the short-term
memory of amnesics usually remains completely intact. Impairments of
short-term memory do occasionally occur, though they are associated
with a quite different pattern of brain lesions to those found in typical
organic amnesia. Alzheimer patients in particular may show severe
WM impairments, chiefly involving executive function (Storandt,
2008). However, as STM impairment was covered in Chapter 5 it will
not be discussed further here.
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CONCUSSION AMNESIA

Concussion is one of the most common causes of amnesia, though for-
tunately the memory disturbance is usually temporary. A person who
is knocked unconscious by a blow on the head will typically suffer
from both anterograde and retrograde amnesia, which may be exten-
sive at first but which then usually diminishes with time, to leave only
a very limited period from which memories are permanently lost. For
example, a footballer concussed by a collision with another player will
probably be unable to remember the events immediately following the
collision (e.g. being taken off the pitch and driven to hospital), and
they will also frequently be unable to remember the events immediately
preceding the collision (such as the actual tackle or the play leading up
to it). Amnesias of this kind are known as concussion amnesias, and
they fall within a broader category known as post-traumatic amnesias
(PTA), which include all types of closed-head injury.

Russell (1971) surveyed a large number of concussion victims and
found that typically retrograde amnesia affected memories for a period
extending only a minute or two before the accident, though in a few cases
it extended back over a period of days or even weeks. In all probability
these rare cases of very extensive retrograde amnesia reflect some other
form of memory disturbance in addition to the temporary effects of con-
cussion, and may involve either a brain lesion or a psychogenic amnesia.

In some respects the characteristics of concussion amnesia resem-
ble a temporary version of the pattern found in organic amnesia. For
example, during the period immediately following the concussive
accident, the patient is likely to show impairment in LTM tasks, but
will perform normally on tests of STM such as digit span (Regard
and Landis, 1984). However, the very limited extent of retrograde
amnesia suggests that there is usually no lasting impairment to the
patient’s retrieval. The most likely expla-
nation of this pattern of amnesia is that
the patient is temporarily unable to con-
solidate memories from the STM (work-
ing memory) into the LTM store. This
would explain why events following the
concussive injury are not stored, but it
also explains why events held in STM
immediately before the injury may also be
lost, because they have not yet been trans-
ferred to the LTM.

Although the effects of concussion on
memory are usually temporary, a minor-
ity of mild to moderate head injuries
may leave a more lasting impairment,
referred to as post-concussive syndrome.
Lasting cognitive impairment is rare with
childhood concussive injuries, but it is Figure 7.11 Frequent blows to the head can sometimes
more common in the elderly (King and lead to brain injury and cognitive impairment.
Kirwilliam, 2011). source: Shutterstock.
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There is some concern that sports involving frequent head impacts
may produce a permanent cognitive impairment, and there is evidence
that this may occur in sports such as boxing (Galetta et al., 2011) and
football (Kirdendall and Garrett, 2001). In cases of post-concussive
syndrome, brain lesions can often be detected by scanning techniques
(Hofman et al., 2002). Specialised screening tests have also been devised
which provide a fairly accurate assessment of the cognitive effects of
mild traumatic brain injury (De Monte et al., 2005; Galetta et al., 2011).

ECT AND MEMORY LOSS

ECT (electroconvulsive therapy) involves the passing of an elec-
tric current through the brain in an effort to alleviate depression.
This treatment has been in fairly widespread use for over 50 years,
though its use in the treatment of depression remains controversial.
Although ECT has been shown to reduce depression in some patients,
the benefits of ECT typically only last for a few weeks (Johnstone
et al., 1980; Read and Bentall, 2010). The benefits of ECT thus appear
to be temporary, and these benefits must be weighed up against the
evidence that ECT may cause lasting brain damage.
The main evidence for such brain damage is the observation that ECT
can apparently cause memory impairment. In the period immediately
following the administration of an ECT shock,
. Q the patient typically shows a temporary amnesia
4 rather similar to that seen following concussion.
- -~ There is usually both anterograde and retrograde
amnesia (Squire et al., 1981), which may be
extensive at first but which usually then shrinks
to leave only a fairly limited amnesia for the treat-
ment period. It therefore appears that for most
patients there is only a temporary impairment of
memory, and follow-up tests of memory perfor-
mance a few weeks after the completion of ECT
treatment have often failed to detect any lasting
memory impairment (Weeks et al., 1980; Warren
and Groome, 1984; Meeter et al., 2011). Warren
and Groome (1984) actually found that patients
showed an improvement in their memory scores
over the period of their ECT treatment, probably
due to the alleviation of their depression over this
period. However, it remains possible that this
general improvement may be masking an under-
lying memory impairment. The memory tests
employed in such studies are not sufficiently sen-
sitive to detect small changes in real-life memory
performance, and in any case the patients’ original
level of memory performance is often unknown.

Figure 7.12 Patient receiving electroconvulsive Despite the fact that memory tests usually fail to

therapy.
Source: Science Photo Library.

detect any lasting memory impairment following
ECT treatment, patients often report that they
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still feel subjectively that their memories have been damaged (Rogers
et al., 1993). A recent review of previous ECT studies (Read and Bentall,
2010) concluded that ECT treatment produces no lasting benefits, but it
does cause significant memory loss in some patients. The authors there-
fore conclude that the use of ECT cannot be justified.

In recent years there has been increasing concern about the use of
ECT. Some researchers insist that ECT is valuable in the treatment of
depression, since many patients report an improvement in their quality
of life following treatment (McCall, 2004). But a growing number of
researchers argue that the limited benefits of ECT cannot be justified
in view of its damaging effects on memory and cognition (Johnstone,
2003; Read and Bentall, 2010).

FRONTAL LOBE LESIONS

Patients with frontal lobe lesions often show some impairment of
memory, though these tend to be rather different in nature to those
associated with temporal lobe or thalamic lesions, and they seem to
mainly involve impaired retrieval. More specifically, patients with
frontal lobe lesions tend to have particular difficulty in retrieving con-
textual information (Parkin ef al., 1995b), and they therefore have
difficulty in recalling the source of any information they recall. When
tested a few days after learning a list of new facts, frontal lobe patients
showed no impairment in their recall of the facts, but unlike normal
individuals they could not remember where or when they had learned
them (Schacter ef al., 1984). One possible explanation for this defect
of context discrimination in frontal lobe patients is that they often
have an impairment of the central executive of their working mem-
ory (Shallice, 1988). The central executive (which was discussed in
Chapter §) is assumed to be responsible for conscious processing and
decision-making, possibly including decisions about the source of a
retrieved memory. There is evidence that frontal lobe lesions do cause
an impairment of the central executive (Ruggeri et al., 2009). Such
executive impairments also tend to affect thinking and problem-
solving, and this will be considered in Chapter 9.

Another characteristic of patients with frontal lobe lesions is a ten-
dency to confabulation (Moscovitch, 1989), which means that the patient
describes memories for events which did not really take place and which
are apparently invented. Confabulation is associated with impaired exec-
utive function, and with the consequent loss of mental flexibility (Nys
et al., 2004). Confabulation often leads to misunderstandings, especially
when other people believe what the patient tells them. For example, if a
patient wrongly claims to have been attacked by another person this can
have serious consequences. Sometimes confabulation is mistakenly seen
as lying. A patient who claims to have spent the morning talking to the
Pope may appear to be lying (assuming of course that the Pope is unable
to confirm their story). However, confabulation is not deliberate dishon-
esty, it is merely an error of retrieval. Andrewes (2001) points out that
patients with frontal lobe lesions have difficulty in judging the validity of
their memories, as they are unable to recall the source or context of the

Confabulation

The reporting of
memories which

are incorrect and
apparently fabricated,
but which the patient
believes to be true.
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remembered event. Consequently the patient may be unable to distinguish
between memories for real and imagined events.

The impairments which have been described in this section are
those which are associated with frontal lobe lesions, but it is important
to bear in mind that frontal lobe lesions frequently co-exist with other
types of lesion. For example, it has been found that many Korsakoff
patients have frontal lobe lesions in addition to their diencephalic
lesions (Shimamura et al., 1988), and these particular individuals often
exhibit a marked tendency to confabulation and retrieval problems in
addition to the more usual amnesic symptoms found in Korsakoff syn-
drome. On the other hand, Korsakoff patients without frontal lesions
often show neither retrieval problems nor confabulation (Pujol and
Kopelman, 2003). An impairment of frontal lobe functioning is also
thought to occur in many otherwise normal elderly people, and this
will be considered in the next section.

MEMORY LOSS IN THE NORMAL ELDERLY

It is generally assumed that memory tends to decline in older peo-
ple. However, although there is some evidence for such an age-related
decline, it is not readily detectable until the age of about 65 or 70.
Even then the degree of impairment is not usually very great, at least
not among the normal elderly (Verhaeghen, 2011). So the popular
view of old age leading inevitably to dementia is certainly not sup-
ported, and it is important to recognise the clear distinction between
the dementing elderly (such as those with Alzheimer’s disease), and the
normal elderly who show only a relatively small memory impairment.

Studies have indicated that the normal elderly tend to show a
decline in recall ability but not in recognition (Craik and McDowd,
1987). Furthermore, elderly subjects tend to show a deterioration
of explicit memory, but their implicit memory for previously primed
items remains unimpaired (Fleischman et al., 2004). Elderly people
also seem to have particular problems in retrieving contextual infor-
mation. For example, Parkin et al. (1995b) found that older people
had difficulty in remembering the temporal context of events. Parkin
and Walter (1992) used the R & K procedure (as described chapter 6),
to demonstrate that elderly people (mean age 81) were able to recog-
nise an item as familiar but had poor recall of context compared with
younger subjects. An interesting feature of these results was that the
amount of decline in context recollection correlated with measures
of frontal lobe impairment, such as the Wisconsin card-sorting test.
These findings are similar to those observed in patients with frontal
lobe damage, which is consistent with the finding that neural loss and
degeneration in the elderly tends to affect mainly the frontal lobes
(Tisserand and Jolles, 2003).

One possible explanation of age-related memory decline consistent
with the above findings is that the elderly lose some of their capacity for
consciously controlled processing and attention, and have to rely more
heavily on automatic processes (Craik and McDowd, 1987). Elderly
people also show a reduction in their processing speed (Salthouse,
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1994). A recent study showed that memory dete-
rioration in the normal elderly reflects impair-
ment of learning and input processing, but there
is no further impairment of retrieval at later test
sessions even when they occur several years later
(Salthouse, 2011).

One widely held assumption is that elderly
people show a decline in their central execu-
tive functions, such as selective attention and
task shifting. However, a recent meta-analysis
concluded that the actual decline in executive
function in the normal elderly is very slight
(Verhaeghen, 2011). For those of us who are age-
ing this is very reassuring news.

PSYCHOGENIC AMNESIA

Some amnesias occur without any evidence of
brain lesions, and these are assumed to be of psy-
chogenic origin. In most cases they appear to be
brought on by stress, and they are usually tem-
porary, typically disappearing within a few days
(Khilstrom and Schacter, 2000). Psychogenic
amnesias usually involve loss of memory for
past events, in other words retrograde amne-
sia, and anterograde amnesia is fairly unusual Figure 7.13 Elderly people normally show very
(Kopelman, 1995). The pattern of impairment [ittle memory impairment.
found in psychogenic amnesias varies widely  Source: Shutterstock.
from case to case. Kopelman (2010) points out
that psychogenic amnesias may be ‘global’ (a complete loss of all mem-
ories) or ‘situation specific’ (amnesia for one specific event only). The
global form may cause amnesia for the person’s entire previous life,
and may be accompanied by a loss of the sense of personal identity.
Situation-specific amnesia involves a small gap in a person’s memory,
usually related to a traumatic episode.
A major problem with psychogenic amnesia is that it is difficult
to distinguish it from faking (Kopelman, 2002). It is likely that many
cases diagnosed as psychogenic amnesia may in reality involve faking
amnesic symptoms, for example to support an insurance claim or to
avoid conviction for a crime. Indeed it has been reported that more
than 30 per cent of convicted murderers claim to have no memory
of their crime (Kopelman, 2002), and some of these cases probably
involve simulated amnesic symptoms. Kopelman (1995) describes a
case of a man who stabbed his wife to death after discovering that
she was having an affair, but he later claimed to have no recollection
of killing her. He did recall having a furious argument with his wife,
and then going to another room to say goodnight to his daughter,
but could recall no further events of that evening. During his trial
it emerged that he had not only murdered his wife, but he had then
telephoned the police to report her death. He therefore had little to
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Rehabilitation
Strategies used to
help patients to cope
with an impairment
or disability, enabling
them to function as
effectively as possible
within the limitations
created by the
impairment.

gain by faking amnesia, though as with many such cases there is some
uncertainty as to whether his amnesia was genuine.

The main feature which enables clinicians to distinguish between
psychogenic and organic amnesias is that those of psychogenic ori-
gin do not usually match up with the usual pattern of impairment
found in organic patients. Indeed the memory symptoms may be very
unusual and even quite inexplicable. For example, Smith ez al. (2010)
describe the case of a woman known as FL, who had developed an
odd and highly unusual form of amnesia following a car accident. FL
had normal recall of the events of each day until she went to sleep that
night. On waking each morning, she discovered that all of her memo-
ries for the events of the previous day had been completely erased.
This pattern of memory loss does not accord with any known type of
organic amnesia, nor with any known memory consolidation mecha-
nism. Since MRI scans revealed no lesions of any kind, FL’s amnesia
was assumed to be psychogenic. This was subsequently confirmed by
a further test, in which events and items from the previous day were
secretly added to a test for memory of the current day. The fact that
FL remembered these items from the previous day suggested that the
memories were still available. It was concluded that FL was probably
suffering from a psychogenic amnesia, though the possibility that she
was deliberately feigning amnesia cannot be completely ruled out. The
authors also suggested that FI’s amnesia may have been influenced by
a popular film of the period called 50 First Dates, in which the charac-
ter played by Drew Barrymore suffers from a similar amnesic disorder.
FL has since made a recovery from her amnesic symptoms.

7.6 REHABILITATION
HELPING PATIENTS TO COPE WITH AMNESIA

The effects of brain damage are usually irreversible, so it is not normally
possible to restore normal memory function to those who suffer organic
amnesia. However, this does not mean that nothing can be done to help
them. There are a number of ways in which the lives of organic amnesics
can be significantly improved by helping them to cope with their impair-
ment and helping them to function as effectively as possible within the
limitations of their condition. This approach is known as rehabilitation.
Some rehabilitation strategies involve the use of techniques for maxim-
ising the performance of those memory functions which remain intact.
Other strategies aim to bypass the impairment by finding alternative ways
of carrying out a particular task. This may involve the use of other types
of memory process which remain intact, or alternatively makes use of
external memory aids such as lists or electronic reminders.

MAXIMISING MEMORY PERFORMANCE

Most of the techniques used to maximise memory function in amnesia
are based on methods which also help to improve normal memory. For
example, it can be helpful to encourage amnesic patients to pay more
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attention to input, to repeat what is said to them, to organise items
in memory, and to make meaningful associations between new input
and the items already in memory. In one study (Milders et al., 1995)
a group of amnesics who were trained to use these strategies achieved
a significant improvement in memory performance compared with a
control group of untrained amnesics, though their advantage gradu-
ally disappeared over the next few years.

Wilson (2004) suggests a number of additional strategies. For exam-
ple, it is helpful to ensure that an amnesic is only required to learn one
thing at a time, and it is important to keep the input simple, avoiding
jargon or long words. Amnesics also perform better if their learning is
not context-specific. For example, a patient who has learned a memory
technique in one setting may not use it in other settings, unless deliber-
ately trained to do so. There is also evidence that amnesics can benefit
from the use of ‘spaced’ rather than ‘massed’ learning sessions, especially
when expanding retrieval practice intervals are employed (Broman,
2001). Mnemonic techniques have also proved to be helpful to many
amnesics (Wilson, 1987; Clare et al., 1999), and they can be devised
specifically to suit the memory requirements of an individual patient.

One type of memory which usually remains intact in amnesic
patients is procedural skill learning, and this type of learning can be
used in amnesic patients who are otherwise unable to learn new infor-
mation consciously. For example, Glisky et al. (1986) were able to
teach amnesic patients to operate computer packages which were pre-
viously unknown to them. Procedural skill learning can also be used to
help amnesic patients to perform everyday skills despite their lack of
conscious awareness of the procedures involved. These methods have
been used to help amnesics carry out tasks such as washing, dressing,
or making tea (Zanetti et al., 2001).

Baddeley and Wilson (1994) demonstrated that amnesics derive
particular benefit from ‘errorless learning’, in which various strategies
are employed in an effort to eliminate the possibility of errors occur-
ring. For example, the patient’s response can be restricted or guided in
some way, or they may be told the correct information directly before
testing, or provided with a very strong retrieval cue. This approach
contrasts with most learning situations, where responses are learned
by trial and error. There are a number of possible reasons for the effec-
tiveness of errorless learning, but Baddeley and Wilson suggest that
errorless learning may facilitate the retrieval of implicit or fragmented
memory traces. Another possible benefit of errorless learning is that it
ensures that incorrect responses are not produced so that they will not
therefore be reinforced or strengthened.

EXTERNAL MEMORY AIDS

In addition to these techniques for improving memory function in amne-
sics, external aids can be used to assist memory. One useful approach is to
change the immediate environment and living conditions of the amnesic
patient so as to minimise their dependence on memory. For example, put-
ting big labels on cupboards, or labelling doors as a reminder of which is
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the kitchen or the toilet. Environmental adaptations of this kind can help
to make the amnesic’s life safer and easier. For a more detailed discussion
of environmental adaptations see Kapur et al. (2004).

Electronic devices and computerised systems have also been devised
which can be programmed to produce a reminder to carry out some
action at a particular time, usually by emitting a warning ‘beep’ which
draws attention to an instruction on screen. The first successful device
of this kind was an electronic pager called the ‘Neuropage’ (Hersh and
Treadgold, 1994), which can be programmed to remind the user to
perform a variety of tasks such as taking medicine, keeping appoint-
ments, or going to work. Neuropage has been found to be of great
assistance to most amnesics who have used it (Wilson, 2004).

Another electronic memory aid has recently been developed called
‘SenseCam’, which makes use of a digital camera attached to the user’s
belt to take photos of events experienced each day in order to provide
a reminder which can be viewed later on. The user can thus ‘relive’
each event many times to help strengthen the memory, and because the
camera is triggered automatically by a movement sensor they do not
need to remember to take photos of key events. Loveday and Conway
(2011) reported that SenseCam can significantly enhance an amne-
sic’s personal memories, and it can also improve their sense of wellbe-
ing and general happiness. Reviewing events recorded on SenseCam
at the end of each day also helps to improve the vividness of recall,
and it helps to add context to an event. For example, by reminding
the amnesic patient of the things they were doing and thinking, and
their interactions with other people, SenseCam adds a richness to the
memory which provides a sense of re-experiencing events. Loveday
and Conway reported that SenseCam produced a significant and last-
ing improvement in subsequent memory for personal experiences and
events, and this improvement was still evident nine months later.

A variety of memory strategies and aids are now in use, and many
of them have been found to be of benefit to amnesic patients. Those
who wish to know more about rehabilitation should see Wilson et al.
(2009) for a review of current techniques.

SUMMARY

e Organic amnesia is caused by brain damage, usually affecting the
temporal lobes, hippocampus and anterior thalamic nuclei.

e Such brain lesions may arise from a variety of different causes,
such as Alzheimer’s disease, Korsakoff syndrome, herpes simplex
encephalitis, strokes and tumours.

e QOrganic amnesia is characterised by an impairment of long-term
memory, but the short-term working memory usually remains intact.

e Most amnesics suffer from anterograde amnesia, so that they
have difficulty in learning new information from the time period
subsequent to onset.
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e Many amnesics also suffer from retrograde amnesia, in which
memories are also lost from the period preceding onset. How-
ever, the retrograde impairment may be fairly limited, and memo-
ries for earlier time periods such as childhood often remain intact.

e The anterograde and retrograde components of amnesia appear
to be fairly independent of one another, so that their relative
severity can vary considerably from patient to patient. In rare
cases either retrograde or anterograde amnesia may occur in
isolation.

e Most amnesics suffer a severe impairment of conscious declara-
tive and explicit memory processes such as event and context
recollection, but there is usually no impairment of non-declara-
tive and implicit memory processes such as motor skill learning,
priming and familiarity judgements.

¢ Inaddition to the amnesias which are characteristic of the organic
amnesic syndrome, memory impairment may also be caused by
other factors, such as ageing, concussion, ECT and psychogenic
causes. However, these impairments tend to have their own dis-
tinct characteristics, and differ somewhat from the pattern of
organic amnesic symptoms.

e Although brain lesions are usually irreversible, many rehabilita-
tion strategies have been devised to help organic amnesics to
cope with their memory impairment.

FURTHER READING

e Baddeley, A. D., Kopelman, M. D. and Wilson, B. A. (2004). The
Essential Handbook of Memory Disorders for Clinicians. Chiches-
ter: Wiley. Offers detailed cover of all types and aspects of amnesia
for the specialist. Aimed primarily at clinicians and researchers,
but useful as a reference book for undergraduate students.

e Campbell, R. and Conway, M. A. (1995). Broken Memories. Oxford:
Blackwell. A book of individual case studies. Each chapter contains
a detailed study of a single patient with some kind of memory dis-
order, including a detailed acount of the HSE patient Clive W.

e Wilson, B. A., Gracey, F, Evans, J. J. and Bateman, A. (2009). Neu-
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Thinking
and
problem-
solving

Nicola Brace

8.1 INTRODUCTION

Most would agree that ‘thinking’ covers a range of different mental
activities, such as reflecting on ideas, having new ideas, theorising,
arguing, making decisions and solving problems. An important fea-
ture common to all of these particular activities is that they are under
our own control and we can run through actions symbolically in our
minds. Also common to most of these activities is that our thinking
is directed towards specific goals, for example doing crossword puz-
zles or composing the answers to questions. However, other types of
thinking do not have these characteristics; when imagining or day-
dreaming there is often a feeling of an uncontrolled drifting of our
thoughts.

This chapter will confine itself to providing a selective overview
of the key findings of research into problem-solving and reasoning.
Other main research areas on judgement and decision-making and
on the psychology of creativity are not covered here. It should be
noted that whilst many have used problem-solving as an opera-
tional definition of thinking, such a narrow definition does restrict
discussion to findings of research on goal-directed thought pro-
cesses. However, as problem-solving takes time, involves several
cognitive processes and mental representations, even constructing a
theory of problem-solving alone is comparable with trying to pro-
vide a theory of art broad enough to cover everything from ceram-
ics to opera (Cohen, 1983).
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Figure 8.1 Edward Lee Thorndike.
Source: Science Photo Library.

8.2 EARLY RESEARCH ON
PROBLEM-SOLVING

Thought processes have been studied from many different theoretical
points of view. Oswald Kiilpe was one of the first to examine thought
processes, such as the making of judgements, using specially trained
adult human participants and the classical introspective report as
his research methodology (Kilpe, 1895). Introspection involves self-
examining one’s thoughts and feelings, and Kulpe’s participants were
asked to focus on their mental experiences and any component sen-
sations whilst at different stages of solving a problem. This included
observations before and after a problem was solved. This led him to
believe that some thoughts could be imageless. Gilhooly (1996) com-
ments that in particular the issue of thinking without images led to
considerable controversy, with some introspec-
tionists reporting imageless thought and others
claiming that thought was always accompanied
by imagery, albeit very faint images.

Frequently, we are conscious of the products
of thinking rather than the processes themselves
and the behaviourists offered a completely dif-
ferent approach, which of course focused on
observable behaviour and ‘learning’ rather than
‘thought’. Thorndike (1898) (Figure 8.1) argued
that the process of problem solution occurred
through trial and error; in other words responses
to the problem are simply random responses
until one of them proves successful. A cat placed
in a box with a trapdoor was not observed to
show behaviour approximating thinking, but
instead performed all kinds of behaviours until
the appropriate responses were made acciden-
tally, the trapdoor would then open and food
was available as a reward. With practice, the cat
would escape quite quickly by reproducing these
learned responses. Whilst some problem-solving
may indeed occur through trial and error, alterna-
tive means of arriving at problem solution were
investigated by the Gestalt psychologists, who
conducted a number of well-known and widely cited experiments in
this field of research. Their research revealed some of the reasons why
people can have difficulty in finding the correct solution to a problem.

THE GESTALT APPROACH TO
PROBLEM-SOLVING

Research conducted by Wolfgang Kohler, one of the three founder
members of the Gestalt school, took place on the island of Tenerife.
He was trapped there during World War I and became the director
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of an animal research station. He founded a colony of chimpanzees
and studied their problem-solving behaviour. For example, one chimp
named Sultan was able to use a stick to obtain some bananas that
were placed on the outside of his cage. When provided with two poles,
neither of which was long enough to reach the bananas, the ape first
‘sulked’ then eventually put one pole inside the other to create a longer
pole. Kohler (1925) used the term insight to refer to the ape’s discov-
ery. Other apes were observed when provided with bananas hanging
from the ceiling out of their reach. Again, intense thinking typically
preceded a flash of insight (the ‘aha’) and the apes would stack crates
on top of each other to provide a staircase to the bananas. According
to the Gestaltists, the process of some problem-solving requires the
reorganising or restructuring of the elements of the problem situation
in such a way as to provide a solution. This is known as productive
thinking or insight. Reproductive thinking, on the other hand, relies
on the rote application of past solutions to a problem.

The Gestalt ideas inspired the work of Maier, Duncker and Luchins.
Maier (1930, 1931) investigated the ‘two-string’ problem (Figure 8.2).
This involved human participants who were introduced to a room that
had two strings hanging from the ceiling. Other objects in the room
included pliers and poles. The participants were told to tie the two
strings together, which was not easy as it was not possible to reach
one string whilst holding the end of the other string. One solution is to
attach the pliers to the end of one string so that it can swing like a pen-
dulum. Maier waited until participants were obviously stuck and then
brushed against the string to make it swing. Although not necessarily
noticing his action, many went
on to arrive at the pendulum
solution and Maier claimed |
that his subtle hint resulted in
a reorganisation or restructur-
ing of the problem.

Some participants were
unable to solve Maier’s prob-
lem, even if he handed them
the pair of pliers and explicitly S

told them that by using the ) X/
pliers and no other object they \ /
could solve the problem. This -
was because they were unable & Ij""i\
to shift from seeing pliers as RN

a tool for gripping things to | / 7 M)
seeing it as a weighty object. j
Duncker (1945) termed this LY [
functional  fixedness and A
defined it as the inability to
use an object appropriately in
a given situation because of

prior experience of using the

Insight

The reorganising

or restructuring of
the elements of the
problem situation
in such a way as to
provide a solution.
Also known as
productive thinking.

Functional fixedness
The inability to use an
object appropriately
in a given situation
because of prior
experience of using
the objectin a
different way.

Figure 8.2 The Maier (1930, 1931) two-string problem.
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Mental set

A term to describe the
rote application of one
successful method to
solve a problem which
makes one ‘blind’ to
an alternative and
possibly much simpler
method.

object in a different way. Functional fixedness is a good example of
stereotypical thinking and is a ‘block’ to problem solution.

A well-known study conducted by Duncker (1945) concerns a
problem where individuals are handed a candle, a box of nails and
other objects. The task is to fix the candle to a wall by a table, in such
a way that it does not drip on the table. His observations revealed that
few thought of using the box which contained the nails as a candle
holder and were therefore considered to be fixated on the usual func-
tion of the box, namely to hold the nails.

A different potential block to problem-solving is referred to as men-
tal set, which is the rote application of learned rules. Luchins (1942)
asked participants to imagine that they had an unlimited supply of
water and three jugs with which to measure out a certain quantity
of water (see Figure 8.3). The volumes of the three jugs are specified
for each separate problem. Participants were trained on a series of
problems which either had the same complex solution method (the
set condition) or on a series of problems that were solved using differ-
ent methods (the control condition). Participants were then presented
with critical problems, which could be solved either with the complex
solution method or with a shorter, simpler method. To solve the criti-
cal problems, those in the control condition chose the simpler method.
In contrast, those in the set condition used the complex method, pro-
viding evidence of reproductive thinking, even though in this case it
hindered problem solution.

The nine-dot problem is another famous Gestalt problem. Scheerer
(1963) presented participants with nine dots arranged in a 3 x 3
matrix. The task is to join all the dots in four straight lines with-
out lifting the pencil from the paper, a task most participants could
not do. The traditional Gestalt explanation is that this is a further
example of a type of set effect, but

this time produced by the way the
task is arranged which means that
participants attempt to keep their
lines within the matrix or square
created by the dots. The solution to
the problem requires that they draw
lines beyond the matrix (Figure 8.4).
However, explicitly informing par-

17L 7L 3L e X :
ticipants of this does not necessarily
lead to an improvement in perfor-

Jug A s e mance (Weisberg apd Alba, 1981).
The research inspired by the
Gestalt ideas demonstrates that some
Figure 8.3 An example of the water jug problem. problems cannot be solved through
Source: Adapted from Luchins (1942). reproductive thinking (i.e. the rote

Note: The problem requires a quantity of water to be measured out. For application of past solutions to a
example, to measure out 4 litres of water, you can either fill B and then problem) and that instead our past

pour 3 litres into C or follow a more complicated method, used in the set
condition, which is to fill A, pour 7 litres of water into B and then two lots

of 3 litres into C.

experience may hinder problem solu-
tion. However, this early research did
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not provide us with an explicit account of the
processes underlying productive thinking, that is,
insight; such attempts arose later with research
conducted within the information-processing
framework.

8.3 THE INFORMATION-
PROCESSING APPROACH
TO PROBLEM-SOLVING

In the 1960s, Newell and Simon initiated

research that resulted in the information-pro-

cessing view of problem-solving (e.g. Newell and  Figure 8.4 A solution to the nine-dot problem.
Simon, 1961). Their work also involved creating  source: Adapted from Scheerer (1963).

a computer program called the General Problem

Solver (GPS). They demonstrated that most simple problems consisted
of a number of possible solutions and each of these solutions could be
broken down into a series of discrete steps or stages. The stages they
identified included:

1. Representing the problem — a problem space is constructed which
includes both the initial state and the goal state, the instructions
and the constraints on the problem and all relevant information
retrieved from long-term memory. To assist such representation,
symbols, lists, matrices, tree diagrams, graphs and visual imagery
can all be used. This first stage reflects the assumption that problem-
solving can be regarded as a form of search in a space consisting of
all possible states of the problem.

2. Selection of operators — operators are actions that will achieve a
goal, and are used for transforming the initial state.

3. Implementation of the selected operators — this results in a new
current state within the problem space.

4. Evaluation of the current state — if it corresponds to the goal, a
solution is reached.

Newell and Simon claimed that the key features of GPS were also
characteristics of human problem-solving. They asked participants to
solve problems whilst thinking out loud (a method known as ‘protocol
analysis’) and when comparing the verbal protocols with the way GPS
solved these same problems they found remarkable similarities.

PROBLEM-SOLVING STRATEGIES

According to Newell and Simon (1972) most problems are solved by
the use of a small number of general-purpose heuristics, which are
basically ‘rules of thumb’. Heuristics are methods or strategies which
often lead to problem solution but are not guaranteed to succeed. They

Problem space

A term introduced
by Newell and Simon
to describe the first
stage in problem-
solving; represented
in the problem space
are the initial state,
the goal state, the
instructions, the
constraints on the
problem and all
relevant information
retrieved from long-
term memory.

Heuristics

Methods or strategies
which often lead to a
problem solution but
are not guaranteed to
succeed.
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State-action tree

A diagram showing
all the possible
sequences of actions
and intermediate
states which can

be constructed if

the problem is
well-defined.

Problem reduction
An approach to
problem solving that
converts the problem
into a number of
sub-problems, each of
which can be solved
separately.
Means—-ends
analysis

A general heuristic
where a sub-problem
is selected that will
reduce the difference
between the current
state and the goal
state.

can be distinguished from algorithms, which are methods or proce-
dures that will always produce a solution sooner or later. Our knowl-
edge of the rules of arithmetic provides us with algorithms to solve
problems such as 998 multiplied by 21. However, in certain situations
we might estimate the solution to be in the region of 20,000. There
are many situations in real life where we use heuristics, as either our
memory constraints or other processing limitations do not allow us to
use algorithms, or simply because there are no algorithms available.
To explore the different kinds of strategies that might be used,
researchers have presented participants with well-defined problems.
These are problems where all aspects are clearly outlined: the initial
state, the available operators and the goal state are clearly specified.
Although we might not encounter such problems very often in everyday
life, studying how people attempt to solve well-defined problems allows
us to identify the strategies they use and the sorts of errors they make.
Well-defined problems can be solved by deciding which moves are
possible, starting from that initial state, and thinking through the con-
sequences of each of these moves. A diagram showing all the possible
sequences of actions and intermediate states can be constructed and
this is called a state-action tree. Such a tree will allow one to find a
sequence of actions that leads from the initial state to the goal state.
Applying such a ‘check-every-state’ algorithm is, however, very time-
consuming and impossible for complex problem-solving activities
such as playing chess. Instead, many problems can be solved through
problem reduction, a sort of ‘divide-and-conquer’ approach. The prob-
lem is converted into a number of sub-problems and each of these is
further sub-divided unless it can be solved by the available operators.
The most important methods or heuristics for developing sub-
problem structures are hill-climbing and means—ends analysis. In
hill-climbing, operators are selected which make the current state of
the problem as similar as possible to the goal state, so the problem-
solver is likely to choose moves that reduce the distance between the
current and goal states. More complex is means—ends analysis. First,
the difference between the current state and the goal state is noted
and, by working backwards from the goal, a sub-goal is identified
that will reduce this difference and a mental operator is selected to
achieve the sub-goal. Choosing appropriate sub-goals to achieve the
main goal is important to successful problem-solving, and search pro-
cesses are believed to involve the holding of these, and any intermedi-
ate results, in the limited-capacity working memory. An example of
real-life means—ends analysis is making travel plans (Gilhooly, 1996).
The desire to travel from London to New York will require one to note
the large distance between the two and select air travel as the operator
to reduce the difference. The initial sub-goal of ‘ticket purchase’ is then
constructed which in turn leads to the sub-goal ‘choose travel agent’.
Clearly, a number of subsidiary problems have to be resolved in order
to arrive at the desired destination.
Several well-defined problems that have been researched include the
Tower of Hanoi and the Hobbits and Orcs; both are ‘move’ problems
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(problems of transformation).
The GPS program, which Initial state
incorporated ~ means—ends
analysis, was able to solve
these problems. The Tower
of Hanoi problem consists
of three discs placed in order
of size on the first of three
pegs (see Figure 8.5). The
goal state is for these three

Goal state

discs to be placed in the same
order on the last peg. Only

one disc can be moved at a
time and a larger disc cannot Figure 8.5 The Tower of Hanoi problem.

be placed on top of a smaller Note: Only one disc can be removed at a time and a larger disc cannot be placed on

. . top of a smaller disc.
disc. These two rules restrict P rd

which mental operator can be selected so that, for example, there are
only two possible first moves: to place the smallest disc on the middle
or on the last peg. According to means—ends analysis, a reasonable
sub-goal is to place the largest disc on the last peg. Karat (1982) found
that even though participants did not have a complete understanding
of the problem before initiating their solution, they would solve this
problem by using the heuristic of means—ends analysis. The Tower of
London task is a very similar task (which has been used to investigate
the effects of frontal lesions, see in Chapter 9) and when Gilhooly et
al. (1999) asked individuals to solve this task whilst thinking aloud,
they also found that generally the strategy of means—ends analysis was
employed.

DIFFICULTIES IN APPLYING PROBLEM-SOLVING
STRATEGIES

One difficulty that we face when attempting to solve certain prob-
lems is that we need to be flexible in our choice of strategies and be
prepared to depart from strategies that entail moving towards closer
approximations of the goal. This was demonstrated in the Hobbits
and Orcs problem, where three hobbits and three orcs need to be
transported across a river in a boat. The constraints are that the boat
can only hold two creatures and the number of orcs on either bank of
the river must never exceed the number of hobbits (as the orcs want
to eat the hobbits). At one point the problem-solver has to transfer
one orc and one hobbit back to the starting point (Figure 8.6), and
this move increases the difference between the current state and the
goal state. Thomas (1974) found that participants experienced diffi-
culty in making this move. However, participants also took longer and
made more mistakes when there were a number of alternative moves
that were possible. They were also observed to perform a sequence of
moves quite rapidly, then pause for a while, and then perform another
sequence of moves, suggesting that to solve the problem several major
planning decisions were required.
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Simon and Reed (1976)
asked their participants to
solve a more complex ver-
sion of the problem and,
unlike Thomas (1974), they
did not observe extensive for-
ward planning. Participants
were observed to make ‘local’
move-by-move decisions and
to shift strategy. They found
that initially a balancing strat-
egy was employed, ensuring
that there were equal num-
bers of the creatures being
transported on each side of
the river. Since this strategy

Figure 8.6 The Hobbits (h) and Orcs (o) problem. could not result in success-

Note: Moving from step 6 to step 7 often causes difficulty for problem-solvers as f}ll_ problem solgtlon, par-
this involves transferring one orc and one hobbit back to the starting point, hence ticipants then switched to a

moving away rather than towards the goal. means—ends strategy to move
as many to the goal side of the
river and, finally, to an anti-looping heuristic which involved avoiding
any moves that reversed the immediately preceding move. Thus, to solve
this complex version of the problem successfully, participants needed to
be flexible and prepared to shift from one strategy to a different strategy.
Another difficulty we face is that we may apply heuristics inap-
propriately in our attempts to solve a problem (MacGregor ef al.,
2001; Ormerod et al., 2002; Chronicle et al., 2004). Problem-solvers
may adopt a hill-climbing heuristic and therefore select moves that
appear to make progress towards the goal state; however, goal proper-
ties inferred from the description of the problem may prevent them
from making moves that will lead to the solution. For example, in
the nine-dot problem (Figure 8.4) the goal inferred is that dots must
be cancelled so individuals may evaluate potential moves according
to the criterion that each line must cancel a number of dots given
by ratio of dots remaining to lines available. This is easy for the first
three moves as it is possible to cross out three dots with the first line
and two with the next two lines, and because these criterion-meeting
moves are available within the square shape of the dot array, solution
attempts then stay within that square shape. Only by looking several
moves ahead, and realising that by the fourth move the criterion can-
not be met, might problem-solvers realise that alternative moves have
to be selected, ones which involve extending some lines beyond the
nine-dot square. This progress-monitoring explanation, involving the
assessment of criterion-meeting moves, therefore provides one expla-
nation for the processes underlying insight.
Problem solution is not, however, simply dependent on our choice of
strategy. Asking individuals to verbalise their thoughts as they under-
take such problem-solving tasks appears to have a positive effect, and
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different explanations for this have been put forward, including that
it causes participants to ‘stop and think’ about the problem and that
it focuses their attention on salient features of the problem. Davies
(2000) found that unless directed at specific evaluation of moves,
verbalisation per se did not lead to improvements in problem-solving
performance (and such evaluation processes could take place non-
verbally). Furthermore, explicitly asking participants to evaluate the
success of a move immediately after making that move did not just
enhance problem-solving performance (when the task was well-struc-
tured) but also appeared to help problem-solvers develop an explicit
representation of the task. Next, the importance of problem represen-
tation is explored in more detail.

PROBLEM REPRESENTATION

How individuals represent the problem initially is an important fac-
tor influencing solution. They are influenced by the language used to
describe the problem as there is evidence suggesting that participants
construct a representation of a problem that is very similar to the
wording of the problem’s instructions (Hayes and Simon, 1974). Past
experience can be of benefit as it may bias the initial representation
of a problem in particular ways and, in turn, this initial representa-
tion will activate potentially useful knowledge, for example about
strategies, operators and constraints (Ohlsson, 1992). However,
sometimes the initial (and often unconscious) activitation of prior
knowledge can be hindrance. One explanation for this is that it leads
to a representation of the problem that does not permit a work-
able solution. Then an impasse will occur, a sort of mental ‘blank’
or block that is accompanied by a subjective feeling of not knowing
what to do. This impasse can be broken by altering the representa-
tion of the problem. This may sound familiar as earlier it was noted
that the Gestalt approach saw the process of some problem-solving
as requiring the reorganising or restructuring of the elements of the
problem situation, known as insight. This explanation is referred to
as the representational-change account of insight, and is an alterna-
tive to the progress-monitoring explanation described earlier. As you
will read next, this representational-change explanation proposes
that insight involves unique processes.

Ohlsson (1992) made several proposals regarding how restructur-
ing might occur and these have been tested and developed further by
Knoblich ez al. (1999). For example, ‘chunk decomposition” and ‘con-
straint relaxation’ are two processes by which problem representations
can be changed. Familiarity with certain objects or events can result in
the abstraction of a pattern or chunk of components or features, and
to solve a problem we may need to change the way this information
has been encoded. Knoblich et al. suggest that the probability of re-
encoding a piece of information is an inverse function of how tightly
the information is chunked in the current representation; if the chunks
are loose then it is possible to decompose the inappropriate chunks
into their component features. Familiarity with a task or event can

Impasse

A sort of mental
‘blank” experienced
when trying to solve
a problem, which is
accompanied by a
subjective feeling of
not knowing what
to do.
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also mean that constraints are inferred which may hinder problem
solution. Knoblich et al. (1999: 1535) suggest that

to understand a problem is, in part, to understand what does
and does not count as a solution .... For example, opening a
door is normally subject to the constraint that the door should
not become damaged in the process.

Therefore, constraint relaxation can help overcome an impasse by
making the requirements of the task less restrictive than initially
assumed.

Knoblich et al. (1999) devised matchstick algebra problems to test
their predictions. Each problem is presented in Roman numerals using
matchsticks and these make up a numerical equation which can be
made equal by moving a single matchstick. Some were predicted to be
easier than others because they required the relaxation of fewer con-
straints and the decomposition of relatively loose chunks, and indeed
the results were consistent with their predictions in terms of both solu-
tion times and rates.

An example of a problem requiring chunk decomposition is VI =
VII + 1. This could be solved by moving one matchstick from VII to VI
to produce VII = VI + 1. More difficult is XI = III + III, because here
the X’ has to be broken into two slanted matchsticks to form the ‘V’
to make VI = III + III. An example of a problem requiring constraint
relaxation is when more is required than just a change to a number
value: I = II + II. This could be solved by removing one stick from
the plus sign and hence changing addition into subtraction and then
adding that stick to the first term to the right of the equal sign, thus
producing I = III {min} II. Eye movement data have provided support
for these two processes (Knoblich ef al., 2001) and further research
has confirmed that the difficulty in solving these problems is due to
constraint relaxation and the degree of representational change rather
than the use of inappropriate heuristics (Ollinger et al., 2006). Oddly
enough, patients with damage to the lateral frontal cortex performed
better than healthy control participants at solving matchstick prob-
lems requiring a constraint relaxation (Reverberi et al., 2005b); the
explanation provided is that this part of the brain is involved in defin-
ing responses suitable for a task and then biasing them for selection.
The involvement of the frontal lobes in problem-solving is discussed
in detail in Chapter 9.

Ollinger et al. (2008) have used the matchstick problems to explore
the interplay between mental set and insight. As mentioned earlier, men-
tal set occurs when applying repeatedly a successful method makes one
‘blind’ to an alternative and possibly much simpler method. Ollinger
et al. looked at the effects of set using the two types of matchstick
insight problems described earlier, one requiring chunk decomposition
and the other constraint relaxation, and non-insight matchstick prob-
lems that could be solved without representational change by manipu-
lating what they refer to as a ‘loose chunk’ that conforms to prior
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knowledge, for example VIII = VI + IV can be solved by moving the
vertical stick from VI’ to the left side, producing the solution VIII = TV
+ IV. They found that solving problems using prior knowledge which
did not require a representational change (the non-insight problems)
did not hinder the solution of those that did require a representational
change (the insight problems). However, repeatedly solving problems
requiring a chunk decomposition representational change impeded the
solution of problems that required a constraint relaxation representa-
tional change. Also, repeatedly solving problems involving constraint
relaxation inhibited the solution of both non-insight problems and
those involving chunk decomposition. Therefore mental set effects
were found only when the first set of problems to be solved required a
different representational change to the later problems.

Ollinger et al. argued that a two-process model is necessary to
account for this interplay between mental set and insight. The first
process involves representational change which leads to a particular
procedure being selected to solve a problem. The second process then
takes place where the selection of the procedure is reinforced when it
is used repeatedly, assuming it is successful. When non-insight prob-
lems are encountered, the first process is skipped and if an insight
problem follows the representational change process will have to be
applied first. Therefore first solving non-insight problems will not
hinder the subsequent solution of insight problems. However, solving
insight problems using one particular representational change process
will inhibit the solution of subsequent insight problems if these need to
be solved via a different form of representational change.

In summary, research on problem-solving has revealed that well-
defined problems are often solved strategically by the use of certain
heuristics. Studies have also sought to understand the difficulties that
may arise when applying these heuristics. Past experience may benefit
or hinder problem solution, and in the case of the latter an impasse
or block will occur. The representational change approach provides a
way of bringing together the Gestalt notion of restructuring with the
information-processing notion of representing a problem in a problem
space; by amending or adding new information about the problem
to the problem space the constraints about what is permissible are
relaxed and an impasse can be broken. The role that past experience
can play is considered further in the next section.

8.4 PROBLEM-SOLVING BY ANALOGY

The discussion of problem-solving has so far focused on well-defined
problems, where the problems are well specified and, like puzzles, the
knowledge required to find the solution is present in the instructions
given. The heuristics used to solve them have been termed ‘general-
purpose’ or ‘domain-independent’ in that they can be applied to
a wide range of situations or domains and do not involve specific
knowledge of the domain. Frequently, in everyday life, the problems
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Water pressure

we face are either new or not

Water flow well defined, but may resem-
— ble in some way a problem
Litres/s Water that we have previously
power encountered, and drawing on

that by analogy may help us.

Pascals Watts
The use of analogy in solving
problems has been of consid-
erable interest since the early
1980s, and understanding
Water pump how useful knowledge might

Electrical
pressure

Figure 8.7 Analogy of electricity and water flow.

. be transferred from one task
Electric current

Volts

to another is important for
Amps educational purposes.
Gentner and  Gentner
(1983) were among the first
to consider how analogies
might assist the way problems
are solved. Participants learn-

Electric
Watts power

Battery

ing how electricity flowed
through the wires of an elec-
trical circuit were taught
either with a water-flow anal-
ogy or with a moving-crowd
analogy. Then, they were pre-
sented with battery and resistor problems. In the water-flow analogy
(Figure 8.7), participants were told that the flow of electricity was like
water flowing through pipes, with water pressure acting like voltage
and flow rate like current. They were able to use this analogy to under-
stand the effects of combining batteries, as separate batteries could be
modelled by separate sources of water pressure. In the moving-crowd
analogy, participants were told that the flow of electricity was like
a crowd of people moving through a passage and this group subse-
quently showed a better understanding when presented with resistor
problems than with battery problems. They could see a resistor as
analogous to a turnstile and the electric current as analogous to the
rate of movement of people.

The processes of analogy or analogical mapping can be broken
down into three phases (see Anolli et al., 2001). First, the problem to
be solved, the target problem, has to be interpreted and represented
and here language comprehension plays a role. Second, a possibly
useful source analogue has to be selected and retrieved from long-
term memory. Third, some similarity between source analogue and
target problem has to be noted and the elements of the source ana-
logue mapped onto the target problem. This mapping is most suc-
cessful when the best set of correspondences is found between source
analogue and target problem. The novel information provided by
the source allows inferences to be drawn and transferred. It might be
the case that the target problem is in an unfamiliar domain, so that
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the problem-solver will transfer as much as possible. Alternatively, the
mapping may involve matching relationships rather than conveying
new knowledge. A final phase in which schema induction takes place
has also been hypothesised. Gick and Holyoak (1983) proposed that
when we are provided with two examples of one type of problem, we
will extract a schema based on their similarity or dissimilarity; this
schema then assists analogical transfer and hence the successful solv-
ing of similar problems in the future.

ARE ANALOGIES SPONTANEOUSLY USED TO
SOLVE PROBLEMS?

The key problem identified in the literature is that unfortunately this
potentially very helpful analogical transfer does not always occur.
Providing source information is, in itself, not sufficient to induce par-
ticipants to solve a new problem analogically. For example, Gick and
Holyoak (1980) used Duncker’s (1945) tumour problem. To solve
this problem medical knowledge is not useful. The problem concerns
a patient who has a malignant tumour that cannot be operated on.
The tumour can only be removed by radiation, but radiation destroys
healthy tissue at the same rate as diseased tissue. The solution is to
direct a number of weaker rays towards the tumour so that they com-
bine to destroy only the tumour. Gick and Holyoak (1980) found that
presenting a completely different story, from a completely different
domain of knowledge, could facilitate solution by analogy as both
stories were structurally similar. In the General story, a General is
attempting to attack a fortress which is well defended and can only be
reached by a number of different roads. Each of these roads is mined
and can only be crossed safely by a small group of men. The General
splits his force into small groups, which approach simult