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Chapter 1 
Computational Thinking in Economics 
and Finance: Introductory Remarks 

Ragupathy Venkatachalam and Shu G. Wang 

Abstract This chapter provides a brief overview of computational thinking in 
Economics and Finance. It explores the nexus between developments in Machine 
Learning, Artificial Intelligence and Economics. It sketches Shu-Heng Chen’s con-
tributions to the field and gives a panoramic view of the chapters included in this 
volume. 

Keywords Computational economics · Artificial intelligence ·Machine learning ·
Finance · Learning 
Algorithmic thinking is gradually becoming an indispensable feature of Economics 
and Finance. Computational modes of thinking increasingly influence how we model 
individuals, organisations, market interactions and macroeconomic dynamics. Con-
sider some topics that are traditionally of interest to economists and scholars of 
finance: decision-making by economic actors; mechanisms through which agents 
learn, adapt and thrive in uncertain, complex environments; the impact of economic 
decisions by individuals, firms and institutions on others in an interconnected sys-
tem; emergence and diffusion of innovations; understanding volatility in financial 
markets; modelling aggregate, macroeconomic dynamics and associated patholo-
gies (inflation, unemployment, inequality); and modes of exercising control through 
policy. All these issues are being studied using computational methods to varying 
degrees within the field. 

Computational thinking in Economics and Finance can take diverse forms, rang-
ing from straightforward applications of computational tools to analyse economic 
data, study properties of theoretical models (e.g., Computable General Equilibrium 
models), simulate large-scale Agent-Based Models (ABMs) and network models, 
perform numerical simulations (Chen et al. 2018; Tesfatsion and Judd 2006), inves-
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tigate game-theoretic scenarios; all the way to developing full-fledged algorithmic 
frameworks such as computable economics (Velupillai 2010). 

However, the role of computation and simulation in Economics is by no means a 
recent phenomena (Velupillai and Zambelli 2015). The idea of logical machines and 
the use of computing metaphors—both analogue and digital—have a long and rich 
tradition in Economics. Varieties of analogue computing techniques have been used 
by Irving Fisher, A. W. H. Phillips, Richard M. Goodwin, Robert H. Strotz, Otto 
Smith, Arnold Tustin, Roy Allen and Oscar Lange, among others, often to study 
economic dynamics (Velupillai 2004). Digital computation too has a rich history 
in the discipline. The idea of simulation, and the access it offers to counterfactual 
alternative worlds, has been fruitful, at times indispensable, to study a variety of the-
oretical, empirical and policy issues. Rapid developments in information technology, 
together with impressive growth in the size, frequency and variety of data available 
to us in recent years, have further underscored the need and potential for developing 
appropriate computational tools for economic analysis. 

For instance, ABMs are increasingly used to model complex interactions in 
Economics and Finance (Tesfatsion and Judd 2006; Chen 2017; Chen et al. 2012; 
LeBaron 2006). Algorithmic rationality and algorithmic game theory are at the fron-
tiers of research topics today (Halpern and Pass 2015; Roughgarden 2016; Schmid 
et al. 2021). Computational methods and simulations are heavily relied upon to per-
form counterfactual thought experiments in ways that surpass the barriers posed by 
traditional mathematical and statistical tools (Wager and Athey 2018; Venkatachalam 
and Zambelli 2022). On the empirical front, Machine Learning (ML) and simulations 
have offered effective methods to analyse and learn from new types of data. These 
computational tools have permeated various sub-fields of Economics, Finance, and 
different schools of economic thought (Cogliano et al. 2021). 

1.1 Artificial Intelligence and Machine Learning: The 
Future? 

Despite the greatly exaggerated claims about its demise, Artificial Intelligence (AI) 
is back, yet again, to capture our imagination. This rejuvenated interest has spilled 
beyond the cloisters of academic communities to feature in a wide range of pub-
lic discussions. Even if it remains to be seen whether some of its promises—such 
as achieving general-purpose intelligence—can be realised anytime soon, recent 
developments in AI seem to have persuaded scholars in a variety of disciplines 
to explore and employ computational methods in their research. This willingness 
to embrace computational thinking more widely has ushered fertile research pro-
grammes in many areas ranging from Biology, Epidemiology, Medicine, and Mathe-
matics to Forensic Science, Law, Sociology, Transport Studies and more. Economics 
and Finance are no exception to this broader trend.
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The question of what really constitutes AI continues to be debated. We prefer 
to take a broader, more plural view of AI to cover a broad umbrella of concepts, 
approaches and tools. These include: symbolic and sub-symbolic, connectionist 
approaches to AI, a range of machine learning methods such as supervised learn-
ing (e.g., artificial neural networks, nearest neighbour methods, kernel smoothen-
ing, probably approximately correct (PAC) learning, tree-based methods, classifi-
cation algorithms, and support vector machines), unsupervised learning (e.g., self-
organising maps, k-means, clustering), semi-supervised learning, ensemble learning 
(e.g., random forests), reinforcement learning, deep learning, natural language pro-
cessing, evolutionary computation, ABMs, causal inference tools, ant algorithms and 
swarm intelligence. 

It is worth noting that the dialogue between AI and Economics is not entirely 
new. This can be traced back to Herbert Simon’s prolific work on Economics, AI and 
Cognitive Psychology (Simon and Newell 1972). In fact, Simon, along with Allen 
Newell, attended the famous Dartmouth workshop on AI in 1956, which many regard 
as the starting point of AI as a separate field.1 Simon’s approach to Economics was 
rooted in modelling individuals and organisations as problem-solvers with compu-
tational and cognitive limitations (bounded rationality), and analysing them through 
an algorithmic framework. 

Why is AI relevant for Economics and Finance? A simple answer, in our view, 
would be the following: In so far as Economics and Finance focus on how human 
beings make decisions, deal with intractable and complex problems, or need to anal-
yse big data sets, insights from AI and ML can prove to be important. Further, 
computational modes of theorising offer powerful ways to go beyond traditional 
formal methods. 

This brings us to the next question: which approach to AI is best suited for Eco-
nomics? Some key differences between the Classical and Modern approaches to 
AI, in terms of goals and focus, Russel et al. (2013), may be of some relevance 
here. If one is interested in utilising artificial agents to adequately encapsulate or 
learn about human behaviour, Classical AI continues to remain relevant. The Clas-
sical approach uses machines—digital computers in particular—as a vehicle to gain 
insights into human cognition, intelligence and learning. In this case, explanation of 
human behaviour, connection to actual cognitive limits and resemblance to human-
like modes of reasoning are important (Simon 1983; Kao and Venkatachalam 2021). 
In contrast, the key goals for much of the Modern approach appear to be accurate 
prediction, and achieving human-level or superhuman performance in selected tasks 
and domains. Relatively less emphasis is laid on the degree to which these algo-
rithms resemble actual human capabilities or behaviour in terms of decision-making 
or learning. This can certainly be fruitful in some areas, depending on the needs of 
the researcher. There are important differences between human learning and machine 

1 Herbert Simon is the only person so far to win both the Turing Award and the Nobel Memorial 
Prize in Economic Sciences. Allen Newell, Cliff Shaw, and Herbert Simon developed one of the ear-
liest programmes—Logic Theorist—which utilised insights from problem solving skills of human 
beings, especially heuristics, to prove theorems in Principia Mathematica. The foundational paper 
of the field, however, was by Alan Turing ( 1950). Also, see Velupillai (2018). 
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learning, which in turn has implications for the choice of approach.2 Recent advances 
in AI and ML have demonstrated impressive performance in board games like GO 
against top-level human players, relying on deep neural networks with reinforcement 
learning and Monte-Carlo tree search (Silver et al. 2016, 2017). Similarly, they have 
been highly successful in predicting protein structures with atomic-level accuracy 
(Jumper et al. 2021), and helped shed light on theoretical issues such as the mathe-
matical structure of knots or hidden symmetries (Davies et al. 2021). In the case of 
the latter, AI tools help develop intuition concerning mathematical challenges, act as 
a heuristic aid or guide, and help develop collaborative approaches to solve difficult 
problems. 

There is reason to hope that such breakthroughs are also possible in Economics 
and Finance. These advances in AI, ML, ABMs, complex systems and big data, 
together have offered new ways of thinking coherently about economic problems in 
an algorithmic mode, thus opening promising avenues for research (Mullainathan and 
Spiess 2017; Athey  2019; Agrawal et al. 2019; Mullainathan and Obermeyer 2022). 
To focus solely on ML and developments along the lines of statistical learning theory 
would be to miss valuable insights. For instance, while ML plays an important role 
in estimation, there are important questions of identification and discovering causal 
mechanisms that often require broader approaches. Equally, to entirely forgo the 
power and possibility offered by modern AI and ML would be unwise. The actual 
choice should be dictated by the nature of the problem being studied; a blend of the 
two could offer richer possibilities.3 Developments in causal inference promise an 
important link between these two approaches. As computational approaches become 
crucial to the social sciences, they also raise important questions concerning method-
ology, epistemology, issues related to prediction, validation, and inference. In our 
view, these questions will continue to occupy scholars in the future. 

1.2 Shu-Heng Chen and Computational Social Sciences 

This volume is a festschrift in honour of Prof. Shu-Heng Chen, who has made several 
pioneering contributions to Computational Economics, Behavioural Economics and 
Finance, AI, Learning, ABMs, Econophysics, Evolutionary Computation and other 

2 It is worth distinguishing here between concerns that relate to efficiency and effectivity. As (Simon, 
1983, p. 27) points out: 

Artificial intelligence has two goals. First, AI is directed toward getting computers to be smart 
and do smart things so that human beings don’t have to do them. And second, AI (sometimes 
called cognitive simulation, or information processing psychology) is also directed at using 
computers to simulate human beings, so that we can find out how humans work and perhaps 
can help them to be a little better in their work. 

3 There is now a growing literature on the impact of AI on various aspects of the economy and 
society, see Agrawal et al. ( 2019). 
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related areas. He is an important contributor to the development of Computational 
Economics, and has been among the early advocates of using AI tools to understand 
economic problems, dating back to the 1990s. The festschrift was originally planned 
for his 60th birthday, but was delayed in the event of the several challenges posed by 
the COVID-19 pandemic. 

Shu-Heng was born in 1959, in Taizhong, Taiwan. He joined the National 
Chengchi University (NCCU) in 1977 to pursue his undergraduate studies in Eco-
nomics. He then moved to the prestigious National Taiwan University (NTU) in 1983 
to continue his Masters degree and subsequently to the University of California, Los 
Angeles (UCLA) in 1984 to embark on a PhD in Economics. At UCLA, Shu-Heng’s 
horizons broadened beyond Economics as he was exposed to a range of subjects and 
developed a particular interest in computational methods. Vela Velupillai and John 
McCall, his mentors at UCLA, have had a lasting intellectual influence on him. Shu-
Heng was a part of the Centre for Computable Economics at UCLA and attended 
lectures by Velupillai on topics related to computability theory. His doctoral thesis, 
titled ‘On the Complexity in Adaptive Economic Systems: the relation between RBS 
and PDP in Adaptive Economic Systems’ dealt with issues concerning complexity 
and had applications for the Taiwanese stock market.4 Upon graduating in 1992, 
Shu-Heng returned to Taiwan, to his alma mater, NCCU to embark on what was to 
become a highly prolific and successful career and a wonderful adventure. Shu-Heng 
is currently a Distinguished Professor in the department of Economics at NCCU. In 
1995, Shu-Heng started AI-ECON, one of the first research centres in the world 
dedicated to exploring the nexus between AI and Economics, thus developing a sys-
tematic research programme. The intellectual seeds for AI-ECON had already been 
planted during his time at UCLA. In particular, the works of John von Neumann 
and Arthur W. Burks on the theory of self-reproducing automata (von Neumann 
1966); contributions to genetic algorithms by John Holland, to Genetic Program-
ming by John Koza; and work related to Economics and Complex Systems done at 
the Santa Fe Institute, prominently influenced the direction of research undertaken 
by Shu-Heng in the years that followed. 

Shu-Heng is probably best known for introducing Genetic Programming and 
other evolutionary algorithms into Economics, and for his role in the development 
of Agent-Based Computational Economics (Chen and Yeh 1997, 2001). His initial 
years as a young academic were focused on developing this biologically-motivated 
approach to understanding the evolution of economic systems, markets, and other 
institutions. Shu-Heng saw this as a fruitful way to emancipate Economics from the 
shackles of a static homo economicus framework. He was in search of tools to encap-
sulate what he saw intuitively as important characteristics of the economic system: 
the evolutionary nature of the system, agents with bounded rationality, and the impor-
tance of interaction, adaptation and learning. To this end, he adopted, developed, and 
adapted a computational approach to further his research pursuits over the years. 

The connections between Shu-Heng’s work and contributions by Simon in this 
context are quite easy to understand (Chen and Kao 2016). Like Simon, Shu-Heng 

4 Velupillai’s contribution to this volume provides more details about Shu’s time at UCLA.
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was interested not just in developing computational tools, but in using them effec-
tively to understand human behaviour. In this regard, Shu-Heng developed an innova-
tive research programme to combine the knowledge gained from Experimental Eco-
nomics regarding cognitive constraints with the power of computational methods. His 
approach centred around using knowledge from the former to design more human-
like agents in the latter, trying to bridge the gap between simulated and actual worlds. 
His contributions to experimental prediction markets, social networks and trust, for 
instance, are examples of this broader approach. Shu-Heng has made remarkable 
contributions to the field of Finance, which has been a field of interest since the 
beginning of his career (Chen and Yeh 2002; Chen et al. 2001). His co-edited vol-
ume ‘Computational Intelligence in Economics and Finance’ (Chen and Wang 2004) 
bears testimony to his pioneering vision, in which many of the AI and ML algorithms 
popular today had already been broached, and their applications cogently outlined 
by him over two decades ago. This work has been continually evolving and has 
matured into a coherent computational approach to Behavioural Economics (Chen 
et al. 2016). 

Shu-Heng has become more interested in the methodological and philosophical 
questions in Economics (Chen 2012, 2020; Chen and Venkatachalam 2017) during 
the later part of his career, and the field of Digital Humanities has been fortunate 
to capture his attention in the recent past. Shu-Heng’s openness to interdisciplinary 
approaches and his legendary work ethic are well-known among those of us who have 
had the opportunity to work with him or to learn from him.5 In addition to the various 
awards, books, over three-dozen edited volumes, hundreds of papers, book chapters, 
conference proceedings and editorial positions, Shu-Heng has also shown admirable 
dedication to institution-building by serving in various senior administrative roles in 
NCCU. 

A particularly noteworthy personal characteristic of Shu-Heng has been his sup-
port to young scholars. Life was tough for Shu-Heng in his early years at NCCU. 
At one point, he even had to take adjunct teaching positions in other universities in 
order to earn extra money to support his students. In 2000, when the School was 
relocated to a more spacious building, Shu-Heng took advantage of the rental oppor-
tunities released from the Dean so that his students were among the very lucky few 
graduate students in NCCU to have their own research spaces: a plain desk, instead 
of a luxurious room, per person. This marked the embryonic form of the AI-Econ 
Research Center, which he later formalised as his research team. Since then, the 
AI-ECON Research Center has become a welcoming and accommodating hub for 
very many talented people, including students, post-doctoral researchers and visiting 
scholars. The Center has never been a part of the School’s organization chart and 
therefore does not receive a regular budget from the University. Every penny poured 
into the Center for the support of its members and activities (such as conducting 
research projects and hosting conferences) came from Shu-Heng’s own salaries, 
research grants, goal-specific funding, constant bullion-sized donations from him-
self and more rarely a-penny-here-a-nickel-there donations from a small number 

5 To this list, we would also add his love for spicy noodles!.
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of supportive colleagues. It remains as a pay-as-you-go research center under the 
School of Social Sciences at NCCU up to this day, despite the fact that it has long 
been an unmissable attraction of the School.6 

Discussing Shu-Heng’s career and achievements wouldn’t be complete without 
mentioning an important member of his team. As his career and the Center grew, 
logistics and management issues posed a significant burden, which fell upon Shu-
Heng. He was extremely fortunate to have had the able and generous support of Ms. 
(and later Dr.) Connie Houning Wang, who joined him at a critical moment. Connie 
happens to be an old acquaintance of Shu-Heng since they were both students at 
the NCCU. Her incredible administrative skills have been crucial for developing 
Shu-Heng’s research programme and her contribution to the Center can never be 
overestimated. Connie was able to put every penny to most effective use. In addition 
to administering the Center, she helped organise academic conferences and countless 
meetings, and oversaw the research progress of the members in the Center. 

1.3 Brief Overview of the Contributions 

This volume brings together an admirable range of contributions related to AI, learn-
ing and computation—themes that remain the foundational pillars of Shu-Heng’s 
research in Economics and Finance. The chapters touch upon one or more of these 
themes in varying degrees and from different viewpoints, thus painting a rich collage. 
The contributors are predominantly Shu-Heng’s collaborators, students, friends and 
admirers from many different locations, subject areas and generations—all of which 
speaks to the wide reach of his work. 

The two chapters that immediately follow this introduction deal with topics related 
to logical and mathematical foundations of computation. Velupillai (Chap. 2) deals 
with deep and foundational questions concerning computability, logic, and proofs. 
He invokes the metaphorical duel between Hydra and Hercules, and links it imagi-
natively to a finite, arithmetical game that discusses a variety of issues concerning 
computability, intuition, and axiomatics. This has direct relevance for attempts to link 
human thinking to machine learning, via AI. Rosser’s chapter (Chap. 3) explores epis-
temological issues in the context of complex dynamical systems. He distinguishes 
between dynamic and computational complexity, both of which offer interesting 
insights. The possibilities offered by Simon’s approach to Behavioural Economics 
that address some of these problems are also explored. Rosser Jr. discusses the foun-
dations of Simon’s concept of ‘bounded rationality’, which is motivated by limits 
to computation by human actors, and elaborates its connection to coping with com-
plexity and limits of knowledge. 

6 Especially, whenever the Deans need to take international visitors around the School for a guided 
tour!. 
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The next two chapters deal with ABMs in Economics and Finance. Tesfatsion 
(Chap. 4) provides an excellent overview, recounting the history and development 
of Agent-Based Computational Economics (ACE). It offers us a valuable account of 
the field through the eyes of someone who pioneered and contributed immensely to 
it, along with Shu-Heng and other scholars. ACE is certainly an important frame-
work that has gained a lot of popularity over the years. It offers a lot of potential and 
flexibility for computational experiments, especially in light of the challenges that 
interactions, coupling, feedback effects and complex dynamics can pose for tradi-
tional modelling techniques. Tesfatsion outlines the idea of completely Agent-Based 
Modeling (c-ABM), which refers to ‘the computational modeling of processes as 
open-ended dynamic systems of interacting agents’ as characterised by seven mod-
elling principles. 

Lux (Chap. 5) takes up the question of whether there are alternatives to standard 
Markov Chain Monte Carlo (MCMC) algorithms that exist, which can make Bayesian 
estimation possible and easier to implement in the context of ABMs. The chapter 
proposes a combination of two Sequential Monte Carlo algorithms (one each for 
the hidden states of the system, and the parameters) for this purpose. Lux uses the 
model of Alfarano et al. (2008) as a test case for the estimation, and shows that the 
computational demands are much lower compared to the standard MCMC methods 
for Bayesian estimation. 

This is followed by four chapters that deal with a range of issues related to finan-
cial markets. Aliyev and He (Chap. 6) develop a novel framework to understand 
financial markets by combining insights from Decision Theory and Information Sci-
ence. The framework lays focus on the precision and reliability of information as 
well as adopting a broad definition of subjective rationality. In the framework, there 
are multiple decision theories corresponding to each class of information, and they 
show how behavioural anomalies at the individual and market level can be better 
understood. Luna’s chapter (Chap. 7) deals with the issue of complexity in finan-
cial markets. It explores whether there is a level of interconnection among financial 
institutions that will maximize the welfare of the system by minimizing the average 
loss per institution, per period of time. Using the metaphor of the sand pile, he refor-
mulates this question to assess the effect of placing the falling sand grains (financial 
shocks) to the location in the pile that is less likely to collapse. Through simula-
tions, the chapter explores the intuition that pooling financial resources is likely to 
reduce the number of financial distress episodes for individual institutions, yet at 
the same time making the fewer crises significantly more severe for the system as a 
whole. Shen and Wang (Chap. 8) explore the role of investor attention in financial 
markets in a detailed manner. Limits to attention, a scarce cognitive resource along 
with limits on human information processing abilities, have been important themes 
in Simon’s research programme. Shen and Wang survey the literature in this area, 
explain why and how investor attention matters, and its influence on behaviour and 
financial market dynamics.They also investigate issues related to the measurement 
of investor attention. This provides useful ingredients for designing artificial agents, 
so as to faithfully capture important characteristics of human participants in financial 
markets.
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The next three chapters address learning and inference through experiments and 
counterfactual reasoning, along with computational methods. Aruka (Chap. 9) exam-
ines the settlement mechanism of the Bitcoin Exchange and compares it with the stock 
exchange. The chapter utilises the idea of digit length frequency distribution in the 
context of Fully Random Iterated Cellular Automata (FRICA). This idea is applied 
to the price time series generated by the U-Mart acceleration experiment tool. Using 
this, the chapter examines the neutralizing effects due to the change in market trans-
action strategy composition. Tai and Chie (Chap. 10) take up the Hayek hypothesis, 
which posits that market prices will converge to a competitive equilibrium as agents 
adapt and learn over time. They examine any observed violations of this hypothesis 
in their experiments. Unlike other studies, Tai and Chie choose to examine this from 
a cognitive viewpoint. The chapter asks whether the cognitive ability of participants 
has any observable influence on behaviour in (experimental) auction markets, and 
the extent to which this can be used to explain market dynamics. In their experiments, 
each human participant plays against a group of artificial (robot) agents. They do not 
find evidence that higher cognitive scores of players are associated with better price 
convergence. Kumar and Kao (Chap. 11) deal with one of the frontier topics in ML 
and AI, viz. causal inference. While ML techniques have proven to be extremely 
powerful in prediction and classification tasks, social scientists are often concerned 
with explanations and causal mechanisms that are at play. The need to move beyond 
ML’s focus on goodness of fit and prediction to a paradigm where seeking causal 
explanations are a priority, has in turn led to a flurry of work in the interface between 
AI, ML, and causal inference. This has prompted computational social scientists to 
think about ways in which learning about causal effects can complement priorities 
concerning predicting outcomes. Some ways to combine them through integrative 
modelling are outlined in Hofman et al. (2021). Kumar and Kao demonstrate how 
causal models can be effectively used to analyse observational data and answer useful 
counterfactual queries, building on the work by Judea Pearl and others on Directed 
Acyclic Graphs (DAGs), and identifying path-specific effects. They apply a causal 
mediation framework to study the effects of education on female labour-force par-
ticipation in the Indian context. 

The wide-ranging applications of computational methods to theory, practise, and 
design constitute the shared theme of the following chapters. Zambelli (Chap. 12) 
revisits the well-known critique presented by Piero Sraffa in the book Produc-
tion of Commodities by Means of Commodities (Sraffa 1960) and reinvestigates 
it using rigorous algorithmic methods. The essence of the critique, he argues, ‘is that 
standard economic theories do not contain enough ingredients to demonstrate that 
book-keeping equilibrium prices are determined by the working of free or perfect 
competition’, which in turn implies that one cannot infer that market forces alone 
determine distribution. He presents a detailed, admirable algorithmic exploration 
of Sraffian schemes through numerical simulations and concludes that the critique 
still stands. This exercise also illuminates how computational tools can be useful to 
investigate important questions from different schools of economic thought. Lawless 
(Chap. 13) looks at how metrics for the design and performance of a team or an orga-
nization need to be transformed to assist autonomous systems with making decisions
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in uncertain environments. The chapter proposes a theory of the interdependence of 
complementarity. This is particularly relevant for developments in AI that focus 
on autonomous Human-Machine Teams. They also have relevance for Economics, 
where decision-making takes place in noisy, incomplete information environments. 

Kokensparger (Chap. 14) examines the Letters to the Editor (LTEs) written for a 
newspaper over a twelve-week period, after the publication of articles reporting the 
likelihood of sustained impact of two oncoming economic crises (the oil crisis and 
the COVID pandemic). The chapter employs computational techniques to analyse 
the frequency of terms and the shapes of responses, thereby providing novel ways 
to think about narratives that people form in an economy. Textual analysis through 
computation is gaining attention among researchers within Economics and Finance, 
thus expanding the traditional conceptions about data to analyse public sentiments. 
Marks (Chap. 15) describes his multi-faceted work in the area of computational 
economics and recounts his research programme that spans over 30 years. It starts 
from his development of algorithms to play a generalisation of the Iterated Pris-
oner’s Dilemma (IPD), applying a then-new method of machine learning (genetic 
algorithm, GA) to this problem, to extending some of these techniques to oligopoly 
pricing. He later traces how he developed ABMs, applying GA to exploring the 
best method of decision making in uncertain situations, and his use of simulations 
to search exhaustively among methods for decision-making under uncertainty. In 
the final chapter (Chap. 16), Vermeulen and Pyka revisit Simon’s framework con-
cerning the ‘science of design’ to introduce a collaboration of developers as well 
as users in the invention, development, and design of an advanced system (e.g., 
an aircraft). They extend Simon’s theoretical concept of iterative tree traversal for 
technical system development, highlighting ‘the co-evolutionary interaction of the 
system development process with search for the organization of the project with vari-
ous experts and market exploration’. Vermeulen and Pyka outline a stylistic model of 
the process of collaborative technology development. This offers several interesting 
ideas for thinking about design and the practical aspects of dealing with market and 
technological uncertainty from a development point of view. 

It is our hope that these chapters give readers a taste of the latest developments 
in the field, and help spawn interesting ideas for future interdisciplinary research. 
The direction offered by computational methods, at least to the extent that can be 
glimpsed ahead, shows much promise to enrich and advance our understanding of 
economic systems. It is a road that we believe is worth travelling. 
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Chapter 2 
Uncomputabilities, Games, Axioms, 
Proofs and Artificial Intelligence 

K. Vela Velupillai 

Abstract The prevalence of Undecidabilities, Incompleteness and Uncomputabili-
ties in formal systems do not make it easy to devise policies, especially proving their 
existence, even in finite problem spaces. The interplay between the finite and infinite, 
between the logically formal and the intuitively sensible, is difficult to disentangle. 
This is especially evident in computable and uncomputable games. In this paper 
these games and some foundational questions of a mathematical and logical nature 
are also explored. 

Keywords Goodstein sequence · Growth of functions · Paris-Harrington theorem ·
Hercules-Hydra game · Arithmetic games · Busy Beaver games 

2.1 Introductory Notes 

I probably met you [for the first time] on your 43nd birthday. [In] the fall semester [of 1990] 
at UCLA you opened a course on [Theories of the] Business Cycle, and my enrollment [in] 
your class changed [my] life, which can be christened as ‘A course changes my life’. 

Shu-Heng Chen, e-mail to me on 25/9/2019. 

My life, especially its intellectual component, was changed irrevocably by Shu-
Heng1 becoming my doctoral student from October, 1990. His outstanding UCLA 
doctoral thesis, conceived, written and defended within three years, was titled On

1 I shall, henceforth, refer to Shu-Heng Chen as simply Shu. 

‘This is a finite constructive proof of the restricted ordinal theorem for ordinals less than ωω’ 
Goodstein, 1944♣, p. 36; italics in the original. 

♣Many of the articles cited in this paper are from a ‘bygone’ era, when gender neutrality was 
not even considered worthy of relevance. 
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the Complexity in Adaptive Economic Systems: the relation between RBS [rule-based 
system] and PDP [parallel distributed processing] in Adaptive Economic Systems. 

RBS has a long and respectable history in mechanical calculations—or example in 
the well-known case of long-multiplication (and division)––and has a clear machine-
based or algorithmic interpretation. Machines that implemented PDP systems were 
relatively new. It was, thus, an interesting exercise to investigate the relative merits of 
the two methods in the context of adaptive economic systems and their complexity– 
–whether computational, informational or Kolmogorov. Shu’s investigations, with 
solid theoretical foundations, were of the actual data coming out of the Taiwanese 
stock market. 

Partly as a result of his extreme competence, especially on a comprehensive, yet 
constructively critical study of the burgeoning literature on PDP, and partly because 
he was a naturally versatile (mathematical) programmer, Shu became an expert also 
on connectionism. He was able to translate connectionism in computable frameworks 
and investigate its universality properties depending on the kind of neural (or brain) 
structure that would act as a repository of PDP. 

This obviously led to an attempted understanding of the elements of neuroscience 
and learning structures, mainly by me, and thus a reading of Cajal (1937; 1989), 
Sherrington (1906), Turing (1936, 1937), McCulloch and Pitts (1943), Rosenbleuth, 
Wiener and Bigelow (1943, Ashby (1945), Hebb (1949), Chomsky (1957), Gold’s 
Rand Research Memorandum of 1964 (later Gold 1964)—but also to the ‘modern’ 
literature on PDPs, exemplified by the two volumes of Rumelhart et al., (1986a, 
1986b) and McCall (1989). These had positive external effects on my intellectual 
development and contributed to the reorganization of my understanding of the nature 
and scope of what I came to call computable economics. 

I began this fascinating journey, encouraged by Shu and John McCall, with the 
beautiful Gifford Lectures by Sherrington (1940), which led me to the conviction that 
there were many confluences, inspired—either explicitly or implicitly—by Ramon y 
Cajal at the turn of the 19th to the twentieth century. It led to the cybernetic movement, 
for which the implicit inspiration came via Turing (op.cit.) and McCulloch and Pitts 
(op.cit.) and explicitly on the basis of Wiener (1948, 1961) and by Turing (1948; 
1992).2 Much later, after Shu had left the ‘orbit’ of my (intellectual) life, I came to 
understand that this 1940s confluence came to be organized as The Ratio Club— 
which was, in effect, the British cybernetic group (Husbands and Holland 2008, 
p. 91). 

By the time Shu entered my (intellectual) life, I had begun to walk on the two 
feet of computable economics and nonlinear dynamic processes. An aspect of the 
computable ‘leg’ was represented by Shu’s thesis; the other foot had been in motion, 
literally and metaphorically, ever since I had been a student of Thalberg (in Lund)

2 And his thoughts and research that was to lead to the literature which he always called Machine 
Intelligence, later––unfortunately––referred to as Artificial Intelligence, a name conjured up in 
opposition to cybernetics. I read Turing’s 1948 piece in an earlier published version, but for simplicity 
the reference here is to the later, easily available, publication. 
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and Goodwin (in Cambridge) and saw its apex in Zambelli’s thesis and my courses 
at various universities on Theories of Business Cycles. 

Soon after Shu left UCLA with his PhD, he arranged for me to visit National 
Chengchi University (NCCU) in the academic year 1992–93, where I met, also, 
Professors Mao Tai and Shu G. Wang. They, all three of them, impressed upon me 
the teachings of Confucius and Lao Tzu and the importance of walking on the two 
feet of theory and its applications (particularly in economics which they, on the basis 
of thousands of years of Chinese philosophy, viewed as advocating policy proposals, 
based on theoretical constructions). 

It has taken over twenty years for their wise outlooks and teachings to take some 
root in my work––which, until then, concentrated solely on the theoretical sides of 
computable economics and nonlinear dynamics. 

The two feet on which I attempt to walk are based on an applied part which 
is supposed to help in the modelling of the search and construction of a vaccine 
against the coronavirus epidemic. No vaccine is entirely efficacious––or ‘full proof’ 
against any virus. However, the main thrust of the applied part is to divest proofs 
of axioms and let them be determined by the conjunction of inference rules and 
computation rules. This must be borne in mind when the theoretical part, necessarily 
‘caricaturing’ the chemistry, botany, zoology and many other factors of life-scientific 
and social-scientific nature. Proof, in my senses, also plays a crucial role in the 
sciences. 

In the particular case of my theoretical foundations, they harness logical and 
mathematical aspects, but modulated by emphasizing the role of human intuitions 
in these formulations. They are based on re-interpreting the mythical dual between 
Hydra and Hercules3 as effectivised arithmetical and Busy Beaver games––thus 
linking the computable and uncomputable.

The paper is organized as follows. The next section is primarily an explanation 
of the Hercules vs. Hydra game. The intuitive result of considering the game as an 
effectivized play of a restricted two-person scheme allows me to use a result of Rabin 
(1957). Section 3 is an interpretation of the Hydra vs. Hercules game in terms of 
Rado’s Busy Beaver game (Rado 1962). In Sect. 4, there are some (skeptical) notes 
on the use of axioms in proofs, (of theorems) in mathematics and logic, in any formal 
sense. The final Sect. 5 is a kind of speculative conclusion on being able to walk on 
two feet, firmly planted on relatively immovable terrain.

3 Hodgson (2004, p. 12; italics added) explains, in a paper that outlines, in a comprehensible way, 
many of the ‘difficult’ issues that are of relevance to this paper: 

‘The second of the twelve labours imposed on Hercules was a fight against the Lernæan Hydra, 
with [many] heads … which would grow again as soon as chopped off ….’. 
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Fig. 2.1 Shu G. Wang, 
Shu-Heng Chen and 
Velupillai in the guest house 
room at NCCU during the 
latter’s visit to Taipei in the 
academic year, 1992–93

2.2 The Hydra-Hercules Battle as an Uncomputable 
Arithmetic Game 

The Hydra was a monster with many heads, living in a marsh of Lerna. Hercules4 fought it 
in a formidable struggle, chopping off its heads with a club. However, as Hercules chopped 
ahead , two new heads grew forth from the monster’s body. According to the official records 
Hercules won. What the Greek did not reveal is that, no matter in which order Hercules had 
decided to attack the heads, he would have annihilated the Hydra. 

Luccio and Pagli (2000), p. 130; italics added. 

The Hydra-Hercules battle can be interpreted as a two-person, full-information, alter-
nating, game, which terminates in finite time, provided the Greeks did reveal that 
Hercules always ‘annihilated the Hydra’––whatever the order in which the mytholog-
ical hero chooses to decapitate the monster. There is no ‘customary’ chance element 
since the battle––the game––starts only when Hercules chops off one of the heads of 
the Hydra! Thus, this is an arithmetical game; however, I shall not assume the axiom 
of determinacy. Therefore, the game may be undetermined. I shall look for a way to 
effectively solve this game (or puzzle, see below)––i.e., show its determinacy. 

An interpretation of the battle, usually with pictures of a branching tree, with 
leaves and a root, is customary; this literature is replete with stylized figures of 
trees sprouting branches depicting Hydra’s reaction to Hercules, wielding axe-like 
chopping devices. Hydra sprouts new branches, with leaves at the end of them— 
the former depicting new bodies, with the leaves as new heads, replacing the ones

4 Just as I assume Hercules is a male, Hydra is an ‘it’––but see also the lead footnote. 
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chopped off by Hercules. But there are also other respectable way of analyzing this 
game—as a task which one completes, whether it is the objective to finish it, or not; 
or whether eggs, balls, etc., are packed into a box or emptied from it, and so on 
(Gardner 1983, Smullyan 1979). 

This standard literature on the resolving of the outcome of the battle—the termi-
nation5 of an algorithm or the convergence of a sequence—takes off from Goodstein 
(1944), considering the pioneering article by Paris and Harrington (1977) to be a  
‘natural’ extension, exhibiting the limitations of the Peano Axioms (PA, for the arith-
metic of natural numbers) for the proof of ‘termination’ of the relevant sequence, 
and the inevitable need to go beyond to the infinities of Cantor’s ordinal numbers. 
The celebrated Paris-Harrington result is supposed to be a ‘natural mathematical 
theorem,’6 as distinct from Gödel (1931) on incompleteness, which is supposed to 
be a logical construct, largely artificial. This results in the Kirby and Paris (1982) 
contribution to considering the battle between Hydra and Hercules with the full para-
phernalia of ordinal theories, Ramsey growth of numbers and function, etc., in terms 
of the aforementioned tree paradigm. The trees, best interpreted graph-theoretically, 
the chopping-off of heads as the ‘cutting of leaves,’ the rules of replication in terms 
of the language of trees, has become standard and any number of the papers in 
this genre can be cited for figurative elucidation—but I confine my citations to two 
classics Lucio and Pagli (op.cit.) and Kirby and Paris (op.cit.) 

Let me return to the arithmetical game interpretation of the battle between Hydra 
and Hercules and observe the following7 : 

• Hercules starts—i.e., makes the initial move in the game—by chopping off a head 
(leaf at the top of a branch of a tree with a root); 

• There are no chance moves—as strategies in a game—in this battle between the 
Hydra and Hercules; 

• The Hydra grows another head, by any (integer) multiple of the head chopped off, 
at the point in the branch of the tree where the leaf that was cut off by Hercules, 
in the previous stage; 

• The chopped off head—cut off leaf, at the tip of a branch of a rooted tree—and 
the growing head(s) can be coded (as natural numbers); 

• Hercules, in finite time, reaches the root of the tree, having cut off all the leaves, 
and cuts it off to make the Hydra incapable of regeneration—except by growing as 
a similar tree again (Lucio and Pagli, op. cit., p. 133), and letting the whole process 
restart, again (which can, in theory, go on forever—at this point the labours of 
Hercules become a one-person game or a puzzle, Turing 1954);

5 I equate, formally, the termination of an algorithm with the solvability of the halting problem for 
a Turing Machine (see below). 
6 I am in complete agreement with Jervell (1985, p. 431) (italics added), when he writes: 

‘It is of course problematic about what is a natural mathematical theorem’. 
7 This list can be written semi-formally as Rabin (1957) has done. In this case, the condition for 
Hercules to satisfy, for an arithmetically coded battle (or to complete a task), so that the Hydra is 
guaranteed to be annihilated, is that ‘he’ [Hercules] must enumerate a Post simple set. 
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• Thus, depending on the mechanism of regeneration, the game is a combination of 
a concatenation of an arithmetical game and a puzzle, the concatenation repeated 
either finitely or indefinitely8 ; 

• Both in the arithmetical game and in its combination with the task, Hercules is 
the victor—i.e., completes, successfully, the second of his labours or his task; 

• However, it must be remembered, at least in the Hydra-Hercules battle, the latter 
never mis-cuts (the leaf he intends to cut) or chops-off the wrong-head (or no-head 
at all—which means also no-leaf at all is cut), or due to the obvious human trait 
of tiredness allows the untiring, non-human, Hydra9 to prevail; 

Under these conditions, a result of Rabin (op.cit.), effectivising the Gale-Stewart 
game (1953) applies to this battle between Hydra and Hercules10 (theorem 1, p. 152); 
in intuitive terms (p. 148; italics added): 

[T]there are games in which the player who in theory can always win, cannot do so in practice 
because it is impossible to supply him with effective instructions regarding how he should 
play in order to win. 

In the game between the Hydra and Hercules (and when it becomes a puzzle), 
Hercules always wins (or completes his task), but no effective policy can be recom-
mended by anyone advising him; this is the same as the failure of programming a 
computer—i.e., writing an algorithm—to follow the rules specified by it, to win. In 
other words, the halting problem for any Turing Machine is recursively unsolvable 
(Davis 1958, Theorem 2.2, p. 70)—i.e., no termination program can be devised for 
this two-person (or one-person) game. 

Remark 1 Effectivity is defined by equating an informal with a formal concept; 
therefore, computability theory of the Post-Turing type (Soare 2016) has affini-
ties with the Brouwer-Bishop notion of constructive mathematics.11 However, unre-
strained classical mathematics is used in the former, to derive the equality between 
the informal and the formal (Davis et al. 1976, p. 340). 

Remark 2 Actual policy makers do not equate the informal with the formal; this may 
mean that they succeed in implementing policies that have no algorithmic equiva-
lent—a priori. This is akin to the negative solution to Hilbert’s Tenth Problem—which 
does not mean that some Diophantine equations cannot be solved algorithmically, 
but that there does not exist a general method for their solution. 

Remark 3 There is a plethora of results on the existence of termination programs— 
or, the solving of the Halting Problem for Turing Machines—using Set Theory, 
Model Theory, Proof Theory and Recursion Theory, in terms of finding a way to 
show the equivalence between the formal and the informal in mathematical logic

8 Neither the Hydra, nor Hercules, seem to get ‘tired’ or ‘bored’ with the repeated concatenations. 
9 The Hydra is a non-human monster (see, eg., the title and contents of Luccio & Pagli, op.cit.). 
10 Even after the arithmetic game becomes a one-person game (Smullyan, op.cit., p. 86) – i.e., 
quasi-Sisyphean task, for which the Smullyan result applies and, therefore, also the Rabin theorem. 
11 Hence, the Goodstein quote in the title page of this paper (but see Sieg 1997). 
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and the foundations of mathematics. In a sense, the existence of a winning strategy 
must go beyond the finite, in all of the four fields—endorsed by Goodstein.12 

2.3 The Hydra-Hercules Battle as a Busy Beaver Game 

The examples of non-computable functions … will be well defined in an extremely primitive 
sense; we shall use only the principle that a non-empty finite set of non-negative integers 
has a largest element. …. [W]e shall not use an enumeration of computable functions to 
show that our examples are non-computable functions. Thus, in this sense, we do not use 
the diagonal process. 

Rado, op. cit., p. 877; italics added. 

As a homage to the title of this Festschrift in honour of an outstanding scholar, I 
want to reinterpret the Hydra-Hercules battle as a Busy Beaver Game and, there-
fore, this section is based on Rado (op.cit.) and House and Rado 1964—the latter 
is An Approach to Artificial Intelligence using human intuition, imagination and 
experience, in terms of the intractability of the uncomputable Busy Beaver function. 

I make three changes to the traditional assumptions: 

1. In accordance with the eightfold13 list characterizing the game between Hydra 
and Hercules, I allow the last in the list to be a possibility; i.e., the game can go 
on forever or, even, allow for the possibility of a Hydra-win! 

2. The change in one of the Rado assumptions for the Busy Beaver Game played 
with Turing Machine, represented as a sequence of cards, is that the 1’s listed 
on the output tape are unbroken. In Boolos and Jeffrey 1989, Problem 3.7, p. 27, 
it is referred to as the productivity p(n) of an  n-state14 Turing Machine, which 
is appropriate in the context of a battle/game between Hydra and Hercules.. 
Although this is a ‘stronger’ assumption than Rado makes (in either of the two 
papers), the implications, particularly in terms of the existence of uncomputable 
functions, are the same. 

3. The other change from Rado is that the halting condition,15 if it is ever reached, 
allows the Hydra to prevail, as well (see, 1, above).

12 See the initial quote, in the title page of this paper. 
13 This reminds me of the noble eight-fold path of Buddhism. I should emphasise that a Hydra-win 
can only be pro tempore! 
14 In the context of Rado’s Busy Beaver formalization of a Turing Machine, the states refer to the 
number of cards that defines it. 
15 Indicated by a ‘0’ in the final column of the card representation of a Turing Machine. 
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Two further observation may be made, regarding my Busy Beaver interpretation 
of the Hydra-Hercules game. The first refers to Smoryński16 (1980, p. 153; italics 
added): 

‘If we drop the requirement of computability—well, there is Tibor Rado’s Busy Beaver Func-
tion. This irrepressible little fellow grows more rapidly than any theoretically computable 
function.’ 

To understand the second, within the basic framework of the Busy Beaver game, 
it may be appropriate to pay attention to the following statement by Rado (op.cit., 
pp. 877; italics added—see also p. 884): 

[W]e shall use only the principle that a non-empty finite set of non-negative integers has a 
largest element. 

In this sense, Ye’s strict finitism (Ye 2011, especially pp. 51–52), is a congenial 
aesthetic framework to study the battle/game between Hydra and Hercules; but I 
am not so sure about equating the activities of the mind with only neural processes 
(pp. 6–10; but see also §1, above). Therefore, I prefer the approach of Rado. 

I can, therefore, state a proposition and its corollary: 

Proposition 1 No formal procedure can be found for the termination process to be 
algorithmized. 

Corollary 1 There is no algorithmic way to define a victor in the game between the 
Hydra and Hercules. 

Remark 4 Proposition 1 is the Busy Beaver game equivalent of Rabin’s Theorem 1 
(above). 

Remark 5 The ‘Proofs’ require a discussion and a delineation of the boundaries 
between imagination, intuition and formalization and the role of axioms in proofs. 
This is the subject matter of the next section. 

2.4 Notes on Axioms, Rules of Inference and Proofs 
in Mathematics and Logic 

A tree proof shows the logical structure … more clearly. The topmost node of the tree are 
axioms and at each application of a rule of inference we have a branch.

16 Smoryński, in this article, refers to Alan Turing as ‘an enigmatic cryptanalyst’ (p. 154) and 
Ramsey as an ‘economist’ (p. 151)—which is puzzling; I suppose Smoryński does not mean that 
these two were only ‘cryptanalysts’ and ‘economists,’ they were much more, even by education. 
In addition, Smoryński claims that the Busy Beaver result on the existence of non-computable 
functions is due to the diagonalization procedure (pp. 153–4), despite Rado’s explicit denial of it 
(op.cit., p. 877). 
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A formula  is  provable if it is the end-formula of a tree proof. The set of provable formulas 
is recursively enumerable [re but not necessarily recursive]. 

Feferman 1998, p. 180; first and last set of italics in the original. 

Proofs in mathematics and (mathematical) logic are, traditionally based on axioms 
and rules of inference. Provability being the end-formula of a tree-proof is equivalent 
to a termination of the inference rules (or the solvability of the halting problem for 
Turing Machines, if effective algorithms are sine quibus non of provable formulas i.e., 
computation rules, which is not traditional). Therefore, modern proofs are derived 
formulas from axioms, rules of inference and computation rules. In this sense, the 
inadequacy of the Peano Axioms for the proof of the Goodstein sequence or the 
win-sequence of the Hydra-Hercules game and the need to accept Cantor’s theory 
of infinite ordinals becomes almost obvious. 

Before I explicate this issue (i.e., Cantor’s theory of the infinite ordinals), I must 
make it clear why I did not use the standard tree-representation of the Hydra-Hercules 
battle/game. By effectivizing the game, as in Sect. 3, and interpreting it as the Busy 
Beaver Game in Sect. 4, I have eschewed reliance on proofs in axioms—in short, 
on the computable non-proof of termination rules (or the validity of the non-halting 
problem for Turing Machines). In my view, proof is an activity—a real-life process— 
for, if not, it cannot be reconciled with the experiments of the life sciences (or any of 
the sciences, including the social sciences, like economics). Therefore the ‘real-life’ 
activity of a Hercules, in chopping-off a head, whatever the regenerative rule adopted 
by Hydra, and trying to reach a branch with only links to a root, is—for me—the 
proof that a termination has been achieved, it the provability of a formula, as an 
activity. 

This is (partly) because I adhere to the conjunction of the Brouwer-Bishop notion 
of constructive mathematics and the Turing-Post concept of computability (the 
latter define formal systems as recursively enumerable sets that are not necessarily 
recursive). Neither pair need axioms for proofs and provability, because they—the 
axioms—are intrinsically ambiguous (as the quote from Bishop signifies—where 
definitions are axioms): 

[I]t is impossible to consider every possible interpretation of our definition and say whether 
that is what we have in mind. There  is  always ambiguity. The expositor himself can never 
fully know all the possible ramifications of his definitions, and he is subject to the same 
necessity of modifying his interpretations, and sometimes his definitions as well, to conform 
to the dictates of experience. 

Bishop 1967, p. 7; italics added. 

This observation by Bishop, as a constructivist mathematician (reflecting also 
Brouwer’s standpoint), is exactly (!) what is meant by also in Goodstein’s: 

[N]othing can be expressed in a form which is entirely exempt from misunderstanding. 

Goodstein 1962, p. 148; italics in the original.
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The former can be considered the intrinsic, the latter the extrinsic, aspect of a charac-
terisation of axioms. Axioms are supposed to summarise properties of concepts17 — 
things, entities; however, they can never express all of the intentions, imaginations 
and intuitions of a mind. As the constructivist mathematician Bishop says, ‘there 
is always ambiguity’—and this leads to ‘misunderstanding,’ in the words of Good-
stein, who was also a constructivist mathematician (but different from Bishop’s type). 
Brouwer, even though he supported Heyting’s axiomatic formalization of intuition-
istic logic, was fundamentally against any kind of axiomatization (in mathematics). 
His partial concession to logic and language is in Brouwer (1981)—but he never 
compromised on the autonomy of mathematics and the rules of mental constructions 
that formed the basis on intuitionistic logic.18 

Note, however, that these (and many other) constructivists19 do not differentiate 
the ‘ambiguities’ or ‘misunderstandings’ in terms of belonging to finite or (countably) 
infinite structures. 

I have  not used the axiom of determinateness (explicitly) in making the game 
interpretation of the Hydra-Hercules battle determined (or decidable), even in a non-
algorithmic or non-constructive (particularly not the kind that uses something similar 
to the Church-Turing thesis, for e.g., Russian/Markov constructivism) sense. Nor 
have I felt any need, because of the inadequacy of the Peano Axioms (of arithmetic), 
to adhere to Cantor’s theory of the infinite and accept ordinals, in addition to cardinals. 
Even the finite and infinite Ramsey theorems20 and the Ramsey numbers, ubiquitous 
in the standard interpretation and analysis of the independence of Peano axioms for 
the proof of termination of a computable sequence has been eschewed. Instead, I 
have emphasized effectivity and non-computability in the game between the Hydra 
and Hercules. 

To return to Cantor and infinity, in the context of axioms, I am fundamentally 
opposed to any form of the actual infinite, as against the potential infinite; if not,

17 In the traditional Euclidean sense—even if not the ‘modern’ Hilbertian way—axioms are 
supposed to be about ‘self-evident propositions’—but ‘self-evident’ to whom? 
18 Boole’s approach to the mathematization of logic is through a similar aspect of the rules of mental 
constructions and therefore, I consider him a distinguished predecessor of intuitionistic logic (see, 
in particular, Brouwer’s contribution to Boole’s centennial anniversary, Brouwer (1954–56). 
19 I claim that similar views were held by Turing and Feferman. For my purposes it is sufficient to 
note Feferman’s important observation (1998, p. 178; italics added): 

‘[T]he behavior of logical systems cannot be deduced from physical principles and the creative 
and intuitive aspects of mathematical work evade logical encapsulation’. 

It is obvious that I am greatly indebted to Van Atten (2004), particularly Chap. 2, for my views 
on proofs and logic. 
20 Ramsey himself used the infinite version of his theorem to ‘prove’ the finite version, using the 
axiom of choice (he called it the axiom of selection, Ramsey, op.cit., p. 82; incidentally, Ramsey 
was motivated to consider issues in combinatorics, leading to Ramsey theory, by the Entschei-
dungsproblem—which his younger King’s College Fellow, Alan Turing, solved a few years later, 
but only by making the human element in the formalization of effective ‘as clear as mud’—pace 
Meredith 1931). 
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I cannot ‘walk on two legs.’ Be that as it may, Cantor’s almost vehement21 rejec-
tion of the infinitesimal, Veronese—and his concept of the infinite, based on the 
rejection of the Archimedean axiom (see Hobson 1927, 1957, p. 5822 ), is based 
on Hilbert’s axiom of continuity (Dauben 1980, pp. 216–219). This, at least for 
me, shows clearly the absurdity of rejecting (or accepting) anything on the basis 
of axioms (the infinitesimals were, happily, resurrected by Abraham Robinson and 
Edward Nelson). 

Moreover, no consideration of Hilbert’s Hotel helps in the development of intu-
ition when considering actual infinities (Devlin 2006). The clerk, in Devlin’s Angle, 
attended a course in mathematics of the absurd—for no one can ‘ask every guest to 
move to the room with the room number the next integer’ for a countable (actual) 
infinity in ‘a minute [of making] phone calls.’ A machine or a human being can only 
develop intuition on the basis of potential infinities. 

That proofs, particularly mathematical proofs, are important is, of course, folk-
lore in intuitionistic (even non-intuitionistic) constructive mathematics—as even a 
cursory glance of Brouwer, Goodstein and Bishop will vouchsafe. Their kind of 
mathematical proof can be—is—devoid (or can be made independent) of axioms. 
This is the kind of proof that House and Rado (op.cit., pp. 115–116) consider rele-
vant for artificial intelligence via any Busy Beaver game. A fortiori, non-termination 
rules, regeneration rules, etc., in the typical Hydra-Hercules game, may or may not 
terminate. 

2.5 Concluding Notes 

Artificial Intelligence has a habit (already demonstrated for psychology and linguistics, 
among other areas) of overturning or at least disturbing the standard outlooks in subjects 
with which it comes in contact. There is no reason to suppose that mathematical logic will 
be immune to this process. 

Campbell, 1987, p. 529; italics added. 

I consider, on the one hand, ‘walking on two feet’ in terms of the active, real-life, 
proof of termination in the Hydra-Hercules game; the auxiliary consideration of 
many virus’s eternal lives, as analogous to the Hydra’s regeneration rules, is not 
part of the main story. Hercules winning—even using the best possible strategy—is 
only one of the possible alternative outcomes. Therefore, this view of proof as an 
applied, active, part of life—given to intuitive aspects of humans as well as machines, 
completely independent of axioms—is ‘one foot’ in the life of artificially intelligent 
human beings.

21 I nearly said ‘vicious’—instead of vehement! 
22 Hobson refers to the axiom of Archimedes as the ‘principle of Archimedes,’ in op.cit., p. 58. 



24 K. V. Velupillai

Fig. 2.2 Shu (right) with Ragupathy (left), Connie Wang (middle) and Selda Kao23 next to Vela, 
Taipei, September, 2012 

However, the Hydra-Hercules game, first as an uncomputable arithmetic game and, 
then, in terms of the uncomputable Busy Beaver, forms the theoretical foot of the 
exercise. It is the artificial intelligence of machine life. 

Therefore, the two feet on which I walk, along the path broached by the wise 
Chinese, are both based on artificial intelligence, but one human-thinking and the 
other machine-learning. In this way, I fuse humans and machines at the same time 
as thinking and learning, by artificial intelligence. 

It was essential, for this fusing to ‘stick’ that I divest proof theory of all vestiges 
of axioms and make it fully dependent on inference and computation rules; the 
novelty here is, on the one hand, exploiting the human element—for example intu-
ition—in effective processes. The other, equally important factor is ascribing intuition 
and talking about effective inference rules. For too long, inference rules have been 
assumed to be ‘objective’ and independent of the human element (Fig. 2.2). 

A ‘model’ for my two-pronged approach—walking on two feet—is the Appel-
Haken proof of the celebrated four-colour theorem. The proof that any planar-map is 
four-colourable requires the collaboration of ‘blackboard- and -chalk’ and computers; 
i.e., humans and machines—with ample scope for intuitions and learning, via the 
mediating force of a kind of artificial intelligence. 

It is with the utmost humility that this essay is penned, in honour of a scholar 
of impeccable credentials and humane attributes. I cannot help thinking of Samuel 
Beckett, in  Worstward Ho, saying (in 1983):

23 Selda Kao is Mrs. Ragupathy and a former student of Shu and Vela; Connie Wang is one of the 
forces behind this Festschrift in honour of Shu-Heng Chen. 
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‘Ever tried. Ever failed. No matter. Try again. Fail again. Fail better.’ I have tried; 
if I have failed, I hope I failed better! 

References 

Ashby WR (1945) Effect of controls on stability. Nature 155:242–243 
Bishop E (1967) Foundations of constructive analysis. McGraw-Hill Inc., New York 
Boolos GS, Jeffrey RC (1989) Computability and logic, 3rd edn. Cambridge University Press, 
Cambridge 

Brouwer LEJ (1954–56) The effect of intuitionism on classical algebra of logic. In: Proceedings of 
the Royal Irish Academy. Section a: mathematical and physical sciences, vol 57, pp 113–116 

Brouwer LEJ (1981) Brouwer’s Cambridge lectures on Intuitionism, van Dalen D (ed). Cambridge 
University Press, Cambridge 

Cajal SRY (1937, 1989) Recollections of my life. The MIT Press, Cambridge 
Chomsky N (1957) Syntactic structures. Mouton & Co, Ltd, The Hague 
Dauben JW (1980) The development of cantorian set theory, chapter 5. In: Grattan-Guinness I (ed) 
From the calculus to set theory, 1630 – 1910: an introductory history. Princeton University Press, 
Princeton, pp 181–219 

Davis M (1958) Computability and unsolvability. McGraw-Hill Book Company, New York 
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Chapter 3 
Logic and Epistemology in Behavioral 
Economics 

J. Barkley Rosser Jr. 

Abstract Shu-Heng Chen was a deep student agent-based computational 
economics. He considered underlying issues arising with this approach including 
how it relates to experimental economics and behavioral economics. Herbert Simon 
founded behavioral economics and developed the concept of bounded rationality 
arising from the limits of knowledge of agents, the epistemological problem. He saw 
these as arising both from lack of knowledge but also from deeper computational 
problems arising from logical paradoxes associated with incompleteness theorems 
that imply non-computability of systems. Problems of knowledge also arise in such 
systems when they involve nonlinear dynamics leading to various forms of dynamic 
complexity involving chaos theory and fractal dimensionalities. This paper considers 
these issues in connection with the work of Chen. 

Keywords Agent-based modeling · Logic · Epistemology · Behavioral 
economics · Complex dynamics 

3.1 Introduction 

Shu-Heng Chen has been a deep student of agent-based computational economics 
(2016). This has involved various applications such as the behavior of cobweb 
dynamics (Chen and Yeh 1996), financial markets (Chen and Yeh 1997, 2002), 
macroeconomics (Chen 2003), and the design of lottery markets (Chen and Chie 
2008), among others. These efforts have led him to consider deeper implications of 
for the nature of economic agents (Chen 2012) and how their decisionmaking happens 
in their brains (Chen 2014). This has led him to consider the relation between compu-
tational economics, experimental economics, and behavioral economics, with a 
perspective that draws substantially on ideas of the founder of behavioral economics, 
Herbert Simon (Chen 2005; Chen and Kao 2016), with Chen having at times declared 
his work to be “in the tradition” of Simon.
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Knowledge is hard to obtain regarding complicated reality and complicated 
systems. However, complex systems lead to even greater problems of knowledge 
than complicated ones, even when in important ways complex systems may appear 
simpler than complicated ones. A complicated system will have many parts that 
are interconnected in a variety of ways that may not be obvious and may be hard 
to discern or untangle. However merely complicated systems will “add up” in a 
reasonably straightforward way. Once one figures out these interconnections and 
their nature, one can understand the whole relatively easily as it will ultimately be 
the sum of those parts, which may nevertheless be hard to understand on their own. 
However, in the case of complex systems, by their nature they usually manifest that 
phenomenon first identified by Aristotle that the whole may be greater than the sum 
of the parts. This greater degree of wholeness will often be due to nonlinear relations 
within the system such as increasing returns to scale or tangled non-monotonic rela-
tions. Even though there may be fewer variables and relations, the complex nature 
of the relations makes knowledge and understanding of the system more difficult 
(Israel 2005). 

The knowledge problem is more formally known as the epistemological problem, 
and this author has previously addressed it in this context (Rosser 2004). However, 
while drawing on discussion in that paper, this one will not only update arguments 
made there but will consider additional topics such as the complexity foundations of 
Herbert Simon’s “bounded rationality” concept (Simon 1957, 1962). 

How nonlinear dynamical systems manifest problems of knowledge is easily seen 
for chaotic systems, which are characterized by the problem of sensitive dependence 
on initial conditions, known popularly as the “butterfly effect.” If minute changes in 
initial conditions, either of parameter values controlling a system or of initial starting 
values, can lead to very large changes in subsequent outcomes of a system, then it 
may essentially require an infinite precision of knowledge to completely know the 
system, which undermines the possibility for rational expectations for such systems 
(Rosser 1996). Also, fractality of dynamic attractor basin boundaries in systems 
with multiple such basins can behave similarly such that even the slightest amount of 
stochastic noise in the dynamical system can lead to very different outcomes (Rosser 
1991). 

The problem of logic or computation arises in complex systems of multiple inter-
acting heterogeneous agents thinking about each others’ thinking. Although game 
theoretic solutions such as Nash equilibria may present themselves, these may involve 
a certain element of ignorance, a refusal to fully know the system. Efforts to fully 
know the system may prove to be impossible due to problems of infinite regress or 
self referencing that lead to non-computability (Binmore 1987; Albin with Foley 
1998; Koppl and Rosser 2002; Mirowski  2002; Landini et al. 2020; Rosser 2021). 
This becomes entangled with deeper problems in the foundations of mathematics 
involving constructivist logic and its link to computability (Velupillai 2000; Zambelli 
2004; Rosser 2010, 2012, 2021; Kao et al. 2012). 

We consider the role of Herbert Simon in understanding the deep relations between 
complexity and the limits of knowledge. As a founding figure in the study of artificial 
intelligence, he was fully aware of the computational complexity issues arising from
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the logical paradoxes of self-referencing and related matters. He was also of the limits 
of computational capabilities of humans as well as the high cost of obtaining infor-
mation. From these ideas he developed the concept of bounded rationality (Simon 
1957) as he basically invented modern behavioral economics based on this. He also 
dug more deeply into complexity issues as he also largely developed the idea of hier-
archical complexity (Simon 1962), which adds further layers to the epistemological 
difficulties associated with understanding complex systems. The influence of these 
ideas of Simon has been both deep and wide (Rosser and Rosser 2015). 

3.2 Forms of Complexity?1 

In The End of Science (1996, p. 303) John Horgan reports on 45 definitions of 
complexity that have been gathered by the physicist Seth Lloyd. Some of the more 
widely used conceptualizations include informational entropy (Shannon 1948), algo-
rithmic complexity (Chaitin 1987), stochastic complexity (Rissanen 1989), and hier-
archical complexity (Simon 1962). Three other definitions have been more frequently 
used in economics that do not appear on Lloyd’s list, namely simple complicated-
ness in the sense of many different sectors with many different interconnections 
(Pryor 1995; Stodder 1995), dynamic complexity (Day 1994), and computational 
complexity (Lewis 1985; Velupillai 2000). We shall not consider the knowledge prob-
lems associated with mere complicatedness, which are simpler than those associated 
with true complexity (Israel 2005). 

According to Day (1994), dynamic complexity can be defined as arising from 
dynamical systems that endogenously fail to converge to either a point, a limit cycle, 
or a smooth explosion or implosion. Nonlinearity is a necessary but not sufficient 
condition for such complexity. Rosser (1999) identifies this definition with a big 
tent view of dynamic complexity that can be subdivided into four sub-categories: 
cybernetics, catastrophe theory, chaos theory, and small tent complexity (now more 
commonly called agent-based complexity) The latter does not possess a definite 
definition, however Arthur et al. (1997) argue that such complexity exhibits six char-
acteristics: (1) dispersed interaction among locally interacting heterogeneous agents 
in some space, (2) no global controller that can exploit opportunities arising from 
these dispersed interactions, (3) cross-cutting hierarchical organization with many 
tangled interactions, (4) continual learning and adaptation by agents, (5) perpetual 
novelty in the system as mutations lead it to evolve new ecological niches, and (6) 
out-of-equilibrium dynamics with either no or many equilibria and little likelihood 
of a global optimum state emerging. Certainly such systems offer considerable scope 
for problems of how to know what is going on in them. 

Computational complexity essentially amounts to a system being non-
computable. Ultimately this depends on a logical foundation, that of non-
recursiveness due to incompleteness in the Gödel sense (Church 1936; Turing  1937).

1 Substantial portions of this discussion draw on Rosser (2021). 
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In actual computer problems this problem manifests itself most clearly in the form of 
the halting problem (Blum et al. 1998), that the halting time of a program is infinite. 
Ultimately this form of complexity has deep links with several of the others listed 
above, such as Chaitin’s algorithmic complexity. These latter two approaches are the 
ones we shall consider in more detail in the next two sections. 

3.3 Dynamic Complexity and Knowledge 

In dynamically complex systems, the knowledge problem becomes the general epis-
temological problem. Consider the specific problem of being able to know the conse-
quences of an action taken in such a system. Let G(xt) be the dynamical system in 
an n-dimensional space. Let an agent possess an action set A. Let a given action by 
the agent at a particular time be given by ait. For the moment let us not specify any 
actions by any other agents, each of whom also possesses his or her own action set. 
We can identify a relation whereby xt = f(ait). The knowledge problem for the agent 
in question thus becomes, “Can the agent know the reduced system G(f(ait) when 
this system possesses complex dynamics due to nonlinearity”? 

First of all, it may be possible for the agent to be able to understand the system 
and to know that he or she understands it, at least to some extent. One reason why 
this can happen is that many complex nonlinear dynamical systems do not always 
behave in erratic or discontinuous ways. Many fundamentally chaotic systems exhibit 
transiency (Lorenz 1992). A system can move in and out of behaving chaotically, 
with long periods passing during which the system will effectively behave in a 
non-complex manner, either tracking a simple equilibrium or following an easily 
predictable limit cycle. While the system remains in this pattern, actions by the agent 
may have easily predicted outcomes, and the agent may even be able to become confi-
dent regarding his or her ability to manipulate the system systematically. However, 
this essentially avoids the question. 

Let us consider four forms of complexity: chaotic dynamics, fractal basin bound-
aries, discontinuous phase transitions in heterogeneous agent situations, and catas-
trophe theoretic models related to this third form. For the first of these there is a clear 
problem for the agent, the existence of sensitive dependence on initial conditions. If 
an agent moves from action ait to action ajt, where lait – ajtl <  ε < 1, then no matter 
how small ε is, there exists an m such that lG(f(ait+t’) – G(f(ajt+t’)l > m for some t’ for 
each ε. As  ε approaches zero, m/ε will approach infinity. It will be very hard for the 
agent to be confident in predicting the outcome of changing his or her action. This 
is the problem of the butterfly effect or sensitive dependence on initial conditions. 
More particularly, if the agent has an imperfectly precise awareness of his or her 
actions, with the zone of fuzziness exceeding ε, the agent faces a potentially large 
range of uncertainty regarding the outcome of his or her actions. In Edward Lorenz’s 
(1963) original study of this matter when he “discovered chaos,” when he restarted 
his simulation of a three-equation system of fluid dynamics partway through, the
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roundoff error that triggered a subsequent dramatic divergence was too small for his 
computer to “perceive” (at the four decimal place). 

There are two offsetting elements for chaotic dynamics. Although an exact knowl-
edge is effectively impossible, requiring essentially infinitely precise knowledge (and 
knowledge of that knowledge), a broader approximate knowledge over time may be 
possible. Thus, chaotic systems are generally bounded and often ergodic (although 
not always). While short-run relative trajectories for two slightly different actions 
may sharply diverge, the trajectories will at some later time return toward each other, 
becoming arbitrarily close before once again diverging. Not only may the bounds of 
the system be knowable, but the long-run average of the system may be knowable. 
There are still limits as one can never be sure that one is not dealing with a long 
transient of the system, with it possibly moving into a substantially different mode 
of behavior later. But the possibility of a substantial degree of knowledge, with even 
some degree of confidence regarding that knowledge is not out of the question for 
chaotically dynamic systems. 

Regarding fractal basin boundaries, first identified for economic models by Hans-
Walter Lorenz (1992) in the same paper in which he discussed the problem of chaotic 
transience. Whereas in a chaotic system there may be only one basin of attraction, 
albeit with the attractor being fractal and strange and thus generating erratic fluctu-
ations, the fractal basin boundary case involves multiple basins of attraction, whose 
boundaries with each other take fractal shapes. The attractor for each basin may well 
be as simple as being a single point. However, the boundaries between the basins 
may lie arbitrarily close to each other in certain zones. 

In such a case, although it may be difficult to be certain, for the purely deterministic 
case once one is able to determine which basin of attraction one is in, a substantial 
degree of predictability may ensue, although again there may be the problem of 
transient dynamics, with the system taking a long and circuitous route before it 
begins to get anywhere close to the attractor, even if the attractor is merely a point in 
the end. The problem arises if the system is not strictly deterministic, if G includes 
a stochastic element, however small. In this case one may be easily pushed across a 
basin boundary, especially if one is in a zone where the boundaries lie very close to one 
another. Thus there may be a sudden and very difficult to predict discontinuous change 
in the dynamic path as the system begins to move toward a very different attractor in 
a different basin. The effect is very similar to that of sensitive dependence on initial 
conditions in epistemological terms, even if the two cases are mathematically quite 
distinct. 

Nevertheless, in this case as well there may be something similar to the kind 
of dispensation over the longer run we noted for the case of chaotic dynamics. 
Even if exact prediction in the chaotic case is all but impossible, it may be possible 
to discern broader patterns, bounds and averages. Likewise in the case of fractal 
basin boundaries with a stochastic element, over time one should observe a jumping 
from one basin to another. Somewhat like the pattern of long run evolutionary game 
dynamics studied by Binmore and Samuelson (1999), one can imagine an observer 
keeping track of how long the system remains in each basin and eventually developing 
a probability profile of the pattern, with the percent of time the system spends in
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each basin possibly approaching asymptotic values. However, this is contingent on 
the nature of the stochastic process as well as the degree of complexity of the fractal 
pattern of the basin boundaries. A non-ergodic stochastic process may render it very 
difficult, even impossible, to observe convergence on a stable set of probabilities 
for being in the respective basins, even if those are themselves few in number with 
simple attractors. 

For the case of phase transitions in systems of heterogeneous locally interacting 
agents, the world of the so-called “small tent complexity.” Brock and Hommes (1997) 
have developed a useful model for understanding such phase transitions, based on 
statistical mechanics. This is a stochastic system and is driven fundamentally by 
two key parameters, a strength of interactions or relationships between neighboring 
agents and a degree of willingness to switch behavioral patterns by the agents. For 
their model the product of these two parameters is crucial, with a bifurcation occurring 
for their product. If the product is below a certain critical value, then there will be a 
single equilibrium state. However, once this product exceeds a particular critical value 
two distinct equilibria will emerge. Effectively the agents will jump back and forth 
between these equilibria in herding patterns. For financial market models (Brock and 
Hommes 1998) this can resemble oscillations between optimistic bull markets and 
pessimistic bear markets, whereas below the critical value the market will have much 
less volatility as it tracks something that may be a rational expectations equilibrium. 

For this kind of a setup there are essentially two serious problems. One is deter-
mining the value of the critical threshold. The other is understanding how the agents 
jump from one equilibrium to the other in the multiple equilibrium zone. Certainly 
the second problem resembles somewhat the discussion from the previous case, if 
not involving as dramatic a set of possible discontinuous shifts. 

Of course once a threshold of discontinuity is passed it may be recognizable 
when it is approached again. But prior to doing so it may be essentially impossible 
to determine its location. The problem of determining a discontinuity threshold is a 
much broader one that vexes policymakers in many situations, such as attempting to 
avoid catastrophic thresholds that can bring about the collapse of a species population 
or of an entire ecosystem. One does not want to cross the threshold, but without doing 
so, one does not know where it is. However, for less dangerous situations involving 
irreversibilities, it may be possible to determine the location of the threshold as one 
moves back and forth across it. 

On the other hand in such systems it is quite likely that the location of such thresh-
olds may not remain fixed. Often such systems exhibit an evolutionary self-organizing 
pattern in which the parameters of the system themselves become subject to evolu-
tionary change as the system moves from zone to zone. Such non-ergodicity is consis-
tent not only with Keynesian style uncertainty, but may also come to resemble the 
complexity identified by Hayek (1948, 1967) in his discussions of self-organization 
within complex systems. Of course for market economies Hayek evinced an optimism 
regarding the outcomes of such processes. Even if market participants may not be able 
to predict outcomes of such processes, the pattern of self-organization will ultimately 
be largely beneficial if left on its own. Although Keynesians and Hayekian Austrians 
are often seen as in deep disagreement, some observers have noted the similarities
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of viewpoint regarding these underpinnings of uncertainty (Shackle 1972; Loasby 
1976; Rosser 2021). Furthermore, this approach leads to the idea of the openness 
of systems that becomes consistent with the critical realist approach to economic 
epistemology (Lawson 1997). 

Considering this problem of important threshold brings us to the final of our 
forms of dynamic complexity to consider here, catastrophe theory interpretations. 
The knowledge problem is essentially that previously noted, but is more clearly writ 
large as the discontinuities involved are more likely to be large as the crashes of 
major speculative bubbles. The Brock-Hommes model and its descendants can be 
seen as a form of what is involved, but returning to earlier formulations brings out 
underlying issues more clearly. 

The very first application of catastrophe theory in economics by Zeeman (1974) 
indeed considered financial market crashes in a simplified two-agent formulation: 
fundamentalists who stabilized the system by buying low and selling high and 
“chartists” who chase trends in a destabilizing manner by buying when markets 
rise and selling when they fall. As in the Brock-Hommes formulation he allows for 
agents to change their roles in response to market dynamics so that as the market 
rises fundamentalists become chartists, accelerating the bubble, and when the crash 
comes they revert to being fundamentalists, accelerating the crash. Rosser (1991) 
provides an extended formalization of this in catastrophe theory terms that links 
it to the analysis of Minsky (1972) and Kindleberger (1978), further taken up in 
Rosser et al. (2012) and Rosser (2020a). This formulation involves a cusp catas-
trophic formulation with the two control variables being the demands by the two 
categories of agents, with the chartists’ demand determining the position of the cusp 
that allows for market crashes. 

The knowledge problem here involves something not specifically modeled in 
Brock and Hommes, although they have a version of it. It is the matter of the expec-
tations of agents about the expectations of the other agents. This is effectively the 
“beauty contest” issue discussed by Keynes in Chap. 12 of this General Theory 
(1936). The winner of the beauty contest in a newspaper competition is not who 
guesses the prettiest girl, but who guesses best the guesses of the other participants. 
Keynes famously noted that one could start playing this about guessing the expec-
tations of others in their guesses of others’ guesses, and that this could go to higher 
levels, in principle, an infinite regress leading to an impossible knowledge problem. 
In contrast, the Brock and Hommes approach simply has agents shifting strategies 
after watching what others do. These potentially higher level problems do not enter 
in. These sorts of problems reappear in the problems associated with computational 
complexity. 

3.4 Knowledge Problems of Computational Complexity 

Regarding computational complexity, Velupillai (2000) provides definitions and 
general discussion and Koppl and Rosser (2002) provide a more precise formulation
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of the problem, drawing on arguments of Kleene (1967), Binmore (1987), Lipman 
(1991), and Canning (1992). Velupillai defines computational complexity straight-
forwardly as “intractability” or insolvability. Halting problems such as studied by 
Blume et al. (1998) provide excellent examples of how such complexity can arise, 
with this problem first studied for recursive systems by Church (1936) and Turing 
(1937). 

In particular, Koppl and Rosser reexamined the famous “Holmes-Moriarty” 
problem of game theory, in which two players who behave as Turing machines 
contemplate a game between each other involving an infinite regress of thinking 
about what the other one is thinking about. This has a Nash equilibrium, but “hyper-
rational” Turing machines cannot arrive at knowing it has that solution or not due 
to the halting problem. That the best reply functions are not computable arises from 
the self-referencing problem involved fundamentally similar to those underlying the 
Gödel Incompleteness Theorem (Rosser , 1936; Kleene 1967, p. 246). Such prob-
lems extend to general equilibrium theory as well (Lewis 1991; Richter and Wong 
1999; Landini et al. 2020). 

Binmore’s (1987, pp. 209–212) response to such undecidability in self-referencing 
systems invokes a “sophisticated” form of Bayesian updating involving a degree 
of greater ignorance. Koppl and Rosser agree that agents can operate in such an 
environment by accepting limits on knowledge and operate accordingly, perhaps on 
the basis of intuition or “Keynesian animal spirits” (Keynes 1936). Hyper-rational 
agents cannot have complete knowledge, essentially for the same reason that Gödel 
showed that no logical system can be complete within itself. 

However, even for Binmore’s proposed solution there are also limits. Thus, 
Diaconis and Freedman (1986) have shown that Bayes’ Theorem fails to hold in 
an infinite dimensional space. There may be a failure to converge on the correct 
solution through Bayesian updating, notably when the basis is discontinuous. There 
can be convergence on a cycle in which agents are jumping back and forth from 
one probability to another, neither of which is correct. In the simple example of coin 
tossing, they might be jumping back and forth between assuming priors of 1/3 and 2/3 
without ever being able to converge on the correct probability of 1/2. Nyarko (1991) 
has studied such kinds of cyclical dynamics in learning situations in generalized 
economic models. 

Koppl and Rosser compare this issue to that of the Keynes’s problem (1936, 
Chap. 12) of the beauty contest in which the participants are supposed to win if they 
most accurately guess the guesses of the other participants, potentially involving an 
infinite regress problem with the participants trying to guess how the other partic-
ipants are going to be guessing about their guessing and so forth. This can also 
be seen as a problem of reflexivity (Rosser 2020b). A solution comes by in effect 
choosing to be somewhat ignorant or boundedly rational and operating at a particular 
level of analysis. However, as there is no way to determine rationally the degree of 
boundedness, which itself involves an infinite regress problem (Lipman 1991), this 
decision also ultimately involves an arbitrary act, based on animal spirits or whatever, 
a decision ultimately made without full knowledge.
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A curiously related point here is the newer literature (Gode and Sunder 1993; 
Mirowski 2002) on the behavior of zero intelligence traders. Gode and Sunder have 
shown that in many artificial market setups zero intelligence traders following very 
simple rules can converge on market equilibria that may even be efficient. Not only 
may it be necessary to limit one’s knowledge in order to behave in a rational manner, 
but one may be able to be rational in some sense while being completely without 
knowledge whatsoever. Mirowski and Nik-Kah (2017) argue that this completes a 
transformation of the treatment of knowledge in economics in the post-World war 
II era from assuming that all agents have full knowledge to all agents having zero 
knowledge. 

A further point on this is that there are degrees of computational complexity 
(Velupillai 2000; Markose  2005), with Kolmogorov (1965) providing a widely 
accepted definition that the degree of computational complexity is given by the 
minimum length of a program that will halt on a Turing machine. We have been 
considering the extreme cases of no halting, but there is indeed an accepted hier-
archy among levels of computational complexity, with the knowledge difficulties 
experiencing qualitative shifts across them. At the lowest level are linear systems, 
easily solved, with such a low level of computational complexity we can view them 
as not complex. Above that level are polynomial (P) problems that are substantially 
more computationally complex, but still generally solvable. Above that are expo-
nential and other non-polynomial (NP) problems that are very difficult to solve, 
although it remains as yet unproven that these two levels are fundamentally distinct, 
one of the most important unsolved problems in computer science. Above this level 
is that of full computational complexity associated where the minimum length is 
infinite, where the programs do not halt, the sort we have discussed in most of this 
section. Here the knowledge problems can only be solved by becoming effectively 
less intelligent. 

3.5 Complexity Foundations of Bounded Rationality 
and Limited Knowledge 

Herbert A. Simon was a polymath who published over 900 papers in numerous disci-
plines and is generally considered to be the “father of modern behavioral economics” 
(Rosser and Rosser 2015). He certainly coined the term (Simon 1955), although 
earlier economists certainly accepted many ideas of behavioral economics going at 
least as far back as Adam Smith (1759). Central to his conception of behavioral 
economics was the concept of bounded rationality. His concern with this idea and 
his search for its ultimate foundations would lead him to consider the “thinking” of 
computers as a way of studying human thinking, with this making him a founder of 
the field of artificial intelligence (Simon 1969). 

What is not widely recognized is how complexity ideas underlie this fundamental 
idea of Simon’s. He was fully aware of the debates in logic regarding the solvability
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of recursive systems (Church 1936; Rosser 1936; Turing  1937) and indeed the deeply 
underlying problems of incompleteness and inconsistency that hold for any compu-
tational system whether one in a fully rational person’s head or inside a computer. 
The limits imposed by computational complexity were for him profound and ulti-
mate. However, even before these limits were reached he doubted the computational 
capabilities of humans at more basic levels, especially in the face of a reality full of 
complex systems. And Simon was aware of the unusual probability distributions that 
nonlinear dynamical systems can generate (Ijiri and Simon 1964). In addition, his 
awareness of hierarchical complexity simply added to his understanding of the limits 
of knowledge by the many forms of complexity (Simon 1962), with Simon one of 
the few figures so early on to be attuned to the multiple varieties of complexity. 

Simon’s awareness of the limits to knowledge and the importance of bounded 
rationality led to him emphasizing various important concepts. Thus he distinguished 
substantive from procedural rationality (Simon 1969), with the latter what boundedly 
rational agents due in the face of the limits to their knowledge. They adopt heuristic 
rules of thumb, and knowing that they will be unable to fully optimize, they seek to 
achieve set goals, satisficing, with Simon’s followers developing this into a whole 
theory of management (Cyert and March 1963). Simon never declared agents to be 
irrational or crazy, simply unavoidably bounded by limits that they must face and 
operate within. 

A curious matter here has been the occasional effort by more standard neoclassical 
economists to try to subsume Simon and his view into their worldview. Thus Stigler 
(1961) argued that Simon’s view simply amounted to adding another variable to be 
optimized in the standard model, namely minimizing the costs of information. If full 
information is impossible due to infinite cost, then one estimates just the right amount 
of information to obtain. This sounds good on the surface, but it ignores the problem 
that people do not know what the full costs of information are. They may need to 
pursue a higher level activity: determining the costs of information. But that then 
implies yet another round of this: determining the costs of determining the costs of 
information, yet another ineluctable infinite regress as ultimately appears in Keynes’s 
beauty contest (Conlisk 1996), yet another example of complexity undermining the 
ability to obtain knowledge. 

Just as Stigler attempted to put Simon’s ideas into a narrow box, so others since 
have attempted to do so as well, including many behavioral economists. But drawing 
on multiple approaches to complexity, Simon’s understanding of the nature of the 
relationship between knowledge and complexity stands on its own as special and 
worthy of its continuing influence (Velupillai 2019). 

3.6 Conclusions 

We have reviewed issues related to the problem of knowledge in complex systems. 
While there are many competing definitions of complexity, we have identified two



3 Logic and Epistemology in Behavioral Economics 37

that have been most frequently used in economics: dynamic complexity and compu-
tational complexity. Each has its own sort of epistemological problems. Dynamic 
complexity is subject to such issues as the sensitive dependence on initial condi-
tions of chaos theory, or the uncertainty due to fractal basin boundaries in stochastic 
nonlinear systems, or the pattern of phase transitions and self-organizing transforma-
tions that can occur in systems with interacting heterogeneous agents. Such problems 
imply that in effect only an infinite degree of precision of knowledge will allow one 
to fully understand the system, which is impossible. 

In computationally complex systems the problem is more related to logic, the 
problems of infinite regress and undecidability associated with self-referencing in 
systems of Turing machines. This can manifest itself as the halting problem, some-
thing that can arise even for a computer attempting to precisely calculate even a 
dynamically complex system as for example the exact shape of the Mandelbrot set 
(Blum et al. 1998). A Turing machine cannot understand fully a system in which its 
own decisionmaking is too crucially a part. However, knowledge of such systems 
may be gained by other means. 

These computational problems as well as those arising in nonlinear dynamical 
systems were key to Herbert Simon formulating his concept of bounded rationality. 
This was reinforced by his initiation of the idea of hierarchical complexity as well. 

In the end, the serious epistemological problems associated with complex 
economic systems do imply that there exist serious bounds on the rationality of 
economic agents. These bounds take many forms, inability to understand the internal 
relations of a system, inability to fully know crucial parameter values, inability to 
identify critical thresholds or bifurcation points, inability to understand the interac-
tions of agents, especially when these agents are thinking about how each other 
are thinking about each others’ thinking. Infinite regress problems imply non-
decidability and non-computability for hyper-rational Turing machine agents. Thus, 
economic agents must ultimately rely on arbitrary acts and decisions, even if those 
simply involve deciding what will be the bounds beyond which the agent will no 
longer attempt to solve the epistemological problem. 
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Chapter 4 
Agent-Based Computational Economics: 
Overview and Brief History 

Leigh Tesfatsion 

Abstract Scientists and engineers seek to understand how real-world systems work 
and could work better. Any modeling method devised for such purposes must simplify 
reality. Ideally, however, the modeling method should be flexible as well as logically 
rigorous; it should permit model simplifications to be appropriately tailored for the 
specific purpose at hand. Flexibility and logical rigor have been the two key goals 
motivating the development of Agent-based Computational Economics (ACE), a  
completely agent-based modeling method characterized by seven specific modeling 
principles. This perspective provides an overview of ACE, a brief history of its 
development, and its role within a broader spectrum of experiment-based modeling 
methods. 

Keywords Completely agent-based modeling (c-ABM) · Agent-based 
computational economics (ACE) · Experiment-based modeling methods 

JEL Codes C6 · C7 · D9 · E7 

4.1 Introduction 

The term Agent-Based Modeling (ABM) refers to a class of modeling methods 
designed for the study of systems whose dynamics are driven by successive interac-
tions among heterogeneous entities. Such systems range from the particle systems 
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studied in physics to the coupled human and natural systems studied in socio-ecology. 
Consequently, the pathways leading to the development of ABM cannot be depicted 
as a tree, or even as a gnarly bush, but instead must be envisioned as a forest of 
diverse trees supported by a complex interconnected network of roots. 

Many previous authors have ably explored the various origins and meanings of 
ABM; see, for example, Arthur (2021), Axtell and Farmer (2022), Chen (2002, 
2012, 2016), Epstein (2006), Epstein and Axtell (1996), Gallegati (2018), Kirman 
(2011), Railsback and Grimm (2019), and Wilensky and Rand (2015). The purpose 
of this perspective is much more modest in scope: namely, to discuss the origin and 
development of one particular variant of ABM called Agent-based Computational 
Economics (ACE). 

I chose the name “ACE” in Ames, Iowa, in August 1996, following my participa-
tion in a satellite meeting held at the end of the Second International Conference on 
Computing in Economics and Finance (CEF1996, Geneva, Switzerland, June 26–28, 
1996). A key purpose of this satellite meeting was to discuss how ABM could be 
promoted within the economics profession. I came away from this meeting deter-
mined to develop a website devoted to this objective, and I needed a website name 
that would clearly convey to other economists that this modeling method differed in 
essential regards from then-standard economic modeling methods. 

Through the years, however, I have come to realize that my conception of 
ACE modeling also differs in essential regards from other variants of ABM. For 
example, I have always considered an ACE agent to be a software entity within a 
computationally-constructed world, characterized at each instant by its current state 
(data, attributes, and/or methods). Moreover, in keeping with the standard dictionary 
definition for agent, I have always required an ACE agent to be capable of affecting 
the trajectory of outcomes for its world. Subject to these conditions, I have permit-
ted ACE agents to represent a broad range of entities: e.g., individual life-forms, 
social groupings, institutions, and/or physical phenomena. However, I have always 
insisted that the resulting ACE model be completely agent-based in the following 
sense: Given initial modeler-specified agent states, all model dynamics are driven by 
agent interactions. 

Although I have consistently viewed these modeling principles to be necessary 
underpinnings for any ACE model, clearly these principles are not specific to eco-
nomic systems. Rather, together with additional supporting principles, they charac-
terize a completely agent-based variant of ABM that I now refer to as completely 
Agent-Based Modeling (c-ABM). 

Section 4.2 of this chapter provides an axiomatic characterization of c-ABM, 
expressed in terms of seven specific modeling principles. The potential usefulness 
of c-ABM for the study of general real-world systems is considered in Sect. 4.3. 
ACE is defined in Sect. 4.4 to be the specialization of c-ABM to economic systems. 
The ability of ACE agents to embody wide ranges of rationality and different forms 
of stochasticity is addressed in Sects. 4.5 and 4.6; and four current ACE research 
directions, delineated by objective, are described in Sect. 4.7. The history of ACE 
is briefly outlined in Sect. 4.8, documented in part by archived copies of ACE news 
notes that I distributed from 1997 through 2017.
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Finally, the concluding Sect. 4.9 considers two intriguing directions for future 
research. First, the actions undertaken by the constituent agents of a c-ABM world 
can be based on non-constructive beliefs (“leaps of faith”) as well as on constructive 
beliefs resulting from directly observed or experienced world events. This capability 
could facilitate the study of real-world systems that are complex blends of physical 
and social processes. Second, human-subject studies and c-ABM constitute the two 
polar end-points for a promising spectrum of hybrid human/agent experiment-based 
modeling methods in need of more systematic exploration. 

4.2 Completely Agent-Based Modeling (c-ABM) 

Roughly defined, completely Agent-Based Modeling (c-ABM) is the computational 
modeling of processes as open-ended dynamic systems of interacting agents. Here 
an “agent” for a system is broadly construed (in a traditional dictionary sense) to be 
any entity capable of affecting the trajectory of outcomes for this system. Agents can 
thus range from sophisticated strategic decision-making entities (e.g., “humans”) to 
physical phenomena with no cognitive function (e.g., “weather”). 

An axiomatic characterization of c-ABM is given below in terms of seven model-
ing principles. These principles are not strictly independent of each other. However, 
each principle stresses a distinct c-ABM feature, as indicated by its caption. Together, 
these seven modeling principles reflect the primary goal of many agent-based model-
ers: namely, to be able to study real-world dynamic systems as historically unfolding 
events, driven by agent interactions. 

(MP1) Agent Definition: An agent is a software entity within a computationally-
constructed world that can affect world outcomes through expressed actions. 
(MP2) Agent Scope: Agents can represent a broad range of entities, e.g., individual 
life-forms, social groupings, institutions, and/or physical phenomena. 
(MP3) Agent Local Constructivity: An intended action of an agent at a given 
instant is determined by the agent’s state (data, attributes, and/or methods) at this  
instant. 
(MP4) Agent Autonomy: All agent interactions (expressed agent actions) at a  
given instant are determined by the ensemble of agent states at this instant. 
(MP5) System Constructivity: The state of the world at a given instant is deter-
mined by the ensemble of agent states at this instant. 
(MP6) System Historicity: Given an initial ensemble of agent states, any subse-
quent world event (change in agent states) is induced by prior and/or concurrent 
agent interactions. 
(MP7) Modeler as Culture-Dish Experimenter: The role of the modeler is 
limited to the configuration and setting of initial agent states, and to the non-
perturbational observation, analysis, and reporting of world outcomes.
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The first six modeling principles (MP1)–(MP6) characterize an agent-based model 
in initial-value state-space form.1 More precisely, they specify how an ensemble 
of agent states dynamically evolves, starting from an initially given ensemble of 
agent states, where each agent state consists of data, attributes, and/or methods. 
This dynamic evolution is required to exhibit four essential real-world properties: 
namely, agent local constructivity, agent autonomy, system constructivity, and system 
historicity. The seventh modeling principle (MP7) limits the role of the modeler in 
the modeling process to the configuration and setting of initial agent states. 

Considered as a whole, the seven modeling principles (MP1)–(MP7) thus char-
acterize a completely agent-based model as a computational laboratory permitting 
the exploration of a computationally-constructed world. This exploration process is 
analogous to biological experimentation with cultures in Petri dishes. The modeler 
configures and sets initial conditions for the world. The modeler then steps back, 
assuming the role of pure observer, as subsequent world events are driven solely by 
the interactions of the world’s constituent entities. 

4.3 C-ABM: A Mathematics for the Real World? 

Modeling flexibility and logical rigor have been the two key goals motivating my 
development of the seven c-ABM modeling principles (MP1)–(MP7) presented in 
Sect. 4.2. First, having entered into economics at the graduate level, following an 
undergraduate degree in history, I wanted to be able to model and study real-world 
economic systems as historical processes whose “human” participants were able to 
“breathe.” Second, as a mathematical economist trained at the University of Min-
nesota, I wanted this mode of economic modeling to be clearly delineated as a 
rigorous flexible alternative to the highly constrained modes of economic modeling 
I had been encountering in economic textbooks and journals. 

Tesfatsion (2017, 2021b) provide careful justification and illustrative support for 
the contention that c-ABM provides a flexible and rigorous modeling method for 
the study of real-world economic systems involving complex intertwined social and 
physical processes. An interesting speculative question is the extent to which c-ABM 
provides a useful modeling method for the study of real-world systems in general. 

Any system modeled in accordance with (MP1)–(MP7) is an open-ended dynamic 
system of interacting agents, each characterized by its own state (data, attributes, 
and/or methods). These agents can represent any entity capable of affecting the tra-
jectory of system outcomes: e.g., individual life-forms, social groupings, institutions, 
and/or physical phenomena. The interactions of these agents induce all dynamics 
(state changes) for the modeled system, starting from initial agent states configured 
and set by the modeler. As a result of these interactions: 

1 An initial-value state-space model is a state-space model for a dynamic system S that runs forward 
through time, commencing at some specified start-time to, with all boundary conditions taking the 
form of constraints on the state of S at the start-time to. 
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– each agent experiences “time” locally, as an unfolding sequence of events; 
– the dimension and content of agent states can change; 
– agents can subsume other agents as components; 
– agents can break apart into smaller component agents; 
– new agents can be created; 
– existing agents can be destroyed. 

Examples of state-changes for real-world agents include: changes in sensed sur-
roundings; changes in recorded observations; changes in physical attributes; changes 
in beliefs; and belief-induced changes in action rules. Examples of real-world agent 
subsumption include: the formation of molecules through atomic bonding; the tran-
sition from prokaryotic to eukaryotic forms of organisms; the parasitism of one 
organism by another; the hiring of employees by corporate firms; the acquisition of 
new members by existing organizations; and the merger of organizations. 

Examples of real-world agent creation and destruction include: volcanic erup-
tions; natural birth and death; the invention and obsolescence of products; and the 
establishment and disbanding of organizations. Creation and destruction events for 
populations of agents can be computationally modeled by means of evolutionary 
algorithms taking various forms. 

Note, in particular, that models adhering to (MP1)–(MP7) permit the study of 
real-world systems that evolve from initial conditions with: 

– no fixed “space” apart from persistent spatial agents (if any) that modelers initially 
configure; 

– no fixed “time process” apart from persistent event-scheduler agents (if any) that 
modelers initially configure; 

– no fixed “physical laws” apart from persistent agent methods (if any) that mod-
elers initially configure. 

The ability to model real-world systems without having to presuppose a fixed exter-
nally given “space” or “time process” permits the study of open perplexing questions 
in physics regarding the existence (or not) of these concepts as fundamental fixed 
aspects of the physical universe. 

Persistent agent methods that a researcher might want to initially configure for 
a modeled real-world system include methods that support self-organization and 
natural selection processes. These types of processes appear to be a basic driver 
of real-world agent interactions at all levels of agent encapsulation that humans 
can currently perceive. An interesting question is whether they also drive agent 
interactions at levels beyond current human perception, such as at a quantum level. 

Finally, c-ABM permits the “thickly constructive” modeling of real-world sys-
tems in the following sense: Given initial agent states, to an external observer the 
model might appear to consist of successive changes in agent states constructively 
determined by successive agent interactions. In actuality, these successive agent 
interactions are determined by successive agent states whose evolution can entail 
non-constructive “leaps of faith.”
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A more precise characterization of c-ABM as a thickly-constructive modeling 
method is as follows. By definition, the state of an agent at a given instant consists 
of data, attributes, and/or methods. By agent local constructivity and autonomy, all 
agent interactions at a given instant are determined by the ensemble of agent states at 
this instant. By system historicity, any world event (change in agent states) at a given 
instant is induced by prior or concurrent agent interactions. However, an agent’s 
state at a given instant can include acquired or evolved attributes taking the form of 
non-constructive beliefs, i.e., beliefs that assign truth values to propositions that are 
not constructively decidable. Consequently, non-constructive agent beliefs (“leaps 
of faith”) at a given instant can affect future world events. 

Models satisfying the seven c-ABM modeling principles (MP1)–(MP7) thus per-
mit non-constructive agent beliefs to function as possible causal factors for Carlo 
Rovelli’s “world...of events, not things” (Rovelli 2018, Chap. 6), Gilbert Ryle’s 
“ghost in the machine” (Ryle 1949, pp. 11–24), and Lee Smolin’s “seers” (Smolin 
2007, Part IV.18). 

4.4 Agent-Based Computational Economics 

Agent-based Computational Economics (ACE) is the specialization of completely 
Agent-Based Modeling (c-ABM) to economic systems. More precisely, ACE is the 
modeling of economic systems in accordance with the seven c-ABM modeling prin-
ciples (MP1)–(MP7) presented in Sect. 4.2. 

Each ACE model must therefore be an initial-value state-space economic model 
satisfying the agent definition (MP1), the agent scope requirement (MP2), and the 
five additional requirements (MP3)–(MP7): namely, agent local constructivity; agent 
autonomy; system constructivity; system historicity; and modeler as culture-dish 
experimenter. As detailed in Tesfatsion (2017), ACE thus permits economists to 
study real-world economies as open-ended locally-constructive sequential games. 

Modern economic theory also relies heavily on state-space models. However, 
these models typically incorporate modeler-imposed rationality, optimality, and/or 
equilibrium conditions that could not (or would not) be met by locally-constructive 
and autonomous agents interacting within economic systems that satisfy system 
constructivity and system historicity. For example, strong-form rational expectations 
assumptions require the ex ante expectations of decision-makers to be consistent 
with ex post model outcomes. The determination of a rational expectations solution 
is therefore a global fixed-point problem that requires the simultaneous consideration 
of all modeled decision periods without regard for local constructivity, autonomy, 
and historical process constraints. 

In contrast, ACE permits the open-ended dynamic modeling of economic systems 
without external imposition of rationality, optimality, or equilibrium conditions. ACE 
models can therefore be used to conduct systematic investigations of these conditions 
as testable prior hypotheses. This capability fundamentally distinguishes ACE from 
all currently standard dynamic economic modeling methods.
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Finally, the requirement that ACE models satisfy the seven c-ABM modeling prin-
ciples (MP1)–(MP7) permits ACE to be distinguished more clearly and carefully 
from other variants of agent-based modeling (Chen 2016, Chaps. 1–2), and from 
important related modeling methods such as microsimulation (Richiardi 2013), sys-
tem dynamics (Rahmandad and Sterman 2008), and econophysics 
(Chen and Li 2012). 

4.5 ACE Agent Rationality 

For ACE researchers, as for economists in general, the modeling of decision-makers 
is a primary concern. Consequently, it is important to correct a major misconception 
still being expressed by some economic commentators uninformed about the power-
ful capabilities of modern software: namely, the misconception that ACE decision-
making agents cannot be as rational (or irrational) as real-world decision-makers. 

To the contrary, the constraints on agent decision-making implied by the seven 
c-ABM modeling principles (MP1)–(MP7) are constraints inherent in every real-
world dynamic system. As demonstrated concretely in Sinitskaya and Tesfatsion 
(2015), the methods used by ACE decision-making agents can range from simple 
behavioral rules to sophisticated anticipatory learning algorithms for the approximate 
achievement of intertemporal objectives. 

Extensive annotated pointers to introductory materials on the implementation of 
learning and decision methods for ACE agents can be accessed at the ACE learn-
ing research repository (Tesfatsion 2022e). The learning methods covered in these 
materials include: 

• Reactive reinforcement learning. Roth-Erev reactive reinforcement learning, ... ; 
• Belief-based learning. Fictitious play, Camerer/Ho EWA algorithm, ... ; 
• Anticipatory learning. Q-learning, adaptive dynamic programming, ... ; 
• Evolutionary learning. Genetic algorithms, genetic programming, ... ; 
• Connectionist learning. Associative memory learning, artificial neural network 
(ANN) learning, deep learning using ANNs with multiple hidden layers, ... . 

4.6 ACE Agent Stochasticity 

Stochastic aspects can easily be represented within ACE models. ACE agent data 
can include past or run-time realizations for real-world random events, ACE agent 
attributes can include beliefs based on probabilistic assessments, and ACE agent 
methods can include Pseudo-Random Number Generators (PRNGs). 

A PRNG is a deterministic algorithm A, initialized by a seed value s, able to 
generate a sequence A(s) of numbers with the following property: Over some finite
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initial length L(s), the sequence A(s) closely mimics the properties of a random 
number sequence. The typical length of L(s) calculated across admissible seed values 
s is a key metric used to evaluate the performance quality of a PRNG A. 

PRNGs can be included among the methods of ACE decision-making agents, 
thus permitting these agents to “randomize” their behaviors. For example, an ACE 
decision-making agent can use PRNGs to choose among equally preferred actions 
or action delays, to construct mixed strategies in game situations to avoid exploitable 
predictability, and/or to induce perturbations in action routines in order to explore 
new action possibilities. 

PRNGs can also be included among the methods of other types of ACE agents, 
such as ACE physical or biological agents, in order to model stochastic phenomena 
external to ACE decision-making agents. For example, an ACE weather agent can use 
a PRNG to generate a weather pattern for its computational world during a simulated 
time-interval T that affects the actions expressed by ACE decision-making agents 
during T . 

An additional important point is that ACE agents are encapsulated in the following 
sense: The internal data, attributes, and/or methods of each ACE agent A can be 
partially or completely hidden from any other ACE agent B, either by the deliberate 
choice of agent A, or by initial modeler specification. Thus, ACE agents can be 
unpredictable to one another even if they make no use of random event realizations, 
probabilistic assessments, or PRNGs. 

Finally, the seven c-ABM modeling principles (MP1)–(MP7), considered as a 
whole, require ACE models to be stochastically complete in the following sense: If 
an ACE modeler desires to include a simulated stochastic shock process within their 
computationally-constructed world, the source (originating point) and sinks (impact 
points) for this shock process must be explicitly represented as agents that reside and 
interact within this world. Stochastic completeness thus encourages ACE modelers 
to think carefully about the intended empirical referents for any simulated stochastic 
shock processes. This, in turn, should help to reduce or eliminate reliance on ad 
hoc external shock terms as the sources of dynamic persistence and the drivers of 
dynamic interactions. 

4.7 ACE Research Objectives 

Current ACE research divides roughly into four branches, each corresponding to a 
different objective. 

One primary objective is understanding the appearance and persistence 
of empirical regularities. Examples include adherence to social norms, socially 
accepted monies, widely instituted market protocols, business cycles, persistent 
wealth inequality, and the common adoption and use of technological innovations. 

An ACE model capable of generating an empirical regularity based on empirically-
credible agent specifications provides a candidate explanation for this regularity. As 
discussed more carefully by LeBaron and Tesfatsion (2008) and Tesfatsion (2017,
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2022d), the empirical validation of agent specifications should ideally encompass 
four distinct aspects: (i) Input Validation: Validation of initially specified agent data 
and attributes; (ii) Process Validation: Validation of initially specified agent meth-
ods; (iii) Descriptive Output Validation: In-sample model fitting; and (iv) Predictive 
Output Validation: Out-of-sample model forecasting. 

A second primary objective is normative design. How can ACE models facilitate 
the design of structures, institutions, policies, and/or regulations intended to improve 
the performance of economic systems? The ACE approach to normative design 
is akin to filling a bucket with water to determine if it leaks. An ACE researcher 
computationally constructs a world capturing salient aspects of an economic system 
operating under a proposed design. The researcher identifies a range of initial agent 
state specifications of interest, including seed values for agent PRNG methods. For 
each such specification the researcher permits the world to develop forward, driven 
solely by agent interactions. Recorded world outcomes are then used to evaluate 
design performance. 

A critical issue for ACE normative design studies is the extent to which outcomes 
resulting under a tested design are efficient, fair, and orderly, despite possible attempts 
by ACE decision-making agents to game the design for personal advantage. A related 
issue is a cautionary concern for adverse unintended consequences. Optimal design 
might not be achievable, especially for large complex systems; but ACE modeling 
can facilitate robust design for increased system reliability and resiliency, a goal that 
is both feasible and highly desirable. 

A third primary objective is qualitative insight and theory generation. How  
can ACE modeling be used to study the potential future behavior of an economic 
system? A quintessential example of this line of research is an old but still unresolved 
concern of economists such as Adam Smith (1723–1790), Ludwig von Mises (1881– 
1973), John Maynard Keynes (1883–1946), Joseph Schumpeter (1883–1950), and 
Friedrich von Hayek (1899–1992): namely, what are the self-organizing capabilities 
of decentralized market economies? 

Ideally, what is needed for this objective is the phase portrait of the economic 
system, i.e., a representation of the system’s potential state trajectories starting from 
each possible initial system state. This phase portrait would help to clarify which 
regions of the system’s state space are credibly reachable, hence of empirical interest, 
and which are not. It would also reveal the possible existence of equilibrium state 
trajectories E, however “equilibrium” is defined. Finally, it would reveal the basin of 
attraction for any such E, that is, the (possibly empty) subset of system states which, 
if reached, would result in progression to E. 

An ACE modeling of an economic system permits the modeler to conduct batched 
model runs, starting from multiple initial agent-state specifications. The modeler can 
thus generate a rough approximation of the system’s phase portrait. 

A fourth primary objective is method/tool advancement. How best to provide 
ACE researchers with the methods and tools they need to undertake theoretical studies 
of dynamic economic systems through systematic sensitivity studies, and to exam-
ine the compatibility of sensitivity-generated theories with real-world data? ACE 
researchers are exploring a variety of ways to address this objective ranging from
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the careful consideration of methodological principles to the practical development 
of programming, verification, empirical validation, and visualization tools. 

4.8 Brief History of ACE 

I first encountered agent-based modeling in a delightful 1983 Scientific American 
essay (Hofstadter 1983) celebrating Bob Axelrod’s work on Iterated Prisoner’s 
Dilemma (IPD) tournaments (Axelrod 1984).2 Axelrod’s key idea was first to specify 
an initial population of computer programs, each implementing an IPD strategy, and 
then to let these programs engage in repeated round-robin play of PD games with or 
without evolution of their initially programmed strategies. The goal was to see under 
what conditions, and to what extent, cooperative play might be induced. 

Two aspects of Axelrod’s tournaments stood out for me in comparison with stan-
dard economic modeling approaches at the time. First, even in deterministic form, the 
tournaments involved sufficiently complex interactions that it was difficult to deduce 
long-run outcomes from initial conditions. Thus, as in real-world biological experi-
ments with cultures in Petri dishes, researchers could be genuinely surprised by tour-
nament outcomes. Second, in repeated play, Axelrod’s agents (computer programs) 
exhibited induced “social” behaviors with interesting “life-like” characteristics, such 
as trust, deception, reciprocity, and stance towards strangers. 

In the mid-1980s I was heavily involved in the development of adaptive com-
putation methods, i.e., flexible computational solution methods able to adapt to the 
problem at hand rather than requiring the problem to be adapted to the method. It 
thus took me some time to redirect my research towards an exploration of Axelrod’s 
intriguing agent-based approach for the flexible modeling of economic systems. 

Indeed, my first “agent-based” work was a 1991 adaptive computation paper 
(Kalaba and Tesfatsion 1991) co-authored with applied mathematician Bob Kalaba. 
In this paper we develop an adaptive homotopy solution method able, in runtime, to 
detect and avoid regions of the solution space where calculations are ill-conditioned 
due to nearby singularities or bifurcation points. This adaptive capability is achieved 
by replacing the standard homotopy continuation parameter, moving in a pre-set 
manner from 0 to 1 along the real line, with a “smart agent” able to construct and 
traverse an adaptively-determined path from 0+0i to 1+0i in the complex plane. The  
smart agent decides the direction and length of its next step, given its current state, 
by solving a multi-criteria optimization problem requiring a trade-off between two 
criteria: (i) maintain a short path length from 0+0i to 1+0i; and (ii) avoid regions in 
the complex plane where ill-conditioning of calculations is detected. 

During the early-to-mid 1990s I increasingly participated in ABM-related con-
ference panel sessions. This participation included: the Artificial Life III Confer-
ence sponsored by the Santa Fe Institute (Sweeney Center, Santa Fe, New Mex-

2 This essay was brought to my attention circa 1985 by Bob Rider, a Ph.D. student in the Department 
of Economics at the University of Southern California with an interest in game theory. 
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ico, June 15–19, 1992); a session at the Economic Science Association Meeting 
(Tucson, Arizona, October 21–23, 1993); a session at the North American Summer 
Meeting of the Econometric Society (Université Laval, Quebec City, June 24–28, 
1994); the First International Conference on Computing in Economics and Finance 
(CEF1995, University of Texas, Austin, May 21–24, 1995); the First Economic Artifi-
cial Life Conference (Santa Fe Institute, Santa Fe, New Mexico, May 26–29, 1995); 
an American Economic Association panel session at the Annual Meeting of the 
Allied Social Science Associations (ASSA, San Francisco, CA, January 5–7, 1996); 
the UCLA Economic Simulation Conference (University of California, Los Angeles, 
February 9, 1996); and the Fifth Annual Conference on Evolutionary Programming 
(San Diego, California, February 29–March 2, 1996). 

However, the most pivotal meeting for me, personally, was an informal “agent-
based economics” meeting I organized, held immediately after the formal close 
of the Second International Conference on Computing in Economics and Finance 
(CEF1996, Geneva, Switzerland, June 26–28, 1996).3 A key agenda item for this 
informal meeting was to consider how agent-based modeling might best be promoted 
to the economics profession at large. I left this meeting determined to develop a 
website devoted to this objective. 

Exploiting the brand-new availability of web browsers, in particular Netscape 
Navigator,4 I began  my  Agent-Based Economics (ABE) website in late July of 1996 
on an Iowa State University (ISU) server. In addition, with important input from Rob 
Axtell, I supplemented the ABE website with an ABE mailing list to be used for the 
distribution of occasional news notes. 

However, microeconomists at ISU and elsewhere—Herman Quirmbach in 
particular—soon convinced me that ABE was a poor name-choice. They predicted 
that economic theorists would be dismissive of this “new” agent-based modeling 
approach on the grounds that standard micro-founded economic models were already 
“agent-based” since they modeled the optimizing behaviors of individual consumers 
and/or firms. Crucial additional “agent-based” requirements (e.g., agent autonomy 
and system historicity) would be ignored. Consequently, as documented in the Febru-
ary 1997 ACE news notes (Tesfatsion 2022b),5 I changed the names of my website 
and mailing list to Agent-based Computational Economics (ACE) in August 1996 

3 As indicated by a preserved sign-up sheet, the participants in this informal meeting were: Rob 
Axtell; Ann Bell; Chris Birchenhall; Kai Brandt; Thomas Brenner; Charlotte Bruun; Shu-Heng 
Chen; Michael Gordy; Sergei Guriev; Armin Haas; Esther Hauk; Gillioz Jean-Blaise; Alan Kirman; 
Bob Marks; Christian Rieck; Ernesto Somma; Leigh Tesfatsion; and Nick Vriend. 
4 Netscape Communications Corporation, founded in April 1994 by Marc Andreessen and James H. 
Clark, released Netscape Navigator in November 1994 as freely downloadable software. Netscape 
Navigator, a successor of Mosaic (co-developed by Andreesen), was among the first browser prod-
ucts released in support of the mid-1990s consumer Internet revolution. 
5 The earliest distributed ABM/ACE news notes were not saved in retrievable form; the online 
posted ACE news notes (Tesfatsion 2022b) begin in February 1997. The formatting of these online 
ACE news notes is ancient by browser standards. Although some formatting commands used in 
these news notes no longer compile properly using modern browsers, the news notes have been left 
in their originally posted form in order to preserve their historical authenticity. 
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to stress computational modeling as one feature distinguishing the proposed agent-
based modeling approach from then-standard economic modeling approaches.6 

This 1996 name-change from ABE to ACE turned out to be fortuitous. It imme-
diately connected the ACE modeling method to seminal work on “computational 
economics” being undertaken by Ken Judd and other participants in the Society for 
Computational Economics (SCE), founded in 1995. ACE was soon formally named 
an SCE Special Interest Group, thus permitting its consideration for panel session 
allotment at annual SCE meetings.7 

A major ACE landmark occurred in the summer of 1997. As documented in 
my ACE news notes (Tesfatsion 2022b) distributed between February and May of 
1997, Program Chair Ken Judd invited Blake LeBaron and myself to organize two 
contributed-paper sessions on ACE for the Third International Conference on Com-
puting in Economics and Finance (CEF1997) to be held in July 1997 at Stanford 
University, plus a post-meeting satellite session devoted entirely to ACE topics. 

A second major ACE landmark occurred in 1998: I was invited to guest-edit three 
special journal issues on ACE, one for the Journal of Economic Dynamics and Con-
trol (JEDC) (Tesfatsion 2001a), another for Computational Economics (CE) (Tes-
fatsion 2001b), and a third for the IEEE Transactions on Evolutionary Computation 
(IEEE TEC) (Tesfatsion 2001c). As documented in my September 1998 ACE news 
notes (Tesfatsion 2022b), prospective authors for the JEDC special issue were asked 
to submit papers that addressed an issue of economic importance from an agent-based 
perspective. Prospective authors for the CE and IEEE TEC special issues were asked 
to submit papers with a strong agent-based computational component that addressed 
evolutionary economics issues. 

These three ACE special issues all appeared in 2001. The research reported in 
these special issues demonstrated how ACE modeling permitted interesting ground-
breaking extensions of then-standard economic modeling capabilities. 

For example, Chen and Yeh (2001) develop an agent-based stock market model 
consisting of a collection of stock market traders together with a ‘business school’. 
Each business faculty member at a given instant represents a particular ‘school of 
thought’ regarding the best stock market forecasting model. The comparative per-
formance of these various forecasting models is regularly tested in a social review 
process (e.g., competition for publication in refereed journals), modeled via genetic 
programming. The business faculty use these test results to revise their models. A 
trader that takes time-off from trading to attend a particular faculty-member’s course 
gains access to the forecasting model taught by this faculty member and tests whether 
this model outperforms his own currently-used model. If so, the trader replaces his 
currently-used model with the faculty member’s model and returns to market trading. 
The stock market traders thus evolve their forecasting models using a combination of 

6 Specifically, to reflect the name change from ABE to ACE, the website URL address was changed 
from http://www.econ.iastate.edu/tesfatsi/abe.htm to http://www.econ.iastate.edu/tesfatsi/ace.htm, 
and the mailing list address was changed from abelist@iastate.edu to acenewslist@iastate.edu. 
7 The annual SCE meeting is officially referred to as the International Conference on Computing 
in Economics and Finance (CEF). 

http://www.econ.iastate.edu/tesfatsi/abe.htm
 -43 54324 a -43 54324
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individual learning (faculty course attendance decisions) and social learning (model 
replacement decisions). 

As a second example, Tesfatsion (2001d) develops an agent-based labor market 
model with endogenous worker-employer matching, implemented by a Gale-Shapley 
deferred acceptance mechanism. To implement this mechanism, the workers and 
employers must exchange messages with each other at event-triggered instances 
regarding the receipt, acceptance, and refusal of work offers. During each labor 
market round, workers direct work offers to their most preferred employers; and 
employers accept work offers from their most preferred workers, refusing the rest. 
Once matched, a worker and employer engage in a work-site interaction modeled as 
a prisoner’s dilemma game. The outcomes of these games in each labor market round 
affect worker and employer match preferences, hence who receives work offers and 
whose work offers are accepted or refused in the following round. This agent-based 
modeling of a labor market thus blends matching theory with game theory. 

A third major ACE landmark occurred in 2005. Ken Arrow and Mike Intriligator, 
general editors for the North Holland (Elsevier) Handbooks in Economics Series, 
invited Ken Judd and myself to edit an ACE handbook volume for this series. Potential 
lead authors, with co-authors of their own choosing, were invited to submit chapters 
on topics of interest to ACE researchers. 

Following a careful refereeing process, sixteen research chapters, seven perspec-
tive essays, and a resource guide for social science newcomers to agent-based mod-
eling were accepted for the ACE handbook volume. The topic areas covered in 
the research chapters included: learning methods for economic agents; agent-based 
models and human-subject experiments; network formation among economic agents; 
agent-based computational finance; agent-based industrial organization; agent-based 
political economy; agent-based socio-economic modeling; agent-based software 
platforms for market design evaluation; and automated markets with trading agents. 
The ACE handbook volume (Tesfatsion and Judd 2006) was published in 2006. 

As documented at the ACE website (Tesfatsion 2022a), research making use 
of agent-based modeling for the study of economic systems has greatly expanded 
since 2006. This research is now appearing in a variety of journals with a wel-
coming inclusive methodological stance.8 Research areas include: auction markets; 
automated markets; business and management; coupled economic and ecological 
systems; development economics; economic policy; energy economics; evolution of 
institutions and social norms; experiments with real and computational agents; finan-
cial economics; industrial organization; labor economics; learning and the embod-
ied mind; macroeconomics; network formation and evolution; organizations; path 
dependence and lock-in effects; political economy; and technological innovation. 

Another welcome development, stressed in recent reviews (Arthur 2021; Axtell 
and Farmer 2022; Tesfatsion 2017), is that ACE researchers are increasingly focus-

8 These welcoming economic journals include: Computational Economics; International J. of 
Microsimulation; J. of Economic Behavior and Organization; J. of Economic Dynamics and Con-
trol; J. of Economic Interaction and Coordination; and  J. of Evolutionary Economics. For a more 
extensive linked listing of welcoming journals, including finance and game theory journals, see Tes-
fatsion ( 2022c). 
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ing on real-world applications in addition to conceptual advances. For example, as 
extensively documented at the research repositories (Tesfatsion 2022f, g, h) and in the 
survey articles (Dawid and Delli Gatti 2018; Dosi and Roventini 2019; Lori and Porter 
2018; Tesfatsion 2018), three fast-growing application areas for ACE researchers are 
macroeconomic policy, financial economics, and electric power markets. 

As a final note of optimism, consider the following: The new design proposed 
for centrally-managed wholesale power markets in the Wiley/IEEE Press book 
(Tesfatsion 2021a) was developed and tested by means of an open-source ACE 
platform (Battula and Tesfatsion 2020) that implements salient aspects of actual 
U.S. centrally-managed wholesale power markets. This use of an ACE platform did 
not elicit any negative comments from the editor or anonymous referees. Indeed, 
based on extensive refereeing for power system journals, my assessment is that 
agent-based computational platforms are now commonly used to model and study 
the daunting complexity of modern power system operations. Surely many real-world 
economic systems are at least as complex as real-world power systems. 

4.9 Concluding Remarks 

As detailed in previous sections, Agent-based Computational Economics (ACE) is a  
specialization of completely Agent-Based Modeling (c-ABM) to economic systems. 
In turn, c-ABM is a variant of ABM that is axiomatically characterized by the seven 
specific modeling principles (MP1)–(MP7) presented in Sect. 4.2. 

Roughly summarized, any model satisfying (MP1)–(MP7) is a computationally-
expressed initial-value state-space model consisting of a collection of agents (soft-
ware entities), each characterized at a given instant by its current state (data, attributes, 
and/or methods). Given initial agent states, any subsequent event (change in agent 
states) is induced by prior and/or concurrent agent interactions. The role of the 
modeler is limited to the configuration and setting of initial agent states, and to the 
non-perturbational observation, analysis, and reporting of model outcomes. 

Sections 4.2—4.3 provide support for the supposition that c-ABM provides the 
“right mathematics” for the study of general real-world systems, e.g., systems involv-
ing complex intertwined social and physical processes, or even purely physical pro-
cesses. Viewing c-ABM as a form of “mathematics” is apt in the following sense: 

• A classical mathematician specifies a model M in equation form that embod-
ies structural assumptions regarding the relationship between M’s externally-
determined inputs x and the (possibly empty) set of resulting model-determined 
outputs (solutions) v, where x is restricted to lie in some admissible input-space 
X . The classical mathematician then proves theorems for M in two forms: 

– Necessity of A for B (if B, then A): If a solution v′ for M satisfies property P ′, 
then the input x′ for M must lie in X ′ ⊆ X ; 

– Sufficiency of A for B (if A, then B): If the input x′ lies in X ′ ⊆ X , then any 
corresponding solution v′ for M must satisfy property P ′.
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• A c-ABM modeler specifies a model CM  in computational (software) form 
that embodies structural assumptions regarding the relationship between CM’s 
externally-determined inputs cx (initial agent states) and the (possibly empty) set 
of resulting model-determined outputs (agent state trajectories) cv, where cx is 
restricted to lie in some admissible input-space CX . The c-ABM modeler then 
implements an experimental study for CM  taking the following form: For each 
input cx′ in a specified finite subset CX ′ of the input-space CX , what properties 
are exhibited by any resulting computationally-generated output cv′? 

Critics might argue that a classical mathematician typically establishes neces-
sity and sufficiency theorems (input ↔ output relationships) for an analytically-
expressed model M over infinite input subspaces X ′. In contrast, a c-ABM mod-
eler can only establish sufficiency “examples” (input → output relationships) for a 
computationally-expressed model CM  over finite input subsets CX ′. This criticism 
can be countered in two ways. 

First, as eloquently argued by (Judd 2006, Sect. 4, p. 886), a “theorem” is simply a 
collection of “examples.” The relevance and robustness of a collection of “examples” 
is surely more important than the number of these “examples.” 

Second, in classical mathematics, many proofs rely on two-valued logic, i.e., the 
maintained assumption that every proposition is either true or false. For example, 
the proof of a sufficiency theorem “if A, then B” often proceeds using proof by 
contradiction, as follows: Establish that the falsity of the proposition “if A, then B” 
would imply the falsity of a proposition C that is known (or assumed) to be true. 
Assuming two-valued logic, the proposition “if A, then B” must then be true, even 
if it is not possible to construct (calculate, generate, ...) the realization of B that 
corresponds to a realization of A. 

In contrast, the sufficiency “examples” (if A, then B) established by a c-ABM mod-
eler take the following externally constructive form: The c-ABM modeler conducts 
an experimental study with a c-ABM model that exhibits property A and observes 
that every resulting model outcome exhibits property B. 

However, as stressed in Sect. 4.3, a c-ABM model can in fact be a thickly construc-
tive blend of classical and constructive mathematics, in the following sense. Agent 
states consist of data, attributes, and/or methods. Agent attributes can include evolved 
or acquired non-constructive beliefs (“leaps of faith”) as well as constructive beliefs 
based on input-output relationships directly observed or experienced in interactions 
with other agents. Agent methods can include belief-dependent behavioral rules for 
the determination of intended acts, i.e., acts the agents intend to express within their 
computational world. Agent interactions (expressed agent acts) depend on agent 
methods. Finally, all world events (changes in agent states) are driven by agent inter-
actions. Consequently, world events can depend on a mix of non-constructive and 
constructive agent beliefs. 

Does the thick constructivity of c-ABM necessarily imply that c-ABM is the 
“best” modeling approach for the study of real-world social systems whose human 
participants act on the basis of non-constructive as well as constructive beliefs? 
Absolutely not. However, as Fig. 4.1 depicts, human-subject experiments and c-ABM
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Fig. 4.1 A spectrum of experiment-based modeling methods ranging from 100% human subjects 
to 100% computer agents (c-ABM) 

constitute the two polar end-points for a spectrum of hybrid human/agent experiment-
based modeling methods that are well-suited for such studies. 

The repository Tesfatsion (2022i) provides annotated links to studies focusing 
on possible synergies between human-based and agent-based experimental studies, 
as well as annotated links to several experiment-based studies (e.g., serious game 
research by Zheng and Gardner 2017) involving a mix of humans and computer 
agents. However, to date, the full range of hybrid human/agent experiment-based 
modeling methods depicted in Fig. 4.1 has not been systematically explored. 
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Chapter 5 
Sequential Monte Carlo Squared 
for Agent-Based Models 

Thomas Lux 

This Chapter is dedicated to Shu-Heng Chen on the occasion of 
his 60th birthday. Looking back on 25 years of academic 
exchange Shu has been a role model of a devoted scientist and a 
constant source of inspiration. The present celebration brings 
back lots of fond memories of various visits at Chengchi 
University and regular meetings at SCE and other conferences 
that always proved stimulating impulses to my own work. This 
chapter aims to provide a glance on how our joint topic of agent 
based modeling has developed from its theoretical beginning in 
the 90s to an empirically grounded field in current research. 

Abstract This chapter proposes a combination of two sequential Monte Carlo algo-
rithms for Bayesian estimation of agent-based models (ABM), one for the hidden 
state(s) of the system, and a second one for the parameters. The former consists 
of a meanwhile well-known particle approximation of the likelihood, while for the 
latter I implement a generic SMC algorithm designed along the lines of Del Moral 
et al. (2006). In an application to a well-studied financial ABM, the performance 
of this combined SMC approach compares well to frequentist estimation in terms 
of the precision of the mean of its posterior and its dispersion, and it offers a much 
less computationally demanding alternative to standard Markov chain Monte Carlo 
methods for Bayesian estimation. 
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5.1 Introduction 

With the increasing attractivity of agent-based modelling (ABM) in economics, val-
idation and assessment of the goodness-of-fit of such models has become an impor-
tant area of research (Chen et al. 2012). Over the years, practitioners of the ABM 
methodology have set out to explore a variety of alternative approaches to this end. 
One avenue that has first been pursued by many papers has been moment-based esti-
mation. Given that Generalized Method of Moments (GMM) and Simulated Method 
of Moments (SMM) are also frequently used to validate econometric models with 
intractable likelihoods, this seemed an obvious choice within an economics frame-
work. Examples of this strand of the literature include Franke (2009), Franke and 
Westerhoff (2011, 2012, 2016), Grazzini and Richiardi (2015), Ghonghadze and 
Lux (2016) and Chen and Lux (2018). A related broader approach has already been 
proposed much earlier for ABMs in ecology in the form of pattern-oriented mod-
elling (Grimm et al. 2005). When patterns are understood as descriptive statistics, 
this approach would lead to moment-based estimates, but one can, of course, also 
imagine more qualitative information entering the validation of ABMs that would 
make an exact quantification cumbersome. 

However, in applications in economics and finance, such qualitative criteria are 
usually absent and all empirical features one attempts to model are available in numer-
ical form. The quest is then rather for the most efficient estimation (balancing preci-
sion of the parameter estimates and computational effort). Moment-based estimations 
typically score low on the efficiency scale. While one almost never has closed-form 
solutions for a likelihood function available in an ABM setting, there often remains 
the alternative of numerical approximations of the likelihood which should be bound 
to deliver more precise estimates than moment-based methods, albeit at the cost of 
higher use of computational resources. Such an approach has been recently pursued 
by Lux (2018) and Bertschinger and Mozzhorin (2021). Lux (2018) explores the use 
of a so-called particle filter, also known as an instant of a Sequential Monte Carlo 
(SMC) algorithm, both in a frequentist and in a Bayesian setting. In the particle filter 
approximation, the ABM is interpreted as a state-space model with some important 
properties of the agents (strategies, expectations, sentiment) constituting the hidden, 
unobservable variables. Inspection shows that economic ABMs can typically be cast 
into a general nonlinear state-space framework. In such a setting, the agent-specific 
details would contribute the latent part, whereas the measurements are the economic 
variables one aims to explain. Lux (2018) shows that this approach works well in a 
frequentist setting for two well-established simple ABMs of speculative interaction 
in financial markets. 

When using the same approach for the numerical approximation of the likeli-
hood in a Bayesian setting, the implementation within a Markov Chain Monte Carlo 
(MCMC) algorithm encounters problems: For one of these models, so low accep-
tance rates of the proposals in the Markov chain are obtained that its implementation 
becomes computationally unfeasible. For the other model, MCMC could be applied, 
but the computation time to obtain a Markov chain of reasonable size after a poten-
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tially long transitory phase was much higher than the resources needed for frequentist 
estimation. As a consequence, this paper only reported single MCMC runs, while 
in the frequentist sphere Monte Carlo simulations could be conducted to assess the 
finite-sample properties of the particle approximation. While theoretically, it is guar-
anteed that the Markov chain of a Particle MCMC (PMCMC) algorithm converges 
to the posterior under relatively general conditions (Andrieu et al. 2010), the com-
putational demands are, nevertheless, troublesome. Lux (2022) has revisited this 
issue applying methods for adaptive choice of the proposal distribution within the 
PMCMC framework. A similar approach had already been pursued by Golightly and 
Wilkinson (2011) for ABMs in ecology. While adaptation alleviated the computa-
tional demands allowing to gear the acceptance rate towards its theoretical optimum, 
and allowing an MCMC implementation for all models considered, it also revealed 
certain principal limitations of the PMCMC approach: Namely, the particle approx-
imation of the likelihood leads to stochastic fluctuations around the ‘true’ likelihood 
for each set of parameter values. If these fluctuations display relatively high variabil-
ity (which depends on the model, its parameters and the underlying data), it will often 
generate realisations of the likelihood in the Markov chain that are not replaced by 
new draws for a long time. Hence, the chain tends to become degenerate. This prob-
lem can, in principle, be overcome by making the numerical approximation more 
precise which, however, requires an appropriate increase of the number of particles. 
Examples with empirical time series in Lux (2022) show how easily one encounters 
limits of computational feasibility when attempting to implement a PMCMC algo-
rithm with sufficient mixing. Hence, while adaptation helps, it might also eventually 
hit hard boundaries of computational limitations. 

This raises the question whether alternatives to standard MCMC exist that would 
make Bayesian estimation possible and easier to implement in the context of ABMs. 
This Chapter explores an Sequential Monte Carlo strategy designed for this purpose. 

In general, SMC samples from a sequence of distributions. In a Bayesian setting 
it would start from the prior and attempt to approach the posterior by a number of 
steps through intermediate distributions. Since in all these steps, a particle filter (also 
subsumed under the SMC family of algorithms) is applied for each evaluation of the 
likelihood we can speak of an SMC-squared approach. 

5.2 The Particle Filter Within an SMC Sampler 

ABMs typically contain important latent, unobservable variables as well as variables 
that correspond to empirical measurements. With this distinction, an ABM can be 
categorized as a member of a very general class of state-space models. 

Let us denote the parameter we wish to estimate by θ, with prior p0(θ), the  
vector of latent variables at time t by xt and the vector of observed variables by 
yt and assume there is a latent process fθ(xt+1|xt ) and an observation process 
gθ(yt |xt ). Both processes might include stochastic components , but need not be 
represented by known conditional densities. Indeed, the only requirement that needs
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to be imposed is that the recursions f (·) and g(·) can be determined by some algo-
rithm. Hence, any computer simulation that determines some relevant quantities from 
hidden interactions of artificial agents falls into this category. In many such models 
one would include observation noise in the process governing the observed variable, 
i.e. gθ(yt |xt ) = g̃θ(yt |xt ) + εt , where g̃(·) provides the material link from the hidden 
variables to the observed ones, and εt is measurement noise unrelated to the eco-
nomic interactions encapsulated in g̃(·) and f (·). For instance, in macroeconomics 
Dynamic Stochastic Equilibrium Models (DSGE) are fitted into the state-space for-
mat by the assumption that the key macro variables (GDP, consumption, etc.) are 
noisy observations of their ‘true’ hidden realisations (cf. Herbst and Schorfheide, 
2015). If such innocuous measurement noise can be assumed, the structure of the 
model allows a numerical approximation of the likelihood of the data given a param-
eter set θ, irrespective of how complex the underlying mechanisms in f (·) and g̃(·) 
might be. We can then use the iterative form of the likelihood function: 

L(y1, ..., yT |θ) = P(y1|θ) 
T∏

t=2 

P(yt |yt−1, θ), 

with T the sample size of the observed data and P(·) the conditional or unconditional 
densities implied by the distribution of the measurement error, εt . The particle filter 
approximates the conditional densities in Eq. (5.1) by a ‘swarm’ of discrete samples: 

P(yt |yt−1, θ) � 1 

B 

B∑

j=1 

P(yt |x ( j ) t ) 

with B the number of particles. The particle filter is applied as an SMC algorithm 
over the length of the time series conducting the following sequence of operations: 

1. An initial swarm of particles {x ( j) 1 }, j = 1 , . . . ,  B is sampled from the stationary 
distribution of the latent variable xt . 

2. The likelihood for each particle is evaluated yielding P(y1|x ( j ) 1 ). 
3. Given the relative likelihoods particles are resampled using multinomial draws 

with weights w ( j) 1 = P(y1|x ( j ) 1 )∑B 
l=1 p(y1|x (l) 1 ) 

. 

4. The new set of particles is iterated from t = 1 to t = 2 using the process 
f (xt+1|xt ). 

5. The previous steps 2 through 4 are repeated for t = 2 to T . 

This algorithm provides not only an approximation to the likelihood of the entire 
sample, but it also acts as a filter for the hidden variables xt for which an estimate 
can be obtained for each time unit t at the end of step 2. 

The above particle filter provides an estimate of the likelihood given a certain set 
of parameters, θ. When embedding this approximation in a frequentist estimation of 
the parameters, one has to resort to optimization algorithms for non-smooth objective 
functions because of the discreteness of the particles. In a Bayesian MCMC estima-
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tion, the estimated likelihood of the initial parameter set and that of the new proposal 
would enter into the usual expression for the probability of acceptance of the new 
draw. As has been mentioned above, this PMCMC algorithm converges to the same 
posterior as MCMC with exact likelihoods (Andrieu et al. 2010), but practical appli-
cations might impose unbearable computational costs to obtain a sufficiently mixing 
Markov chain. 

As an alternative, one might explore to move from the prior to the posterior via 
a second SMC algorithm, now applied in the θ-dimension. To this end, we apply an 
example of a generic Sequential Monte Carlo sampler as formalized in Del Moral 
et al. (2006). 

The second sampler for the parameters of the model works in the following way: 

1. To initialize the algorithm at iteration τ = 1 an initial swarm of N particles for 
the parameters, {θ(k) 1 }, is sampled from the prior p(θ). 

2. The likelihood P(y1, ..., yT |θ(k) 1 ) = p(yT|θ(k) 1 ) is determined for all particles using 
the particle filter algorithm described above. 

3. Given the relative likelihoods particles are reweighted with weights w (k) 1 = 
p(yT|θ(k) 1 )∑N 

n=1 p(yT|θ(n) 1 ) 
. 

4. A new set of particles is generated from the previous distribution using multino-
mial draws with weights w (k) 1 and a transition kernel k1(θ∗|θ). 

5. For iterations τ ≥ 2, step 2 is repeated for all particles {θ(k) τ }. Given the likelihood 
P(yT | θ(k) τ ), particles are now resampled with weights: 

w 
(k) 
t = P(yT|θ(k) τ ) 

N∑
n=1 

P(yτ |θ(n) τ ) 
N∑
l=1 

w 
(l) 
τ −1kt (θ

(n) 
τ | θ(l) τ −1) 

. (5.1) 

With these new probabilities, the former step 4 is implemented drawing a new 
set of particles using multinomial draws with these weights and a transition ker-
nel kτ (θ

∗ | θ). 
The iterations are stopped once some termination criterion is fulfilled. The weights 

in Eq. 5.1 combine the usual relative likelihood with a term reflecting the genealogy 
of the particle from the previous set at iteration τ − 1 via the transition kernel. The 
above algorithm is a generic SMC algorithm that constitutes an example of the general 
framework developed by Del Moral et al. (2006). Given its construction principle, it 
should therefore converge to the posterior of the parameters given the observations. 
While the first round already samples from the posterior, the subsequent ones can be 
seen as local explorations of the discrete distribution of round one. These serve to 
correct for Monte Carlo errors and are repeated as long as it takes to reach a stationary 
regime.1 

1 Our setting, thus, corresponds to what is described as a ‘homogeneous sequence’ in Del Moral 
et al. ( 2006). The sequential Monte Carlo framework also encompasses other designs such as a non-
homogeneous procession towards the posterior as achieved by tempering to generate intermediate



64 T. Lux

For practical applications, a suitable stopping criterion has to be formulated. For 
this purpose, we conduct at every iteration a two-sample test comparing the joint 
distribution of the parameters and the likelihood between iteration τ − 1 and τ . If  
the test does not reject the null hypothesis that both are samples from the same 
underlying distribution at a certain confidence level, we terminate the second SMC 
algorithm. The test adopted for this purpose is the two-sample test of Baringhaus and 
Franz (2004) that is based on a comparison of the Euclidean distance of the points 
of the combined sample with those of the two individual samples. A confidence 
level of 95% is used, and upon termination, the last two samples are combined 
to approximate the posterior distribution (since the null of them sharing the same 
underlying distribution could not be rejected). 

If one would conceive as too high the computational demands of running as many 
iterations as needed for such convergence, one could impose a lower threshold for 
the required confidence level. It needs to be mentioned that the above approach is 
different from the SMC2 algorithm proposed by Chopin et al. (2013) which has an 
interlaced development of the sampling of particles representing the x-dimension 
and those representing the θ-dimension. In contrast, the SMC2 here consists of a 
particle filter used within every step of the second SMC approximation of the pos-
terior distribution (indeed, the particle filter is applied here to each particle in the 
θ-dimensions generated in the course of the second SMC application). Preliminary 
experiments with the SMC2 algorithm by Chopin et al. (2013) for the same test 
problem below did not show a clear advantage of one ore the other. 

5.3 Test Example 

Like in the previous applications of various SMC and MCMC algorithms to agent-
based models (Lux 2018, 2022) we use the model of Alfarano et al. (2008) as our test 
bed for the above estimation. This model appears well-suited fo this purpose because 
(i) it is a genuine agent-based model meaning that we simulate its artificial time series 
via an ensemble of autonomous (but simple) agents whose behavior defines the latent 
process and influences the dynamics of the observation process (financial returns), 
(ii) this model satisfies properly the definition of a state-space process albeit with a 
complex ABM setting for the latent variable(s). In contrast, many other similar ABMs 
are not state-space processes proper, but can be rather characterized as belonging to 
the more general class of dynamic models with latent states as they entail a feedback 
effect from the observations to the latent variables. 

The latent part of the model consists of an ensemble of Nc investors prone to 
changes between bullish and bearish sentiment. With sentiment being conceived as 
a binary variable, their changes of attitude are formalized by transition rates: 

distributions between the prior and the posterior (cf. Ogundijo and Wang 2017). Comparison of the 
efficiency of these alternatives is left for future research. 
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π+,t = a + bn+,t , 

π−,t = a + bn−,t 

with n+,t (n−,t ) the number of current members of the bullish (bearish) group, n+,t + 
n−,t = Nc, and the first transition rate capturing changes from “−“ to  “+“, and vice 
versa for the second. 

The overall sentiment at time t is defined as xt = n+,t−n−,t 

Nc 
just as one defines 

this measure in survey expectations among market participants. Asset returns rt are 
driven by both fundamentals and sentiment according to the following simple law of 
motion: 

rt = εt + xt − xt−1 

with εt ∼ N (0, σ2 
f ) the fundamental news. Any further parameters for the weights of 

both factor of influence have been suppressed since the three parameters a, b and σ f 
provide already for enough flexibility to capture many scenarios of different relative 
importance of fundamentals and sentiment. 

5.4 Monte Carlo Simulations 

We now provide an illustration of the performance of the above SMC-squared 
approach to Bayesian estimation of agent-based models. Our aim is to estimate 
the joint posterior distribution of the set of parameters θ = {a, b, σ f }. The length 
of our underlying time series is T = 2,000 integer observations extracted from con-
tinuous discrete event simulations of the model presented in Sect. 5.3. We use both 
B = 1,000 and N = 1,000 particles for the states and the parameters, respectively, and 
also compare this benchmark with simulations using only 520 particles for either 
the states or the parameters, or both. The computational demands of this method 
depend on the number of iterations required to activate the stopping criterion. As it 
turns out, the time to complete the simulations are still quite a bit higher than under a 
frequentist maximum likelihood estimation based on the particle filter (the first part 
of the present algorithm) together with a Nelder-Mead optimization. However, on 
the positive side, the computational demands are much lower than under a MCMC 
approach (Lux 2018, 2022) even though the latter has used adaptive adjustments of 
the transition kernel. One major advantage of the SMC-squared estimation is that it 
can be easily parallelized. In the results reported in Table 5.1, parallelization on forty 
cores has been used for the second SMC step for the parameter particles. 

Underlying parameters of the Monte Carlo simulations summarized in Table 5.1 
are: a = 0.0003, b = 0.0014, σ f = 0.03. Uniform priors have been used for all 
parameters with support [0, 0.005] for parameters a and b and [0, 0.5] for σ f . The  
transition kernel of the second SMC sampler for the parameters has been specified as 
a random walk kernel with covariance matrix equal to two times the covariance matrix 
of the previous sample of particles. Given the still relatively heavy computational
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Table 5.1 Statistics of posterior distribution 

B = 520, N = 520 B = 520, N = 1000 
Mean stdc Median Mean stdc Median 

a 0.884 0.557 0.639 0.674 0.300 0.599 

b 1.639 0.317 1.571 1.683 0.322 1.623 

σ f 31.278 2.104 31.039 30.632 1.610 30.542 

tsec 2,152 2,119 1,495 6,598 4,128 5,951 

iter. 9.85 11.51 6.50 14.85 10.11 13.00 

B = 1000, N = 520 B = 1000, N = 1000 
Mean stdc Median Mean stdc Median 

a 0.904 0.558 0.696 0.642 0.290 0.475 

b 1.580 0.236 1.622 1.555 0.174 1.562 

σ f 29.112 1.831 29.415 29.826 1.171 30.326 

tsec 5,080 3,662 3,978 17,546 13,990 12,144 

iter. 10.80 9.16 8.00 19.60 15.48 14.40 

Table 5.1: The table shows the mean estimates over 20 Monte Carlo runs of the SMC2 algorithm, 
i.e., the mean over the 20 runs of the mean of the posterior together with the standard error of these 
means across the 20 Monte Carlo runs, as well as the mean of the 20 medians of the same runs. Also 
shown are the statistics of the mean computation time in seconds (tsec) and the average number of 
iterations. The numbers of B and N have been chosen as multiples of 40 (the numbers of cores used 
in the parallel implementation of the algorithm). The parameters have been multiplied by 103 for 
better readability 

demands, only 20 simulations have been conducted. When comparing the results for 
the mean parameter estimates and their dispersion, we find that they compare well 
with the frequentist results reported in Lux (2018) for the same numbers T and B (N, 
of course, has no counterpart as it is replaced by optimization via the Nelder-Mead 
algorithm). The comparison shows that b is estimated with higher precision, which 
comes at the cost of a lower precision for parameter a. For the third parameter σ f , the  
present algorithm scores only slightly better. The results of Table 5.1 also highlight 
that a better approximation of the likelihood (higher B) is more important than a 
higher number of θ-particles, although increasing the latter also has a positive effect 
in our limited set of Monte Carlo simulations. The time needed for the Nelder-Mead 
optimization is only about 500 s per run with a standard deviation of only 50. In 
contrast, the present algorithm despite parallelization needs almost 35 times as long 
for convergence, and the dispersion of the computing time across different runs is 
much higher. Indeed, the number of iterations for convergence has been varying 
between 6 and 56. 

Figure 5.1 shows one typical example at the higher end (convergence at iteration 
50). Displayed are the means and the inner 95% quantiles as they develop over the 
iterations for the parameters and the likelihood. For the likelihood, the first two rounds 
have been skipped as they differ by orders of magnitudes from those observed from 
round 3 onward. There is one particular feature which is shared by all simulations: 
From the very broad prior the distribution shrinks to a very narrow one concentrated
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Fig. 5.1 Evolution of the mean and inner 95% quantile of the particles of the parameters and of 
the likelihood in one exemplary run of the SMC-squared algorithm. The broken lines indicate the 
‘true’ values of the parameters. Parameters have been multiplied by 103 for better readability 

on the vicinity of the ‘true’ values for b and σ f . This typically happens within the first 
4 to 5 rounds. Subsequently, the distribution becomes broader again, and exhibits 
very little changes of its shape, so that at some point between iteration 6 to 10, for 
the naked eye the variation appears less systematic. This also applies to parameter 
a although is does not display this non-monotonic behavior of the dispersion of the 
distribution. While it takes 50 periods in the present example until the two-sample 
test does not reject identity of the distribution of two subsequent samples any more, 
one might approximate the posterior already at an earlier step without too much loss 
of precision. Figure 5.2 provides a somewhat more complete image of the evolving 
distributions exhibiting their inter-quantile ranges and full extent from the minimum 
to the maximum values. The inspection shows that rejections before round 50 might 
mostly be due to fluctuations in the parameters a and b that show wide variation of 
their inter-quartile ranges.
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Fig. 5.2 Evolution of the distribution of the particles of the parameters and of the likelihood for 
the same exemplary run as depicted in Fig. 5.1. The boxplots show the inter-quartile range and the 
full width of the distributions 

5.5 Conclusion 

This Chapter has proposed an alternative to standard MCMC for Bayesian estima-
tion of agent-based models that have found to be extremely computation intensive 
and sometimes even unfeasible given usual computational resources, cf. Lux (2018, 
2022). The proposed SMC2 estimation combines an SMC sampler for the hidden 
states with another one working on the particles. 

In contrast to the well-known SMC2 algorithm of Chopin et al. (2013), the two 
parts are, however, not executed simultaneously, but the first one provides an approx-
imation to the likelihood function as an input for the second SMC sampler. A com-
parison between these different design principles would be an obvious task for future 
research. 

A small Monte Carlo exercise has shown that the means of the posteriors, and 
their dispersion compare well with the point estimates of a frequentist estimation 
with the same number of particles for the states. While the SMC2 approach is still 
more computation-intensive than frequentist estimation, it, of course, comes with 
the added benefit of a complete characterization os the posterior distribution of the 
parameters.
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Chapter 6 
Toward a General Model of Financial 
Markets 

Nihad Aliyev and Xue-Zhong He 

Abstract This paper discusses the idea of reconciling efficient market hypothesis 
and behavioral finance using the literature of decision theories and information sci-
ences. The focus is centered on the precision and reliability of information and the 
broad definition of rationality. The main thesis advanced is that the roots of behavioral 
anomalies are the imprecision and reliability of information. We propose a general 
framework that subsumes efficient and inefficient markets as special cases. We also 
show that the proposed framework helps to understand behavioral anomalies. 
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decide for or against the umbrella. If the barometer is high, but the clouds are black, 
it is not always rational that one should prevail over the other in our minds, or even 
that we should balance them, though it will be rational to allow caprice to determine 
us and to waste no time on the debate. 

Keynes (1921) “A Treatise on Probability” [p. 31]. 

6.1 Introduction 

Financial market participants face multiple dimensions of uncertainty about the fun-
damental values of securities and other market characteristics. To explain asset price 
movements without an obvious cause (e.g., external news), Romer (1993) mod-
els investors’ uncertainty about the quality of other investors’ information. More 
recently, Banerjee and Green (2015) show that uncertainty about the informative-
ness of other investors’ signals leads to a nonlinear price that reacts asymmetrically 
to news. Similarly, Aliyev et al. (2022) show that modeling uncertainty about the 
composition of traders and quality of traders’ information along with the fundamental 
values of securities generates a rich characterization of the dynamics of security prices 
in response to order flow and provides intuition about the prevalence of liquidity and 
price crashes. A common approach in modeling multi-dimensional uncertainty in 
these models is that uncertainty is quantified probabilistically and market partici-
pants make trading decisions based on expected utility theory of Von Neumann and 
Morgenstern (1944). 

Departing from the fully probabilistic characterization of uncertainty, Dow and 
Werlang (1992) model optimal investment decisions with expected utility under a 
non-additive probability measure (e.g., Schmeidler 1989), distinguishing between 
quantifiable “risks” and unknown “uncertainties”.1 Easley et al. (2013) investigate 
the effect of ambiguity about hedge fund investment strategies on asset prices and 
aggregate welfare. More recently, Aliyev and He (2022b) model price formation 
with ambiguous liquidity provision to explain sudden liquidity changes in financial 
markets and Aliyev and He (2022a) model ambiguity about the composition of 
traders. 

While these models provide useful characterizations of different dimensions of 
uncertainty in financial markets, they require some structure to obtain closed-form 
or numerical solutions. In this paper, we depart from the mainstream economic 
modeling approach and discuss the complexity of the real-world information and the

1 The idea of unknown uncertainty (ambiguity) dates back to Knight (1921) and Keynes (1921), 
where they distinguish between risk (when relative odds of the events are known) and uncertainty 
(when the degree of knowledge only allows the decision maker to work with estimates). Ells-
berg (1961) provides experimental evidence to the ideas of Knight and Keynes. The behavior of 
ambiguity-aversion has been popularized in the decision making context by Choquet expected util-
ity of Schmeidler (1989) and maxmin expected utility of Gilboa and Schmeidler (1989). Since then 
different approaches have been taken to model ambiguity (e.g., Bewley 2002; Klibanoff et al. 2005). 
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implications for financial markets. We discuss information in the broadest possible 
way that lends itself to possible quantitative scrutiny. Specifically, we use Zadeh 
(2011) classification—numerical, interval-valued, second-order uncertain, fuzzy and 
Z information—based on the reliability and precision of information. 

We argue that individuals are subjectively rational if they apply correct decision 
technique to each class of information separately rather than defining rationality 
based on only one decision technique such as the standard expected utility theory. The 
general framework that we propose contains multiple decision theories corresponding 
to each class of information. Using two of the decision theories in our framework, 
we rationalize buying insurance (choosing certainty in preference to uncertainty) and 
lottery tickets (choosing uncertainty in preference to certainty) simultaneously and 
equity premium puzzle (difference between the average equity and bond returns). 

Consequently, our thesis is that efficient market hypothesis and behavioral finance 
become special cases of this framework with the specificity and reliability of informa-
tion connecting them. When information is precise and reliable, we expect everyone 
to act rationally, whereas when information becomes imprecise and unreliable, we 
expect the opinions to diverge and create a room for irrationality. Put differently, 
when information is imprecise and unreliable, the environment becomes too com-
plex to be explained by the standard techniques and we refer behaviors that escape 
the standard techniques as irrationality. 

A general view of market efficiency that we present in this paper is different from 
the one presented by efficient market hypothesis and behavioral finance and subsumes 
both efficient and inefficient markets as its special cases. The beliefs represented by 
conceptually different theories at different information classes separately support 
efficient market hypothesis and behavioral finance. Thus, in our framework, efficient 
and inefficient markets have a certain degree of truthness depending on the prevalence 
of different information classes in financial markets. 

6.1.1 Efficient Market Hypothesis 

Efficient market hypothesis proposes that large price movements result from the 
arrival of new fundamental information into the market. This is first comprehen-
sively formalized in Osborne (1959) by making a number of assumptions. One of 
the underlying assumptions of Osborne’s world is the “logical decision”, meaning 
investors are assumed to form expectations probabilistically and choose the course 
of action with a higher expected value. That is to say, investors form objective prob-
abilities and make rational decisions as if they know each individual outcome. 

Another crucial assumption made by Osborne (1959) is an “independence of deci-
sions” in the sequence of transactions of a single stock which leads to independent, 
identically distributed successive price changes. This implies that changes in prices 
can only come from unexpected new information. In this setting, central limit the-
orem assures that price changes converge to a Gaussian distribution. The Gaussian
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distribution assumption is later generalized by Mandelbrot (1963) to stable Paretian 
distribution to account for the empirical evidence of leptokurtic distributions of price 
changes. 

Fama (1965) provides further empirical support for the stable Paretian distribu-
tion hypothesis. Fama (1965) also argues that an independence assumption may still 
hold due to the existence of sophisticated traders (the so-called smart money), even 
though the processes generating noise and new information are dependent. An inde-
pendence assumption is therefore consistent with efficient markets where prices at 
every point in time represent the best estimates of intrinsic values. The combination 
of independence and stable Paretian distribution allows Fama to argue that the actual 
prices adjust instantaneously to the changes in intrinsic value due to the discontinuous 
nature of the stable Paretian distribution. This version of efficient market hypothesis 
includes random walk theory as a special case. 

The first formal general economic argument of efficient markets is, however, 
given by Samuelson (1965) by focusing on the martingale property established by 
Bachelier (1900). Similar to the “logical decision” assumption of Osborne (1959), 
Samuelson (1965) also assumes that people in financial markets make full use of the 
past probability distribution. 

In summary, the proponents of this paradigm essentially argue the use of a prob-
ability calculus as a foundation of the economic analysis. This view also justified an 
application of probability based decision techniques to financial markets and became 
associated with the modern portfolio theory of Markowitz (1952a) and capital asset 
pricing model (CAPM) of Sharpe (1964), Lintner (1965) and Mossin (1966). 

6.1.2 Behavioral Finance 

The starting point of behavioral finance stands in sharp contradiction to the log-
ical decisions assumption of efficient market hypothesis in forming expectations. 
The early works of Kahneman and Tversky is a foundational block of this area of 
finance. In a series of experiments, they show that people use heuristic to decide 
under uncertainty and conjecture that the same heuristic plays an important role in 
the evaluation of uncertainty in real life. In their seminal paper, Kahneman and Tver-
sky (1979) present a critique of the expected utility theory and develop the prospect 
theory as an alternative. 

Inspired by Kahneman and Tversky’s works, Shiller (1979) shows that long-term 
interest rates are too volatile to be justified by rational models. Similarly, Thaler 
(1980) argues that consumers do not follow economic theory and proposes an alter-
native descriptive theory on the basis of the prospect theory. Shiller (1981) also argues 
that stock prices fluctuate too much to be justified by subsequent dividend changes. 

All of these findings sharply contradicted the efficient market hypothesis and 
shaped the emergence of a new field. Finally, Bondt and Thaler (1985) marked  
the birth of behavioral finance with empirical evidence of overreaction hypothesis
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suggested by the experimental psychology. Since then, the number and magnitude of 
anomalies noticed by researchers have increased (although some are the mere results 
of data dredging). 

The main arguments of behavioral finance are categorized by Shefrin (2000) as  
follows: 

• Financial practitioners commit errors due to relying on rules of thumb. 
• Frame of a decision problem influences financial practitioners’ decisions. 
• Heuristic-driven biases and framing effects lead the prices in financial markets to 
deviate from fundamental values. 

Overall, efficient market supporters criticize behavioral finance for not having 
any unifying principles to explain the origin of behavioral anomalies and behav-
ioral finance supporters criticize efficient market hypothesis for making unrealistic 
assumptions and systematic errors in predicting human behavior. In this paper, we 
examine the possibility of a general framework where both paradigms coexist. An 
exposition of a more general view of financial markets is the main purpose of this 
paper. 

The rest of the paper is organized as follows. Section 6.2 presents a general 
framework to define subjective rationality as a broad concept. Section 6.3 briefly 
reviews candidate decision theories to account for the subjectively rational behavior. 
In Sect. 6.4, we discuss “insurance and gambling” and “equity premium” puzzles. 
Section 6.5 presents a novel representation of market efficiency. Section 6.6 con-
cludes. Appendices include additional mathematical details of decision theories. 

6.2 Broad Concept of Subjective Rationality 

The main goal of this section is to answer a question of what is meant by “rational” 
behavior when the decision maker (DM) is confronted with different types of infor-
mation. The proposed framework is based on the premise that the correct decision 
method changes when the specificity and reliability of information change. 

We consider a subjective notion of rationality in the sense that the decision maker 
cannot be convinced that he is wrong. Gilboa, Maccheroni, Marinacci and Schmeidler 
(2010) show how the Knightian decision theory of Bewley (2002) and the maxmin 
expected utility (MEU) of Gilboa and Schmeidler (1989) are complementary to each 
other in terms of defining objective and subjective rationality. They argue that a 
choice is objectively rational if the DM can convince others that he is right in making 
the decision and subjectively rational if others cannot convince the DM that he is 
wrong in making the decision. 

The current interpretation of rationality in economics and finance relies heavily 
on the subjective expected utility (SEU) axioms of Savage (1954). Simply, the DM 
is rational if he follows axioms of SEU and irrational if he does not. This definition 
of rationality is too narrow to capture a real life decision situation. In addition, this 
definition contradicts what has been argued by many economists such as Keynes 
(1921), Knight (1921), Shackle (1949), Arrow (1951) to name a few.
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Specifically, Knight (1921) makes a clear distinction between risk (when relative 
odds of the events are known) and uncertainty (when the degree of knowledge only 
allows the DM to work with estimates). Arrow (1951) notes that descriptions of 
uncertain consequences can be classified into two major categories, those which use 
exclusively the language of probability distributions and those which call for some 
other principle. There is a need of another principle to be a supplement to a language 
of probability to better approximate a real life decision situation. The information 
that decisions are based on is not only uncertain in nature, but at the same time 
imprecise and partially true. Using only a probabilistic approach is not sufficient to 
treat uncertainty, imprecision and partial truthness of information adequately. 

One of the main arguments advanced in information science literature is that 
imprecision of the real life information is possibilistic rather than probabilistic in 
nature and a fuzzy set theory is a necessary mathematical tool to deal with the possi-
bilistic uncertainty (e.g., Zadeh 1978). While there has been substantial progress in 
modeling uncertainty probabilistically, economics as a discipline has been somewhat 
reluctant to account for the latter over the years. 

By adopting the concept of subjective rationality in Gilboa et al. 2010, we con-
sider a decision theoretic approach to discuss the right decision methods with different 
types of information. By classifying the problems according to the information types 
of a DM we find candidate decision theories to account for the subjective rationality. 
In that sense, irrationality in our context is a mismatch of the decision methodol-
ogy and the information environment. For example, an application of an objective 
probability-based decision method to the problem with objective probability distri-
bution is rational, while the same method is not avaliable in the situation where a DM 
has imprecise information. Thus, the expected utility theory (EUT) of Von Neumann 
and Morgenstern (1944) can be regarded as a right decision method in probability 
theory applicable circumstances as it builds upon objective probabilities. 

By generous stretch of imagination, we use a similar logic to determine the right 
decision methods for more general classes of information. The higher the generality 
of information and corresponding decision theories, the more financial phenomena 
we can explain that we otherwise label as paradoxes (anomalies). In our framework 
we follow Zadeh (2011) who outlines the following classification of information 
based on its generality. 

• Numerical Information (Ground Level—‘G’). This is single valued information 
with exact probability, e.g., there is 80% chance that there will be 3% growth in 
Australian economy next year. 

• Interval-valued Information (First Level—‘F’). This is the first order uncer-
tainty in which probability and value take intervals, e.g., there is 75–85% chance 
that there will be 2–3.5% growth in Australian economy next year. 

• Information with second-order uncertainty (Second Level—‘S’). This is par-
tially reliable information with sharp boundaries, e.g., there is 70–85% chance 
that there will be 1.5–3.5% growth in Australian economy next year and the lower 
probability of the given chances being reliable is 80%.
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• Fuzzy Information (Third Level—‘T’). This is the information with un-sharp 
boundaries, e.g., there will be a moderate growth in Australian economy next year. 

• Z-information and visual information (Z Level—‘Z’). This is partially reliable 
information with un-sharp boundaries and often in natural language, e.g., it seems 
likely that there will be a moderate growth in Australian economy next year. 

The distinction between these levels can be difficult. Sometimes we can think of 
one upper level as the same as one below. However, there is no doubt that the degree 
of informativeness or specificity of information diminishes as we move away from 
the ground level. The former implies the latter while it is not true for the reverse.2 We 
do not address when the information is sufficiently informative to serve a particular 
purpose. However, we approximate the definition of rationality in Table 6.1. Individ-
uals can be considered subjectively rational along the diagonal in this framework. 
That is, for each level of information class there is a decision theory (methodology) 
to account for the subjectively rational behavior. Following the representation in 
Table 6.1, we define subjective rationality as follows. 

Definition 1 A subjectively rational decision is consistent with different decision 
theories for different classes of information. 

The representation of subjectively rational behavior in Table 6.1 hides a philo-
sophical subtlety in itself. Philosophically, rationality is not a 0/1 property. One can 
therefore modify Table 6.1 to describe a degree of irrationality of the DM. For exam-
ple, an irrationality of applying decision theory 1 to interval-valued information and 
applying the same method to Z information should be different—the latter is more 
irrational than the former. One can consistently apply the same logic to the upper 
right triangle of Table 6.1. 

Note that, this is different from maximally rational, rational and minimally rational 
classification of Rubinstein (2001). What we have in mind is to set the maximum 
level as rational in the underlying information class and then reduce by one unit for 
each level of deviation from the underlying information class to describe the degree 
of irrationality. Also, we do not confine ourselves to only maxmin expected utility 
model in defining subjective rationality as proposed by Gilboa et al. 2010. This in turn 
enables us to differentiate irrationality of the decision maker. A changing degree of 
irrationality can provide a novel foundation on the theory of choice under uncertainty. 

Similarly, an application of the more general decision theory where the less general 
is sufficient to capture the given decision situation is an inefficient decision making. 
One can consistently apply this logic to the lower left triangle of Table 6.1. In terms  
of consistency of the framework, an application of the more general decision theory 
should give the same result as the less general one in the corresponding information 
class of the less general theory. Nevertheless, the latter provides computational ease 
and saves the decision maker from an inefficient decision making.

2 One can think of this generalization as a subsethood relation, G ⊆ F ⊆ S ⊆ T ⊆ Z , but not in 
a strict mathematical sense of subsethood since, for example, it is not obvious to see the relation 
between S and T. 
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Table 6.1 Subjective rationality This table defines subjective rationality as a correct method 
corresponding to each class of information. In this framework, there are five information classes 
and corresponding five decision theories to account for the subjectively rational behavior. The 
diagonals in the table correspond to subjectively rational decision-making. The upper part of the 
diagonal is irrational decision making and the lower part of the diagonal is inefficient decision 
making 

Information classes 

Method Numerical 
information 

Interval-
valued 
information 

Second-order 
uncertainty 

Fuzzy 
information 

Z information 

Decision 
theory 1 

Rational – – – – 

Decision 
theory 2 

– Rational – – – 

Decision 
theory 3 

– – Rational – – 

Decision 
theory 4 

– – Rational – 

Decision 
theory 5 

– – – – Rational 

In this framework, there are two fundamental reasons to move from one decision 
theory to another. First, a more general decision theory is needed if it solves at 
least one more paradox that the existing theory cannot solve. Second, the existing 
decision theory becomes inconvenient or excessively complex at some stage and 
it is desirable to move to a more convenient theory. The principle of replacing the 
existing decision theory with a more general decision theory is similar to the principle 
of requisite generalization in generalized information theory (GIT) (e.g., Klir 2005). 
A generalization is not optional, but requisite, imposed by the nature of the decision 
situation. 

6.3 Candidate Decision Theories 

In this section, we discuss candidates for the correct decision theories corresponding 
to five classes of information. To illustrate the differences of decision theories at dif-
ferent information classes, we consider a DM who chooses among three alternatives 
(bonds— f1, stocks— f2 and term deposit— f3) for a short-term investment plan.
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Table 6.2 Utilities of each act under different states of the economy This table shows the 
decision maker’s precise utilities of three alternatives (bonds— f1, stocks—  f2 and term deposit— 
f3) under four states of economy strong growth (s1), moderate growth (s2), stable economy (s3) 
and recession (s4) 

States of the economy 

Acts Strong growth 
(s1) 

Moderate growth 
(s2) 

Stable (s3) Recession (s4) 

Bonds ( f1) 15 9 8 4 

Stocks ( f2) 16 9 4 0 

Term deposit ( f3) 10 10 10 10 

6.3.1 Decision Theory 1 

Suppose, the DM evaluates each alternative under strong growth (s1), moderate 
growth (s2), stable economy (s3) and recession (s4). Table 6.2 shows the precise 
utilities under each state of the economy for different acts. 

The DM also has perfect information about the uncertainty of the states with the 
following (subjective) probabilities: P(s1) = 0.5, P(s2) = 0.3, P(s3) = 0.15, and 
hence, P(s4) = 0.05. Clearly, the information of the DM is numerical and he is in 
the province of probability theory. For this type of simplistic information, classical 
measure and integral are adequate tools to calculate expected utilities of each act. In 
this environment, the DM can easily determine his preferences as f1 > f2 > f3 by 
calculating expected utilities as 

U ( f1) = 11.6, U ( f2) = 11.3 and U ( f3) = 10. (6.1) 

In expected utility theory (EUT) of Von Neumann and Morgenstern (1944) and 
subjective expected utility (SEU) of Savage (1954), choice under uncertainty is per-
ceived as the maximization of the mathematical expectation of individual utilities 
with respect to (subjective) probabilities. If preferences of the DM coincide with 
what is suggested by EUT or SEU, then his action is perfectly justifiable and can 
be regarded as rational based on the proposed framework. The optimal choice for 
the DM is f1 (bonds). In what follows, we illustrate information classes where the 
classical tools are not directly applicable. 

6.3.2 Decision Theory 2 

Suppose, the DM still evaluates each alternative under strong growth (s1), moderate 
growth (s2), stable economy (s3) and recession (s4) and he notes the same utili-
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ties shown in Table 6.2. However, he now assigns the following subjective proba-
bility intervals: P(s1) = [0.4, 0.45], P(s2) = [0.3, 0.35], P(s3) = [0.15, 0.20], and 
hence, P(s4) = [0, 0.15]. 

The information of the DM now corresponds to the interval-valued information in 
Table 6.1.3 Given the set of states S and its power set F (S), let  I = {[l(si ), u(si )] |  
i ∈ N4} denote 4-tuples of probability intervals on si ∈ S, where l(si ) and u(si ) 
denote the lower and upper probability bounds of state i . Let  M denote a convex set 
of probability distribution functions p 

M = {p | l(si ) ≤ p(si ) ≤ u(si ), i ∈ N4, 
E 

si∈S 
p(si ) = 1}. (6.2) 

From the probability distributions in set M, the lower probability measure (lower 
prevision) is defined for all A ∈ F (S) as η(A) = infp∈M 

E 
xi∈A p(xi ). It follows  

from this definition that lower probabilities satisfy the conditions of capacities (i.e., 
monotone measures). Then, the lower probability measure η is 

η(A) = max 

⎧ 
⎨ 

⎩ 
E 

xi∈A 

l(xi ), 1 − 
E 

xi /∈A 

u(xi ) 

⎫ 
⎬ 

⎭ , ∀A ∈ F (S). (6.3) 

For clarity, let us exemplify, 

η 
({s1, s4}

) = max{l(s1) + l(s4), 1 − u(s2) − u(s3)} =  0.45, (6.4) 

η 
({s1, s3, s4}

) = max{l(s1) + l(s3) + l(s4), 1 − u(s2)} =  0.65, (6.5) 

and report the values of lower probability measure for all states in Table 6.3.4 

Based on the probability intervals, the DM can determine his preferences as f1 > 
f3 > f2 by first ordering utility values in a descending order and then aggregating 
utilities with the Choquet integral with respect to the lower probability measure η.5 

For a given alternative, the Choquet (expected) utility is computed as 

U ( fi ) = 
( 
u 
( 
( fi )(s1) 

) − u 
( 
( fi )(s2) 

)) 
η({s1}) 

+ 
( 
u 
( 
( fi )(s2) 

) − u 
( 
( fi )(s3) 

)) 
η({s1, s2})

3 For simplicity we assume that only his probability assessments take interval values. This can be 
extended to interval-valued utilities in the sense of Gul and Pesendorfer ( 2014). 
4 Note that, M is non-empty if and only if, 

E4 
i=1 l(si ) ≤ 1 and 

E4 
i=1 u(si ) ≥ 1. Also, Eq.  (6.3) 

is only applicable when I satisfies 
E 

j /=i l(s j ) + u(si ) ≤ 1 and 
E 

j /=i u(s j ) + l(si ) ≥ 1. These  

conditions are trivially satisfied when l(s4) = 1 − 
E3 

i=1 u(si ) and u(s4) = 1 − 
E3 

i=1 l(si ). 
5 Note that the use of lower probability measure is implicitly justified with an ambiguity-aversion.
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Table 6.3 Lower probability measures for all states This table shows the lower probabil-
ity measures of all states in the economy. We compute the lower probability measure follow-
ing Eq. (6.3) using interval probabilities of the DM as P(s1) = [0.4, 0.45], P(s2) = [0.3, 0.35], 
P(s3) = [0.15, 0.20] and P(s4) = [0, 0.15] 

States 

Lower 
probability 

{s1} {s2} {s3} {s4} {s1, s2} 

η(A) 0.4 0.3 0.15 0 0.7 

{s1, s3} {s1, s4} {s2, s3} {s2, s4} {s3, s4} 
η( A) 0.55 0.45 0.45 0.35 0.20 

{s1, s2, s3} {s1, s2, s4} {s1, s3, s4} {s2, s3, s4} {S} 

η( A) 0.85 0.80 0.65 0.55 1 

+ 
(( 

u( fi )(s3) 
) − u 

( 
( fi )(s4) 

)) 
η({s1, s2, s3}) 

+ u 
( 
( fi )(s4) 

) 
η(S), (6.6) 

given that u 
( 
( fi )(s1) 

) ≥ u 
( 
( fi )(s2) 

) ≥ u 
( 
( fi )(s3) 

) ≥ u 
( 
( fi )(s4) 

) 
.6 Following the 

same steps for f1, f2 and f3, we obtain the expected utilities of each alternative 
as 

U ( f1) = 10.5, U ( f2) = 9.7 and U ( f3) = 10, (6.7) 

leading to the preference order of f1 > f3 > f2. 
Due to the imprecise nature of probability intervals, the classical measure and 

integral become deficient to directly determine the optimal choice. Therefore, we 
first determine the convex set of probability distribution functions from the given 
intervals and calculate the lower envelope of this closed convex set as a lower proba-
bility measure. As this lower probability measure satisfies the conditions of Choquet 
capacities (or non-additive probabilites), the Choquet integral becomes the right tool 
to determine the expected utilities of each act. This is the Choquet Expected Utility 
(CEU) proposed by Schmeidler (1989) using the notion of non-additive probabili-
ties.7 

6 The Choquet expectation is equivalent to adding the probability gap to the belief about the worst 
case scenario. 
7 With the convex capacities it is also well-known that CEU coincides with MEU under the assump-
tion of ambiguity-aversion (see Proposition 3 of Schmeidler ( 1986) for proof). A capacity η is convex 
for all events A, B ∈ F (S) if it satisfies η(A ∪ B) + η( A ∩ B) ≥ η(A) + η(B).
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6.3.3 Decision Theory 3 

Suppose the DM evaluates each alternative under S = {s1, s2, s3, s4} with the same 
precise utilities shown in Table 6.2. He also assigns the same interval probabil-
ities: P(s1) = [0.4, 0.45], P(s2) = [0.3, 0.35], P(s3) = [0.15, 0.20] and P(s4) = 
[0, 0.15]. This time a probability interval of [0.7, 0.8] is assigned to measure an 
imprecise degree of confidence of the assigned probabilities. The traditional meth-
ods are also incapable of solving this problem due to the probability intervals and 
the second-order uncertainty imposed by the reliability of the assigned probabili-
ties. There are two approaches to determine the optimal choice with second-order 
uncertain probabilities. 

Approach 1. A direct way to address the problem is to use the methodology of 
interval-valued information and use the reliability of the information as the accuracy 
of the choice. With this approach, the order of preference is as in decision theory 2 
( f1 > f3 > f2) with an accuracy of [0.7, 0.8]. 

To see the merit of this approach, consider the following illustration by Shafer 
(1987). Suppose, we have asked Fred if the streets outside are slippery. He replies 
“Yes” and we know that 80% of the time he speaks truthfully and 20% of the time 
he speaks carelessly, saying whatever comes into his mind. With 

p1 = “the streets are slippery”, (6.8) 

p2 = “the streets are not slippery” (6.9) 

propositions, Shafer derives a belief of 0.8 in proposition {p1} and 0.2 in {p1, p2}. 
If we don’t have additional information, we should not allocate the remaining 0.2 

between p1 and p2. In our example, the Shafer’s illustration suggests that there are 
[0.7, 0.8] units of evidence supporting f1 > f3 > f2, and [0.2, 0.3] units of evidence 
supporting all other combinations of preference order. In line with Shafer’s example, 
with this approach, the utility of each alternative is 

U ( f1) = 10.5, U ( f2) = 9.7 and U ( f3) = 10 (6.10) 

with the reliability (confidence) of [0.7, 0.8]. 
Approach 2. It also seems that the reliability of information and the ambiguity 
attitude of the DM are related to each other. It seems reasonable to assume that 
there is an inverse relationship between reliability and ambiguity-aversion. As the 
information gets more and more unreliable the DM becomes more ambiguity averse. 
In that sense, ambiguity-aversion α is a function of the reliability of information 
α = ψ(r , ̄r ), where r and r̄ denote the lower and upper reliability of information. We 
cannot determine what confidence function (ψ) would account for rational behavior. 
This is similar to the problem of which utility function makes the most sense. In that 
sense, any confidence function leading to ambiguity-aversion would suffice for our 
purposes. Suppose,
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ψ(r ) = 1 − 
( 
r + r̄ 
2 

) 
. (6.11) 

Then, ambiguity-aversion, α, equals 0.25 and an application of α-MEU in the sense 
of Ghirardato et al. (2004) 

U ( fi ) = α min 
P∈M 

{ 

S 
u( fi (S))dP  + (1 − α) max 

P∈M 

{ 

S 
u( fi (S))dP, (6.12) 

results in 
U ( f1) = 11.25, U ( f2) = 10.79 and U ( f3) = 10, (6.13) 

which leads to the preference order of f1 > f2 > f3.8 

6.3.4 Decision Theory 4 

Now consider the DM who notes the following trends under S = {s̃1, s̃2, s̃3, s̃4}. 
(i) f̃1 will yield high income under s̃1, medium income under s̃2, less than medium 

income under s̃3 and small income under s̃4; 
(ii) f̃2 will yield very high income under s̃1, medium income under s̃2, small income 

under s̃3 and a notable loss under s̃4; 
(iii) f̃3 will yield approximately the same medium income in all 4 fuzzy states of 

economy. 

The possible set of states for the risk attitude of DM is H = {h1, h2}, where h1 and 
h2 (non-fuzzy in this example) stands for risk-aversion and risk-seeking, respectively. 
The DM also has information that s̃1 will take place with a medium probability, s̃2 
will take place with a less than medium probability, s̃3 with a small probability and 
s̃4 with a very small probability.9 The probability of the DM’s risk-aversion is known 
to be about 70% and he is assumed to be risk-seeking when he is not risk-averse. 

Approach 1. The first approach to make decision with fuzzy information is to com-
pute a fuzzy-number-valued lower prevision and use the Choquet integral with respect 
to the computed lower prevision to calculate the total utility values of each act. This 
is essentially a generalized version of Choquet expected utility (CEU) of Schmeidler 
(1989) and the argument advanced by Aliev et al. 2012. Appendix A provides the 
details of formal mathematical treatment of fuzzy information. 

8 Instead, one can also consider the smooth decision making model of Klibanoff, Marinacci and 
Mukerji ( 2005), 

U ( fi ) = Eμ[φ 
( 
Eπ 

( 
u(·) ))], (6.14) 

when an objective probability measure π and its subjective relevance μ are precise. However, if the 
uncertainties are imprecise in both, first and second order, one is left to use some imagination to 
solve similar problems.
9 We use the notation of superimposed tilde for fuzzy values.
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Approach 2. The second approach is more behavioral in nature. Because of captur-
ing interaction among behavioral determinants to account for the fundamental level 
dependence of human behavior, behavioral decision-making with combined states 
under imperfect information (BDM) of Aliev et al. (2013) is another candidate to 
determine the optimal choice with this information class. BDM captures an inter-
action among factors induced by the fuzzy environment. In Appendix B, we apply 
BDM to decision making under fuzzy information and obtain the preference order 
as f̃2 > f̃1 > f̃3. 

6.3.5 Decision Theory 5 

Now suppose the DM evaluates the same alternatives under the same economic 
conditions S = {s̃1, s̃2, s̃3, s̃4} and his information is the same as the one outlined in 
decision theory 4. This time, he has a degree of reliability (expressed in a natural 
language) of the given information. Specifically, he is very sure about the outcomes 
of his three actions and he is sure about his probability assessment. 

At this information class, the DM has imprecise and at the same time partially true 
information (Z-information). Following the arguments set forth in decision theory 3, 
there are also two approaches of solving the optimal solution with Z infomation. 

Approach 1. The first approach is to use BDM and interpret the reliability of the 
given information as the accuracy of the preference order. The argument of decision 
theory 3 with the illustration of Shafer (1987) applies with the same logic. With this 
approach, the resulting preference order is f̃2 > f̃1 > f̃3/sure. 

Approach 2: The second approach uses the concept of Z-number suggested by 
Zadeh (2011). Formally, a Z-number is defined as an ordered pair Ẑ = ( Ã, B̃) of 
fuzzy numbers to describe a value of a variable. Here, Ã is an imprecise constraint 
on values of the variable and B̃ is an imprecise estimation of reliability of Ã. We  
refer to Aliev et al. (2015) for the arithmetic of Z-numbers and to Aliev et al. 2016 
for the general theory of decisions (GTD). The GTD uses the idea of combined states 
argument of BDM and develops a unified decision model which subsumes most of 
the well-known decision theories as its special cases. 

6.4 Paradoxes and Rationality 

In modern economics literature, there is a lot of evidence contradicting the preference 
of Savage’s axioms as well as the theory itself as a valid representation of rational-
ity. The evidence ranges from Ellsberg (1961) to Kahneman and Tversky (1979). 
However, over the years, the compiled evidence is regarded as an irrationality of 
economic agents while Savage’s axioms retained its normative ground in economics 
and finance. Hence, different paradigms such as efficient market hypothesis and
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behavioral finance are formed. An approach on the basis of imprecision and reliabil-
ity of information enables us to judge when a subjectively rational belief obeys the 
probability calculus and when it is less structured. 

This type of rationality is not the first time introduced to the economics and 
finance literature. For example, the response of Thaler (1980) to Friedman and Savage 
(1948) expert billiard player analogy essentially suggests that acting on the basis of 
prospect theory may sometimes be judged as rational. The flopping of a fish analogy 
of Lo (2004) suggests that the same motion (flopping) makes a fish rational in one 
environment (underwater) and makes it irrational in another environment (dry land). 
Our analysis reveals the information-based picture of these environments. We next 
revise two of the existing well-known paradoxes of behavioral finance. 

6.4.1 Insurance and Gambling 

Buying both insurance and lottery tickets is a norm rather than an exception and it is 
hard to reconcile with classical rational decision making. Buying insurance means a 
DM chooses a certainty in preference to uncertainty, whereas buying a lottery ticket 
suggests choosing uncertainty in preference to certainty. To see how insurance and 
gambling can be rationalized by BDM, consider the following example. 

Alice considers to buy fire insurance for her house. She notes a small loss (insur-
ance premium) under s̃1 (no fire) and a very large gain under s̃2 (fire) if she buys 
the insurance ( f̃1). She also notes a very large loss under s̃2, while nothing happens 
under s̃1 if she does not buy the insurance ( f̃2). Fire occurrs with a very small prob-
ability, P̃(s̃2). Table 6.4 summarizes the gains and losses of Alice under different 
states. 

Alice also considers to buy a lottery ticket in the hope of winning the mega jackpot. 
As illustrated in Table 6.5, she notes a very small loss (ticket price) under s̃ '

1 (not 
win) and a very large gain under s̃ '

2 (win) if she buys a ticket ( f̃ '1). She feels nothing 
if she does not buy a ticket ( f̃ '2). Probability of winning P̃(s̃ '

2) is very small. The  
probability of her risk-aversion P̃(h1) is 70% and she is known to be risk-seeking 
(h2) when she is not risk-averse. 

Friedman and Savage (1948) suggest an S-shaped utility function to rationalize 
this behavior and the approach is criticized by Markowitz (1952b). The value function 

Table 6.4 Gains or losses under different states of buying and not buying fire insurance This 
table shows the gains or losses of buying ( f̃1) and not buying ( f̃2) fire insurance under different 
states (no fire—s̃1 and fire—s̃2) 

No fire—s̃1 Fire—s̃2 

Buy— f̃1 Small loss Very large gain 

Not buy— f̃2 No loss/gain Very large loss
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Table 6.5 Gains or losses under different states of buying and not buying lottery ticket This 
table shows the gains or losses of buying ( f̃1) and not buying ( f̃2) a lottery ticket under different 
states (no win—s̃'

1 and win—s̃'
2) 

s̃'
1 (no win) s̃'

2 (win) 

f̃ '1 (buy) A very small loss A very large gain 

f̃ '2 (don’t buy) No loss/gain No loss/gain 

in BDM also follows from the Prospect Theory. Therefore, one can follow the steps 
of BDM outlined in Appendix B and verify that Alice should not be ashamed of 
buying both a lottery ticket and fire insurance at the same time. 

6.4.2 Equity Premium Puzzle 

The equity premium puzzle (first noted by Mehra and Prescott (1985)) refers to 
the large difference between the average equity returns and average returns of a 
fixed interest bearing bonds. To see how equity premium puzzle can be rationalized 
consider the following example. 

Bob is an (only) investor with an initial wealth of W0 who can invest in two assets, 
a risky stock with a price of p and an uncertain payoff Rs in state s ∈ S, and a bond 
with a unit price and a certain payoff R. Suppose he invests a units of stock and b units 
of bond. Further denote π(s) as an additive probability distribution over the state s. 
The end-of-period wealth is Ws = Rs · a + R · b. Using a budget constraint, W0 = 
p · a + b, we obtain the end-of-period wealth as Ws = R · W0 + [Rs − R · p] ·  a. 
First consider Bob as expected utility theory (EUT) maximizer as a benchmark case, 

U (W1, ..., Ws ) = 
E 

s∈S 
πs · u(Ws) = 

E 

s∈S 
πs · u(R · W0 + [Rs − R · p] ·  a). (6.15) 

Without loss of generality, for an equilibrium stock price of p0 with a total invest-
ment in stock, a > 0, and bonds, b = 0, Bob maximizes his total utility 

U '(a) = 
E 

s∈S 
πs · [Rs − R · p0] ·  u'(Rs · a) = 0. (6.16) 

The stock price p0 follows from the first order condition in Eq. (6.16) as  

p0 = 
E 

s∈S πs · Rs · u'(Rs · a) 
R · E 

s∈S πs · u'(Rs · a) 
. (6.17) 

The benchmark equity premium is thus given by
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τ ( p0) = 
E 

s∈S π(s) · Rs 

p0 · R . (6.18) 

Now suppose, preferences of Bob are represented by α-MEU in the sense of 
Ghirardato et al. (2004) as  

U (W1, ..., Ws ) = α · min{u(W1), ..., u(Ws )} +  (1 − α) · max{u(W1, ..., u(Ws )}, (6.19) 

where α denotes Bob’s ambiguity-aversion. Denote R̄ = max{R1, ..., Rs} and R = 
min{R1, ..., Rs}. Then, for a > 0, the total utility of investing in a amount of stock 
is 

U (a) = α · u(R · W0 + (R − R · p) · a) + (1 − α) · u(R · W0 + (R̄ − R · p) · a). (6.20) 

Similarly, without loss of generality, for an equilibrium stock price of p with a 
total investment in stock, a > 0, and bonds, b = 0, Bob maximizes his total utility 
as 

U '(a) = α · u'(R · a) · (R − R · p) + (1 − α) · u'(R̄ · a) · (R̄ − R · p) = 0. (6.21) 

The equilibrium stock price p follows from the first order condition in Eq. (6.21) as  

p = α · u'(R · a)R + (1 − α) · u'(R̄ · a)R̄ 

α · R[u'(R · a) − u'(R̄ · a)] +  u'(R̄ · a) · R . (6.22) 

The equity premium when Bob has α−MEU preferences is given by 

τ (p) = 
E 

s∈S π(s) · Rs 

p · R . (6.23) 

To compare the equity premium in the benchmark EUT case in Eq. (6.18) and the 
α−MEU case in Eq. (6.23), we first assume Bob is risk neutral (i.e., u'(·) = c). 

• Case 1 (a). The equity premium increases with the ambiguity aversion of the 
investor. 

It follows from Eqs. (6.18) and (6.23) that it is sufficient to show that the equilib-
rium stock price decreases with the ambiguity-aversion α due to an inverse relation-
ship between the equity premium and the stock price. For u'(·) = c, the equilibrium 
stock price in Eq. (6.22) reduces to 

p = 
α · (R − R̄) + R̄ 

R 
. (6.24) 

Since R < R̄, the equilibrium stock price will be lower and the equity premium will 
be higher the more ambiguity averse the investor is. 

• Case 1 (b). For α > 1/2, the equity premium τ (p) exceeds the benchmark τ (p0) 
when the expected return exceeds the average of the minimum and maximum 
returns, i.e.,
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( 
R + R̄ 

) 

2 
< Eπ[Rs]. (6.25) 

For u'(·) = c, the benchmark stock price in Eq. (6.17) reduces to 

p0 = 
E 

s∈S πs · Rs 

R
= 

Eπ[Rs] 
R 

. (6.26) 

Combining Eqs. (6.24) and (6.26) obtains 

p = p0 + 
1 

R 
· l α · R + (1 − α) · R̄ − Eπ[Rs]

L 
. (6.27) 

The necessary and sufficient condition for p < p0 and τ (p) >  τ (p0) follows from 
Eq. (6.27) as  

α · R + (1 − α) · R̄ < Eπ[Rs], (6.28) 

which reduces to ( 
R + R̄ 

) 

2 
< Eπ[Rs] (6.29) 

for α = 1/2. Since τ (p) increases in α (Case 1(a)), the condition must be true for 
α > 1/2. 

• Case 1 (c).  For α = 1 (full ambiguity-aversion), the equity premium with ambi-
guity τ ( p) always exceeds the benchmark τ (p0) 

It follows from Eq. (6.24) that for α = 1, 

p = 
R 

R 
< 

Eπ[Rs] 
R 

= p0, (6.30) 

leading to τ (p) >  τ (p0). 
We now consider the second case in which Bob is risk-averse with a strictly 

decreasing marginal utility function. Then, the following result is immediate. 

• Case 2. The equity premium τ (p) of a risk-averse (i.e., u'(·) <  0) and ambiguity-
averse (i.e., α = 1) investor exceeds the benchmark equity premium τ (p0) of a 
risk-averse investor. 

In this scenario, the benchmark stock price is given by Eq. (6.17). For the risk-
and ambiguity-averse investor with α = 1, however, the stock price is given by 

p = 
R 

R 
(6.31) 

Comparing Eqs. (6.17) and (6.31) obtains p0 > p, and therefore, τ (p) >  τ (p0) 
following
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E 
s∈S πs · Rs · u'(Rs · a)E 

s∈S πs · u'(Rs · a) 
> R. (6.32) 

With this example, we have only added an ambiguity attitude of the DM in the 
sense of Ghirardato et al. (2004) to his risk attitude and confirmed that ambiguity-
aversion requires an incremental equity premium. In this context, any pessimistic 
attitude adds an incremental requirement for the equity premium and completes the 
pieces of the puzzle.10 So deeply rooted is our commitment to EUT and SEU, that we 
regard such patterns as paradoxical or irrational. As we move away from the ground 
level of the information many of the paradoxes, it turns out, can be rationalized by 
more general decision theories. 

6.5 Fuzzy Representation of Market Efficiency 

The main difference between efficient market hypothesis and behavioral finance 
comes down to the difference between probability (classical set theory) and possi-
bility (fuzzy set theory). These theories are at the two extreme sides of Table 6.1. 
Probability calculus lies in the foundation of efficient markets, whereas fuzzy set 
theory lies in the foundation of behavioral finance.11 Since fuzzy sets are the gener-
alized version of classical sets, the concept of market efficiency is a fuzzy concept. 
In this section, we represent the market efficiency as a fuzzy concept. 

In essence, our argument thus far is that the room for behavioral finance increases 
as we move from left to right in Table 6.1. We summarise our arguments as follows. 

(i) Imprecision and reliability of information lead to different opinions. 
(ii) Imprecision and reliability of information lead to “behavioral biases” in finan-

cial decision-making. 
(iii) Imprecision and reliability of aggregate information in financial markets lead 

to more “behavioral anomalies” observed in the market. 

The first point is an economic primitive. The second point is a natural extension 
of the first point. The third point is the economy-wide aggregate of the second point. 
Note that our points are different from the argument of Friedman (1953) that in 
aggregate noise traders cancel each other. Here we do not conjecture the survival of 
noise traders in financial markets. We rather focus on the imprecise and unreliable 
information that is received by everyone and perceived differently.

10 The results of this simple example with a representative investor carry over to more general 
models of financial markets (e.g., Epstein and Schneider 2008; Ju and Miao 2012). These results 
are also consistent with liquidity dry-ups due to ambiguity premium on the bid-ask spread in Aliyev 
and He (2022b) and composition uncertainty premium in Aliyev and He (2022a) when traders are 
sufficiently uncertainty averse. 
11 Peters (1996) discusses how fuzzy membership functions can be used to understand some of the 
prominent behavioral biases. 
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These points are intuitive. When market participants receive fully-reliable simple 
numerical information (pure fact), then it seems reasonable to assume that there 
is homogeneous belief in the market. However, when the received information is 
fuzzy (e.g., medium growth) and partially true (e.g., sure), different perceptions of 
a natural language lead to different opinions, “behavioral biases”, and in aggregate, 
“behavioral anomalies”. In our framework with a concept of subjective rationality, 
we are not in favor of calling them as “biases” or “anomalies”. We argue that when 
information becomes imprecise and unreliable, behavioral factors become one’s only 
strength to play with (as noted by Keynes at the beginning quote of this paper). They 
are called biases and anomalies because it is extremely odd to explain them with the 
probabilistic calculus. 

These points also reveal a general view of market efficiency that is different from 
what is presented by the two main paradigms of finance. The beliefs represented by 
conceptually different theories at the two edges of the information classes separately 
support efficient market hypothesis and behavioral finance. Therefore, it seems to us 
efficient and inefficient markets supported by the fundamentally different beliefs have 
a certain degree of truthness depending on the dominance of different information 
classes in financial markets. 

Figure 6.1 graphically illustrates the degree of market efficiency corresponding 
to different price levels. In the figure, when asset prices vary between P1 and P4, 
efficient and inefficient (undervalued or overvalued) markets become special cases 

Price ( )

Efficiency ( )

1.0

0

∗

Undervalued
market line

Efficient
market line

Overvalued
market line

1 2 3 4
∗

Fig. 6.1 Fuzzy market efficiency This figure illustrates the degree of market efficiency. The dotted 
line is an undervalued market line, the solid line is an efficient market line and dashed line is an 
overvalued market line. When price P is less than P1 the degree of undervaluation is 1; when 
P1 < P < P2, the degree of undervaluation and the degree of efficiency are between 0 and 1. When 
P2 < P < P3, the degree of efficiency is 1. When P3 < P < P4, the degree of efficiency and the 
degree of overvaluation are between 0 and 1. When P > P4, the degree of overvaluation is 1
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of this framework without sharp boundaries. Specifically, Figure 6.1 subsumes 3 
specific fuzzy sets—undervalued market, efficient market and overvalued market— 
with the degree of membership to each set in the y axis and the price level on the x 
axis. When the asset price is less than P1 the degree of undervaluation (or membership 
to the undervaluation set) is 1; when P1 < P < P2, the degree of undervaluation and 
the degree of efficiency are between 0 and 1. When P2 < P < P3, the degree of 
efficiency is 1 and so on. 

There are two subtle reasons that this direction to be distinguished from both 
efficient markets and behavioral finance paradigms. First, the existence of efficient 
markets is not entirely excluded in this framework as in Grossman and Stiglitz (1980). 
This is also different from the current weak-form, semi-strong form and strong-form 
market efficiency concepts. Second, behavioral finance regards the probability based 
decision techniques as its superior, though the subjective rationality in our argument 
can take behavioral factors into account when the information that the decision is 
based on becomes imprecise and partially reliable. 

6.6 Conclusion 

The exposition of a more general view of financial markets in this paper shows how 
decision theory and information science literature can be used to better understand 
financial markets. We conclude with the following three remarks. 

(i) Classical probability theory favors efficient market hypothesis and rules out a 
possible room for behavioral finance. 

(ii) Individual behavioral “biases” and aggregate market “anomalies” mainly orig-
inate from the imprecision and reliability of information. 

(iii) Decision theories built on the foundations of capacities, bi-capacities, set of 
probabilities, and in a more general setting, fuzzy set theory can be used to 
complement the probability based decision theories to reconcile efficient market 
hypothesis and behavioral finance. 

Appendix A—Mathematical Preliminaries 

Capacities and Choquet Integral. Capacities replace the additivity requirement of 
classical measures with a less restrictive requirement of monotonicity. Let q be a 
universal set characterizing the states of nature and F (q) its non-empty power set 
with appropriate algebraic structure characterizing the events. A capacity is a real-
valued set function, η(A), defined on the set A of events F (q) that is normalized 
(η(∅) = 0, η(q) = 1) and monotonic (for all A, B in F(q), A ⊆ B ⇒ η(A) ≤ 
η(B)). Additional continuity conditions (below and above) are required when q 
is infinite. Suppose q = {ωi }n+1 

i=1 is finite. Without loss of generality we can rank
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a non-negative (utility) function f (ωk) on q as f (ω1) ≥ f (ω2) ≥ ... ≥ f (ωn) and 
f (ωn+1) = 0. Then, the expected value (i.e. Choquet integral) of f on q with respect 
to a capacity η is expressed as 

Eη[ f ] =  
nE 

k=1 

( f (ωk) − f (ωk+1))η({ω1, ω2, ..., ωk}). (A.1) 

The mathematical treatment of Choquet capacities can be found in Choquet (1955), 
Dempster (1967), Shafer (1976), and Schmeidler (1986, 1989). 

Bi-Capacities and Choquet-like Aggregation. Bi-capacities are natural generaliza-
tion of capacities in the context of decision-making where underlying scales are bipo-
lar as in the prospect theory. Let Q(q) := {(A, B) ∈ F (q) × F (q) | A ∩ B = ∅}  
denote the set of all pairs of disjoint sets. A bi-capacity is a real-valued set func-
tion, η(A, B), defined on Q(q) that is normalized (η(∅, ∅) = 0, η(q, ∅) = 1 = 
−η(∅,q)) and monotonic (for all A, B in Q(q), A ⊆ B ⇒ η(A, ·) ≤ η(B, ·) and 
η(·, A) ≥ η(·, B)).12 Suppose q = {ωi }n+1 

i=1 is finite. Without loss of generality we 
rank a real-valued function f (ωk) on q as | f (ω1)| ≥ |  f (ω2)| ≥  ... ≥ |  f (ωn)| and 
f (ωn+1) = 0. Then, the expected value (i.e., Choquet-like aggregation) of f on q 
with respect to a bi-capacity η is expressed as 

Eη[ f ] =  
nE 

k=1 

(| f (ω(k))| − |  f (ω(k+1))|
) 
η 
({ω(1), ...ω(k)} ∩  N +, {ω(1), ...ω(k)} ∩  N −

) 
, 

(A.2) 
where N + = {ω ∈ q | f (ω) ≥ 0} and N − = {ω ∈ q | f (ω) <  0}. 
Example A.1 Let q = {ω1, ω2, ω3} and the function f on q takes the values of 
f (ω1) = 4, f (ω2) = 3, and f (ω3) = −2. Then N + = {ω1, ω2}, N − = {ω3}, 

Eη[ f ] =(| f (ω1)| − |  f (ω2)|
) 
η({ω1}, {∅}) 

+ 
(| f (ω2)| − |  f (ω3)|

) 
η({ω1, ω2}, {∅}) + |  f (ω3)|η({ω1, ω2}, {ω3}) 

=η({ω1}, {∅}) + η({ω1, ω2}, {∅}) + 2η({ω1, ω2}, {ω3}). 

The mathematical treatment of bi-capacities and Choquet-like aggregation can be 
found in Grabisch and Labreuche (2005a, 2005b) and Labreuche and Grabisch 
(2006). 

Fuzzy Set Theory. The ideas of fuzzy sets and fuzzy logic date back to Black (1937) 
and it has been mathematically formalized by Zadeh (1965). The most common type

12 The same symbol, η, is used for both, capacities and bi-capacities. This should not create any 
notational confusion since η(·) is a capacity and η(·, ·) is a bi-capacity. A fuzzy version of a bi-
capacity η(·, ·) is further denoted by a superimposed tilde, η̃(·, ·). 
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of fuzzy sets is called standard fuzzy sets. Each of the standard fuzzy sets is uniquely 
defined by a membership function of the form μ ̃A : q → [0, 1], where q denotes a 
universal set and Ã is a fuzzy subset of q. Since a characteristic function of classical 
sets is a special case of a membership function of fuzzy sets, {0, 1} ⊆ [0, 1], fuzzy 
sets are considered a formal generalization of classical sets. 

The three basic operations on sets—complementation, intersection, and union— 
are not unique in fuzzy sets as they are in classical sets. The standard complement 
of a fuzzy set Ã is a fuzzy set Ãc with the membership function μ ̃Ac = 1 − μ ̃A. The  
standard intersection of two fuzzy sets Ã and B̃ is a fuzzy set with the membership 
function μ ̃A∩ B̃(ω) = min{μ ̃A(ω), μ ̃B (ω)} and the standard union of two fuzzy sets 
is also a fuzzy set with μ ̃A∪ B̃(ω) = max{μ ̃A(ω), μ ̃B (ω)}, where ω ∈ q (see Bellman 
and Giertz (1973) for axiomatization of these standard operations). In addition, a 
fuzzy set Ã is said to be a subset of fuzzy set B̃, Ã ⊆ B̃, if and only if μ ̃A(ω) ≤ μ ̃B (ω), 
∀ω ∈ q given that fuzzy sets Ã and B̃ are defined on q. 

One of the most important concepts of fuzzy sets is an α-cut of a fuzzy set which 
is one way of connecting fuzzy sets to classical sets. An α-cut of a fuzzy set Ã 
on q denoted as αA is a classical set that satisfies αA = {ω | μ ̃A(ω) ≥ α}, where 
α ∈ [0, 1]. A strong α-cut, denoted as α+A, is similar to the α-cut representation, 
α+A = {ω | μ ̃A(ω) >  α}, but with a stronger condition. 0+A and 1A are called support 
and core of a fuzzy set Ã, respectively. When the core of a fuzzy set Ã is not empty, 
1A /= ∅, Ã is called normal, otherwise it is called subnormal. A fuzzy set is convex 
if and only if all its α-cuts are convex sets as in the classical sense. 

Definition A.2 A fuzzy set Ã on R (a set of real numbers) is a fuzzy number if (i) 
Ã is a normal fuzzy set, (ii) αA is a closed interval for every α ∈ (0, 1] and (iii) the 
support of Ã is bounded. 

When fuzzy numbers are used to formulate linguistic concepts such as very small, 
small, and so on, the final constructs are called linguistic variables. 

Definition A.3 Let En be a space of all fuzzy subsets of Rn consisting of fuzzy sets 
which are normal, fuzzy convex, upper semi-continuous with compact support. A 
fuzzy function is a mapping from universal set q to En , f̃ : q → En . 

Definition A.4 Let Ã, B̃ ∈ En . If there exists C̃ ∈ En such that Ã = B̃ + C̃ , then C̃ 
is called a Hukuhara difference (−h) of Ã and B̃. 

Example A.2 Let Ã and B̃ be triangular fuzzy sets Ã = (5, 7, 9) and B̃ = (1, 2, 3). 
Then, Ã −h B̃ = (5, 7, 9) − (1, 2, 3) = (5 − 1, 7 − 2, 9 − 3) = (4, 5, 6). Hence, B̃ + 
( Ã −h B̃) = (1, 2, 3) + (4, 5, 6) = (5, 7, 9) = Ã. 

Definition A.5 Given a fuzzy number Ã on q, absolute value | Ã| is defined as 

μ| Ã|(ω) = 

{ 
max 

( 
μ ̃A(ω), μ− Ã(ω)) for ω ∈ R+, 

0 for  ω ∈ R−. 
(A.3)
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Table 6.6 Fuzzy outcomes of each act under different states This table shows the precisiated 
gains or losses of bonds— f̃1 (high income under s̃1, medium income under s̃2, less than medium 
income under s̃3 and small income under s̃4), stocks— f̃2 (very high income under s̃1, medium  
income under s̃2, small income under s̃3 and a notable loss under s̃4), and term deposit— f̃3 (the 
same medium income in all 4 fuzzy states of economy) 

States of the economy 

Acts Strong growth 
(s1) 

Moderate growth 
(s2) 

Stable (s3) Recession (s4) 

Bonds ( f̃1) (8, 11, 14) (5, 8, 11) (3, 6, 9) (1, 3, 5) 
Stocks ( f̃2) (11, 15, 19) (5, 8, 11) (1, 3, 5) (−3, −1.5, 0) 
Term deposit ( f̃3) (5, 8, 11) (5, 8, 11) (5, 8, 11) (5, 8, 11) 

Appendix B—Decision Theory 4 

In this Appendix, we solve the decision problem outlined in Section 3.4 using behav-
ioral decision-making with combined states under imperfect information (BDM) of 
Aliev et al. (2013). BDM combines fuzzy states of nature and fuzzy states of the 
decision maker as q = S × H (cartesian product of S and H ) with the elements of 
ω̃ j i = (s̃i , h̃ j ) to account for the fundamental level dependence of S and H as shown 
by Kahneman and Tversky (1979). More precisely, Kahneman and Tversky (1979) 
show that a DM is risk-averse in the positive domain and risk-seeking in the negative 
domain. Neither classical measures nor capacities is adequate to capture the given 
imprecision induced by the natural language and the dependence of S and H . At this  
information class, among the fuzzy set of actions, A = {  ̃f ∈ A | f̃ : q → X} where 
X denotes a space of fuzzy outcomes, BDM determines an optimal action f̃ ∗ ∈ A as 
Ũ ( f̃ ∗) = max f̃ ∈A 

{ 
q Ũ ( f̃ ( ̃ω)) · d η̃(·, ·), implying that an overall utility of an action 

is determined by a fuzzy number valued bi-capacity based aggregation over space 
q. 

To solve the problem with BDM, suppose the outcomes at each fuzzy states of 
economy are represented by triangular fuzzy numbers given in Table 6.6. In other 
words, the fuzzy numbers in Table 6.6 are precisiated forms of the given linguistic 
outcomes. 

Then we assign fuzzy utilities ũ( f̃k( ̃ω j i )) (utility of action f̃k under state of econ-
omy s̃i when the DM’s own state is h j ) by applying a technique of value function of 
Tversky and Kahneman (1992) as  

ũ( f̃k( ̃ω1 
i )) = 

{ 
( f̃k(s̃i ))α when f̃k(s̃i ) ≥ 0, 
−λ(− f̃k(s̃i ))β when f̃k(s̃i ) <  0; (B.1) 

ũ( f̃k( ̃ω2 
i )) = 

{ 
( f̃k(s̃i ))β when f̃k(s̃i ) ≥ 0, 
−λ(− f̃k(s̃i ))α when f̃k(s̃i ) <  0; (B.2)
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Table 6.7 Fuzzy utilities under different states of economy and decision maker This table 
shows the absolute value of the utility of an action f̃k under state of economy s̃i when the DM’s 
own state is h j using Eqs. (B.1) and  (B.2) with α = 0.88, β = 1.25 and λ = 2.25. The utilities of 
each action under different combined states are reported in a descending order 

ũ( f̃1( ̃ω2 
1 )) ≈ (13, 20, 27) ũ( f̃1( ̃ω2 

2 )) ≈ (7, 13, 20) ũ( f̃1( ̃ω2 
3 )) ≈ (4, 9, 16) 

ũ( f̃1( ̃ω1 
1 )) ≈ (6, 8, 10) ũ( f̃1( ̃ω1 

2 )) ≈ (4, 6, 8) ũ( f̃1( ̃ω1 
3 )) ≈ (3, 5, 7) 

ũ( f̃1( ̃ω2 
4 )) ≈ (1, 4, 7) ũ( f̃1( ̃ω1 

4 )) ≈ (1, 3, 4) 
ũ( f̃2( ̃ω2 

1 )) ≈ (20, 30, 40) ũ( f̃2( ̃ω2 
2 )) ≈ (7, 13, 20) ũ( f̃2( ̃ω1 

1 )) ≈ (8, 11, 13) 
ũ( f̃2( ̃ω1 

2 )) ≈ (4, 6, 8) |ũ( f̃2( ̃ω1 
4 ))| ≈  (0, 4, 9) ũ( f̃2( ̃ω2 

3 )) ≈ (1, 4, 7) 
|ũ( f̃2( ̃ω2 

4 ))| ≈  (0, 3, 6) ũ( f̃2( ̃ω1 
3 )) ≈ (1, 3, 4) 

ũ( f̃3( ̃ω2 
1 )) ≈ (7, 13, 20) ũ( f̃3( ̃ω2 

2 )) ≈ (7, 13, 20) ũ( f̃3( ̃ω2 
3 )) ≈ (7, 13, 20) 

ũ( f̃3( ̃ω2 
4 )) ≈ (7, 13, 20) ũ( f̃3( ̃ω1 

1 )) ≈ (4, 6, 8) ũ( f̃3( ̃ω1 
2 )) ≈ (4, 6, 8) 

ũ( f̃3( ̃ω1 
3 )) ≈ (4, 6, 8) ũ( f̃3( ̃ω1 

4 )) ≈ (4, 6, 8) 

where α = 0.88, β = 1.25 and λ = 2.25. For instance, 

ũ( f̃1( ̃ω1 
1)) = ( f̃1(s̃1))α = (80.88 , 110.88 , 140.88 ) ≈ (6, 8, 10), (B.3) 

ũ( f̃1( ̃ω2 
1)) = ( f̃1(s̃1))β = (81.25 , 111.25 , 141.25 ) ≈ (13, 20, 27). (B.4) 

Table 6.7 shows the absolute values of utilities in a descending order. 
After assigning fuzzy utilities to each act, the next step is to construct a fuzzy joint 

probability distribution (FJP) P̃ on q given the fuzzy marginal probabilities of S = 
{s̃1, s̃2, s̃3, s̃4} and H = {h1, h2}. With the given probabilities in natural language, we 
precisiate the fuzzy marginal probability distributions of S and H by the following 
triangular fuzzy numbers.13 

P̃(s̃1) = (0.45, 0.50, 0.55), P̃(s̃2) = (0.325, 0.35, 0.375), 
P̃(s̃3) = (0.1, 0.125, 0.15), P̃(s̃4) = (0, 0.025, 0.125) (computed), 

P̃(h1) = (0.65, 0.70, 0.75), P̃(h2) = (0.25, 0.30, 0.35) (computed). 

(B.5) 

Given the fuzzy marginal probability distributions of S and H , we obtain the FJP 
distribution on the base of positive and negative dependence concept of Wise and 
Henrion (1985).14 Formally, the FJP is obtained following

13 By convention, we precisiate (n − 1) of the given linguistic probabilities and compute the last 
one in order to add up total probabilities to 1. 
14 Given the numerical probabilities P( A) and P(B), the joint probability of A and B is P( A, B) = 
P( A) · P(B) if A and B are independent, P( A, B) = min 

( 
P( A), P(B) 

) 
if A and B are positively 

dependent, and P(A, B) = max 
( 
P(A) + P(B) − 1, 0 

) 
if A and B have negative dependence. Eqs. 

(B.6) and  (B.7) are the extensions of these formulations to fuzzy probabilities via α-cuts. 
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p̃(s̃i , h j ) = 
|| 

α∈[0,1] 
α 
l
α p1(si )

α p1(h j ), min 
(
α p2(si ), α p2(h j ) 

)L 
, (B.6) 

p̃(s̃i , h j ) = 
|| 

α∈[0,1] 
α 
l 
max 

(
α p1(si ) + α p1(h j ) − 1, 0 

) 
, α p2(si )

α p2(h j ) 
L 

(B.7) 

for positive and negative dependence, respectively. For f̃1 and f̃3, there are positive 
dependences between, (s̃1, h1), (s̃2, h1), (s̃3, h1), (s̃4, h1) and negative dependences 
between (s̃1, h2), (s̃2, h2), (s̃3, h2), (s̃4, h2). For  f̃2 there are positive dependences 
between, (s̃1, h1), (s̃2, h1), (s̃3, h1), (s̃4, h2) and negative dependences between 
(s̃1, h2), (s̃2, h2), (s̃3, h2), (s̃4, h1). This is because, according to Kahneman and 
Tversky (1979), people are risk-averse in the positive domain and risk-seeking in the 
negative domain. Then, we compute p̃(s̃1, h1) for f̃1, f̃2 and f̃3 given α = 0, 0.5, 1 
as 

l
0 p1(s̃1)

0 p1(h1), min 
(
0 p2(s̃1)

0 p2(h1) 
)L = [0.45 · 0.65, min(0.55, 0.75)] 

≈ [0.293, 0.55]; (B.8) 

l
.5 p1(s̃1)

.5 p1(h1), min 
(
.5 p2(s̃1)

.5 p2(h1) 
)L = [0.475 · 0.675, min(0.525, 0.725)] 

= [0.32, 0.525]; 
(B.9) 

l
1 p1(s̃1)

1 p1(h1), min 
(
1 p2(s̃1)

1 p2(h1) 
)L = [0.5 · 0.7, min(0.5, 0.7)] 

= [0.35, 0.5]. (B.10) 

Hence, p̃(s̃1, h1) can be approximated by (0.293, 0.35, 0.5, 0.55) trapezoidal 
fuzzy number. Following these steps, the FJPs of s̃i and h j for f̃1 and f̃3, respectively, 
are 

p̃(s̃1, h1) = (0.293, 0.35, 0.5, 0.55), p̃(s̃2, h1) = (0.211, 0.245, 0.350, 0.375), 
p̃(s̃3, h1) = (0.065, 0.088, 0.125, 0.15), p̃(s̃4, h1) = (0, 0.018, 0.025, 0.125), 

(B.11) 
p̃(s̃1, h2) = (0, 0, 0.150, 0.193), p̃(s̃2, h2) = (0, 0, 0.105, 0.131), 
p̃(s̃3, h2) = (0, 0, 0.038, 0.053), p̃(s̃4, h2) = (0, 0, 0.008, 0.044). 

(B.12) 

The FJPs for f̃2 are the same as f̃1 and f̃3 for all combinations except 

p̃(s̃4, h1) = (0, 0, 0.008, 0.044), p̃(s̃4, h2) = (0, 0.018, 0.025, 0.125), (B.13) 

due to an inverse relationship in s̃4. 
The next step is to construct a fuzzy valued bi-capacity η̃(·, ·) based on the 

obtained FJPs. A fuzzy valued bi-capacity is defined, η̃( Ã, B̃) = η̃( Ã) − η̃( B̃), 
as a difference of fuzzy-valued lower probabilities η̃( Ã) and η̃( B̃). Given a set
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q = {ω1 
1, ω2 

1, ω1 
2, ..., ω1 

4, ω2 
4} and its power set F (q), let  α I = {[αli ,α ui ] |  i ∈ N8} 

denote 8-tuples of probability intervals on ω j i ∈ q where αli and αui denote cor-
responding lower and upper bounds of α-cuts of the computed FJPs, respectively. 
Consistent with decision theories 2 and 3, let M̃ denote a set of fuzzy probabilities 
p̃ on F (q) satisfying 

M̃ = {  ̃p | α l(ω j i ) ≤ α p(ω j i ) ≤ α u(ω j i ), i ∈ N4, j ∈ N2, 
E 

ω j i ∈q 

p̃(ω j i ) = 1}. (B.14) 

From the fuzzy probabilities in set M̃, the lower probability measure is defined for 
all Ã ∈ F (q) as η̃( Ã) = inf p̃∈ M̃ 

E 
xi∈ Ã p̃(xi ). An  α-cut of a fuzzy lower probability 

measure, α η, are calculated as in decision theory 2. 

α η( Ã) = max 

⎧ 
⎨ 

⎩ 
E 

xi∈ Ã 

α l(xi ), 1 − 
E 

xi /∈ Ã 

α u(xi ) 

⎫ 
⎬ 

⎭ , ∀ Ã ∈ F (q). (B.15) 

For clarity, let us exemplify; 

α η( ̃ω2 
1) = max{α l( ̃ω2 

1), 1 − 
E 

i /=1, j /=2 

α u( ̃ω j i )} =  α l( ̃ω2 
1) = 0. (B.16) 

Hence, η( ̃ω2 
1) = (0, 0, 0). 

α η( ̃ω2 
1, ω̃

2 
2, ω̃

1 
1, ω̃

1 
2) = max 

{(
α l( ̃ω2 

1) + α l( ̃ω2 
2) + α l( ̃ω1 

1) + α l( ̃ω1 
2) 

) 
, 

( 
1 − α u( ̃ω1 

3) − α u( ̃ω2 
3) − α u( ̃ω1 

4) − α u( ̃ω2 
4) 

)} 

= 
( 
1 − α u( ̃ω1 

3) − α u( ̃ω2 
3) − α u( ̃ω1 

4) − α u( ̃ω2 
4) 

) = 0.629 + 0.176 · α. 
(B.17) 

Hence, η( ̃ω2 
1, ω̃2 

2, ω̃1 
1, ω̃1 

2) ≈ (0.63, 0.8, 0.8). Table 6.8 reports the values of capaci-
ties and bi-capacities for all states of f2. 

Finally, we calculate fuzzy overall utilities by a fuzzy-valued bi-capacity based 
aggregation over space q using generalized version of Choquet-like aggregation. 
For f̃2 the overall utilities are given by 

Ũ ( f̃2) =
(|ũ( f̃2( ̃ω2 

1))| −h |ũ( f̃2( ̃ω2 
2))|

)
η̃ 
({ω̃2 

1}, {∅}) 

+ 
(|ũ( f̃2( ̃ω2 

2))| −h |ũ( f̃2( ̃ω1 
1))|

)
η̃ 
({ω̃2 

1, ω̃
2 
2}, {∅}) 

+ 
(|ũ( f̃2( ̃ω1 

1))| −h |ũ( f̃2( ̃ω1 
2))|

)
η̃ 
({ω̃2 

1, ω̃2 
2, ω̃1 

1}, {∅}) 

+ 
(|ũ( f̃2( ̃ω1 

2))| −h |ũ( f̃2( ̃ω1 
4))|

)
η̃ 
({ω̃2 

1, ω̃
2 
2, ω̃

1 
1, ω̃

1 
2}, {∅}) 

+ 
(|ũ( f̃2( ̃ω1 

4))| −h |ũ( f̃2( ̃ω2 
3))|

)
η̃ 
({ω̃2 

1, ω̃
2 
2, ω̃

1 
1, ω̃

1 
2}, {ω̃1 

4}
)
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Table 6.8 Fuzzy-valued bi-capacities for f̃2 This table reports the fuzzy-valued bi-capacities for 
each combined state of f2. The first column shows the combined states, the second column shows 
the first element of the bi-capacity (η̃( A)), and the third column shows the second element of the 
bi-capacity (η̃(B)). The last column reports the bi-capacity of a combined state as the difference of 
the first and second element (η̃( A) − η̃(B)) 

A, B ⊂ q η̃(A) η̃(B) η̃(A, B) 
{ω̃2 

1}, {∅} (0, 0, 0) (0, 0, 0) (0, 0, 0)  

{ω̃2 
1 , ω̃

2 
2}, {∅} (0,0,0) (0,0,0) (0,0,0) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1}, {∅} (0.29, 0.45, 0.45) (0, 0, 0) (0.29, 0.45, 0.45) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1 , ω̃

1 
2}, {∅} (0.63, 0.8, 0.8) (0, 0, 0) (0.63, 0.8, 0.8) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1 , ω̃

1 
2}, {ω̃1 

4} (0.63, 0.8, 0.8) (0, 0, 0) (0.63, 0.8, 0.8) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1 , ω̃

1 
2 , ω̃

2 
3}, {ω̃1 

4} (0.68, 0.84, 0.84) (0, 0, 0) (0.68, 0.84, 0.84) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1 , ω̃

1 
2 , ω̃

2 
3}, {ω̃1 

4 , ω̃
2 
4} (0.68, 0.84, 0.84) (0, 0.02, 0.02) (0.68, 0.82, 0.82) 

{ω̃2 
1 , ω̃

2 
2 , ω̃

1 
1 , ω̃

1 
2 , ω̃

2 
3 , ω̃

1 
3}, {ω̃1 

4 , ω̃
2 
4} (0.83,0.97,0.97) (0, 0.02, 0.02) (0.83, 0.95, 0.95) 

+ 
(|ũ( f̃2( ̃ω2 

3))| −h |ũ( f̃2( ̃ω2 
4))|

)
η̃ 
({ω̃2 

1, ω̃
2 
2, ω̃

1 
1, ω̃

1 
2, ω̃

2 
3}, {ω̃1 

4}
) 

+ 
(|ũ( f̃2( ̃ω2 

4))| −h |ũ( f̃2( ̃ω1 
3))|

)
η̃ 
({ω̃2 

1, ω̃
2 
2, ω̃

1 
1, ω̃

1 
2, ω̃

2 
3, }, {ω̃1 

4, ω̃
2 
4}

) 

+ 
(|ũ( f̃2( ̃ω1 

3))|
)
η̃ 
({ω̃2 

1, ω̃
2 
2, ω̃

1 
1, ω̃

1 
2, ω̃

2 
3}, {ω̃1 

4, ω̃
2 
4}

) 

=(3.99, 7.49, 9.61) 
(B.18) 

where −h is a Hukuhara difference (see Appendix A). The values of utilities for other 
alternatives similarly follow as Ũ ( f̃1) = (4, 6.92, 8.91) and Ũ ( f̃3) = (4.12, 6.23, 
8.25). Finally, we rank these fuzzy numbers as f̃2 > f̃1 > f̃3. 
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Chapter 7 
Sand Castles and Financial Systems: 
A Sandpile Metaphor 

Francesco Luna 

Abstract Pooling financial resources will most likely reduce the number of financial 
distress episodes for individual institutions, but it may render the fewer crises signifi-
cantly more severe for the system as a whole. This simulation exercise is designed to 
support this commonsensical intuition. The question we ask here is whether there is 
a level of interconnection among financial institutions that will maximize the welfare 
of the system by minimizing the average loss per institution per period of time. The 
metaphor is that of the sand pile. Following a lead suggested by Scott Page many 
years ago, the question is reformulated to assess the effect of placing the falling sand 
grains (financial shocks) to the location in the pile that is less likely to collapse: 
the result is a “sand castle”. Is this construction advantageous for the system if the 
castle eventually collapses? Should the castle have some optimal structure? Does the 
optimal structure depend on the policy regime?. 

Keywords Networks · Financial systems ·Welfare losses · NPLs · Bankruptcies 

7.1 Prelude 

I met Professor Chen at UCLA when we both were studying to obtain our PhD in the 
department of economics. Like me, he was a member of the Vela Velupillai’s club. 
Only independent and original thinkers were welcome and Shu (as we all referred to 
Professor Chen at the time) was one of the most adventurous intellects in the group. I 
believe he was the one to introduce me to the concept of genetic algorithm applied to 
economics. By the time I had digested the idea and applied it myself to some highly 
non-linear landscape, he moved to genetic programming and left me behind forever.

The simulation code was written in python and the notebooks are available upon requests from the 
author. 
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Naturally, as all true adventurers, he was also very solidly rooted in tradition: 
he was the scout who led the group to one of the most authentic Chinese cuisine 
restaurants in Los Angeles. That is where the club’s members would convene for 
the most interesting and inspiring conversations after Professor Velupillai’s evening 
lectures. Discussions on coupled oscillators, Lorenz attractors, Turing machines, 
incompleteness, undecidability versus uncomputability, were all chewed up along 
superb mù xū ròu of the like I have never had again…and I am not only talking about 
the intellectual input. 

Shu’s smile and discreet sense of humor was proverbial. I will never forget when 
I eventually filed my dissertation and completed my Ph.D. He was among the first 
ones to reach out to me with his unmistakable warmth and wit. His message began: 
CongraDulations! So it is only fair now (and much more deserved) for me to join 
this group of friends, colleagues, former students, and fans to add my heart-felt 
“Congratulations” for such a brilliant, always engaged at the frontier, and extremely 
BUSY and TIRING career. Hence, Shu, let me wish you “all the Rest” for your future 
endeavors! 

7.2 Introduction 

One way to read the history of the legislation concerning the banking and financial 
system in the US could be the continuous attempt to reduce crises, but with the 
surprising effect of loosening the regulation originally designed to keep potential 
bankruptcies at the local level. The path seems to have been from free banking to 
central banking with the progressive imposition of the green back as the only legal 
currency, but also from very strict limitations on branching to open interstate banking. 
It is sufficient to recall that still in 1980 only the state of Maine allowed banks from 
other states to acquire Maine banks. It was only in 1994 with the Riegle-Neal Act that 
the McFadden Act (in effect since 1927!) was repealed. Of course, major financial 
crises occurred also during the McFadden act period, like the Savings and Loan crisis 
of the second half of the 80s and first half of the 90s. 

The advantages deriving from the pooling of resources and diversification of assets 
are the universal maxims for solid banking practices, but, still, the idea of keeping the 
financial business to a local level has its charm: a crisis would be necessarily smaller 
with a much reduced risk of systemic effects. Were the legislators of a hundred years 
ago so wrong? 

This paper is based on a metaphor: the sand pile. The simulations are built on 
a simplification of the original Abelian1 sandpile model. Although the idea was 
proposed in various contexts (see Holroyd et al 2008), the model is often referred 
to as the Bak–Tang–Wiesenfeld model (Bak et al. 1987) and proposes a dynamic

1 The name, as suggested by a reviewer, could be linked to the Norwegian mathematician Niels 
Henrik Abel probably for his work on group theory. So far, however, I must confess I have not been 
able to confirm this hypothesis. 



7 Sand Castles and Financial Systems: A Sandpile Metaphor 103

framework exhibiting self-organized criticality. It could be referred to as an example 
of catastrophe theory. 

However, I introduce a twist.2 A sand pile could be modeled to grow into a 
sandcastle if the grains of sand are added with care. Will the castle be able to endure 
more shocks than a simple sand dune? And when it collapses, will the slide be 
broader? Maybe wider than the sum of all the slides that would have occurred if the 
pile had not been tampered with? 

The results I will present are mostly qualitative, but calibration of various param-
eters and specific structures with weights assigned to links could be implemented to 
represent real financial sector networks. 

In short, what I find is that the financial system structure will adjust differently 
to optimize social welfare depending on the intermediate goals of the authority: try 
to avoid a crisis or strictly implement the laissez faire principle. The optimization 
process in such a non-linear landscape is performed in two different ways: with 
a genetic algorithm and with a purely random search. Although quite rough, the 
GA mechanism consistently leads to superior results translating into a significant 
reduction in public welfare loss.3 

7.3 The Model 

The model used for the simulations in this paper is a simplification of the original 
Abelian sandpile model. Although the idea was proposed in various contexts (see 
Holroyd et al 2008), the model is often referred to as the Bak–Tang–Wiesenfeld 
model (Bak, et al. 1987) and proposes a dynamic framework exhibiting self-organized 
criticality. For the purpose of this exercise, rather than operating in a two-dimensional 
grid, I set it up on a network or, more precisely, on a directed graph. 

I interpret the graph as a very simple financial system: each node is a deposit-
taking financial institution, a bank. At each point in time, a random number of shocks 
hit the system. These shocks are new non-performing loans (NPLs) and they are the 
equivalent of the grains of sand falling onto the pile. Each bank can count on a set 
of branches or associates and partners. Each bank can endure a certain amount of 
non-performing loans (NPLs). Following the sand pile metaphor, once the amount

2 I give the source of this “inspiration” in the next section as I cannot take all the blame or merit 
as the case may be. However, I now have learned thanks to a friendly reviewer, that such twist has 
been studied and classified in the combinatorics literature as “chip-firing games” on a graph. See 
for example Spencer (1986) and Bjorner et al. (1991) 
3 Since the purpose of this exercise was that of finding a possible link between the shape of the 
network and its performance, there is no formal investigation of the efficiency or effectiveness of 
the search algorithms employed. I have also considered another search mechanism, which I could 
call “gradient” as it looks for improvement by changing only one node. If the performance of this 
marginally modified graph is superior, the net becomes the basis for the next change and so on. I 
could not perfect the code for this algorithm, so the results are not reported here. 
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Fig. 7.1 Generic financial 
system as directed graph 

of NPLs has reached a particular threshold, a slide occurs: part of the NPLs are 
transferred to the bank’s associates (its “descendants” in the directed graph). 

For this exploration, I have fixed the dimension of the directed graph at 15 nodes 
and a typical network would look like the one depicted in Fig. 7.1. 

The graph is not fully connected: the number of directed links in and out of each 
node is randomly determined when the network is created. This implies that power 
relations are not symmetric and not necessarily each bank can “impose” to share a 
loss with its “ascendants”. In Fig. 7.1, the symmetric relations (when they exist) are 
represented by lines with arrow points at both extremes like the one linking node 6 
ad 11 (on the lower right corner). On the other hand, the link between 10 and 11 is 
only unidirectional: from 10 to 11. 

The directed network is built by generating an asymmetric square matrix (15 × 
15) with zeros along the diagonal (to avoid the paradox of a bank transferring a 
liability to itself). The following matrix lies behind the directed graph depicted in 
Fig. 7.1. It won’t be a surprise that such a representation is very convenient. It is the 
perfect set up to apply a simple genetic algorithm, that will split and recombine the 
sequence of zeros and ones… 

Hence, in Fig. 7.2, row n collects the “address” of all descendants of the nth node. 
The first row (indexed as zero in python), links node 0 to nodes 3, 4, 7, 8, 9, 12, and 14.

By construction, the threshold that will trigger an event (a slide) is set at 4 (this 
number seems very common among the simulations found on the web; see for 
example http://www.natureincode.com/code/various/sandpile.html). Each shock is 
unitary so a node (bank) that is hit by more than 4 shocks, will discharge exactly 4 
NPLs to its descendants in the network: its NPL stock will be reduced by 4 and the 
bank will be tagged as “under distress”.4 

If the node has exactly four connections (descendants), each of these will receive 
one NPL to be added to their existing stock. If there are more than 4 connections,

4 The status “under distress” will last for one day. Since the objective is to gauge the characteristics 
of a specific network, the same network will be used on each day in the life of a generation. The 
structure itself can be modified only across generations, as I will discuss later. 

http://www.natureincode.com/code/various/sandpile.html
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Fig. 7.2 Matrix representation of the financial system network

only four descendants will be chosen randomly to absorb the transfer. In both cases 
the “slide” is absorbed by the system and there is no explicit welfare loss. 

In other words, I interpret as welfare loss only those losses that cannot be absorbed 
by the network and thus explicitly fall on the public. Such an event will occur when 
a node does not have at least 4 descendants. This may happen by construction of 
the original network (remember that the links are random so it may well be that a 
node does not have 4 descendants) and also because a bank that has already passed 
its threshold and is tagged as under distress, is isolated from its ascendants: all 
“incoming links” are broken for that period. 

The simulations are organized on a set of 300 iterations (they could be interpreted 
as days) and the performance of the network is calculated at the end of the “year.” 
The performance focuses on three dimensions: (i) the average time (number of days) 
between crisis events, (ii) the average number of slides that characterize the crisis 
events, and (iii) the average welfare loss generated by each crisis event. A crisis event 
is one that causes a slide, but this may not translate into a public welfare loss if the 
slide is absorbed by the specific node’s descendants. 

7.4 Public Intervention 

In the late 90s as member of the Center for Computable Economics at UCLA, I 
was invited to participate in a research workshop at the Santa Fe’ Institute. In that 
occasion, I was exposed for the first time to the sand pile model by Scott Page. In his 
presentation, professor Page talked about a few experiments that his group had run 
on the sand pile model with the following twist: the sand grains, rather than falling 
randomly on the surface of the pile, were artificially addressed to the spot where



106 F. Luna

the probability of a slide was the smallest at that time. According to his account, 
the simulations showed that the slides were rarer, but more pronounced when they 
eventually occurred. 

That was the inspiration for the current exercise. The macroeconomic literature 
abounds of studies that assess the impact of financial crises and measure the cost of 
such crises well beyond the immediate cost born by the shareholders. Credit is often 
seen almost like a public good; hence, the perception is that financial institutions’ 
bankruptcies should be avoided whenever possible. This often requires the interven-
tion of some authority that, through moral suasion and sometimes explicit financial 
support, facilitate mergers, acquisitions and recapitalizations. 

In our set up, quite crudely, these actions can be represented by allocating financial 
shocks to the currently more robust nodes in the network. In this vein, the first set of 
simulations is designed both to check whether these interventions result in a reduction 
of the frequency of socially relevant crises and to identify possible side effects; in 
particular whether these rarer events are more costly. Over a longer period of time, 
the following exercise records the average time to a crisis, the average number of 
slides when the crisis hits (like in a domino effect), and the average cost incurred in a 
crisis. These series are collected under the two scenarios: with and without external 
intervention. The same set of shocks is imposed on a group of 50 randomly generated 
networks (Fig. 7.3).

According to these simulations, interventions as described above, reduced the 
frequency of crises, but the average cost of each of these rarer crises was higher. The 
conclusion is that interventions trying to reduce “localized” crises lead, on average, 
to a deeper social welfare per outcome. 

7.5 Structure and Performance of the Financial System 

This section focuses on the policy implications. The first lesson from the initial set 
of simulations seems to be: “do not tamper” with the unfettered functioning of the 
market. This “maxim” was certainly my prior and motivation to set up this model. 
However, by looking at the data with attention, I noticed a surprising result (for me, 
of course): the total social welfare cost imposed over the full period is smaller in 
the “managed” case (“tot Loss man” in the graph) (Fig. 7.4).

Apart from this surprising lesson, I intend to extract some further results that 
could be useful both in the case of a pure functioning of the market and in the case 
of well-meaning interventions. 

The driving idea is that, perhaps, the structure of the network could be a powerful 
indicator of its potential performance. If that is the case, then the analysis of the 
network characteristics could serve a double goal. First, it would allow the authority 
to assess how inherently prepared (robust) that very structure is to withstand shocks, 
to defuse crises locally, and to avoid large welfare losses. Second, it could suggest the 
authority the set of incentives to promote or, vice versa, to prevent the emergence of 
specific structures. The ultimate explicit goal is the minimization of welfare losses
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Fig. 7.3 Comparison of laissez faire and managed case
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Fig. 7.4 Total social welfare loss

imposed by financial shocks. However, as shown above, the correct behavior is 
debatable and competing “intermediate” goals could result in structures that are 
“riskier”: they could impose higher costs to the community. 

Clearly, to be able to assess the potential performance of a network and/or to 
improve upon the current state, it is necessary to identify the characteristics of the 
“champions”. That is, the structural features that have been consistently exhibited 
by the best performers and that can, hence, safely be employed as benchmarks. 

It may seem that the champions could be identified by considering all possible 
structures. Well, that is certainly feasible for rather small networks. As an example, I 
have constructed—and tested against the same set of shocks—all possible networks 
of size 4, that is, with 4 nodes. A simple calculation shows that a directed graph with 
4 nodes can be constructed in 212 possible ways (4096).5 

The equivalent calculation for the “toy model” of 
15 nodes I use in the rest of the paper gives 2210 or 
1,645,504,557,321,206,042,154,969,182,557,350,504,982,735,865,633,579,863, 
348,609,024. It is clear that a brute force solution to the optimization problem for an 
actual financial system is not a simple task. However, 15 may not be such a ridiculously 
small number. For example, in Rwanda there are 16 commercial banks and a number 
of microfinance institutions and rural savings and credit cooperatives. 

Back to the 4 node networks, I exposed each of them to the same set of 100 shocks 
and Fig. 7.5 represents the distribution of results in terms of average welfare loss.

The loss distribution in the two cases is quite interesting. In particular, the case of 
the managed allocation of shocks leads not only to a higher average for occurrence, 
but to a very volatile distribution. Furthermore, there is only one champion for the 
unmanaged case. It averages a loss of slightly over 3.5 units per crisis (which occurs 
on average every 2.37 “days”). On the other hand, there are 64 configurations that,

5 As mentioned above, links from and to the same node are excluded so there are 12 possible 
connections. Each of these can be in two directions, hence the total 212 
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Fig. 7.5 Average welfare loss. Four-node networks

under the managed shock strategy all lead to the minimum average loss of 7.1 units 
per crisis (on average after 4.84 “days” in all cases). 

A question arises when thinking of much higher network dimensions: how rugged 
is the performance landscape? How difficult would it be to identify (perhaps converge 
to) the optimum? Fig. 7.6 suggests that the landscape is highly nonlinear. Each 
network, represented by one point on the x axis, differs from its immediate neighbors 
only for one link.

Clearly the landscape is very rugged which implies that the optimization process 
(the search for the champions) is likely to get stuck in some local optimum, especially 
in the “managed” case where we see several large plateaus. 

I approach the optimization problem in the following way. I create a population of 
networks and expose them to the same set of shocks. At the end of this set, I identify 
the network that has had the best overall performance and generate a new population 
in two different ways. The first one employs a rather crude genetic algorithm (it 
exploits only cross over), the second one, instead, applies simple random changes to



110 F. Luna

3.00 

3.50 

4.00 

4.50 

5.00 

5.50 

6.00 

6.50 

7.00 

7.50 
1 

14
8 

29
5 

44
2 

58
9 

73
6 

88
3 

10
30

 
11

77
 

13
24

 
14

71
 

16
18

 
17

65
 

19
12

 
20

59
 

22
06

 
23

53
 

25
00

 
26

47
 

27
94

 
29

41
 

30
88

 
32

35
 

33
82

 
35

29
 

36
76

 
38

23
 

39
70

 

Landscape: Average loss 
Unmanaged 

6.00 

7.00 

8.00 

9.00 

10.00 

11.00 

12.00 

13.00 

14.00 

15.00 

1 
14

8 
29

5 
44

2 
58

9 
73

6 
88

3 
10

30
 

11
77

 
13

24
 

14
71

 
16

18
 

17
65

 
19

12
 

20
59

 
22

06
 

23
53

 
25

00
 

26
47

 
27

94
 

29
41

 
30

88
 

32
35

 
33

82
 

35
29

 
36

76
 

38
23

 
39

70
 

Landscape: Average loss 
Managed 

Fig. 7.6 Network landscape, 4 nodes

the original population (this could be interpreted as a rough mutation process). Both 
methods implement a search routine over a highly non-linear landscape.6 

Each generation—composed of 26 “individuals”—is exposed to the same set 
of shocks and the selection process is repeated 30 times (each producing a new 
generation). At the end of the overall exercise the characteristics of the best network of 
the first generation are compared with those of the best network of the last generation

6 If I had Professor Shu’s expertise, I could have set up a two-stage approach. The first would have 
been based on genetic programming to search for an effective combination of routines (i.e. the 
genetic algorithm I employ or the random exploration, or the “gradient” approach sketched above). 
The result would have been a routine to apply in the selection process of the “best” network. So, I 
see genetic programming as a way to select algorithms (using the genetic principle of the survival 
of the fittest), while a genetic algorithm is only one such an approach to select the solution. I am 
aware that the distinction is more semantic than substantial, as a referee pointed out. However, it 
requires a programming competence that I do not own. 
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that, in my set up, has necessarily exhibited an equal or better overall performance. 
I say “necessarily” because I am using one of the tricks employed in these sort 
of simulations: my generations maintain a “ratchet”; that is, the best performer of 
the current generation remains the incumbent champion in the following generations 
until a better performer emerges. Furthermore, to make sure the results do not depend 
on the specific set of shocks employed, I also repeat the full set of exercises with a 
different series of shocks.7 

The simulations with the same set of shocks and the same initial population are 
repeated under two different scenarios. In the first one, the shocks are assigned 
randomly to each node, while in the second case, the number of shocks per period is 
the same, but each new shock is assigned to one of the nodes with the least stock of 
NPLs. 

It is important to note that the number of networks tested in this exercise, a total 
of 780 (26 × 30), is only a minuscule portion of the whole universe of networks. 
This is clearly a limitation on the possibility of identifying the absolute optimum, 
but it should still give an indication of the characteristics that would accompany the 
better performers. 

The following series of pictures (Fig. 7.7) captures the starting and end value 
for several variables: (i) average time to crisis, (ii) average number of “slides” per 
crisis, (iii) average loss per crisis, (iv) total loss for the period considered, plus 
some structural features of the related networks: (v) size of the network, (vi) average 
clustering coefficient, and (vii) average minimum path of the network. All these data 
organized in a comparison between the “non managed” and “managed” case, using 
the GA or simple random search algorithms. There is also the special case called 
“moral hazard”, that I discuss in the next section.

This set of results seems to confirm that there is a direct relation between average 
time to crisis and the magnitude of the average crisis event. However, they also seem 
to indicate that for a rather long period considered, the average time to crisis and total 
loss incurred are inversely related: the more frequent the crises, the larger the total 
loss. As for the characteristics of the network that could help infer the frequency and 
magnitude of the crisis episodes, it looks like the more “connected” the network, the 
less frequent but deeper the crises. 

To support this anecdotical evidence, I have run a longer and more focused series 
of simulations. Considering only the genetic algorithm optimization method, I have 
performed three sets of 1000 simulations one each for the unmanaged, the managed, 
and the “moral hazard” case. Each one of the 1000 simulations starts with a different 
population and runs over 5 generations. The data of the champions at the end of each 
simulation give me 1000 observations for each approach. Figure 7.8 depicts the total 
loss distribution for each exercise.

It is clear that the “unmanaged” case—the pure laissez faire case—leads to the 
worst total loss performance. The managed case distribution does not even overlap

7 I am not testing the champion emerged from one set of shocks on another set because my intent 
here is not the search for some “global” optimum, but rather try to identify the typical characteristics 
that a good network should have. 
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Fig. 7.7 Comparison of pre and post optimization variables

with the unmanaged one indicating an obvious improvement. Quite interestingly, the 
Moral Hazard case stands somewhat in the middle. Its best performance at 2020 is 
the same as the best performance recorded in the managed case and the frequency 
of such a performance is even higher. On the negative side, the volatility of the 
results is larger with the upper tail overlapping with the unmanaged scenario’s results. 
However, considering that such a strategy is clearly the simplest to implement (once 
the authority has decided to get involved), the results are significant. 

Moving now to the analysis of the characteristics of the networks in relation with 
total welfare loss, we start by providing a few simple correlations coefficients.
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Fig. 7.8 Total loss distribution
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Correlation between 

Average time to crisis and total loss 

Unmanaged scenario Managed scenario Moral hazard 

–0.08 0.41 0.18 

Network size and total loss 

Unmanaged scenario Managed scenario Moral hazard 

–0.01 –0.01 0.02 

Average cluster coefficient and total loss 

Unmanaged scenario Managed scenario Moral hazard 

–0.006 0.005 0.009 

Average shortest path and total loss 

Unmanaged scenario Managed scenario Moral hazard 

–0.006 0.015 –0.013 

The chosen network characteristics offered only some weak qualitative indica-
tions of the desirability of particular structures: the magnitude of the correlation 
coefficients is in all cases quite small. The only exception is the correlation of the 
average time to crisis to total loss in the managed case scenario. There seems to 
be quite a strong direct relation: less frequent crises, not only will be more costly 
on average, but also will quite often lead to relatively larger total welfare losses in 
the period considered. However, the relation I had initially foreseen between size 
and total loss and network connectedness (as represented by the cluster coefficient 
and the average shortest path length) and total loss appears negligible after these 
simulations. 

Next, I performed two distinct econometric exercises, both employing OLS. In 
the first one total loss was the dependent variable, while in the second one I picked 
average loss. 

In the first case, total loss was regressed on size of the network, average cluster 
coefficient, and average minimum path length. The same regression was repeated 
for each of the regimes (laissez faire, managed, and moral hazard). Unfortunately, 
the results (in Annex 1) were not conclusive at all. The R squared for all regressions 
is extremely low and the only variable that is consistently significant at the 5% 
confidence level is the intercept! 

For the second8 experiment—with average loss as dependent variable—I pooled 
the data across the three “regimes” and ran instead three equations, one for each 
independent variable: average size, average cluster coefficient, and average minimum 
path. The results (in Annex 2) add an interesting twist to the analysis. The original 
purpose was to identify the characteristics that the network should have to guarantee 
the best results in terms of minimum welfare loss in case of a crisis. The results of 
this exercise suggest that the winning structure depends on the prevailing regime.

8 I thank my colleague Carlos de Resende for suggesting this approach, but do not hold him 
responsible for how I implemented it. 
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Not only the magnitude, but even the sign of the estimated parameter changes. So, 
for example, size plays a positive role in reducing the average loss in the laissez faire 
regime, but will increase the average loss in the moral hazard case. 

7.6 Conclusions and Further Research Plans 

The more general result obtained in this exercise is that the goal of welfare optimiza-
tion unencumbered by other objectives, will lead the system to settle on a structure 
where crisis events are more frequent with a smaller average loss. However, “tam-
pering” with the system so as to delay a crisis, leads to rarer, but, on average, more 
costly events. Surprisingly, the total cost (the sum of all costs caused by crises) 
during longer periods is, however, smaller for artificially obtained rarer events. The 
result would seem to suggest that the authority’s direct intervention on the normal 
functioning of the system would have beneficial effects on welfare in the long run. 

It is noteworthy that the magnitude of each rarer event is more uncertain. Hence, 
it requires larger provisions or more sophisticated insurance or hedging strategies. 
The longer intervals between crises, may also give the wrong incentive to myopic 
policy makers and lead to perverse behavior when combined with the election cycle. 

I also considered an extreme case, which I denominate of Moral Hazard. In  
this scenario, the optimization criterion was the maximization of the time between 
crisis events or, equivalently, the minimization of the number of crises per period of 
time. The ensuing increase in the average magnitude of each (rarer) event was not 
surprising, but what was unexpected is that the total loss imposed on the public was 
not the largest of all cases considered and that the total loss distribution was in large 
part better than in the pure Laissez Faire scenario. 

The attempt at inferring the potential performance of a network based on its 
inherent structural characteristics has led to some other unexpected results. The first 
one is that among the network characteristics I considered (size, clustering, minimum 
path) there does not seem to be one architecture that will always guarantee the best 
performance. Perhaps, the reason is that I have not yet identified this universally 
optimal feature. Or, as suggested in the second round of econometric analysis, the 
reason could be that the winning structure depends on the prevailing regime, so that 
features like size—that leads to a better performance in the laissez faire scenario— 
may be counterproductive in other regimes. 

In any case, the analysis and results have suggested a series of questions and several 
possible extensions. The first one, in search for the best universal structure, is to apply 
the same methodology to a network that is structurally similar to a real financial 
system. This clearly implies to build not only a directed graph, but also a weighted 
one to capture more precisely the ownership and control relations among financial 
institutions. Furthermore, as mentioned, there are many other ways to characterize a 
graph that may be relevant to our exercise.
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Annex 1 

1. Unmanaged case, OLS: Total loss on Network size, Average cluster coefficient, 
and Average Shortest Path. 

Summary output 

Regression statistics 

Multiple R 0.043607747 

R Square 0.001901636 

Adjusted R 
Square 

−0.001104685 

Standard 
Error 

6.280905725 

Observations 1000 

ANOVA 

df SS MS F Significance F 

Regression 3 74.86138181 24.95379394 0.632545885 0.594103519 

Residual 996 39,291.97762 39.44977673 

Total 999 39,366.839 

Coefficients Standard 
Error 

t Stat P-value Lower 95% Upper 95% 

Intercept 2103.071652 24.82160287 84.72747159 0 2054.363014 2151.78029 

Size −0.110851752 0.091947078 −1.205603862 0.228256602 −0.291283975 0.06958047 

Cluster 
coefficient 

2.014241673 10.70149477 0.188220591 0.850742072 −18.98582194 23.01430528 

Average min 
path 

−15.39680928 11.4159339 −1.348712197 0.177735998 −37.79885153 7.005232969 

2. Managed case, OLS: Total loss on Network size, Average cluster coefficient, and 
Average Shortest Path. 

Summary output 

Regression statistics 

Multiple R 0.043879967 

R Square 0.001925451 

Adjusted R 
Square 

−0.001080797 

Standard 
Error 

5.922861738 

Observations 1000

(continued)
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(continued)

ANOVA 

df SS MS F Significance F 

Regression 3 67.40500171 22.4683339 0.640483108 0.589057049 

Residual 996 34,939.97 35.08029116 

Total 999 35,007.375 

Coefficients Standard 
Error 

t Stat P-value Lower 95% Upper 95% 

Intercept 2027.507027 37.62180762 53.89180252 1.704E-297 1953.679924 2101.33413 

Size −0.074638441 0.125666276 −0.593941699 0.552685976 −0.321239485 0.171962603 

Cluster 
coefficient 

15.72815153 12.27210206 1.2816183783 0.200274822 −8.353991143 39.81029421 

Average min 
path 

2.289041938 17.99396398 0.127211655 0.898798558 −33.02138864 37.59947251 

3. Moral Hazard case, OLS: Total loss on Network size, Average cluster coefficient, 
and Average Shortest Path 

Summary output 

Regression statistics 

Multiple R 0.030871957 

R Square 0.000953078 

Adjusted R 
Square 

−0.0020561 

Standard 
Error 

9.706432875 

Observations 1000 

ANOVA 

df SS MS F Significance F 

Regression 3 89.52020912 29.84006971 0.316723671 0.81330085 

Residual 996 93,837.97979 94.21483915 

Total 999 93,927.5 

Coefficients Standard 
Error 

t Stat P-value Lower 95% Upper 95% 

Intercept 2000.366836 56.51876937 35.392996517 2.5369E-178 1889.457306 2111.276365 

Size 0.172853045 0.197381122 0.875732406 0.381386667 −0.21447753 0.56018362 

Cluster 
coefficient 

−9.719035892 17.20984962 −0.564736828 0.57237994 −43.49076073 24.05268894 

Average min 
path 

16.55980766 26.09108755 0.63469212 0.525774994 −34.64000226 67.75961759
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Annex 2 

Dependent Variable: AVELOSS 

Method: Least Squares 

Date: 08/04/21 Time: 16:20 

Sample: 1 3000 

Included observations: 3000 

Variable Coefficient Std. Error t-Statistic Prob 

C 23.3846 0.362415 64.52434 0 

D1*SIZE −0.121024 0.003463 −34.94762 0 

D2*SIZE 0.000234 0.003372 0.06947 0.9446 

D3*SIZE 0.13069 0.003526 37.0697 0 

R-squared 0.982774 Mean dependent var 23.6553 

Adjusted R-squared 0.982757 S.D. dependent var 10.80421 

S.E. of regression 1.418729 Akaike info criterion 3.538732 

Sum squared resid 6030.323 Schwarz criterion 3.546741 

Log likelihood −5304.098 Hannan-Quinn criter 3.541613 

F-statistic 56,976.59 Durbin-Watson stat 2.012221 

Prob (F-statistic) 0.000000 

Dependent Variable: AVELOSS 

Method: Least Squares 

Date: 08/04/21 Time: 16:27 

Sample: 1 3000 

Included observations: 3000 

Variable Coefficient Std. Error t-Statistic Prob 

C 23.66775 0.338299 69.96106 0.0000 

D1*AVECLUSTER −25.76301 0.674256 −38.20955 0.0000 

D2*AVECLUSTER −0.495191 0.663853 −0.745935 0.4558 

D3*AVECLUSTER 26.73404 0.688638 38.82163 0.0000 

R-squared 0.981835 Mean dependent var 23.65530 

Adjusted R-squared 0.981817 S.D. dependent var 10.80421 

S.E. of regression 1.456899 Akaike info criterion 3.591830 

Sum squared resid 6359.172 Schwarz criterion 3.599838 

Log likelihood −5383.745 Hannan-Quinn criter 3.594710 

F-statistic 53,978.54 Durbin-Watson stat 2.014832 

Prob(F-statistic) 0.000000



7 Sand Castles and Financial Systems: A Sandpile Metaphor 119

Dependent Variable: AVELOSS 

Method: Least Squares 

Date: 08/04/21 Time: 16:30 

Sample: 1 3000 

Included observations: 3000 

Variable Coefficient Std. Error t-Statistic Prob 

C 20.25031 0.715718 28.29369 0 

D1*AVEMINPATH −6.341986 0.472061 −13.43468 0 

D2*AVEMINPATH 2.124291 0.479343 4.431671 0 

D3*AVEMINPATH 10.92319 0.469567 23.26228 0 

R-squared 0.987362 Mean dependent var 23.6553 

Adjusted R-squared 0.98735 S.D. dependent var 10.80421 

S.E. of regression 1.215182 Akaike info criterion 3.228997 

Sum squared resid 4424.096 Schwarz criterion 3.237006 

Log likelihood −4839.496 Hannan-Quinn criter 3.231878 

F-statistic 78,025.27 Durbin-Watson stat 2.052057 

Prob(F-statistic) 0.000000 
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Chapter 8 
A Systematic Review of Investor 
Attention: Measurements, Implications, 
and Future Directions 

Dehua Shen and Chen Wang 

Abstract Investor attention refers to the limited attention that investors can devote 
to the information which might affect their investment decisions. Given attention is 
a scarce cognitive resource and individuals have limited capacity to process infor-
mation, existing studies have shown that the allocation of attention, which is caused 
by the attention-grabbing events, has impacts on financial market dynamics accord-
ingly. These attention-grabbing (or “stimuli”) events have also been adopted as indi-
rect proxies to measure investor attention in early studies. This study contributes 
to the literature on investor attention in explaining why and how investor attention 
matters, especially to investor behaviours and financial market dynamics. It also 
reviews the measurements of investor attention used in current literature as well as 
the corresponding limitations. Based on a systematic review of the existing liter-
ature, this paper envisages potential future directions for investor attention with a 
more comprehensive understanding of current studies. 

Keywords Investor attention ·Market dynamics · Rational inattention ·Market 
anomalies 

8.1 Introduction 

Attention is a scarce cognitive resource given the limited capacity in human cogni-
tive systems, and it is a selective process in which the organism controls for the 
choice of stimuli and then individual behaviour (Egeth and Kahneman 1973). A host 
of psychological research studies human attention on handling multiple perceptual 
tasks simultaneously, and many theorists establish the basic concepts that the central
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cognitive-processing capacity of human brains has limits (Pashler and Johnston 
1998). Incorporating the realistic constraint that individuals’ information-processing 
capacity is a limited resource, Sims (2003) builds a theoretical model of “rational 
inattention”. He applies the concept of channel capacity from information theory 
to study information-processing constraints in a dynamic programming problem. In 
this setting, attention allocation or information processing has an opportunity cost, 
and the rational inattention theory becomes the intuition for studies afterwards. 

It is therefore considered that attention to one task is a substitution for the attention 
to other tasks. This does not conflict with casual situations that people can watch a talk 
show while running on a treadmill, for instance, or simply talk over the smartphones 
while smoking and walking on the way back home. The difference here is between the 
simply perceptual analysis and the more central cognitive analysis involving memory 
retrieval and action planning required in multiple task operations (Peng and Xiong 
2006). Based on this insight of mental operations, psychologists describe human 
brains as single-processor computers with switching and buffering capabilities, and 
the efficiency of generating an output depends on the processing time of the task 
which the computer allocated to (Pashler and Johnston 1998). 

On the other hand, motivated by this psychological evidence, there are extensive 
studies examine the features of stimuli which attract investor attention (Odean 1998, 
1999; Barber and Odean 2008 etc.). There is a tremendous amount of information 
involved in our daily lives, whereas salient information is able to attract more atten-
tion. In natural environments, salient stimuli are introduced as the salience stands 
out from its backgrounds or environments which could attract more attention and 
provide more influence on behaviour (Shinoda et al. 2001). 

While in the context of financial markets, investors need to be selective both 
spatially and temporally in processing ever-growing amounts of information and 
make financial decisions. One of the first theoretical models for investor attention is 
advocated by Merton (1987) who incorporates the investor recognition hypothesis, 
assuming investors are only aware of a subset of available stocks in informationally 
incomplete markets. By analyzing market equilibrium and asset prices in this setting, 
he finds that stock price sometimes reacts to a widespread report containing all the 
substantive information which has already been announced previously. Typically, 
Huberman and Regev (2001) observe a representative example that a re-reporting 
article on the front page with “A special report” label on New York Times has made 
EntreMed (a small biotechnology company with the rights to commercialize in 
cancer-curing)’s stock price skyrocketed from 12 to as high as 85 before ending 
at around 52 on the first trading day after the release of the re-reporting article. 
However, this potential breakthrough in cancer research in Nature has already been 
reported by several popular newspapers (including New York Times over five months 
earlier). Adopting similar intuition, considering there are thousands of stocks in the 
market that are available for stock choices. Earlier scholars propose that it is atten-
tion, which takes the portfolio choice-set from several thousands of stock alternatives 
to a manageable number, and the final selection depends on investors’ preferences 
and beliefs within this range of choices (Odean 1999).
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Given investor attention a limited cognitive resource, a large number of studies 
have provided ample evidence showing that investor attention not only plays a crucial 
role in affecting investment decisions and other financial activities, but is also impor-
tant in understanding market dynamics and predicting companies’ future perfor-
mance. Thus, the main objective of this study is to review the existing literature on 
investor attention in explaining why and how investor attention matters, and how to 
measure attention. To answer these questions, this study is structured as follows (see 
Fig. 8.1): as shown in Fig. 8.1, firstly, we begin by identifying attention-grabbing 
events (or the features of “salience”) which could provide the first insight to investor 
attention. These events are consistent with indirect measures for attention in the 
next section. Secondly, we review the current indirect and direct proxies to measure 
investor attention, and the corresponding limitations in Sect. 8.3. Adopting these 
measurements for attention, the effects of investor attention/inattention on investor 
behaviour as well as financial market dynamics are examined in Sect. 8.4 to answer 
why and how attention matters. Then in Sect. 8.5, we provide some suggestions for 
future research in investor attention and conclude in the last section.

8.2 Attention-Grabbing Events 

Attention-grabbing events, such as significant growth in trading volume and extreme 
abnormal returns, refer to the events or shocks which could attract investor attention 
within the market. Given the limited attention investors can devote into investments, 
and their likelihood to invest in stocks which catch their attention, researchers have 
studied extensively on the attention-grabbing events, or the features of salient stimuli 
in different circumstances. 

In general, scholars try to observe the features of these “salience” and study 
investor behavior with different types of attention-grabbing events. Typically, 
attention-grabbing events can be classified as abnormal trading volume (Gervais 
et al. 2001; Barber and Odean 2008), extreme return (Koster et al. 2006; Seasholes 
and Wu 2007; Barber and Odean 2008; Yuan 2015; Gödker and Lukas 2019), adver-
tising (Grullon et al. 2004; Lou  2014; Madson and Niessner 2019; Focke et al. 2020), 
news and headlines (i.e. media coverage) (Barber and Loeffler 1993; Liang 1999; 
Barber and Odean 2008; Engelberg and Parsons 2011; Yuan 2015), etc. We will 
review these events separately in the following paragraphs. 

Firstly, abnormal trading volume is considered attention-grabbing. Since the 
trading volume of a stock largely depends on the number of traders, it is almost 
tautological that when more investors are actively trading a stock, more investors are 
paying attention to it (Barber and Odean 2008). According to Gervais et al. (2001), 
the visibility of stocks due to high trading volume would affect the demand and price 
of the stocks. 

Secondly, previous studies document abnormal return as one of the key events 
which could attract investor attention. The intuition is that when there is a significant 
move in price, it is likely that no matter what leads to price move also catch investors’
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attention (Barber and Odean 2008). To be specific, Seasholes and Wu (2007) observe 
the stock prices’ hitting of upper price limit in Shanghai Stock Exchange as an 
attention-induced event, and make individual investors become net buyers in the 
stock market. On the contrary, Yuan (2015) examines the record-breaking events 
of Dow index and Dow history high indicator, and find these events would attract 
market attention, whereas individual investors tend to trade more actively but sell 
their holding stocks dramatically and lower the market price levels. In line with 
Barber and Odean (2008)’s propositions, Koester et al. (2016) observe that when 
companies (especially the ones with optical future performances) desire for atten-
tion, or if the managers consider their stocks are neglected by market participants, 
extreme positive earnings surprise could be a successful method to attract investor 
attention with a significant increase in trading volume, the number of institutional 
investors, and analysts in the following three years. A recent study from Gödker and 
Lukas (2019) uses an incentivized eye-tracking laboratory experiment, as the asym-
metric mechanisms are associated with people’s visual attention patterns. Rather than 
extreme positive return, their experiment indicates that individual investors are more 
likely to purchase stocks with recent extreme negative returns. 

Another documented type of attention-induced events refers to advertising activ-
ities. At this point, Grullon et al. (2004) provide empirical evidence that companies 
with greater advertising expenditure can improve the overall visibility with investors, 
and therefore generate a larger number of both individual and institutional investors, 
and an increase in stock liquidity. Similarly, Lou (2014) analyzes the effect of compa-
nies’ annual advertising spending on investor attention and finds that companies 
ranking top of advertising expenditures outperform those in the bottom line within 
three years. More recently, Madson and Niessner (2019) use companies’ daily adver-
tising data to examine the spillover effects of advertising on investors’ attention in 
financial markets. Specifically, they find that print ads in business publications can 
trigger temporary spikes in investor attention, documenting that even frequent and 
repeated events which reveal little nonpublic information can also become investor 
attentive. Focke et al (2020) also find advertising positively affects investor attention, 
but has little impact on turnover and liquidity. Another study employs the corporate 
sponsorships of football bowl games as a natural experiment and finds that the spon-
sors’ stocks have attracted more investor attention (an increase in Google search 
volume of those stocks) (Mayer 2020). 

In regard to media coverage, with the same intuition as Barber and Odean (2008) 
who propose that companies covered in news and headlines are more likely to catch 
investors’ attention than those that are not, it has been widely studied that media 
coverage has a causal impact in financial markets (eg., Fang and Peress 2009, Engel-
berg and Parsons 2011; Madsen and Niessner 2019). Also, Yuan (2015) suggests that 
unlike professional investors, a large portion of individual investors are relatively less 
sophisticated, and they are considered relying more on media coverage because they 
have limited accessibilities to several information channels. They find stocks covered 
in the front-page articles could capture more attention and generate higher market 
returns in the following day. Another strand of studies focuses on expert stock recom-
mendations reported in the media. Although these recommendations rarely convey
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fresh information, they can sometimes play a role in bringing stocks into public 
sights. For example, Barber and Loeffler (1993) find that stocks recommended from 
1988 to 2000 in “dartboard column” of the Wall Street Journal garnered attention 
and experienced a double in trading volume on the two days following the publish-
ment. Liang (1999) also suggests a sharp increase in trading volume by examining 
the stocks which dartboard expert recommended from 1990 to 1994. 

8.3 Measurements of Investor Attention 

The main objective of this section is to review the common measurements (both 
indirect and direct) for investor attention. Measuring attention is a significant chal-
lenge since the inception of investigating investor attention. Some pioneer researchers 
resort to attention proxies as indirect measures which are closely related to investor 
attention, i.e., abnormal return, trading volume, media coverage and advertising. 
More recently, scholars also use direct measures such as Google search volume 
(SVI), Baidu Index, tweets and other direct proxies. 

8.3.1 Indirect Measures 

Asking hundreds and thousands of individual investors which stock or information 
they thought about or pay attention to in each and every past single day is considered 
an impossible task. As reviewed in Sect. 8.2, sufficient literature documents that 
investor attention is driven by attention-grabbing events such as excessive trading 
volume, abnormal returns, media coverage etc. Some of these events could both 
induce and follow excessive investor attention, and therefore become indirect proxies 
to measure investor attention. 

Firstly, extreme returns are considered as an indirect proxy for investor attention. 
Barber and Odean (2008) are one of the pioneers to study the observable measures of 
investor attention. With the belief that investors are likely to be aware of the stocks 
which have extreme one-day returns, they document extreme return as one of the three 
“imperfect but useful” proxies for investor attention. In order to measure attention, 
Barber and Odean (2008) sort the stocks’ daily return in the prior day into 10 deciles, 
and define extreme returns as the first decile (lowest returns) and last decile (highest 
return). In addition, Seasholes and Wu (2007) find a high proportion of purchases of 
stocks which hit upper price limit in Shanghai Stock Exchange are first-time buyers 
whose attention has been attracted by this event. Therefore, consistent with Barber 
and Odean’s (2008) theory, they also propose that the attention-grabbing events are 
the “salience” among all the information available in the market which could attract 
and become indirect proxies for investor attention. 

The second indirect proxy refers to trading volumes. Trading volume should be 
highly correlated with investor attention as active trading involves investors’ attention
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to process information and analyze asset fundamentals (Hou et al. 2009; Gervais  
et al. 2001). Barber and Odean (2008) believe that trading volume is an indicator of 
attention which the stock is received. They propose abnormal trading volume as an 
indirect proxy for investor attention and find it the best measure of attention among 
the three indirect proxies they examined. In that sense, the abnormal trading volume 
is defined as the dollar volume for the stock traded on the day as reported in daily 
stock return files of CRSP for NYSE, ASE and NASDAQ, divided by the average 
trading volume. Similarly, Hou et al. (2009) adopt trading volume, measured as the 
average monthly turnover over (i.e., number of shares traded in a mont/number of 
shares outstanding at the end of month) the previous year, as a proxy for attention 
in the cross-sectional analysis to test the impacts of investor attention on stock price 
dynamics. Loh (2010) also uses the stock turnover as a proxy to investor attention in 
studying investor inattention. 

Another strand of studies examines the relationship between investor attention and 
media coverage (news and headlines), and finds news and headlines as an indirect 
proxy for attention. Still, in order to test news coverage as an indirect proxy, Barber 
and Odean (2008) consider news associated with attention-grabbing events, and find 
that news is a primary mechanism for catching investors’ attention. Specifically, they 
use the daily news feed from Dow Jones News Service containing the ticker symbols 
of the firms in the news, and sort the dataset into the ones with news covered and 
the ones without mentioned in daily frequency. There are limitations to this proxy as 
it is difficult to measure e intensity or salience of news coverage accurately (Barber 
and Odean 2008). As mentioned before, Yuan (2015) adopt front-page news event, 
which is defined as the situation when front-page stories about the stock market 
movements show on both New York Times and Los Angeles Times, as one of the 
attention-grabbing events which could also measure investor attention. In order to 
analyze the effects of the location of a lead IPO underwriter in investment banking 
networks, Bajo et al. (2016) use a hand-collected data set of pre-IPO media coverage 
including headlines and articles to measure investor attention. 

In terms of advertising as an indirect proxy, besides attracting customers’ attention 
and promoting sales of products, advertising can also direct investors’ attention to the 
firm and trigger more possible trading of its stocks. Investors with higher attention 
to a firm are more likely to purchase its stocks. Based on this perception, scholars 
use advertising expenditure as the indirect proxy investor attention and indicate that 
a higher level of investor attention brings more following purchase decisions of the 
firms’ stocks (Grullon et al. 2004; Chemmanur and Yan 2019; Lou  2014) and greater 
abnormal stock returns (Lou 2014). It is also documented that advertising in sports 
games as recognizable (Fehle et al. 2005) or sponsored firms (Mayer 2020), which 
attracts more attention, generates significant positive abnormal return following the 
game. 

There are intrinsic limitations for the indirect measures reviewed above, as these 
proxies are primarily based on critical assumptions. For instance, as pointed out by 
Da et al. (2011), researchers often build theoretical models assuming that investors 
should have paid attention to the abnormal turnover, extreme return, advertising or 
media coverage of the stocks. However, investor attention also affected by other
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factors unrelated to investor attention such as macroeconomic environment (Engle 
and Rangel 2008), media coverage sometimes contains problems in independence 
(You et al. 2018) and local bias (Gurun and Butler 2012), and the release of news 
itself cannot guarantee the readiness by investors (see also Huberman and Regev 
(2001)’s vivid example). 

8.3.2 Direct Measures 

Comparing with indirect proxies with ex-post information, it is relatively difficult 
to adopt direct measures of investor attention in empirical studies, however, the 
advances in information technology and growing popularity of social media provide 
more opportunities for constructing more ex-ante proxies of measuring investor 
attention. 

When investors intend to search for useful information relevant to a stock, they 
are largely interested or paying attention to that stock (Da et al. 2011; Chen, 2017, 
etc.). In a relatively timely fashion, Da et al. (2011) introduce Google weekly Search 
Volume Index (SVI) as a direct measure of investor attention, and define the abnormal 
Search Volume Index (ASVI) of a stock as the (log) SVI during the current week 
minus the (log) median SVI during the previous eight weeks. They observe that 
SVI, capturing less sophisticated individual investors’ attention, is correlated with 
but different from existing measures of investor attention. Da et al. (2011) also find 
empirical evidence to support Barber and Odean’s (2008) price pressure hypothesis 
that an increase in ASVI indicates a price increase in the following two weeks and 
an eventual price reversal within a year. ASVI is also positively correlated with the 
large first-day returns and long-run underperformance of IPO stocks. 

Zhang et al. (2013) employ the search frequency of stock names in Baidu Index 
as the direct proxy for investor attention in China. Vlastakis and Markellos (2012) 
suggest SVI as a proxy for attention since it is also a proxy variable of information 
demand, and they observe a significant positive relationship between SVI and the past 
volatility and turnover of stock. After that, a strand of studies in the literature employs 
Google search data (or Google Trends) and Baidu Index to measure investor attention, 
and examine the dependence between attention and other financial information such 
as market volatility (Goddard et al. 2015; Dimpfl and Jank 2016), net-selling behavior 
(Chu et al. 2022), liquidity (Ding and Hou 2015) and returns of stocks (Da et al. 2011; 
Shen et al. 2017; Swamy and Dharani 2019; Li et al.  2021, etc.). 

Other searching activities related to individuals’ financial decisions have also 
been observed as direct proxies. For instance, Joseph et al. (2011) adopt online 
ticker searches to forecast abnormal stock returns and trading volumes, whereas the 
abnormal return and trading volumes are also indirect proxies for investor attention. 
Also, Mondria et al. (2010) use a new internet search query dataset from America 
Online (AOL) including over 21 million web searches by 657,426 customers as a 
direct measure for investor attention allocation, and they find empirical evidence of 
the two-way causality between investors’ attention allocation and home bias.
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There are also other direct measurements adopted by existing literature. More 
microscopically, Li et al. (2016) use asset-specific stock tweets containing more 
temporal information as a direct measure of investor attention, and sample from 
actual investors who regularly participate in the stock market. They quantify the 
“social power” of investor attention and find strong attention contagion effects in the 
current information environment. Moreover, Gargano and Rossi (2018) use investor 
web activities including the time spent on the research page of the brokerage account 
website, the number of web pages browsed and the number of logins to individual 
accounts to measure investor attention. In a similar vein, Focke et al. (2020) propose 
another measure of attention based on the daily number of page views of the firm’s 
Wikipedia page, considering its advantage in unambiguous identification of the firm, 
which could largely distinguish investor attention from consumer attention; and 
also advantage in easier comparison across firms and time. As for the cryptocur-
rency market, Shen et al. (2019) employ the number of tweets from Twitter as a 
direct measurement of attention of uninformed investor and find that the number 
of tweets is a significant driver of next day realized volatility and trading volume. 
More recently, Iliev et al. (2021) use investors’ views of proxy filings in EDGAR to 
measure investors’ attention to corporate governance, which could isolate attention 
from other financial and operating issues. 

On the other hand, there are also measures of institutional investors. For instance, 
having considered that direct investor attention measures such as google search 
activity and stock tweets capture mostly retail investor attention, Ben-Raphael et al. 
(2017) propose a novel direct proxy for institutional investor attention using daily 
search and readiness of news for specific stocks on Bloomberg. As there are almost 
80% users of Bloomberg terminals work in financial industries, they define abnormal 
institutional attention (AIA) as a dummy variable to reveal institutional investor atten-
tion. The construct of AIA makes it easier to compare institutional and individual 
investor attention in different settings. For example, Ben-Raphael et al. (2017) show  
that institutional attention responds more quickly to major news events and leads to 
more trading activities than individual investor attention. They also find that insti-
tutional attention facilitates permanent price adjustment, which is opposite to the 
price pressure effect (i.e., increase and following reversal in price) of retail investor 
attention to stock price (Barber and Odean 2008; Da et al.  2011 etc.). 

8.4 Investor Attention and Market Dynamics 

Based on the efficient market hypothesis (EMH), stock price should respond instanta-
neously to new information and therefore affect investment characteristics. However, 
in practice, absolute market efficiency can be hardly achieved because investors are 
unable to process every piece of information in a timely manner. Important infor-
mation is not fully incorporated into stock price until investors pay attention to it 
(Merton 1987; Huberman and Regev 2001). The attention-grabbing information can 
also improve market valuations by alleviating informational frictions (Merton 1987).
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Theoretical and empirical studies suggest that attention is one of the key determinants 
of the statics and dynamics of asset returns (Da et al. 2011; Andrei and Hasler 2015). 
There is a host of studies suggesting that how individuals allocate attention affects 
their investment behaviours and therefore has a series of economic consequences. 

8.4.1 Effects of Investor Attention 

There is ample evidence showing that investor attention plays a crucial role in 
affecting investor behaviour and therefore has accordingly impacts on financial 
market dynamics. As we will review in this section, the gathering of investor attention 
would generate more trading volume (Mayer 2020), realized volatility (Zhang et al. 
2021a), higher stock price (with reversal) (eg., Barber and Loeffler 1993; Seasholes 
and Wu 2007; Chen 2017; Gödker and Lukas 2019; Mayer 2020; Zhang et al. 2021b 
etc.), net buying behaviour (Odean 1999; Barber and Odean 2000, 2008), etc. 

Firstly, it is reasonably considered that investors cannot actively trade in the stock 
market with no attention paid to it. As reviewed in last section, abnormal trading 
volume has been defined as one of the attention-grabbing events. Conversely, when 
investor attention is higher, the abnormal trading volume would be more pronounced 
(Mayer 2020). 

Investor attention can also affect stock returns. As we have already discussed, 
stocks with extreme returns are relatively easier to attract investor attention no 
matter such returns are positive or negative. However, the literature documents that 
attention-driven purchases of stocks by individual investors often inflate stock price 
temporarily, but lead to lower subsequent returns or price reversals. There is a strand 
of studies examining the effect of investor attention generated by experts’ recom-
mendations on the price movements of stocks. Early in 1993, Barber and Loeffler 
find that the attention-driven purchases of stocks recommended by experts on the 
Wall Street Journal leads to an average positive abnormal return of 4 percent, and the 
price of these stocks partially reversed within 25 trading days. Wright (1994) also  
report similar findings with a 4.59% abnormal return in two days and a complete price 
reversal after 36 trading days. Moreover, Liang (1999) documents a 3.5% abnormal 
return within 2 days’ announcement window and a price reversal in 15 days. As one 
of the hot papers in this field, Barber and Odean (2008) propose the attention-induced 
price pressure hypothesis arguing that the net buying of attention-grabbing stocks 
can lead to over-reaction to information. Da et al. (2011) support this argument with 
the evidence that an increase in search frequency in Google (SVI) predicts higher 
stock prices in the two weeks but an eventual price reversal within the year. In a 
similar vein, Seasholes and Wu (2007) find individual investors in Shanghai Stock 
Exchange who buy stocks following attention-grabbing events lose 0.88% due to 
the price mean-revert over the next five days, whereas the stock prices embrace a 
transitory impact but reverse to pre-event levels within ten trading days. Quite the 
contrary, in a broader context, Chen (2017) explores the effects of investor attention 
on global stock returns, and finds an index returns decrease significantly following the
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increase of investor attention, and such negative effects of investor attention would 
be enhanced in the market with positive sentiments. Gargano and Rossi (2018) also  
find that attention is positively related to the future performance of the stocks (up to 
4 months). 

Thirdly, the gathering of investor attention can lead to the buy-sell imbalance. 
There are thousands of alternatives available in the stock market. Unlike profes-
sionals, most individual investors face search problem in stock selection. They have 
less time and resources to monitor and evaluate a wide range of stocks. Based on this 
concept, behavioral theories indicate that attention-grabbing events help to narrow 
the range of individual stock selections to a “consideration set” (Odean 1999). As 
most individual investors devote only limited attention with holding of three or four 
stocks to their portfolio. This makes the effects of investor attention weaker in selling 
decisions as the number of stocks holding in the portfolio are manageable and indi-
vidual investors rarely sell short (Barber and Odean 2000). Besides, Barber and Odean 
(2008) proposed the asymmetrical effect of investor attention on buying and selling 
adopting the same basics in their previous studies. They suggest that although fully 
rational investors or professionals could realize that the attention-grabbing events 
have already been incorporated into the current stock price, which might have no 
relevance with future performance, there is still a notion of general attention effect 
in financial markets that (individual) investors would like to purchase stocks which 
have recently captured their attention. Thus, individual investors become net buyers 
of attention-grabbing stocks. Also, as mentioned previously, Seaholes and Wu (2007) 
show in their study that higher investor attention could not only make active individual 
investors become net buyers of the stocks, but also lead those investors who have 
never owned a stock in the past to purchase under this circumstance. However, the 
attention-based buying disappears when many events happen simultaneously where 
the search costs for the stocks are not reduced. The causal link between investor 
attention and stock purchase behaviour at the individual level has also been exam-
ined and proved by Gödker and Lukas (2019), Mayer (2020), etc. On the other hand, 
the institutional investors, especially value managers exhibit an opposite tendency 
of the individual investors, whereas they purchase more on days of low abnormal 
trading volume than high-volume days, and they are net buyers of stocks following 
daily extreme returns (Barber and Odean 2008). 

Scholars also observe other kinds of effects generated from investor attention. 
For instance, Li et al. (2016) identify the social proof effect of investor attention 
in the modern information environment as the drawing power of the crowd make 
investor attention no longer isolated. Moreover, Hsieh et al. (2020) examine the 
effect of attention on the herding behaviour, and observe the asymmetric impact of 
investor attention since individual investors’ herding behaviour in purchase becomes 
stronger in bull markets, especially for stocks with small market capitalization. Bajo 
et al. (2016) studies the IPO underwriter networks and consider more investor atten-
tion a significant channel for more central lead IPO underwriters to achieve a series of 
favorable IPO characteristics such as larger initial returns, greater institutional invest-
ments and stock liquidities, etc. Interestingly, Gargano and Rossi (2018) employ a  
novel brokerage account data set and construct various measure of attention. They
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find more attentive investors achieve better portfolio performance with greater risk-
adjusted returns and Sharpe ratios. More recently, rather than focusing on capital 
markets, Kupfer and Schmidt (2021) study the effect of investor attention on odd lot 
trading. They observe that the relationship between attention and odd lot trading is 
price-sensitive: odd lot trading is negatively related to investor attention when stock 
price is less than $11, while they move in the same direction when stock price is over 
$46. 

8.4.2 The Implications of Investor Inattention 

While there is ample literature studying the attention-grabbing events for market 
participants, a strand of literature focuses on investor inattention, which also subjects 
to limited investor attention and cognitive resources, and information processing 
abilities. On one hand, investors may devote too much attention to some of the 
information which results in overreaction effects to the market, on the other hand, 
investors may also direct too little attention to other significant information and lead 
to delayed (or under-) reactions. 

8.4.2.1 Effects of Investor Inattention 

Rational inattention theory indicates that investors tend to allocate more attention 
to market-level shocks than firm-specific shocks, resulting in high stock return co-
movement. Consistent with this concept, Peng and Xiong (2006) provide a theoretical 
model which shows that the limited investor attention leads to investors’ category-
learning behaviour, which is generalized as investors would allocate more attention 
to broader information (i.e., market and sector information) rather than firm-specific 
information. To further test this theoretical prediction and examine the determinants 
of investor attention, Liu and Peng (2015) compare investor attention to earnings 
announcements on days with and without macro news announcements, and find 
consistent evidence that investors would prioritize their attention to market-wide 
information when it comes simultaneously with firm-specific information shocks. 
Moreover, when multiple earnings announcements are issued on the same day, 
investors could be distracted with lower attention paid to each announcement. In 
sum, they observe that investors could allocate their limited attention strategically 
to process information and make investment decisions accordingly. Similarly, Drake 
et al. (2016) introduce the concept of attention comovement in their study, and docu-
ment that the attention paid to a specific firm is correlated to the attention paid to 
its industry and the market in general. This also generates market consequences as 
the investor attention comovement is positively associated with the comovement of 
excess stock return. 

In terms of attention allocation for portfolio management, Peng (2005) observes 
that individual agents in her continuous-time equilibrium model tend to allocate more
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attention and time to larger stocks in their portfolio, as these stocks contribute greater 
uncertainty to the portfolio. This also indicates that the price of large stocks tends to 
incorporate fundamental shocks faster than the small ones. As for attention allocation 
to different stocks within the market, Chakrabarty and Moulton (2012) examine 
the attention constraints of a market marker by analyzing the effect of one firm’s 
earnings announcement on the liquidity of other firms’ stocks including the ones in 
different industries. Consistent with their conjectures, the non-announcement stocks 
have significantly lower levels of liquidity on days when other stocks release earnings 
announcements. Other literature examines attention allocation in other contexts such 
as mutual funds (Kacperczyk et al. 2016; Gupta-Mukherjee and Pareek 2020). 

There is sufficient evidence on the limited attention to accounting data. Many 
studies in this strand show that investor attention could mislead investors in reac-
tion to accounting information. For example, Hirshleifer and Teoh (2003) make  
early effort in examining the limited attention effects on some publicly available 
accounting information which the firms can choose alternative methods to present, 
such as financial disclosure, financial reporting policy, and they analyze the effects 
of different presentations on market trading and prices as well. Still motivated by 
investors’ limited attention as a cognitive constrained resource, Hirshleifer et al. 
(2004) suggests that investors tend to overvalue the firm with “bloated” balance sheet 
highlighting positive aspects of firms’ performance and find the accounting ratio that 
net operating assets scaled by total assets can be a strong negative predictor of long-
term stock return. Moreover, Hirshleifer et al. (2010) further their research with a 
focus on accounting information. In another theoretical model based on investors’ 
inattention to current earnings, different earnings components and other investment 
related information, they find a stronger underreaction to cash flow than to earn-
ings, and an overreaction to accruals when earnings information is attentive. It also 
shows that in market equilibrium, some investors may choose not to be attentive to 
some of the accounting information owing to the cost of time and attention. From 
another perspective, Drake et al. (2012) study the effect of investor attention to earn-
ings announcements and find that when more attention is allocated to the firm in 
advance, there is less response to the announcement in price and volume, suggesting 
the earlier investor attention partially preempts the information content of earnings 
announcement. Focusing on corporate governance, Iliev et al. (2021) also observe 
investors tend to devote substantial attention to a certain subset of firms, so that the 
others might receive relatively little external monitoring. 

Another strand of studies explores exogenous events which could distract investors 
from financial markets to examine the implications of investor attention. For example, 
Huang et al. (2019) find evidence from repeated natural experiments in Taiwanese 
stock market using large jackpot lotteries as exogenous shocks of investor attention 
that the rational inattention is extant, as the stock return co-movement with the entire 
market goes up on large jackpot days. Hu et al. (2021) observe opposite findings. 
From another perspective, Israeli et al. (2021) use the daily news pressure index 
(DNP) capturing breaking news as an indicator to unexpected events which distract 
investor attention, and find investors are susceptible to distractions in their reactions 
to earnings announcements especially for retail investors.
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8.4.2.2 Investor Inattention as a Source of Market Anomalies 

Scholars tend to use investor (in)attention to explain several market anomalies in 
financial fields such as earnings momentum (Hirshleifer et al. 2009; Dellavigna and 
Pollet 2009; Hou et al. 2009; Dellavigna and Pollet 2009) and price momentum (Hou 
et al. 2009). 

Investor inattention can help to explain investors’ underreaction to news and 
announcements, whereas less attention results in a delayed response, but a stronger 
post-earnings announcement drift (Hirshleifer et al. 2009; Dellavigna and Pollet 
2009). Typically, when firms are in a competitive environment for investor atten-
tion, Hirshleifer et al. (2009) build a model to show that the limited attention leads 
to investors’ mis-reaction to the earnings surprises and the accrual anomaly, while 
the initial price and volume reactions are weaker and post-earnings announcement 
drift much stronger when other firms release earnings announcements in the same 
day. Similarly, Dellavigna and Pollet (2009) find supportive evidence for explaining 
the presence of post-earnings announcement drift by the underreaction to infor-
mation due to limited investor attention and inattention hypothesis. The intuition 
here is that investors tend to be distracted by the upcoming weekend and pay less 
attention to investment-related information. They compare investors’ reactions to 
earnings announcements on Fridays and on other weekdays, and show a 15% lower 
immediate response and a 70% higher delayed response. Investors would eventually 
observe the mispricing problem and incorporate Friday information into prices. In 
addition, still using Friday as an exogenous variation in the level of attention, Louis 
and Sun (2010) study a type of unscheduled attention-grabbing events and observe 
investors’ underreaction to merger announcements made on Fridays, which is in line 
with the hypothesis proposed by Dellagigna and Pollet (2009). 

Hou et al. (2009) also examine the effects of investor attention on asset price 
dynamics through investors’ under- and overreactions to information using trading 
volume as the proxy for attention. They consider that investors may ignore useful 
information which leads to price underreaction, and therefore provide a possible 
explanation for the post-earnings announcement drift (i.e., earnings momentum) as 
the ignored information gradually gets incorporated into prices and drift in the same 
direction with the earnings announcement news. On the other hand, Hou et al. (2009) 
assume investors may also be attentive to stocks and their related information which 
leads to stock price overreaction to generate price momentum. They find profits are 
higher for price momentum strategies among high volume stocks, while earnings 
momentum profits are higher for low volume stocks. 

Besides assuming investors’ underreaction to news and announcements due to 
their less attentiveness, investor inattention (or limited attention) is also used to 
explain investors’ underreaction in other settings. For instance, Loh (2010) exam-
ines the effect of investor inattention on investors’ response to stock recommenda-
tions using stock turnover as the proxy for investor attention. Having considered 
inattention as a plausible explanation for post recommendation drift, he finds that
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stocks with low investor attention react less to stock recommendations than those 
with high investor attention around a 3-day event window. On the contrary, Drake 
et al. (2012) consider this phenomenon caused by investors’ abnormal attention to 
the earnings information beforehand, and thereby preempts the content of earnings 
announcements at the release day. More recently, Jiang et al. (2019) analyze the 
effect of investor attention on 17 widely studied anomalies in financial markets and 
show causal evidence that anomaly returns are higher during the days following the 
increase in investor attention, which also provides potential arbitrage opportunities. 

8.5 Future Directions 

The existing literature mainly focuses on “why” and “how” attention matters. 
However, future research could also look for the answers to “when and where does 
attention matter?”, “does attention matter to whom?”, or “to what extent does atten-
tion matter?” For example, understanding the fundamental logic and features of 
investor attention would be helpful for researchers to examine it in different contexts. 
Existing studies have started to observe the characteristics of investor attention. 
Specifically, supporting the assumptions about investor attention made by Dellavigna 
and Pollet (2009) and Hong and Yu (2009), Liu and Peng (2015) demonstrate strong 
seasonality of investor attention. They examine the patterns of attention directly and 
find investor attention significantly lower on Fridays and in summer months (July and 
August). In addition, Chen (2017) finds the geographic patterns of investor attention. 
He suggests an asymmetric attentional allocation to market by local investors versus 
foreign investors due to the local information advantages. Besides the characteristics 
of investor attention such as seasonality, geographic patterns and herding behaviours 
(Hsieh et al. 2020), researchers may also look for other features of investor attention, 
and other potential applications of these features in investors’ financial behaviours. 

As for the “to whom” question, the majority of current studies focus on indi-
vidual investors, whereas much fewer studies examine institutional investor attention 
(Barber and Odean 2008; Ben-Raphael et al. 2017). A few scholars have started to 
examine institutional attention recently in several contexts such as different clientele 
effects in investor attention (Liu et al., 2021), the effects of institutional investor 
attention on the timeliness of analysts’ forecasts for the firm (Chiu et al. 2021) 
and on managers’ disclosure adjustments (Abramova et al., 2020), etc. As institu-
tional investors actually play a vital role in financial markets (Ben-Rephael et al. 
2017, 2021), although still hard to quantify, it is worth studying for researchers in 
comparison to retail investor attention. 

In terms of “to what extent”, a great number of studies are based on critical assump-
tions that investors should have paid attention to attention-grabbing events, or the 
shocks of financial market generated from more attention could also become proxies 
to measure investor attention. In extent to Da et al. (2011) and Ben-Raphael et al. 
(2017), the advance in information technology and machine learning could provide 
more opportunities for future researchers to study or examine investor attention in
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a novel and more accurate way. For instance, Iliev et al. (2021)’s novel empirical 
measure of attention on corporate governance could avoid the uncertain elements 
within the general measures of attention. Future studies could also construct other 
measures of attention for more specific issues and contract attention by different 
types of investors. 

Furthermore, given limited investor attention, besides the existing literature on 
the effects of exogenous events on attention allocation (Huang et al. 2019; Hu et al.  
2021; Israeli et al. 2021), how to allocate attention efficiently and effectively in prac-
tice, and the corresponding asset pricing implications would also be interesting for 
further research. On the other hand, besides considering from investors’ perspective, 
attention may also be studied from the managerial or public firm side, or it can be 
observed from analysts’ responsiveness as well in regard to investor attention. 

8.6 Conclusion 

As documented by sufficient literature, attention is a scarce cognitive resource 
and individuals’ capabilities of processing information is limited (Chen 2012; Tai  
et al. 2018). This chapter has reviewed the investor attention related literature in 
several sectors such as the possible attention-grabbing events (i.e., the features of 
“salience”) including extreme stock return, abnormal trading volume, advertising 
and news/media coverage etc. Measuring attention is a significant challenge for 
researchers referring to its inherent characteristics. Earlier scholars tend to use exces-
sive trading volume, abnormal return, media coverage and advertising as indirect 
measures of investor attention. More recently, with the advances in information tech-
nology and growing popularity of social media, scholars introduce direct measures of 
investor attention such as Google search volume, Baidu Index, stock tweets, search 
and readiness of news on Bloomberg etc. Moreover, as attention affects investment 
behaviours such as significant change in trading volume and buy-sell imbalance, 
and therefore it becomes one of the key determinants of the statics and dynamics 
of the financial market. The limited investor attention also leads to investor inat-
tention, which could be used as explanations of several market anomalies such as 
stock price co-movements and post-earning announcement drift. This study makes a 
comprehensive review on the basics of investor attention, existing measurements of 
attention and effects of attention on market dynamics. It contributes to the literature 
in related to investor attention mainly answering “why” and “how” attention matters, 
and provides potential directions for future research in this field for scholars who are 
interested. 
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Chapter 9 
What is the Market? The Essential 
Teachings from an AI Market 
Experiment 

Yuji Aruka 

Abstract So far traditional economics chose to argue “market in general”, as sym-
bolized by general equilibrium theory, which was originally established in 1870’s. In 
reality, unfortunately, there is no longer a held “generality” by any means, as Leon 
Walras firstly expected. To depict the modern market, it may be not only inappropri-
ate but also boldly far-reaching for us to discuss the market in general. Fortunately, 
we recently acquired two major technological advancements. One is AI in general, 
the other is Bitcoin or cryptocurrency in particular. The latter is a byproduct in asso-
ciation with blockchain technology. But the impact of Bitcoin is enormous in theory 
and in practice. This has the potential power to innovate the economic system, quite 
possibly, the social system. This article focuses on the settlement mechanism of the 
Bitcoin Exchange to discuss its uniqueness and commonality as compared with the 
stock exchange. We then introduce our new idea of digit length frequency distri-
bution when we are interested in fully random iterated cellular automata (FRICA). 
Finally, we apply the length distribution to the price time series generated by the 
U-Mart acceleration experiment tool and examine the neutralizing effects by the 
change of the market transaction strategy composition, which may suggest some 
possible criteria whether the market may be rigged or not. 

Prof. Chen is a distinguished professor of economics and complexity science. I am pleased to be 
given the honor to post my small submission to celebrate his 60th anniversary. He is internationally 
well-known Genetic Programming. There are shared research interests between the two of us. AI 
economics is one of Chen’s main subject areas, both for education and research. I have been dealing 
with a similar subject, independently of Chen’s AI-ECON research center (http://www.aiecon. 
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9.1 The Limitations of the Libertarian Idea of the Market 
and Our New Interest 

The libertarian idea, at a glance, seems attractive, especially during the numerous 
current contemporary change in the world. However, this idea, once we observed a 
vastly transformed infrastructure due to new scientific innovation, may be unfortu-
nately unreliable. The classical market view does not hold in the new supply-demand 
relationship, which is easily understandable if we observe the customer service rela-
tionship of the IT industry. In this production process, the customers will be an 
indispensable input component. This is a main characteristics common for the ser-
vice providing industry, as detailed in Aruka (2015). In this circumstance, the cus-
tomer/consumer is never positioned in a one-way direction outside of production. 
Customers remain in the production process, instead of dropping unilaterally outside 
the production for pure consumption. Customers’ capability and participation imply 
resources for producing the final output, whether physical or nonmaterial. Our social 
state has already transformed into a service-dominated society. Moreover, the ratio 
of service production to GDP amounts to 80 percent in many advanced countries. 

This situation is not one supposed by the classical market view in which the inde-
pendency of consumer preference from production is guaranteed. We do not state 
the modern situations around the new infrastructure more. Unfortunately, the liber-
tarian subjectivism is usually deprived of its existence due to the economic system 
structure in itself, which excludes the independency of preference subjectivism. This 
structural change was not simply brought by the advent of an AI dominated society. 
We may not overlook the spread of national scaled innovation led by the syndi-
cate of government-industry-university to enjoy the AI-dominated society.1 Without 
such superforces to support the incessant promotion of innovations, AI infrastructure 
cannot be maintained/developed. 

We can also reason another aspect of the limitation of preference subjectivism. 
Individualistic preference theory applies only to consumers who procure consumer 
goods by procuring them from producers, whether directly or indirectly, from retailers 
via wholesalers. However, over 70–80 percent of the national proceedings of the 
domestic production will be attributed to the transactions among producers2 To start, 
traditional economics, so far, excessively emphasized individualistic choice as the 
role of coordination force of the market. In modern times, this role is moving from 
consumption to production. Furthermore, it is also important to point out that the 

1 It is easily understandable if we learn from the power gird development at the catch-up stage of 
the industry in the earlier stage of capitalism. 
2 In Japan, the consumption is approximately Y300 trillion of the GDP. But the total sales of the 
domestic production is approximately Y1000 trillion. 
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democratic society is changing its meaning. Even the procedural property, such 
as voting, depends on a voting machine algorithm in the era of AI identification. 
However, we do not refer to this issue any further. We simply point out the effect of 
propaganda power on the market and democracy. If some force such as propaganda 
power exists, then formal reasoning based on the game rules will then be deprived 
of generality and fairness. 

In the early 20th century, the advent of the mass market, of necessity, induced 
propaganda into the mass society. Oxford Dictionary defines “propaganda” as infor-
mation, especially of a biased or misleading nature, used to promote a political cause 
or point of view. In 1928, Edward Bernays3 sharply pointed out : “The conscious 
and intelligent manipulation of the organized habits and opinions of the masses is an 
important element in democratic society.” Bernays (1928, 9). Once this propaganda 
apparatus is set in the democratic process, propaganda will lead to the emergence 
of powerful elites in the modern bureaucratic system, capturing the decision-making 
cycles of our government, and rigging them towards their own private ends. Some-
times this will reinforce some social agreement promptly. This decision loop will 
also be entailed in the market process to direct a particular interest. There is no area 
that is exempt from any manipulation of the democratic or market process. 

The outcomes that actually appear are always accompanied by a wide variety of 
different meanings despite referring to the same event. In this world, a formal outcome 
is just a “pie in the sky”. The design decoration strategies on the mechanism provides 
a special benefit — room for procurement. The tax hole is a well-known example. 
The so-called “naked short hedge”, often previously used on the Wall Street,4 is also 
well-known . This is hinted at by skillfully rigging the holes of the stock investment 
institutional setting for the purpose of exchange. This kind of hole may also not be 
able to be fixed. The relevant legal regulation will be easily overturned as we have 
AI-related progress and other cunning knowledge.5 Thus here we will not proceed 
to discuss some regulations to make up some system holes lawfully and economic 
theoretically.6 In fact, there are a flourishing number of articles that discuss the 
regulation of cartel formation and the use of the AI development. However, the AI 
progress will not only invalidate these attempts (See Crandall et al. (2018)) but also 
provide a more profitable opportunity for professional traders. Thus, we will also not 
refer to this problem. More importantly, we should be liberated from the idealistic 
view on the market and its optimal achievement. 

Thus, we will present actual market observations. More specifically, we confine 
our subject to a special interest in the settlement mechanism of the stock exchange 
and the effects of AI on the exchange market. 

3 Bernays was a “double nephew” of Sigmund Freud, a great psychoanalyst, on either maternal or 
paternal side. He is called “the father of public relations”. 
4 See naked short selling in Deep Capture https://www.deepcapture.com/tag/naked-short-selling/. 
5 Remember a classical example of David Ricardo’s observation of the quality of land. The quality 
of land , i.e., fertility, is changed by the progress of fertilizer. 
6 See Economic Justice and Natural Law (2009, 85–6), Crowe and Barbora (2016) and so on. 
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9.2 Settlement Mechanism of the Exchange Market 

9.2.1 Preliminaries 

Bitcoin is a very noteworthy entity in its property and role in the economic system 
(Nakamoto 2019). The largest reason why we should be interested in Bitcoin is that 
the trust is placed in computer technology and cryptography, not in humans, more 
specifically, the monetary authority or central banking system. However, the purpose 
of this article is not to argue the innovative properties of Bitcoin/Ethereum and other 
crypto-currencies and a theoretical issue such as Byzantine general problem. These 
have been already demonstrated in Aruka et al. (2020). In Aruka et al. (2020, Sect. 1), 
the differences were between the auction systems and the exchange market systems 
and between the market with auctioneer and without auctioneer.7 

Bitcoin Exchange Bearing the reality of the exchange in mind, it may be better to 
take an example of the Bitcoin Exchange. The Bitcoin Exchange usually operates 
for 24/7, and there is no price movement limit.8 Moreover, there are big players 
who can quickly manipulate the going rate through bidding.9 It is noted that they 
are high-frequency traders with enormous amounts of money. Most noteworthy, this 
exchange market provides us with complete digital access. In this exchange, an 
average nonprofessional user who places his/her own order directly via the Internet 
not via an over-the- counter sale, can make transactions at any time. 

In general, the settlement in the market is said to realize equilibrium at a price that 
suggests equality between the ask (supply) and the bid (demand). In the following, we 
apply the English auction rule of bidding from the bottom up, instead of the Dutch 
rule. There will be two main settlement mechanisms: batch and continuous double 
auctions. For simplicity, we take the double auction mechanism. We then have two 
methods (strategies) to ask and bid orders: a limit order and amarket order. The  
former involves a combination of price and quantity, while the latter simply involves 
quantity at a going price. According to the order method used, the result will differ. 
Whether a limit order or a market order, any agent is allowed to place an order, either 
using an ask or a bid, as well as simultaneously using an ask and a bid.10 

7 Morishima (1984) is still an excellent textbook to carefully expose the theoretical settlement 
mechanism in the commodity exchange intermediated by auctioneers where sellers and buyers are 
equal partner. Furthermore, we have two kinds of markets: buyers select sellers, sellers select buyers. 
(Aruka et al. (2020, Sects. 1.2 to 1.3)). 
8 The price movement limit is an important restriction to suppress any sudden surge of price. This 
limit is usually adopted in the stock exchange. Without this limit, there is allowed to increase bigger. 
This is a reason why the Bitcoin price movement could be violent. 
9 Rubaiyat Islam in his Ph.D. dissertation (Islam 2021) challenged to de-anonymize the Bitcoin 
transaction data. 
10 Taken at 8:19am, March 3 2021 LTP: Latest Traded Price.
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9.2.2 Numerical Examples at the Bitcoin Exchange 

Market order We take an example from a current session from the Bitcoin 
Exchange of Bitflyer.11 See Fig. 9.1. If he employs the limit order to ask at 
0.5 unit with Y5,146,694, he/she must wait for a buy order occurs that is at 
least greater than Y5,146,694 with an order of greater than 0.5 units. Otherwise, 
he/she will be able to employ the market order of 1.08 units. If he puts his order 
of 0.5 units by the market order at this point in time, then the traded price will 
decrease to Y5,142,212, because of the bidding column on the right hand side 
of Fig. 9.1: the combination of buy order sets (price and quantity) aligns from 
top to bottom: (5142303, 0.872), (5142301, 0.198), (514212, 0, 01). That is, just 
at Y5,142,212, during the event, the demand quantity can amount to the supply 
order of 1.08 units. In our example, the latest traded price (LTP) is Y5,144,931. 
Thus, this settlement will lead to a decreased equilibrium price. During the process 
attaining the final equilibrium of this case, it is noted that 0.872 units are first-
matched at Y5,142,303, and then 0.198 units are second-matched at Y5,142,301. 
These prices are called partial equilibria, and these settlements are called piecewise 
stipulations. We remark that many piecewise stipulations occur in the market12 

Limit order 1 If the agent bid his order of 0.5 units at Y5,143,000, simultaneous 
another agent asks his order 0.2 units at the same price, it is partly stipulated at 
this price but with 0.3 units excess demand remaining. In this case, the piecewise 
stipulated equilibrium price is still below the latest traded price (LTP). 

Limit order 2 If the agent follows the limit order to ask 0.5 units at Y5,141,200, 
0.01 unit is first matched at Y5,141,212, s at Y5,142,301 and third 
Y5,142,303. Hence, the latter is the final equilibrium price, but with the excess 
demand of 0.362 units not being eliminated at this equilibrium price. 

Limit order 3 We then deal with a large amount of orders. Suppose that an order 
will be placed for 100 units of the ask (sell) price prescribed at Y5,000,000. 
Perhaps a bid order greater than Y5,000,000 will be short of 100 units of selling. 
The sell order at this price will be forced to wait for the accumulated amount of 
the bid orders to be 100 in total. In this situation, a more bid orders at slightly 
greater than Y5,000,000 may may be induced. It is noted that there are usually 
1000 orders in per millisecond in digital transaction. Thus, within a second, this 
large deal will be settled, and then, the traded price will decrease to Y5,000,000. 

The effect of a large dealing In our custom of economic teaching, we are inclined 
to neglect a large dealing, as a large transaction will influence a change rate in 
the price. If there is a limit order of a large amount of ask, then it will imply a 
large decrease in the traded price, as mentioned above. However, the opposite 
does not necessarily hold. A large change in price with a small amount of bids, 
such as 0.05 units, but at Y5,147,838, the settled price will be suddenly hiked up 
to Y5,147,397. This hike may not be cleared because the ask corresponding to 

11 https://bitflyer.com/en-jp/. 
12 The settlement mechanism of piecewise stipulation in the case of double auction without the 
price movement limit will make the exchange a large commission rate for the exchange. 
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Fig. 9.1 Bitcoin transaction 
table 

this price may still remain just 0.45 (=0.5 − 0.05). It is natural to observe that this 
traded price will be blocked if any bid at a greater price than this traded price is 
given in any amount. If this bid is slightly larger than 1 unit, then the final price 
must be decrease to Y5,147,392. However, at this price, there is still an excess 
supply of 0.08 units. 

Taking into account the piecewise stipulation (piecewise stipulated equilibrium) 
, it is seen that a higher bidding amount will not necessarily affect the final traded 
price. Therefore, we first learn that the existence of only a large dealing will not 
necessarily manipulate price movement. Second, the popular idea of the law of 
supply and demand will also not necessarily be held. Sometimes, a higher bidding 
will finally result in a lower traded price.13 

9.2.3 A Time-Scale Problem 

To date, there are often seen some controversies on how long a time window should 
be to understand its properties. However, it is interesting to learn the different time-
scaled presentations of the same price movement. We show the graphs taken from 
Bitflyer’s current transaction Figs. 9.2, 9.3, 9.4 and 9.5. It is seen from these figures 
that traders must be forced to live simultaneously in the different time scaled worlds 

13 We have the idea of ask depth and bid depth at any instant of transaction, which is the accumu-
lated amount of orders at this instant. This will help as an assistant index to predict the price time 
series. 
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Fig. 9.2 Transaction graph 
aggregated every 1 min, 
March 5, 2021 

Fig. 9.3 Transaction graph 
aggregated every 10 min, 
March 5, 2021 

Fig. 9.4 Transaction graph 
aggregated every 1 hour, 
March 5, 2021 

in order to predict the price movement. Chaotic movement will be analyzed in a later 
section of this article in terms of Turing machine. 

Remark When an individual participates into the exchange, he/she will not usually 
feel the result from this settlement fair or good, except for he/she has procured 
positive earnings. Individuals learn to have a set of opportunities to either partly affect 
or manipulate the direction of price movement partly in partly his/her discretion if
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Fig. 9.5 Transaction graph 
aggregated every 1 day, 
March 5, 2021 

he/she has enough funds to invest in the exchange market.14 Although its outcome 
has never been confirmed, the market is simply a machine for traders to generate any 
result under quickly changing circumstances and heterogeneous interacting agents 
with different expectations. This picture is quite different from the static situation 
preferred in economics. 

9.3 AI Market Experiment 

9.3.1 Experiment by the Use of the U-Mart System 

As we have seen for the market exchange, like the Bitcoin exchange, it is difficult to 
make good or bad judgements about a result accruing from any market transaction. 
Surplus for both the bidder and provider is said to be maximized in equilibrium. 
However, the idea of surplus is a relative idea to be measured by the difference 
between a bid (or ask) price and the equilibrium price. In other words, surplus will 
be the difference between a piecewise stipulated price and the final stipulated price, 
as stated above. Assume that a preference list either for the bidder or for the provider 
is independently given. However, bidding prices are easily overturned instantly by 
a new swarm of bidders. It is difficult to see the independent supply and demand 
curves to continue to hold even in the short run.15 We know that it is not possible 
to calculate economic surplus when we do not have the independent supply and 
demand curves. In this sense, in the actual market place, the meaning of optimality is 

14 GAMESTOP incident is an interesting event in the exchange market by See Wikipedia 
article “GameStop short squeeze” happened in January 2021: https://en.wikipedia.org/wiki/ 
GameStop_short_squeeze. 
15 It is verified that the so-called double auction mechanism will not provide the information needed 
to construct the independent supply and the independent demand curves. It is easily understandable 
if you design AI exchange transactions such like U-Mart experiment. See Aruka ( 2015). 
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not clear. Thus, our market experiment will be irrelevant for verifying the optimality 
of market achievement. 

In our view, the market is just a machine or server that provides individuals 
with a high-tech field (arena) to receive order inputs, match mutually, and send 
out outputs under a highly intensive high-frequency load. This process is no longer 
human-centrically observed. As emphasized in the above section, we do not have 
any automatic system such as an “invisible hand”, either to achieve any kind of 
optimality or to certainly predict the future. In this section, thus, we execute the AI 
market experiment by using the U-Mart system, which is our long-run used market 
simulator.16 

9.3.2 Nakajima-Mori Agent Configuration for the 
Generation of Price Movement Similar to Its 
Referential Price Time Series 

We have already confirmed some remarkable results through a series of empirical 
method called the acceleration experiment toolkit. That is, Aruka et al. (2019, 
2020) presented a special set called the Nakajima-Mori agent set to realize the 
future price time series similar to any given spot price time series in the AI mar-
ket experiment. The Nakajima-Mori agent set fulfills the following two remarkable 
properties: 

1. the existence of a minimum size for the agent configuration to realize a given 
price movement. 

2. the scalar multiple of the agent size distribution will not change the result. 

Now, we represent the Nakajima-Mori agent composition of any number, any 
scaled number and the mini number in Table 9.1. 

The Nakajima-Mori agent set is empirically derived by detecting the stratum 
composition of a generated price movement which realizes the minimum of deviation 
from an externally given price time series. It is also proven in Aruka et al. (2021) that 
this composition can produce an approximate time series almost everywhere with 
a certain admissible range of errors. More interestingly, the minimum set will play 
the roll of the necessary condition to generate similar price movement if a certain 
strategy having an affinity with the minimum set is successfully added. We expect 
that some adaptive agent strategy will be a candidate. 

16 The U-Mart system is an artificial intelligent futures transaction system, which has emerged in 
the last 20 years, constructed by Japanese computer scientists and evolutionary economists. This 
system is compatible with batch and double auction mechanisms. See Shiozawa et al. ( 2008), Kita 
et al. (2016). 
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Table 9.1 The Nakajima-Mori agent composition of any number, any scaled number and the mini 
number 

Agent strategy Original Any scaled Min bodies 

RandomStrategy 8.1 4 1 

AntiTrendStrategy 7.2 3 1 

DayTradeStrategy 8.2 4 1 

MovingAverageStrategy 26.4 12 3 

RsiStrategy 9.3 4 1 

TrendStrategy 13.2 6 2 

SRandomStrategy 50.8 23 6 

SFSpreadStrategy 45 20 5 

SMovingAverageStrategy 32.8 15 4 

SRsiStrategy 22.6 10 3 

As we have seen in Aruka et al. (2021), the SFSpreadStrategy will contribute 
to a similar movement, sometimes with a closer movement to the referential spot 
price time series. The experiment of the minimum set added to 20 bodies of the 
SFSpreadStrategy realizes almost the same as the referential spot price time series, 
sometimes closer to it than the series with the minimum set. Here, we also show that 
the SFSpread strategy will play the same role. In the present case, we prepared the 
case of the minimum set added to 10 bodies of the SFSpreadStrategy. In the U-Mart 
acceleration experiment toolkit, 4 price movement patterns are the referential spot 
price time series: 

1. ascending, i.e., consecutively moving upward with some noise. 
2. descending, i.e., consecutively moving downward with some noise. 
3. reversal, i.e., firstly descending and then ascending like the semicircle with some 

noise 
4. oscillating, i.e., periodically oscillating with some noise 

Therefore, we will obtain the generated price movements according to the above 
4 price movement patterns. As shown in Figs. 9.6, 9.7, 9.8 and 9.9, we see that these 
generated price time series will realize almost the referential spot price time series. 
However, we need to find some comparison measure to judge the similarity of the 
generated price time series to the referential price time series.
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Fig. 9.6 Generated price 
time series in the minimally 
sized Nakajima-Mori agent 
composition given an 
ascending spot price time 
series 

Fig. 9.7 Generated price 
time series in the minimally 
sized Nakajima-Mori agent 
composition given an 
descending spot price time 
series 

Fig. 9.8 Generated price 
time series in the minimally 
sized Nakajima-Mori agent 
composition given a reversal 
spot price time series 

9.4 The Length Frequency Distribution Hinted by the 
Turing Machine 

9.4.1 Fully Random Iterated Cellular Automata 

In Aruka et al. (2021), it was suggested that a new index hinted at the fully ran-
dom iterated cellular automata(FRICA) be derived, which has been argued in the
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Fig. 9.9 Generated price 
time series in the minimally 
sized Nakajima-Mori agent 
composition given a 
descending spot price time 
series 

Fig. 9.10 Binary-colored 
presentation of rules 110, 12, 
18, 183, and 238 Rule 110 

Rule 12 

Rule 18 

Rule 183 

Rule 283 

heterogeneous rule dynamics of the Turing machine. Suppose that the rules of the 
CA are following 5 rules (Fig. 9.10): 

110, 12, 18, 138, 238 

We chose a rule randomly from this rule set, and this procedure is repeated con-
secutively. We are interested in observing how this CA will evolve in the plane. In 
Fig. 9.11, we apply the CA to run 50 rounds to plot the next shape17 : 

9.4.2 Digit Length Distribution 

We then introduce the idea of digit length distribution. We measure the shapes 
generated by the FRICA vertically, i.e., from the origin (the initial round) up to 
the bottom (the final round) . We can find any sequence of the same digit (black 
or white color) alternately occurring in the above digit sequences. If we have a 
consecutive sequence of all 0, { 0,0,0 }, we say length of 0 is 3, and we also find the 

17 Black square: 1; white square: 0
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Fig. 9.11 An evolution of 
the FRICA based on the rule 
set { 110, 183, 18, 238,12 } 
for 50 rounds 

Table 9.2 Stationary state transition 

round State of cells 

t 0100 

t+1 0100 

t+2 0100 

t+3 0100 

t+4 0100 

t+5 0100 

Table 9.3 Length evolution of each cell column of the stationary state transition 

Length 

Column Time development 0 1 

1st column 00000 (5, 1) NA 

2nd column 11111 NA (5, 1) 

3rd column 00000 (5, 1) NA 

4th column 00000 (5, 1) NA 

length frequency each digit (5, 3) (5, 1) 

Systemic length dist. {(5, 4)} NA 

∗(x, y) means (the length, the number of repetitions), respectively 

same subsequence from the whole sequence, which we describe (3, 2). The second 
component of 2 represents its frequency. 
Simplest case It is well-known that the constancy, periodicity, and/or aperiodicity 
around the elementary cellular automata under consideration is identified with the 
patterns varying on one-dimensional space. According to our proposal, the digit 
length will be exposited in the following manner. First, we take the simplest numeri-
cal example of the stationary state transition. Take initially at t a sequence like 0100. 
Then, let the time development from t to t + 5 to be the series described by Table 
9.2.
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Fig. 9.12 Evolution of the FRICA based on the rule set {110, 183, 18, 238,12} for 5 rounds ∗ In 
this case, we observe all the evolution of both left-hand and right-hand sides 

Table 9.4 The state transition of FRICA 

Round The state of cells 

t 000000010000000 

t+1 000000000101000 

t+2 000001000101000 

t+3 011011001011001 

t+4 110111111110001 

t+5 011100000001001 

Case of FRICA based on the rule set {110, 183, 18, 238,12} We then closely examine 
the earlier evolution of the FRICA based on the rule set {110, 183, 18, 238,12} shown 
in Fig. 9.12 (first 5 rounds) (Table 9.3). 

Beginning with the same initial state, let then the time development from t to 
t + 4 to be the series described by Table 9.4. 

We can easily calculate the length distribution of each digit, i.e., white and black 
as shown in Table 9.5. For simplicity, we only observe the evolution of the left-hand 
side from the 1st column to the 8th column, from where the initial cell starts. 

Thus, we produce the frequency distribution of consecutive digits along each cell 
vertically. In our simulation, we first tentatively simulate 1,000 steps on 1,000 cells 
initially given. Figures 9.13 and 9.14 show a digit length frequency distribution 0/1, 
for instance, at the third column. 

9.5 Market Strategy Composition and Its Effect 

Our purpose is to scientifically judge the similarity of the generated price time series 
to the referential price time series, as stated in Sect. 9.3.2. We are ready to measure 
a changed effect when changing the market strategy composition by the use of the 
digit length distribution, as argued in the previous section.
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Table 9.5 Length evolution of each cell column of the FRICA 

Length 

Column Time development 0 1 

1st column 000010 {(4, 1),(1,1)} {1,1} 

2nd column 000111 (3, 1) (3, 1) 

3rd column 000101 {(3, 1),(1,1)} (1, 2) 

4th column 000011 (4, 1) (2,1) 

5th column 000110 {(3, 1),(1,1)} (1,1) 

6th column 001110 {(2, 1),(1,1)} (3, 1) 

7th column 000010 {(4, 1),(1,1)} (1, 3) 

8th column 000110 {(3, 1),(1,1)}, (1, 2) 

Length frequency each digit {(4, 2), (3, 2),(2, 1), 
(1, 6)} 

{(3, 2), (2, 1), (1, 7)} 

∗(x, y) means (the length, the number of repetitions), respectively 

Fig. 9.13 Digit length 
frequency of 0 

Fig. 9.14 Digit length 
frequency of 1
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Fig. 9.15 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition given an 
ascending spot price time 
series 

Before proceeding this procedure to compare the ex post and the ex ante state, 
we make several comments. Our agents are irrelevant to a utility maximizing agent 
without minding the others’ reactions of others. Our agent always follows a certain 
strategy chosen by himself/herself in advance. His/her decision will reflect at least 
partly the world reality. Thus, any divergence from changing the new agent set 
will then confirm a “rigged” outcome. In the above sections, first, we investigated 
the effects of manipulation in a market exchange. For convenience, we suppose an 
“agent strategy” with the aim of “manipulating” to attain the agent’s agenda. In our 
case, the agenda is to realize the referential time series over time. It is natural for this 
strategy to operate it in a skillful manner, regardless of whether its operation succeeds 
or fails. Second, if the market should be contaminated by some manipulating force, 
then how a countervailing force be formed to cancel the contamination will be of great 
importance. Here, we are tempted to examine the effect of neutralizing strategy. 

In Sect. 9.3.1, we examined by visual observation the similarity in the case of the 
minimum set added to 10 bodies of the SFSpreadStrategy. Indeed, as Figs. 9.6 and 
9.9 show, the changed minimum configuration added by 10 bodies of the SFSpreadA-
gent cannot rig our agenda. Now, we apply our idea of the digit length frequency 
distribution to these cases. We first transform the price time series into the digital 
binary world of {0, 1}. That is, we allocate the variation to 1 when price behaves in 
an upward manner, otherwise, we allocate it to 0. Thus, this transformation will be 
of the same kind of volatility as this time series. Hence, the degree of similarity to its 
referential time series will be explicitly measured by using the binary transformed 
time series generated by a changed strategy composition. Practically, we will have 
two binary-transformed time series on the ex ante and the ex post states. 

Figures 9.15, 9.16, 9.17, 9.18, 9.19, 9.20 and 9.21 represent the digit length 
frequency distribution in the minimal size Nakajima-Mori agent composition, while 
Figs. 9.16, 9.17, 9.18, 9.19, 9.20, 9.21 and 9.22 represent the digit length frequency 
distribution in in the minimal size with 20 bodies of SFSpreadStrategy added. It 
can be easily seen from the comparison between both figures that each frequency 
distribution on each price movement pattern between the ex ante and the ex post 
strategy composition cannot be mutually fully superior. Thus, we will conclude that
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Fig. 9.16 Length 
distribution in the minimally 
sized added with 20 bodies 
of the SFSpreadStrategy 
given an ascending spot price 
time series 

Fig. 9.17 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition given a 
descending spot price time 
series 

Fig. 9.18 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition with 20 bodies 
of the SFSpread Strategy 
added given a descending 
spot price time series 

the SFSpread strategy will have some neutralizing effect on the referential price time 
series.
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Fig. 9.19 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition given a reversal 
spot price time series 

Fig. 9.20 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
with 20 bodies of the 
SFSpread Strategy added 
given a reversal spot price 
time series 

Fig. 9.21 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition given an 
oscillating spot price time 
series
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Fig. 9.22 Length 
distribution in the minimally 
sized Nakajima-Mori agent 
composition with 20 bodies 
of the SFSpread Strategy 
added given an oscillating 
spot price time series 
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Chapter 10 
Market Power and the Hayek 
Hypothesis: An Experimental 
Investigation 

Chung-Ching Tai and Bin-Tzong Chie 

Abstract The inconsistency in the literature regarding price behavior in markets 
with market power suggested that traders are heterogeneous in their ability to discover 
and exercise their influences on market price. To examine whether inequality in 
subjects’ market performance can be attributed to the heterogeneity of their cognitive 
capacity, we adopt a single-subject experimental design and inspect whether subjects 
can discover and exercise their market power by withholding part of their units. We 
use the Cognitive Reflection Test to gauge subjects’ cognitive ability and investigate 
whether subjects with higher cognitive abilities will be better at exercising their 
market power to influence the price to gain extra profits. We observe heterogenous 
price behavior. However, there is no evidence that higher CRT scores were associated 
with better price convergence to the competitive equilibrium. Further, the revelation 
of information only altered some subjects’ behavior. 

Keywords Hayek hypothesis · Market power · Double auction · Cognitive ability 

10.1 Introduction 

How prices are formed in markets is the foundation of many economic theories, such 
as market equilibrium in macroeconomic models. Due to its profound implications, 
experimental economists have used experiments to validate competitive market the-
ories for a very long time (Roth 1995). The Hayek Hypothesis, which proposes that 
market prices will converge to the competitive equilibrium, attracted much atten-
tion from experimental economists, and an abundance of studies has piled up since 
1960s.s. A large part of this literature confirmed the Hayek Hypothesis in most 
conditions. However, we also observe a lot of inconsistent results, and sometimes 
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deviations from the Hayek Hypothesis. While prior discussions of Hayek Hypoth-
esis mainly focuses on pricing mechanisms and market structure, we are going to 
examine those deviations from an different point of view: we want to know whether 
people’s cognitive characteristics, namely their cognitive ability and styles of cogni-
tive processes, has any observable influence on how they behave in auction markets, 
and whether we can make use of this knowledge to explain market dynamics. 

In what follows, we will briefly introduce experimental efforts dedicated to val-
idate the Hayek Hypothesis first (Sect. 10.1.1), followed by evidence of deviations 
from competitive equilibrium occurred in the lab (Sect. 10.1.2). In Sect. 10.1.4, we  
will go through the literature on how cognitive ability influences economic perfor-
mance. As we will see later in that section, the latest experimental results has clearly 
indicated that cognitive characteristics has great influence on people market behavior. 

10.1.1 The Hayek Hypothesis and the Experimental Evidence 

The 1974 Nobel laureate in economics, Friedrich Hayek, proposed that market can 
effectively aggregate unorganized and dispersed knowledge in the society and that the 
price system is in fact a mechanism for communicating information (Hayek 1945). 
The most striking fact about the price system is the economy of knowledge with 
which it operates: individuals need to know very little to make the right decisions. 
Prior to Hayek, Adam Smith also pointed out that the attainment of equilibrium 
allocations does not require any individual participant to have knowledge of the 
market as an allocation system (Smith 1937). Vernon Smith, being the 2002 Nobel 
laureate in economics, proposed the well-known Hayek Hypothesis (Smith 1982): 

Strict privacy together with the trading rules of a market institution are sufficient to produce 
competitive market outcomes at or near 100% efficiency. 

The Hayek hypothesis emphasises that no explicit communication is needed to reach 
an efficient allocation of resources. Since then, experimental economists have tested 
various kinds of market institutions, including a variety of market structure and 
trading mechanisms (Holt 1995). 

Being one of the common trading mechanisms for goods, double auction has been 
intensively tested since Smith (1962)’s pioneering work. Smith (1962) demonstrated 
that the actual transaction prices converged to competitive equilibria in a very fast 
pace. It turns out that convergence to the competitive equilibrium in double auctions 
is a robust phenomenon which has been observed over “at least a thousand sessions in 
a variety of designs” (Holt 1995). For example, Miller et al. (1977), Williams (1979), 
Smith (1982), Williams and Smith (1984), Davis et al. (1993), and Cason and Fried-
man (1993; 1996) have demonstrated that prices can even converge to competitive 
equilibria in dynamics or even random market conditions, although convergence in 
extremely nonstationary markets could be slower.1 

1 Compared to double auctions, convergence in other trading institutions were not as good as those 
in DA market experiments. See Smith ( 1964), Smith (1967), Williams (1973), Plott and Smith
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Fig. 10.1 Markets with the SMP design (the left part) or the BMP design (the right part). Source 
Constructed with data from Holt et al. (1986) 

Despite so, there are actually instances where prices deviate from competitive 
equilibria, especially when some market participants have market power (Holt et al. 
1986; Smith and Williams 1990; Davis and Williams 1991). 

10.1.2 Traders with Market Power 

In economics, market power means the ability (of sellers) to affect prices. For exam-
ple, if buyers have market power, they will try drive down the prices to increase their 
benefits from the transactions. Holt et al. 1986 (hereinafter HLV86) conduct double 
auction experiments in which the demand-supply schedules grant some buyers or 
sellers the capacity to manipulate the prices, as shown in Fig. 10.1. 

According to HLV86’s design, some buyers or sellers can influence the market 
prices by withholding part of their units. For example, in the left part of Fig. 10.1, 
the market consists of five buyers and five sellers, and each of which has five units to 
buy (sell). The seller(s) can create a leftward shift of the supply curve and therefore 
drive up the price from 2.60 to 2.85 by withholding two units. We call this type 
of market the seller market power (hereinafter SMP) design. Similarly, in the right 
panel of Fig. 10.1, if the buyer(s) withhold two units, the market price will drop to 
2.35 from the original equilibrium of 2.60. We call this type of market the buyer 
market power (hereinafter BMP) design. In HLV86’s design, only two out of the five 
buyers (sellers) have the incentives and definite market power to influence prices. 
Manipulation could be achieved through a single buyer’s (seller) unilateral action, 
or through coordinated behavior from two buyers’ (sellers’). 

HLV86 conducted five SMP and two BMP experiments. Although they still 
observed convergence towards the original competitive equilibria, four of the exper-

(1978), Hoffman and Plott (1981), Smith and Williams (1982), Smith et al. (1982), Ketcham et al. 
((Ketcham et al., 1984)), Davis and Williams (1986), Plott (1986), Walker and Williams (1988), 
Cason and Williams (1990), Davis and Williams (1991), Davis et al. (1993), and Kagel (2004) for  
examples.



164 C.-C. Tai and B.-T. Chie

imental markets ended up with constant deviations from the C.E. price. They further 
investigated into the differences among these experiments and found that the key is 
whether subjects with market power could discover and exercise the manipulation 
strategy. They noticed that experienced subjects tend to execute the market power 
more than inexperienced ones. 

HLV86’s findings were examined in a very similar design by Davis and Williams 
(1991). In Davis and Williams (1991)’s design, there are five buyers and five sellers 
in a market with five units to trade each. Both Seller 1 and Seller 2 had the market 
power if they withhold two units at the C.E. price. They observed deviations from 
the C.E. price in all their double auction markets. 

10.1.3 How Should We View These Inconsistent Results? 

Inevitably, experimental economists will observe individual differences among their 
subjects or even experimental sessions. How should we perceive such inconsistency? 
Generally speaking, we can ignore these differences and report the average behavior 
as long as these differences do not have any qualitative implications. For the afore-
mentioned results, however, it is dangerous to discount those inconsistent results 
since they either supported or opposed the Hayek Hypothesis–you can’t average 
them and claim that you have a mediocre support. Instead, as scientists we should 
look for boundary conditions where we can confidently validate the Hayek Hypothe-
sis. The existence of such inconsistent results simply suggests that there are important 
factors left behind in the scientific process of pursuing the truth. 

As HLV86 suggested, the information and institutional conditions of an oral dou-
ble auction are not sufficient to ensure the convergence of prices to the competitive 
level in a standard-sized experiment. Although HLV86 suggested that experiences 
play this important role, Davis and Williams (1991) showed that experiences did 
not play the crucial role in explaining whether subjects exercised market power and 
caused the prices to deviate from C.E. 

If it is not experiences, what else can explain the individual differences? We pro-
pose that cognitive characteristics (including cognitive ability and styles of cognitive 
processes) could be a plausible factor capable of explaining the aforementioned 
inconsistency. In the following session, we will go through a series of empirical and 
experimental evidence to support our conjecture. Most importantly, recent experi-
mental studies have provided clear linkage between subject heterogeneity in cognitive 
characteristics and individual differences as well as discrepancy between experimen-
tal sessions.
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10.1.4 Cognitive Ability and Economic Behavior 

The relationship between cognitive ability and economic behavior has drawn increas-
ing attention from experimental economists. The interests of using controlled exper-
iments to study the effects of cognitive capacity on economic behavior starts with 
the classical problem of Prisoner’s Dilemma. In their experimental repeated pris-
oners’ dilemma games, both Segal and Hershberger (1999) and Jones (2008) found 
that higher cognitive ability were associated with more cooperative behavior. Jones 
(2008), specifically, found that subjects cooperate more often by 5–8% whenever 
their SAT (Scholastic Aptitude Test) scores are 100 points higher. 

In a context of a sequential Prisoner’s Dilemma game, Burks et al. (2009) dis-
covered that subjects with higher IQ can predict their opponents’ behavior more 
accurately, be they the first movers or the second movers. Likewise, Devetag and 
Warglien (2003) employed various kinds of game context and found that the larger 
the subjects’ short-term memory, the closer their decisions are to the rational choices. 
This is an interesting results, however, the most inspiring finding comes from their 
later work. Devetag and Warglien (2008) use a delicate design to test whether subject 
“misunderstand” the game before they proceed to make their decisions. The results 
intriguingly subvert one’s expectations–for some complex games, subjects with less 
short-term memory tend to misrepresent the games more and act rationally upon 
these “simplified” games. 

Cognitive Ability and Market Performance 

It is natural to ask, after reviewing similar questions in various domains mentioned 
above, whether inequality in agent’s market performance can be attributed to the 
heterogeneity of their cognitive capacity. By comparing subjects’ actual bids to the 
theoretical break-even bids, Casari et al. (2007) examined whether subjects suffer the 
winner’s curse in common value auctions. They found that those whose SAT/ACT 
(American College Test) scores are below the median are more susceptible to the 
winner’s curse. 

A similar but slightly different measure of people’s cognitive ability is the Cog-
nitive Reflection Test (CRT). The CRT was proposed by Frederick (2005), and it is a 
three-item test to characterize people’s styles of cognitive processes. To be precise, 
the test can be used to distinguish people who tend to use System 1 thinking from 
those who use System 2. System 1 is a spontaneous thinking process with little con-
scious deliberation, while System 2 thinking consumes more attention and is more 
reflective (Kahneman and Frederick 2002; Stanovich and West 2000).2 What does 
CRT has anything to do with economic behavior? A series of studies have shown that 

2 Although CRT is designed to distinguish styles of cognitive processes, Frederick (2005) demon-
strated that CRT scores are correlated with people’s time preference, risk preference, and other 
cognitive measure such as SAT/ACT/Wonderlic Personnel Test. It turns out that CRT has become 
a very popular tool for experimental economists as a proxy of cognitive ability. 
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CRT scores are negatively correlated with many decision bias, such as the conjunc-
tion fallacy, illusion of control, overconfidence, base rate fallacy, and conservatism 
(anchoring effect) (Oechssler et al. 2009; Bergman et al. 2010; Hoppe and Kus-
terer 2011; Noori 2016). As for people’s behavior in game-theoretic environment, 
experimental evidence shows that subjects with higher CRT scores are more likely to 
play dominant strategies in the beauty contest game (Schnusenberg and Gallo 2011; 
Brañas-Garza et al. 2012) and bank-run games (Kiss et al. 2016), accept unfair offers 
in the ultimatum game (Calvillo and Burgeno 2015), and trust more in trust games 
(Corgnet et al. 2016). 

For this chapter, the most important thing which can be learned from the literature 
is how CRT performance relates to subjects’ behavior in market experiments. Corgnet 
et al. (2015) followed Smith et al. (1988)’s asset market design but with certain 
dividends (Porter and Smith 1995), and motivated subjects in two different schemes– 
earned money vs. house money. They found that no matter how the endowments were 
given, the higher the subjects’ CRT scores, the more money they earned. To be more 
specific, subjects with lower CRT scores tended to buy shares when prices were 
above fundamental values, and sell share vice versa. 

Breaban and Noussair (2015) had two treatments: bearish market and bullish mar-
ket. For each treatment, subjects played two consecutive 15-period market experi-
ments (Market 1 and Market 2), and that makes subjects experienced in Market 2. 
According to subjects’ trading behavior, they were classified into three categories: 
Fundamental Value traders, Momentum traders, and Rational Speculators. Breaban 
and Noussair (2015) found that there is a significant correlation between CRT scores 
and being a fundamental value trader in Market 1, and the greater the average CRT 
score, the smaller the differences between market prices and fundamental values. 

The most interesting research regarding CRT and market performance comes 
from Noussair et al. (2016)’s futures market experiments. In their study, there are 
both a spot market and a futures market for participants to trade. Their research goal 
is to know whether the existence of a futures market can help price convergence 
in the spot market. They had the same experimental designs in two locations, and 
observed different price patterns.3 Noussair et al. (2016) found that the average CRT 
score of a trader cohort is negatively correlated with the degree of mispricing when 
no futures market is present, and this relationship disappeared if a futures market 
exists. However, from an individual point of view, traders with higher CRT scores 
had greater earnings no matter a futures market was presented or not. In additional 
to individual differences, they found inconsistent results from the data collected in 
the two locations–if measured in relative absolute deviation (RAD) and volatility, 
the bubble in one location is significantly greater than that in another. It turns out that 
the subject pools in these two locations had different CRT scores, and differences 
in their CRT scores can entirely explain the difference in the RAD and volatility 
measures between the two locations where the experiment was conducted. 

3 Their experiments took place in Waikato University, New Zealand and Tilburg University, the 
Netherlands. 
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10.1.5 Research Questions and Hypotheses 

Noussair et al. (2016)’s study has two important features. First, they found that 
cognitive characteristics can explain differences in behavior–in the level of buy-
ing/selling actions as well as their final earnings. Second, they could explain discrep-
ancy between experimental sessions, and that discrepancy is very hard to explain by 
other factors because the experiments had the same designs, parameters, and even had 
roughly the same amount of subjects. Their findings, as well as Corgnet et al. (2015)’s 
and Breaban and Noussair (2015)’s discoveries, gave us a strong hint that cognitive 
characteristics is something we cannot ignore when we observe inconsistent results 
for the Hayek Hypothesis. 

Although a large literature of agent-based simulation studies have focused on 
how agents’ level of rationality impact the Hayek Hypothesis, so far we haven’t seen 
any systematic study using human experiments to answer the same question.4 In 
this chapter, we aim at providing fundamental and direct evidence of how people’s 
cognitive characteristics cause them to act differently and therefore impact price 
dynamics. 

More specifically, the first goal of this study is to observe whether cognitive ability 
can explain the inconsistency among individual traders: 

Hypothesis 1 Subjects with higher cognitive abilities will be better at exercising 
their market power to influence the price to gain extra profits. 

Friedman and Ostroy (1995) proposed that under certain parametric structures, 
market participants may have the ability to influence market price favorably. As 
mentioned above, HLV86’s experiments also showed that some of the subjects did 
succeed in exercise market power and gained extra profits. To exercise market power, 
subjects has to grasp the demand-supply structure or at least the pattern of marginal 
units first to realize that they have market power. Since the demand-supply structure 
is not public information, subjects can only learn the structure by observing past 
market information. Our conjecture is that subjects with higher cognitive abilities 
will perform better in eliciting this information from experiences or historical data, 
and therefore have greater chances to exercise market power. 

Hypothesis 2 Markets consisting of participants with higher cognitive abilities will 
converge more quickly to the competitive equilibrium than those consisting of par-
ticipants with lower cognitive abilities. 

From Corgnet et al. (2015), Breaban and Noussair (2015), and Noussair et al. 
(2016)’s experimental studies, it is evident that subjects with higher cognitive abilities 
will behave more like fundamentalists. An indirect but parallel conjecture is that in 
auction markets, the market price will converge more quickly to C.E. if market 
participants have higher cognitive abilities. 

4 See Gode and Sunder (1993) and  Duffy (2006) for some discussions on how agent-based compu-
tational economics uses zero-intelligence agents to study price convergence towards the competitive 
equilibrium. 
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10.2 Experimental Design 

To answer our research question and examine our hypotheses, we need to have dif-
ferent experimental designs in our two-year project. A specific set of psychometric 
tests or simple tasks to detect subjects’ personal traits and behavioral tendencies will 
also be performed. In this section, we will introduce the designs of our market exper-
iments. Experimental procedures, illustrations of the tasks, and analytical strategies 
will also be provided in this section. 

10.2.1 The Double Auction Experiments 

The aims of this experiment is to understand how subjects with different degree of 
cognitive abilities or styles of mental processes conduct their bidding behavior in 
auction markets. 

Following Easley and Ledyard (1993)’s terminology, in our auction market, the 
true values of the commodities are given to buyers as integers and are ranked V 1 ≥ 
V 2 ≥  · · ·  ≥  V n ≥ 0, where V i is the ith highest value and there are n units for all 
the buyers to purchase. A buyer b will be assigned a subset of these units Vb1 ≥ 
Vb2 ≥  · · ·  ≥  VbB and will trade them one at a time in the sequence b1, b2, . . .  ,  bB. 
No recontracting is allowed. 

Similarly, the true costs given to sellers are also integers and are ranked as 0 ≤ 
M 1 ≤ M 2 ≤  · · ·  ≤  M m, where M j is the cost of the jth unit and there are m units 
for all the sellers to sell. A seller will be assigned a subset of these units Ms1 ≤ 
Ms2 ≤  · · ·  ≤  MsS and will trade them one at a time in the sequence s1, s2, . . . ,  sS. 
No recontracting is allowed.5 

5 The bidding behavior of a buyer agent can be summarized as follows:

1. The agent collects market information and defines the following prices. 

• Among all current buyer bids, the highest bid and transaction price, whichever is higher, is 
defined as the highest price. 

• Among all current seller bids, the lowest offer and transaction price, whichever is lower, is 
defined as the lowest price. 

• The lowest bid of all buyers in the previous period is defined as the buyer’s convergence price. 
• The highest offer of all sellers in the previous period is defined as the seller’s convergence 

price. 
• The buyer agent’s own current true value is the highest one of the holding true values. 

2. The buyer agent’s bidding price is ranged between its own current true value and the above-
mentioned established price. 

3. The buyer agent’s bidding price shall be the lowest of the current true value, the  highest price, 
and the buyer’s convergence price. 

4. If the bidding price is the highest price and there is no transaction, the highest price is increased 
by one, and then substituted into the former step to determine the updated bidding price in the 
next second.
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Each buyer (seller) knows only her own values (costs) and this is no other public 
information about the demand-supply schedules. The number of buyers and sellers 
as well as past bids, offers, and prices are public information. We plan to have four 
buyers and four sellers in the double auction market. 

Participants in a double auction market are in fact facing a very complex decision 
problem in the sense that they have to decide when to bid, how much to bid, and 
whether or not to accept current offers or not (Easley and Ledyard 1993). Because 
the subjects cannot know the effect of their actions on others’ actions, there exists a 
complex and interactive decision problem with incomplete information. 

In our double auction experiments, in order to clearly observe individual subject’s 
bidding behavior and its effect on market price, we have to control the environment 
and bypass the complicated entanglement of strategic interactions. To achieve this 
goal, we have several special design features in our double auction experiments as 
follows: 

1. Each human subject play against a set of computer robots instead of other human 
subjects. 

2. Human subjects all play the same role in the market. 

Feature 1 is to avoid complex strategic interactions among human participants. 
When subjects are facing the same set of computer agents, they are facing the same 
set of strategies. In this case, we as experimenters not only can know exactly the 
strategies employed by other robots so as to analyze human subjects’ behavior, we 
can also manipulate robots’ strategies to discuss how human subjects respond in 
different strategic environments. In addition to the above advantages, when subjects 
are informed that they are playing against computers, experimenters can make sure 
that subjects will be motivated only by financial reward and not by other drivers 
such as altruism, reciprocity, fairness, etc., and the possible forms of sophisticated 
behavior induced by the belief that one’s opponent may be irrational, revengeful, etc. 
is ruled out (Devetag and Warglien 2003). 

The robot used in this study is the Easley-Ledyard bidding agents, which follows 
the bidding strategy proposed by Easley and Ledyard (1993). With this design, our 
human subjects will be able to make their decisions in an environment free from 
behavioral uncertainty resulting from other-regarding preferences. 

Feature 2 is to make sure that every human subject has the same starting point. 
That is, every human subject will be assigned the same set of true values. We will 
also assign our subjects as buyers or sellers in a random way. 

5. If the bidding price of the former step has not been executed, then the agent will take the lowest 
value among the current true value, the  highest price, the  buyer’s convergence price, and  the  
transaction price increase by one to determine the updated bidding price in the next second. 

The seller will act in a similar way but from the opposite direction.
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Fig. 10.2 Markets with the SMP design (the left part) or the BMP design (the right part) 

10.2.2 Market Structures 

Recall that Hypothesis 1 presumes that subjects with higher abilities will be better 
at exercising market power. To test whether Hypothesis 1 holds, we need a market 
structure which endows our subjects market power. We have both the BMP design and 
SMP design similar to HLV86’s to facilitate our experiment. Figure 10.2 illustrates 
the demand and supply curves in our asymmetric double auction experiments. 

In this market structure, there are several marginal units of which the true values 
are the same as the equilibrium price (the flat section of the demand curve right 
at the equilibrium price 260). We will endow our buyer and seller subjects five 
intra-marginal units, and two of them will has true values of 260. These five units 
are highlighted in red in Fig. 10.2. Take the BMP design for example, if this buyer 
subject withhold these two marginal units, the demand curve will be shifted leftward 
for two units and theoretically will result in a new equilibrium price of 220. Under 
this new equilibrium price, our buyer subject can earn extra profits than before. 

Compared with HLV86’s experiments, we believe that our experimental design 
will make it easier for our human subjects to discover their market power. The first 
reason is that we have only one human subject, and other market participants are 
robots. In this case, human subjects will be situated in a less complicated environ-
ment for several repetitive periods. A calculating human buyer is expected to learn 
that two of her intra-marginal units are in fact unprofitable, and abandon those units 
will yield extra bonus. In HLV86’s experiments, other human subjects’ and seller 
agents’ actions were probably making things more complicated and not easy for the 
key buyers to discover their market power. Following this logic, we expect that sub-
jects who gain more CRT scores (which means they are more likely to respond based 
on calculation rather than on gut feelings) will discover and exercise their market 
power more easily. 

Treatments and Interface 
To fully understand whether subjects have the ability to recognise their market power, 
our market experiments consist of two treatments. Treatment 1 is called the “Non-
Informed” or NI Treatment. In this treatment, subjects only knew their own values
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and had no information about the market structure. There will be eight trading periods 
in this treatment, and each period will last for 150 s. 

Treatment 2 is called the “Informed” or I Treatment. In this treatment, subjects will 
be given a sheet demonstrating the information about the demand-supply schedules. 
To be more explicit, the information in that demonstrating sheet include (1) detailed 
tables of unit values for all buyers and all sellers and (2) a demand-supply diagram 
as can be seen in Fig. 10.2. With such a demonstration, subjects should have all 
the necessary information to recognise their market power and therefore deduce the 
withholding strategy. Again, there will be eight periods in this treatment, and each 
period will last for 150 s. 

In our experiments, every subject will first play the NI treatment for eight periods. 
After that, we will distribute the demonstrating sheet and explain the information in 
it. After the introduction of the market structure, the subjects will play the I treatment 
in the same market as the same role.6 

The experiment was implemented using Z-Tree (Fischbacher 2007), and the trad-
ing interface is demonstrated in Fig. 10.3. There are several areas in this interface: 

• The private information panel (the top-left panel): including the current profit and 
accumulated profit on the top and a table with (1) the value, (2) whether an order 
has been submitted, (3) whether it has been traded, and (4) the transaction price 
for each of the five units. 

• The order submission panel (the middle-left panel): subjects can enter their limit 
price and press the red ‘Submit’ button. They can also press the grey ‘Withdraw’ 
button to cancel an outstanding order. 

• The order book panel (the bottom-left panel): this table will reveal the best five 
buying prices and best five selling prices. 

• The transaction history (the top-right panel): this table will show all the transaction 
information, including the buyer numbers, the seller numbers, and the transaction 
prices. 

• The plot (the bottom-right panel): this is a graphical representation of the time 
series of the transaction prices. 

10.2.3 Measuring Cognitive Ability 

In this study, we use the Cognitive Reflection Test (CRT) to measure subjects’ cogni-
tive characteristics. The Cognitive Reflection Test measure how far people’s mental 
processes are away from System 1 thinking. The higher the scores, the closer one’s 
mental process to System 2 reasoning process. In this project, we adopt the tradi-
tional three-question CRT as follows, with the questions translated into Chinese for 
our subjects. 

6 However, this is a new experiments, and the Easley-Ledyard agents will restart their adopting 
behavior from scratch again. 
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Fig. 10.3 The trading platform 

1. A bat and a ball cost a total of 1.10 Euro. The bat costs 1 Euro more than the ball. 
How much does the ball cost? 

2. If it takes five machines five minutes to make five widgets, how long does it take 
100 machines to make 100 widgets? 

3. In the lake there is a patch of lily pads, which doubles in size every day. It takes 
48 days for the patch to cover the entire lake. How many days does it take the 
patch to cover half of the lake? 

Translated version: The CRT will be carried out in Z-Tree (Fischbacher 2007). 

Payments and Experimental Procedures 
All the experiments were conducted at Tunghai University, Taiwan from June to 
August in 2019. The recruitment will be done via emails and website announcement. 
Subjects were motivated by real money, including a fixed amount of attending fee 
(NT$100) and a bonus calculated based on their performance in the double auction 
experiments. The exchange rate between ECU and NT dollars was 0.05. To encourage 
trading, subjects would be given a trading bonus for each transaction made. More 
specifically, they would receive NT$0.25 whenever a unit was bought or sold. The 
average bonus was NT$308.33, which means the bonus was three times the amount 
of the attending fee. 

A total of 39 effective subjects were recruited. Among them, 20 have participated 
in the SMP experiments, while 19 participated in the BMP experiments. After sub-
jects arrived in the computer lab, an introduction to the auction rules were given 
along with some trading examples. The subjects would play the NI treatments first, 
followed by the I treatment. After the auction experiments, subject then took the CRT 
tests as a measure of their cognitive ability.
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10.3 Results and Discussions 

In this section, we will respond to our research hypotheses about aggregate prices 
and individual performance. We will first examine whether market prices converge 
to the competitive equilibrium based on graphical evidence as well as quantitative 
measurements. Then, we will discuss the potential influences of subjects’ cognitive 
ability by examining the relationship between their CRT scores and their market 
performance. 

10.3.1 Market Power and Price Convergence 

The most straightforward way to check whether subjects made use of their marker 
power is to examine the behavior of the market prices. Figure 10.4 demonstrates 
some typical price behavior observed in our NI experiments. In these experiments, 
subjects were only aware of their own private values, and they could only explore 
the market using trial and error. Our first question is therefore whether subjects were 
able to discover their market power and then manipulated the market prices. Here we 
call the original competitive equilibrium CE and the equilibrium when our subjects 
withdrew their units MP. 

In Fig. 10.4, the top panels of both the SMP and BMP experiments are typical 
examples of fluctuating prices between CE and MP; the central panels are examples 
of convergence to CE; the bottom panels are examples of convergence to MP. From 
Fig. 10.4, it is clear that we have observed mixed results: not every subject can 
discover the market power. 

To have a better classification about price behavior, we use net absolute deviation 
(NAD) as a measurement of deviation of a transaction price from a specific target 
price. To determine whether convergence has occurred, we make use of two types of 
NADs – NAD-CE and NAD-MP: 

NAD − CE = Abs(P − CE); (10.1) 

NAD − MP = Abs(P − MP), (10.2) 

where P is the transaction price. We then compute the average NAD in every period. 
To compare the NADs across experiments and treatments, we further divide the 
original NADs by the CE price, which is 260 in all the markets. A price series will 
be regarded converging towards the CE if the average standardised NAD-CE in the 
last four periods (Period 5 to Period 8) is less then 5%. Similarly, a price series will 
be regarded converging toward the MP if the average standardised NAD-MP in the 
last four periods is less then 5%.
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Fig. 10.4 Typical price patterns in SMP and BMP markets 

Table 10.1 Classification of price patterns 

Experiment Pattern Number of instances 

NI-SMP Convergence to CE 5 

Fluctuation 12 

Convergence to MP 3 

NI-BMP Convergence to CE 3 

Fluctuation 15 

Convergence to MP 1 

According to this definition, there are three (out of 20) instances of market power in 
the NI-SMP experiments and only 1 (out of 19) instance in the NI-BMP experiments. 
Table 10.1 summarises the number of instances of the three types of price patterns– 
fluctuation, convergence to CE and convergence to MP. Since only a few subjects 
succeeded in exercising their market power, we then check whether cognitive ability 
has anything to do with the ability to recognise the market power.
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Fig. 10.5 Distribution of 
subjects’ CRT scores 
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10.3.2 Cognitive Ability and Market Power 

To see how subjects’ cognitive ability influences their ability to exert their marker 
power, we first check the distribution of their CRT scores, as demonstrated in 
Fig. 10.5. It is clear from Fig. 10.5 that the distribution of CRT scores almost fol-
lows a uniform distribution for our 39 subjects, which means our subjects were quite 
different in their thinking styles. If that is the case, is it possible that those who 
succeeded in exercising their market power tend to think things differently from 
others? 

To answer this question, we can use two methods. Method 1 is to check whether 
those who exercised market power had different CRT scores than others. Based on 
the classification of Table 10.1, we classify our subjects into three groups–those who 
lead to convergence to CE as well as MP and those who lead to fluctuation in market 
prices. Figure 10.6 demonstrates the CRT scores of these three groups. Surprisingly, 
those who exercised the market power appeared to be more impulsive–who rely more 
on System 1 thinking On the contrary, subjects with higher CRT scores seem to lead 
to fluctuating prices. The mean CRT scores for these three groups of subjects are 1.38 
(CE), 1.59 (Fluctuation) and 0.75 (MP), respectively. Despite so, Kruskal-Wallis test 
shows no significant difference among these three groups (with p-value 0.387), 

Method 2 is to check whether subjects have tried to withdraw their units so as 
to manipulate the market prices, as we know that subjects need to hold at least 
two units so as to move the demand or supply curves. The average units traded by 
our human traders in the last four periods in the NI treatments are 3.88 (CE), 4.03 
(Fluctuation) and 3.81 (MP), respectively. Although subjects in markets of which 
the prices converged to MP did have fewer transactions, it appears that there are no 
significant differences among these three groups, either (with a p-value of 0.5163 in 
Kruskal-Wallis test).
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Fig. 10.6 CRT scores for 
subjects with different price 
patterns 
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Based on the above results, it appears that those who exercised market power 
were not withholding their units in the last four periods. Then what happened to 
those markets where prices converged toward the MP? Since we have only a few 
markets converging towards MP, we can scrutinise the detailed records to examine 
what has happened in those markets. Table 10.2 provides the detailed information 
about average market price, total number of trades and number of trades by the 
subjects for every period in the markets where prices eventually converge to MP. 

We can see very clearly from this table that, whenever the subjects reduced their 
units at the early stage, the market prices would approach MP (300 for SMP and 220 
for BMP) immediately. Once market price was driven up by subjects’ withholding 
behavior, the prices will remain close to MP even if subjects increased their number 
of trades afterwards. To see whether this is what has actually occurred, Fig. 10.7 plots 
the numbers of trades from human subjects in the first four periods for each of the 
three price pattern categories. We can see very clearly that the more trades subjects 
tried to achieve, the closer the price to CE. On the other hand, subjects made fewer 
trades in those markets where prices converged to MP. Despite that this observation 
makes good sense, the statistical test shows that the differences among these three 
groups are not significant enough (χ 2 = 2.6621, df  = 2, p-value = 0.2642). 

In sum, in this section we have shown that some of the subjects did withhold 
their units to manipulate market prices at early stages. Also, there is a no evidence 
that subjects with lower CRT scores tend to be the ones who exercised their market 
power. This observation is counter-intuitive as we thought that it would require more 
strategic thinking when a trader tries to exploit market opportunities. Despite so, this 
observation lacks statistical support probably due to the small sample size, especially 
when we only have 4 instances of convergence towards MP. We therefore need to 
reject our hypothesis H1, which assumes that Subjects with higher cognitive abilities 
will be better at exercising their market power to influence the price to gain extra 
profits.
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Table 10.2 Average price and number of trades in markets converging to MP 

Subject SMP-4 SMP-8 SMP-19 

Average 
price 

Subject 
trades 

Total 
trades 

Average 
price 

Subject 
trades 

Total 
trades 

Average 
price 

Subject 
trades 

Total 
trades 

Period 1 281.75 1 22 270.27 5 28 260 3 23 

Period 2 279.67 2 19 282.57 3 28 271 4 23 

Period 3 275 2 22 298.38 3 26 297.45 1 21 

Period 4 291.08 4 24 286.42 5 24 282.69 4 26 

Period 5 293.83 4 24 287.62 3 23 285.23 3 24 

Period 6 295.17 4 24 286.25 4 24 286.46 5 26 

Period 7 295.25 4 24 290.92 4 24 284.38 5 26 

Period 8 294.92 4 24 286.75 4 24 288.67 4 24 

Subject BMP-18 

Average 
price 

Subject 
trades 

Total 
trades 

Period 1 251.08 3 23 

Period 2 253.58 4 24 

Period 3 205.2 2 18 

Period 4 222 2 24 

Period 5 227.09 3 22 

Period 6 226.92 3 26 

Period 7 234.46 3 24 

Period 8 233.08 4 24 

Fig. 10.7 Number of trades 
made by human subjects for 
different price pattern 
categories 
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Fig. 10.8 The relationship 
between subjects’ profit in 
the last four periods in the NI 
treatments and their CRT 
scores 
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10.3.3 Cognitive Ability and Market Performance 

One of our research questions is whether subjects with higher cognitive ability will 
be able to gain more profits through their bidding behavior. As can be seen in Tai 
et al. (2018) that subjects with higher working memory capacity earned more prof-
its in double auction markets, we intend to examine whether subjects with higher 
CRT scores would be more successful in our continuous double auction experi-
ments as well. Figure 10.8 presents the relationship between subjects’ profit in the 
last four periods in the NI treatments and their CRT scores. It appears that there is 
a weakly positive relationship between subjects’ cognitive ability and their market 
performance. 

We adopt the same analytical strategy as Tai et al. (2018) by dividing our subjects 
into two groups–the High group for those whose CRT scores is higher or equal to 
2 and the Low group for those whose CRT scores are lower or equal to 1. We then 
examine whether the High group earned more profits than the Low group in the last 
four periods of the NI treatment. To distinguish the improvement in performance 
caused by learning and cognitive ability, we examine both the High and Low groups’ 
performance in the first four period, where the learning effect may be weaker, and 
the last four period. 

The results of the t test and the Wilcoxon Rank Sum test show that the two groups’ 
average profits are not significantly different in both the first and the second halves 
of the NI treatment (t = 1.9321, df  = 32.486, p-value = 0.06211 and W = 247.5, p-
value= 0.1092 for the first four periods; t = 0.78615, df= 33.567, p-value= 0.4373 
and W = 203.5, p-value = 0.7149 for the last four periods). Therefore, we couldn’t 
find significant evidence supporting the view that subjects’ market performance will 
be influenced by their thinking styles as captured by the CRT scores.7 

7 We also compare both groups’ performance for the eight periods, and the difference is still insignif-
icant. 
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Fig. 10.9 The relationship between subjects’ CRT scores with NAD-CE in the last four periods 
(left) and the market efficiency in the last four periods (right) in the NI treatments 

10.3.4 Cognitive Ability and Convergence Towards 
the Competitive Equilibrium 

According to experimental studies in the literature, asset prices tend to converge to 
the fundamental values when market participants had higher cognitive ability. This 
is imaginable since subjects had a chance to calculate the fundamental values based 
on their knowledge and the available information. In the NI treatment of our auction 
experiments, subjects only knew the values of their own units. In this circumstance, 
whether higher cognitive ability will help price convergence is an open question. 

From Fig. 10.6, it appears that subjects who were in the CE category have lower 
CRT scores than those in the Fluctuation category, despite that the difference is 
insignificant (Wilcoxon rank sum test: W = 96.5, p-value = 0.6552). To better judge 
whether CRT scores are related to market convergence to CE, we employed two 
measures of convergence: NAD-CE and Market Efficiency. Market Efficiency is 
defined as the ratio of realised profits divided by the potential profit, which is the 
profits that should be realised when market participants are bidding in a truthful 
manner. 

Figure 10.9 presents the relationships between subjects’ CRT scores and the corre-
sponding NAD-CE and Market Efficiency in the last four periods in the NI treatment. 
It is evident that there are no clear linear relationships existing in these plots. Simple 
regression analyses also suggest that CRT cannot serve as a significant explanatory 
variable for neither NAD-CE nor Market Efficiency (the adjusted R2 for these two 
models are –0.02611 and 0.01854, respectively). Based on these results, we have to 
reject our hypothesis H2. This implies that subjects’ CRT scores have no influences 
on the market prices in terms of the convergence towards competitive equilibrium.
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Fig. 10.10 Typical price patterns for NI and I treatments 

10.3.5 Revelation of Market Information 

One distinct feature of this study is that we allow subjects to have full information 
about the market in the I treatment. In this treatment, subjects were informed about the 
detailed values and shapes of the demand and supply schedules. Since they already 
had experiences in these markets, such an extra information should be very helpful 
in improving their trading strategies. Note that in our design, the Easley-Ledyard 
agents will be reset in the I treatment. If there are changes in price patterns, that 
should be due to changes in subjects’ behavior. 

With the introduction of additional information, how would subjects adjust their 
behavior? It turns out that subjects reacted quite differently when they had full infor-
mation about the market environment. In terms of price patterns, some of the subjects 
adjusted their bidding behavior so the prices deviation from CE or MP in the NI treat-
ment; others made use of this information and eventually reached the equilibrium 
at the CE or MP level. Figure 10.10 presents typical price patterns observed in our 
experiments.
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Table 10.3 Profits and market efficiency after information revelation 

Profit Market Efficiency 

NI I p-value NI I p-value 

Mean 222.56 227.73 0.3846 0.98 0.99 0.2776 

In the top-left plot, we can see that the price converged to CE in the first eight 
period (the NI treatment). After the revelation of the information, the human seller 
changed his/her behavior so the price series deviate from CE and become fluctuating 
again albeit the tendency towards CE near the end of the I treatment. Similarly, in the 
top-right plot, the buyer changed his/her behavior so the price series deviates from 
CE and fluctuate between CE and MP in the I treatment. In the middle two plots, 
both the seller and the buyer adjusted their behavior so that the price series become 
much more volatile in the I treatments. It appears that these subjects tried to take 
advantage of other robot agents by making use of the additional information. On 
the contrary, there are also cases where subjects became aware of the existence of 
equilibrium with the help from the new information, and the price series eventually 
converged to CE or MP in the I treatment, as captured by the bottom two plots in 
Fig. 10.10. 

If our subjects reacted to the additional information in different ways, two ques-
tions therefore emerged: First, is such information helpful for our human subjects to 
gain more profit than they did in the NI treatment? Secondly, does the introduction 
of the information improve market efficiency? Table 10.3 compares the means of 
profits and market efficiency before and after the information revelation. Although it 
appears that both profits and market efficiency become higher in the last four periods 
of the I treatment, the differences are not statistically significant.8 

10.4 Conclusion 

How prices are formed in various market environment has been an important research 
agenda in experimental economics. A series of studies have been conducted to inves-
tigate whether market price would converge toward competitive equilibrium as sug-
gested by equilibrium theory. Inconsistent results among individual participants and 
between studies have been found. We aimed at providing a cognitive explanation 
for the heterogeneous individual behavior, if it ever exists. Our first hypothesis is 
that subjects with higher cognitive ability, which was measured by CRT, will be in 
a better position in exploiting their market power and manipulate market prices in 
favor of their own benefits. On the basis of a series of experimental studies, our sec-

8 However, this may be because that the market efficiency has been very high in the last four periods 
of the NI treatment. Since there is not much room to improve, the market efficiency cannot be largely 
improved by the disclosure of information at the first place. 
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ond hypothesis suggests that markets consisting of participant with higher cognitive 
ability will converge more quickly to competitive equilibrium. 

To address our research questions, we have designed our experiments in a way 
that can isolate the behavioral influences of every human participant. In this study, 
each human participant was playing against a group of robot agents, which were 
designed based on Easley and Ledyard (1993)’s bidding procedures. By doing so, 
we can discuss the influences of subjects’ behavior by comparing the market price 
series. Our results showed that, counter-intuitively, those who were able to exercise 
their market power are subjects with lower CRT scores, although the evidence is weak 
and insignificant. Also, there is no evidence that higher CRT scores were associated 
with better price convergence. Finally, the revelation of information did alter some 
subjects’ behavior drastically. However, such effects only existed for a few subjects, 
and the additional information did not increase subjects’ performance nor the market 
efficiency in an economically meaningful manner. 

There are limitations to our experimental study. First, the number of subjects is 
small compared to modern standards. Secondly, the behavior of the Easley-Ledyard 
bidding agents could be analysed further using large scale simulation so as to facilitate 
our analyse of aggregate market outcomes due to human subject behavior. Thirdly, 
CRT is not actually a formal psychometric test, and it doesn’t really measure cognitive 
ability, either. A better candidate would be, for example, working memory capacity. 
Fourthly, the revelation of information could be studied further if we test more market 
environment. 
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Appendix: Instructions 

Introduction 
Welcome to participate in today’s experiment. What you are about to participate in is 
a “bilateral bidding”. Your decisions in the experiment will determine your profits, 
which will be converted to cash for you. You will be paid privately in cash for your 
participation at the end of the experiment. 

Payoff 
Your payoffs will consist of two parts: attendance fee and bonus. Participants in 
the experiment today will receive NT$100 as an attendance fee. The bonus will be 
determined based on the profits you earn in the market. The higher the profits you 
earn, the more bonus you will get after the experiment. Your profits in the experiment 
will be divided by 20 as your bonus.
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Number of Participants in Each Group 
In today’s experiment, the market will consist of 5 buyers and 5 sellers. You can 
see your buyer’s or seller’s identity and serial number from the transaction screen. 
You will trade with computer traders, which means that all your opponents in the 
market are computer software, not other participants on the scene. Therefore, please 
focus on trading activities with computer traders, your profits will not be affected by 
the decisions of others present. Please keep quiet and do not talk to other participants. 

Trading Goal 
In the bilateral bidding market, there will be many buyers bidding to buy goods, and 
many sellers bidding to sell goods. In today’s experiment, the buyer’s goal is to buy 
the virtual products from the sellers to make profits; the seller’s goal is to sell the 
products to the buyers to make profits. 

If you are a buyer, we will assign you several “tokens” as the basis for the transac-
tion. Please imagine the buyer’s tokens as the value of goods to you. When you buy 
a good, the profit is the difference between the value of the token and the price of 
the good. The value of the tokens we assign to you may be different. For a buyer, the 
values of tokens will be ranked from high to low. The buyer must start the transaction 
with the highest token. 

Example 1 

A buyer has three tokens, the values of which are 100, 50, and 30 respectively. He must start 
the transaction with the token value of 100. Suppose he bought the first good at a price of 
60, then the profit generated by the first good is 100 − 60 = 40. Next, he must continue the 
transaction from the second token. Assuming that he still bought the second good at 60, then 
the profit generated by the second good is 50 − 60 = −10. If the third good is bought at a 
price of 29, what will his profit be? What are the total profits of this buyer in this session? 

If you are a seller, the situation is just the opposite of the buyer. We also assign 
you several tokens as the basis of the transaction. Please imagine the seller’s tokens 
as the costs of goods to you. When you sell a good, your profit is the difference 
between the price of the good and the value of the token. The values of the tokens 
we assign to you may be different. For a seller, the value of tokens will be ranked 
from low to high. The seller must start the transaction with the lowest token. 

Example 2 

A seller has three tokens, the values of which are 10, 60, and 80 respectively. He must start 
the transaction with the token value of 10. Suppose he sold the first good at a price of 40, then 
the profit generated by the first good is 40 − 10 = 30. Next, he must continue the transaction 
from the second token. Assuming that he still sold the second good at 40, then the profit 
generated by the second good is 40 − 60 = −20. If the third good is sold at a price of 79, 
what will his profit be? What is the total profits of this seller in this session? 

Our experiment today will be conducted for 8 sessions, each session will last 150 s. 
Each session, every trader in the market will have 5 tokens. Please note that only 
successful transactions will generate profits or losses. In addition to the profit or loss 
generated by the transaction, for each successful transaction of a token, regardless 
of the profitability of the transaction, an additional 5 units of profit can be obtained.
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Tokens do not necessarily have to be traded. Untraded tokens will neither accumu-
late to the next session nor generate profit or loss. We will reissue tokens to you at 
the beginning of each session. Please note that your goal is to earn the highest total 
profits possible in exchange for high rewards. 

Bargaining Rules and Transaction Prices 
In bilateral bidding, the buyer expresses his willingness to buy through bidding, and 
the seller expresses his willingness to sell through bidding. The bids of buyers and 
sellers will be recorded in the order book, the bids of buyers will be sorted from 
high to low, and the bids of sellers will be sorted from low to high. If the buyer’s 
highest bid is greater than or equal to the seller’s lowest bid, the bilateral bidders can 
conclude a transaction, and the transaction will be based on the first bid sent to the 
order book as the transaction price. 

Example 3 

Assuming that the current buyer’s highest bid is 10 and the seller’s lowest bid is 12, there 
will be no transaction. If a seller bids 9, the buyer’s bid is greater than or equal to the seller’s 
bid (10 >= 9), the transaction occurs and the transaction price is 10. 

Please enter an integer bidding. If you regret your bid, you can cancel the bid as 
long as it has not been fulfilled. If you have used up all the tokens before the end of 
the trading session, you will not be able to bid again during the current session, and 
your tokens will not be refilled until the next session starts. 
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Chapter 11 
Counterfactual Thinking and Causal 
Mediation: An Application to Female 
Labour Force Participation in India 

Sunil Mitra Kumar and Ying-Fang Kao 

Abstract The use of computers has revolutionised our ability to learn about our-
selves and the world around us. Beyond the goal of performance or prediction, the 
extent to which machine actions and algorithms are explainable and intelligible to 
human beings—Explainable AI—are increasingly becoming important, especially 
so in socio-economic contexts, and where life and health outcomes are involved. 
While the Turing test aims to distinguish between machine and human, Judea Pearl’s 
‘mini’ Turing test focuses on one crucial aspect of this distinction: the ability to rea-
son causally and thereby answer causal queries based on counterfactuals. At the heart 
of counterfactual-based reasoning lies the role of causal explanation, or delineating 
the underlying causal mechanisms. In this chapter we make a small step towards 
demonstrating how causal models can be brought to observational data to answer 
useful counterfactual queries in contexts where complex social processes are at play. 
We estimate the causal effects of education on female labour-force participation in 
India in a causal mediation framework. We consider the role of positive assortative 
marital-matching in terms of education which leads to husbands’ levels of education 
mediating the effect of women’s education on their subsequent labour force par-
ticipation, and we use a g-formula based approach to estimate the total causal and 
natural direct effect of education. 

Keywords Causal inference · Causal mediation · Female labour force 
participation 

S. M. Kumar (B) 
India Institute and Department of International Development, 
King’s College London, London, UK 
e-mail: sunil.kumar@kcl.ac.uk 

Y.-F. Kao 
Experimentation Team, Machine Learning and AI Division, Just Eat, London, UK 
e-mail: ying-fang.kao@just-eat.com 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
R. Venkatachalam (ed.), Artificial Intelligence, Learning and Computation in Economics 
and Finance, Understanding Complex Systems, 
https://doi.org/10.1007/978-3-031-15294-8_11 

187

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-15294-8_11&domain=pdf
sunil.kumar@kcl.ac.uk
 854 52553
a 854 52553 a
 
mailto:sunil.kumar@kcl.ac.uk
ying-fang.kao@just-eat.com
 854
56538 a 854 56538 a
 
mailto:ying-fang.kao@just-eat.com
https://doi.org/10.1007/978-3-031-15294-8_11
 -2047 61833 a -2047 61833 a
 
https://doi.org/10.1007/978-3-031-15294-8_11


188 S. M. Kumar and Y.-F. Kao

11.1 Introduction and Motivation 

The use of computers has revolutionised our ability to learn about ourselves and 
the world around us, and to solve problems, be they academic or practical. A range 
of approaches are now available to utilise computing machines to learn or infer 
knowledge from data, adapt and exhibit behaviour (often in complex environments), 
and together these can be termed intelligent in the broad sense of the term. These 
approaches, which are related in many ways and yet distinct in their aims, can be 
roughly classified into two broad categories: artificial and machine intelligence. 
The former involves developing computing machines geared towards understand-
ing or mimicking human intelligence and cognitive capabilities. The latter approach, 
machine intelligence, is not strictly limited to human capabilities alone, and involves 
diverse applications across domains that make use of machine learning tools, for 
e.g. neural networks, classification algorithms, probabilistic learning methods, rein-
forcement learning and deep learning etc.1 Although there is considerable debate on 
these matters, the role of an agent (human or artificial)—how they perceive informa-
tion, adapt to their environment, decide and act in a goal-oriented manner—retains 
an important place in both traditions. High-performance, or maximising the chance 
of achieving a particular goal, often by learning from vast amounts of data, is no 
longer the absolute criteria to judge such algorithms. Rather, the extent to which 
these solutions or actions by machines are explainable and intelligible to human 
beings—Explainable AI—are increasingly becoming important too (Barredo Arri-
eta et al. 2020; Gunning et al. 2019). This is especially so in socio-economic contexts, 
and where life and health outcomes are involved. 

An important link between the two traditions of AI is the Turing test (Turing 
1950) which has played a critical role in creating models or expert systems.2 The 
Turing test was originally meant as a way to discern whether the machine or program 
in question can behave and learn just like human beings in a specific game setting. 
This can be useful in judging the level of performance, however, questions regarding 
the process by which such performance is achieved can be important too. While 
recent efforts in AI focus on building algorithms capable of human or expert level 
performance, it is still worth bearing in mind that human beings are capable of 
far deeper learning even with—compared to machines—extremely limited data and 
computational (cognitive) capacities (Kao and Venkatachalam 2021). For instance, 
despite the success of deep learning in programs trained to play the game Go, there 
remains a significant gap between human capability and machine learning. In a 
similar vein, discussions around different versions of the Turing test acknowledge the 
gap between human and machine intelligence in socio-economics contexts (Pagliari 
et al. 2021). 

1 These twin categories are sometimes referred to as Classical and Modern AI (Russell and Norvig
2009), or symbolic and connectivist approaches to AI. 
2 These are systems that are capable of yielding valuable insights and performing tasks as required 
once they have been trained with existing data. 
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Judea Pearl, recipient of the Turing Award in 2011, proposes an interesting idea to 
test modern algorithms. Instead of a binary test like what Turing initially considered, 
Pearl proposes a Ladder of Causation, with progressively more advanced causal 
queries. Intellectual ability of a program or being can then be graded according 
to the level of causal reasoning. Pearl terms this the mini Turing Test (Pearl and 
Mackenzie 2018). With the ability to observe association at the bottom level, and 
counterfactual thinking at the top, Pearl argues that even the most advanced deep 
learning algorithms in data science do not go beyond the first rung of the Ladder. 
Given that counterfactual thinking—an ability to imagine and reason about potential 
worlds—is ubiquitous in everyday life and causal reasoning is an important arsenal 
in human intelligence, endowing algorithms with this ability becomes an exciting 
prospect. 

There are several ways in which counterfactual thinking has been invoked in the 
literature: Chen and Du (2017) explore the link between counterfactual thinking in 
the context of generalised reinforcement learning and cognitive capacity of human 
subjects in relation to a beauty contest game. Learning patterns are tied to the notion of 
counterfactual thinking, since the latter are an important component in evaluating the 
payoffs associated with strategies under different, imaginary scenarios. Specifically, 
counterfactual thinking is characterised as in the attraction updating function, called 
the principle of simulated effect (Camerer and Ho 1998). By including the principle of 
‘simulated effect’, the experience-weighted attraction model generalises reinforce-
ment learning and belief learning and allows for the individual agent to have varying 
degrees of counterfactual thinking-ability. Chen and Du (2017) are inspired largely 
by a bulk of psychological literature on associations between the level of counterfac-
tual thinking and working-memory capacity. The primary hypothesis in this literature 
is that undertaking counterfactual thinking burdens the memory, which implies that 
heterogeneity in the level of counterfactual thinking could be explained by varia-
tions in the level of working-memory capacity. The experimental data from Chen’s 
beauty contest game supports this hypothesis, and overall the study addresses the 
importance of counterfactual thinking in learning and decision-making in repeated 
economic games. 

However, although not explicitly mentioned in the psychology and cognitive 
science literature, counterfactual thinking is not feasible without a map of causal 
pathways or structure. Pearl (2001, 2009) and Imai et al. (2010, 2011) provide 
a mathematical framework to formalise such structures using Directed Acyclic 
Graphs (DAGs), and discuss the identification conditions under which various causal, 
counterfactual-based queries can be answered using observational data. In this 
chapter our aim is to bring together some of the strands in these literatures, and 
to make a small step towards demonstrating how causal models can be brought to 
observational data to answer useful counterfactual queries. We do so in the context of 
the social sciences and economics. In this realm, answering causal queries remains 
a complex challenge, and the bulk of efforts focus on estimating treatment effects 
in contrast to delineating the underlying causal mechanisms. Even if we set aside 
the practical and ethical limitations involved in the use of randomised controlled
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trials with human beings in order to obtain unbiased causal estimates (Deaton and 
Cartwright 2018; Imbens and Rubin 2015), we note that such experiments are bet-
ter suited to obtaining reduced-form estimates and but however are limited so far 
as understanding causal mechanisms go. There thus remains significant scope to 
develop methods that can help understand causal mechanisms. 

Our demonstration focuses on an important socio-economic phenomena: the 
causal effects of education on female labour-force participation. As we discuss, the 
dominant approach in the literature on this topic focuses on establishing the causal 
relationship between education and labour force participation (LFP), and thus doing 
obviates the tougher problem of providing causal explanation for this relationship. 
Our attempt is to shed some light on the latter, and we study this problem in the con-
text of India. Employing insights from the literature on marital matching, we propose 
a causal structure by which female education effects LFP not only directly, but also 
indirectly via the husband’s level of education. Doing so, we hope to substantiate 
our claim that methods of causal inference designed to answer counterfactual-based 
queries in complex causal systems can be productively put to use in the context of 
socioeconomic phenomena involving human beings and the highly complex social 
systems within which they exist. 

11.1.1 Female Labour Force Participation in India as a 
Problem of Causal Mediation Analysis 

As economies develop, female LFP is believed to initially decrease and later increase, 
or in other words the association between the two phenomena ought to follow a U-
shaped relationship (Klasen 2019), even though empirical evidence suggests that 
there is significant divergence from this hypothesis at the level of individual coun-
tries depending on historical, cultural and economic context (Klasen et al. 2021; 
Jayachandran 2021).3 In India, a growing literature focuses on one aspect in partic-
ular of economic development: levels of education. There is significant evidence of 
a neutral-to-negative relationship between rising education and labour force partic-
ipation amongst married women. Recent studies document that employment rates 
have remained stagnant (Klasen and Pieters 2015) or declined (Afridi et al. 2018) 
alongside rising education levels and economic development overall, and it remains 
a puzzle why this is the case. Afridi et al. (2018) show that this fall has taken place 
only amongst married women in rural India, and suggest a potential explanation in 
the form of rising returns to home production relative to labour market participa-
tion for educated women. Mehrotra and Parida (2017) document similar trends but 
provide an alternative explanation. Structural transformation in agriculture has dis-
placed females from this sector, while a combination of rising capital intensity in 
manufacturing and rising real wages in rural areas has resulted in limited alternative 

3 See Klasen (2019) also for a detailed overview of the challenges and controversies in defining 
female labour force participation. 
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employment opportunities, while continuing patriarchal social norms imply limited 
flexibility all round. 

However, average LFP over time is not to be confused with the cross-sectional 
relationship between LFP and education. As Datta Gupta et al. (2020) find, cross-
sectional comparisons of LFP amongst married Indian women as a function of educa-
tion levels do show a U-shaped relationship. Besides pointing out significant hetero-
geneity in this overall pattern, their explanations include rising education levels for 
nonmarket reasons—improved marriage prospects—limited employment opportu-
nities for educated women, and unobserved self-selection processes. Chatterjee et al. 
(2018) also document a U-shaped relationship, and breaking this down by sector 
show that rising education correlates with rising salaried employment but declining 
participation in wage labour, family farms or businesses. As they discuss, in part this 
points towards the role of limited employment opportunities for educated females, 
but they also show that the higher household incomes apart from women’s own 
earnings are associated with lower LFP for the women themselves. 

The latter point is significant, because marriages in India are still overwhelmingly 
arranged even as women increasingly participate in spouse-selection with their par-
ents (Allendorf and Pandian 2016). This implies that social norms and specifically 
the intersection of caste, economic and educational status are still the primary forces 
that shape marital matches, and could therefore also play a significant role in explain-
ing LFP for married women. As Lin et al. (2020) show, educational hypergamy has 
decreased in India in line with global trends, reflecting rising female education. 
However, while educational hypogamy is rising, women who marry down in terms 
of education are more likely to be marrying into a family with higher economic status 
than their natal family. The trade-off this evidences, the authors argue, suggests that 
economic resources play a larger role in marital matching than education levels with 
the result that women with higher education than their husbands are still likely to 
earn less than them. This finding is in consonance with Klasen and Pieters (2015)’s 
list of supply-side factors that depress women’s LFP, including higher household 
incomes and husband’s education. 

Taken together, these findings have clear implications for better understanding the 
relationship between female education and LFP. First, that structural factors in the 
form of limited employment opportunities for educated females, particularly in rural 
areas likely play an important role. Second, that a combination of societal norms 
and income substitution effects at household level could be a significant part of 
the explanation. Third, establishing causality and delineating the underlying causal 
mechanisms is a consistent challenge throughout this literature. To our knowledge, 
there is limited evidence on both fronts. The main challenge in inferring causality is 
that several variables which help explain LFP and are also correlated with education 
levels are in fact intermediate variables or mediators, for example the education level 
of husbands and the income of the household as a whole. That is, these are factors 
causally effected by education and in turn causally effect labour force participation, 
and this causal structure ought to be explicitly taken into account to provide mean-
ingful insights. Explaining the underlying causal mechanisms is even harder, since
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there are likely a combination of supply and demand-side factors in operation, and 
it is challenging to account for all of these simultaneously. 

In this paper we address the first of these challenges and make some progress with 
the second. Specifically, we measure the causal effects of women’s education levels 
on LFP in the cross-section, purposively accounting for the role of social norms within 
the household as one significant causal explanation that shapes this relationship. To 
do so we model the assortative matching between women and their husbands in 
terms of respective education levels, and the causal effects these education levels 
then have on women’s eventual LFP once they are married. Doing so, we attempt 
to combine some of the insights (Lin et al. 2020) provide for marital matching with 
their causal implications for the LFP trends documented by Chatterjee et al. (2018). 
The remainder of the paper is structured as follows. Section 11.2 presents the causal 
structure we propose to study this relationship, the causal estimands of interest, and 
estimation methods. Section 11.3 discusses the data used and Sect. 11.4 presents our 
results. Section 11.5 concludes with a discussion of these results and the new insights 
offered. 

11.2 Causal Structure and Methods 

We would expect a woman’s level of education to effect her husband’s level of 
education via the process of assortative matching, most likely involving parents 
on both sides. As Lin et al. (2020) explain, this matching takes into account both 
education levels but also wealth levels of the respective families. Post-matching, 
we would then expect the husband’s level of education to influence the wife’s LFP 
through pathways including social norms and preferences as well as the husband’s 
earning capacity. The resulting causal structure is portrayed as a Directed Acyclic 
Graph (DAG) in Fig. 11.1, where husband’s education H mediates the effect of 
female’s education E (treatment) on LFP (the outcome). 

We focus on two causal estimands. For a given change in female education (E) 
from level e0 to e1, the Total Causal Effect (TCE) measures the resulting change in 
LFP accounting for both the direct effect of E as well as the indirect effect via the 

Education (E) Labour Force Participation (LFP) 

Husband’s education (H) 

Fig. 11.1 Causal structure for effect of women’s education on labour force participation
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corresponding change in H . The Natural Direct Effect (NDE) focuses exclusively 
on one part of this: the change in LFP that is due to the change in E while holding 
mediator H fixed at the level it naturally attains at the baseline viz. E = e0.4 These 
twin causal quantities of interest are defined formally as follows, where LFPeHe∗ 

stands for labour force participation when female education is held at level e and 
husband’s education H is held at the level it would attain when female education is 
at level e∗. 

TCE = E[LFPe1 He1 
− LFPe0 He0

] (11.1) 

NDE = E[LFPe1 He0 
− LFPe0 He0

] (11.2) 

The above definitions apply when LFP is measured as a binary variable. We 
also consider LFP measured as a 4-category variable that captures the type of work 
undertaken (none, salaried, farm or business, wage labour). In this case, for each 
categorical outcome LFPi where i ∈ {1, 2, 3, 4} these estimands can be defined as: 

TCEi = Prob[LFPe1 He1 
= LFPi ] −  Prob[LFPe0 He0 

= LFPi ] (11.3) 

NDEi = Prob[LFPe1 He0 
= LFPi ] −  Prob[LFPe0 He0 

= LFPi ] (11.4) 

11.2.1 Identification and Estimation 

Under the overall assumption that the data is generated from a Non-Parametric Struc-
tural Equation Model (Pearl 2009, 2014), the following standard assumptions are 
required for identifying natural direct and natural indirect effects.5 

A1: Consistency: (i) Consistency of E on H . (ii) Consistency of {E, H} on LFP. 
This assumption requires that the actual and potential values coincide for all 
relevant variables. 

A2: No unobserved mediator-treatment confounding: There exists a set of vari-
ables W1 such that He ⊥⊥ E |W1. In other words, the effect of treatment on the 
mediator can be identified by conditioning on W1. 

A3: No unobserved mediator-outcome confounding: There exists a set of vari-
ables W2 such that for each e ∈ E we have that LFPeH  ⊥⊥ H |{W1, W2}. In other 
words, holding E fixed, the effect of the mediator H on the outcome can be 
identified. This also rules out any confounders of the mediator-outcome rela-
tionships themselves affected by E . 

4 See Pearl (2001), Imai et al. (2011), Pearl (2014), VanderWeele (2015) for an introduction to 
causal mediation frameworks more generally. 
5 See VanderWeele (2015, Chap. 2) and Pearl (2014) for a detailed discussion.
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A4: No unobserved treatment-outcome confounding: There exists a set of vari-
ables W3 such that LFPeH  ⊥⊥ E |{W2, W3}. In other words, holding H fixed, the 
effect of treatment on outcome can be identified by conditioning on {W2, W3}. 
This also rules out any confounders of the mediator-outcome relationship that 
are themselves affected by the treatment. 

Estimating the causal effects listed above requires statistical methods that explic-
itly model the counterfactuals involved to keep mediators or treatment variables fixed 
while manipulating the variable of interest, since simply adjusting for the husband’s 
education in a regression of LFP status on women’s education and other covariates 
will in general not yield the required causal estimates.6 Several methods are available 
for estimating direct and indirect effects in a causal mediation framework. The sim-
plest of these entails specifying regression models for the mediator and outcome, and 
using the estimated parameters to provide analytical expressions for the expectation 
terms in Eqs. 11.1–11.2. This can be challenging particularly when using non-linear 
regression models since it requires integrating over the conditional counterfactual 
distribution of the mediator. Monte-Carlo simulation can be used as an alternative, 
to directly estimate the required expressions through a two-step procedure. In step 
1, using the same regression approach of one model each for the mediator and out-
come, the estimated model parameters and the covariate values for each observation 
are then used to generate predictions for the mediator by holding the treatment at 
required levels. In step 2, using the regression estimates for the outcome model, 
covariates for each observation having replacing mediators with the predictions, and 
treatment held at required levels, are then used to generate predicted values for the 
outcome. Monte-Carlo simulation accounts for the sampling variability of the (con-
ditional counterfactual) distributions of the mediator and outcome. We follow Daniel 
et al. (2015) and implement this by taking draws from the sampling distribution of 
the model predictions, obtaining standard errors via bootstrapping (Vansteelandt and 
Daniel 2017; MacKinnon 2008). 

These steps are formalised as follows (see Daniel et al. 2015) 
Let W = {W1, W2, W3}. 

Step 1: Using OLS or maximum likelihood, estimate 

E(H |E, W) = gh( A, W; βh) with error variance σ 2 h 
(Y |E, H, W) = gy(E, H, W;β y) with error variance σ 2 y 

6 In this type of regression, the causal interpretation of changing a representative female’s education 
from one level to another in this sort of regression entails averaging over the sample distribution of 
all other included covariates, whereas the causal quantity of interest requires holding the husband’s 
education fixed. In general, regression does not yield causal estimates if we condition on intermediate 
outcomes (see Sect. 19.6 in Gelman et al. 2020)—here husband’s education—unless we can assume 
that education does not interact with any other covariate in the model. But the latter is clearly 
unrealistic since we would expect the causal effect of interest to vary with the husband’s level 
of education. Unfortunately, the simple cure of including an interaction term in the regression 
specification does not solve the problem either.
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Step 2: For each unit i , holding E = e, e∗, draw  

Hi (E, Wi) from N (gh(E, Wi, β̂h), σ̂ 2 h ) 

Step 3: For each unit i , holding E = e, e∗ and E ′ = e, e∗, draw  
Yi (E, Hi (E ′)) from N (gy(E, Hi (E ′), Wi; β y), σ̂ 2 y ). 

Step 4: The empirical average across all units i of Yi (e∗, H (e)), Yi (e, H (e)) and 
Yi (e, H (e∗), ) can be used to estimate the respective expectation terms in 
(11.1)–(11.2). 

11.3 Data and Variables 

We use data from the second round of the India Human Development Survey (IHDS).7 

The IHDS is a nationally-representative household survey undertaken in two rounds, 
2004–5 and 2011–12 (Desai et al. 2010; Desai and Vanneman 2015), and contains 
a rich set of questions probing household and individual demographics and labour 
market participation. A supplementary questionnaire in the 2011–12 survey asks 
additional questions of a selected (‘eligible’) woman in a subset of the surveyed 
households. These questions cover topics including the nature of marital matching, 
such as the education levels of the woman’s own parents and that of her in-laws, and 
whether the marriage was arranged. 

As we now discuss, these covariates are essential for our analysis, and we therefore 
focus on the 2011–12 data, and within this, women interviewed as part of the ‘eligible 
woman’ supplementary questionnaire. We further restrict the analysis to women who 
have had an arranged marriage and who are in the age group 17–60 and therefore 
could potentially participate in the labour market. With these restrictions in place, 
our final sample size is 36,175. 

In light of the discussion on causal structure above, an important part of the anal-
ysis is deciding which covariates to adjust for. Crucially, we want to avoid adjusting 
for intermediate outcomes unless they themselves are mediators such as husband’s 
education, that is, unless they causally shape LFP. For this reason, we do not adjust for 
income or include it in our analysis. First, income is not observable in the dataset at 
the level of individuals other than for salaried employment. Second and more impor-
tantly, if household income is causally determined jointly by the woman’s education 
and the husband’s education and goes on to effect LFP, then it is an intermediate out-
come and therefore should not be adjusted for. The same applies to household size 
and more specifically the number of children, since decisions about fertility are also, 
plausibly, effected by the husband’s and wife’s education levels jointly, and go on to 
effect LFP. An additional complication with household size is that a woman might 
have caring responsibilities for children other than her own in the same household, 
and thus presents a potential missing data problem. 

7 These are the same data used by Chatterjee et al. (2018). 
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For these reasons, our analysis uses a smaller number of covariates than the 
covariates usually adjusted for in the literature. Specifically, our aim is to adjust for 
the minimal set of covariates that will plausibly fulfill assumptions A1-A4 presented 
above. In essence, these assumptions refer to identifying three types of causal effects: 
treatment on mediator, mediator on outcome holding treatment fixed, and treatment 
on outcome holding the mediator fixed. We now consider each of these in turn. 

Identifying the effect of women’s own education on that of their husband in fact 
refers to causal inference in the context of a historic event: the process of mari-
tal matching. Given that marriages are arranged, for any given level of the woman’s 
education, her parents’ own education (and thus social capital, expectations and aspi-
rations) and income status ought to be sufficient to explain the choice of prospective 
husband and thus his education. Unfortunately, data on the parents’ income are not 
available, however each woman is asked to list her mother and father’s level of edu-
cation. Of course the nature of marital matching might also vary according to religion 
and caste, and we therefore control for these as well, and additionally add interaction 
terms between the parents’ education and caste group. 

Next, to identify the effect of husband’s education on female LFP, we want to 
adjust for any potential confounders that effect both variables. In the Indian context, 
this implies adjusting for variables that capture the social attitudes of the husband as 
well as attitudes of other household members whose views might shape the wife’s 
LFP. To this end, our assumption is that the husband’s parents would plausibly have 
influence over the woman’s LFP, and therefore their education levels are a useful 
proxy for their social attitudes. As above, we recognise that this causal relationship 
likely varies across caste group and religion, and in the model we estimate below, 
we therefore include these variables together with their interaction terms with the 
husband’s education. Analogous arguments apply for identifying the effect of the 
woman’s education on her LFP while holding husband’s education fixed. That is, 
beyond religion and caste group, we again assume that the in-laws’ (i.e. husband’s 
parents’) levels of education are a useful proxy for the attitudes within the household 
that would help explain the woman’s LFP. 

Descriptive statistics for the variables used in our analysis are presented in Table 
11.1. We additionally also adjust for state (province) fixed effects, however these are 
not listed in the table for the sake of brevity. The two models described in Step 1 of 
Sect. 11.2.1 can now be specified as follows 

The mediator H (husband’s education) is modelled using OLS where the vector 
Xh consists of education levels of the woman, her mother and her father, caste and 
religion dummies, interaction terms between caste-group and the woman’s education, 
a dummy for urban area, and state fixed effects. 

H =βh0 + Xhβh + eh (11.5) 

The outcome LFP is modelled using two separate specifications. For binary LFP 
we use a logit model where LFPi represents the labour force participation of the ith 
female and the vector XLFP consists of a constant, education and its square, husband’s 
education and its square, education level of the woman’s in-laws, caste and religion
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Table 11.1 Descriptive statistics 

N = 36,175 Mean S.D. Min Max 

Labour market participation 

None 0.783 – – – 

Salaried 0.038 – – – 

Farm or business 0.061 – – – 

Wage labour 0.118 – – – 

Education (years) 

Own education 5.281 (4.933) 0.000 16.000 

Mother’s 
education 

1.519 (3.079) 0.000 16.000 

Father’s 
education 

3.509 (4.535) 0.000 16.000 

Husband’s 
education 

7.127 (4.831) 0.000 16.000 

Mother-in-law’s 
education 

1.148 (2.697) 0.000 16.000 

Father-in-law’s 
education 

3.032 (4.263) 0.000 16.000 

Age 35.779 (9.631) 17.000 60.000 

Urban location 0.336 – – – 

Religion 

Hindu 0.819 – – – 

Muslim 0.121 – – – 

Christian 0.022 – – – 

Sikh 0.024 – – – 

Buddhist 0.006 – – – 

Jain 0.002 – – – 

Tribal 0.004 – – – 

Others 0.001 – – – 

Caste group 

Brahmin 0.052 – – – 

Forward/General 
(except Brahmin) 

0.236 – – – 

Other Backward 
Castes (OBC) 

0.406 – – – 

Scheduled Castes 
(SC) 

0.212 – – – 

Scheduled Tribes 
(ST) 

0.081 – – – 

Others 0.000 – – – 

Notes This table presents means and proportions of all covariates used in the analysis. Survey 
probability weights are not taken into account in these statistics nor the analysis itself
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dummies, interaction terms between caste-group and the husband’s education as well 
as the woman’s education, a dummy for urban area, and state fixed effects. 

Prob[LFPi = 1|XiLFP] =  
exp[XiLFPβLFP] 

1 + exp[XiLFPβLFP]
(11.6) 

For the categorical version of LFP that takes on four values {Y1, Y2, Y3, Y4}, we  
use a multinomial logit model with the same vector Xy as before. The vector βl 

where l ∈ {1, 2, 3, 4} refers to the parameter estimates for outcome Yl , and β1 is set 
to zero for identification. 

Prob[LFPi = Y j |XiLFP, β2, β3, β4] = exp[XiLFPβ j ] 
1 + ∑4 

l=2 exp[XiLFPβl ]
j ∈ {1, 2, 3, 4} 

(11.7) 

11.4 Results 

Table 11.2 presents the regression estimates for models (11.5), (11.6) and (11.7). 
The signs of the coefficients show that higher levels of education are associated with 
higher levels of husband’s education, or in other words that there is positive assor-
tative matching on this front, and the positive coefficient for the square of education 
shows that this relationship is convex. Education also has a convex relationship with 
LFP overall, but the negative coefficient for education and positive for its square 
suggest that the exact shape of the LFP-education relationship depends on the spe-
cific levels of education being considered. Things are more ambiguous when LFP is 
considered in terms of types of work and the relationship varies across the categories 
of work. Higher levels of husband’s education however are associated with lower 
LFP throughout, while the positive coefficient for the square of husband’s education 
indicates a convex relationship for overall (binary) LFP as well as salaried work. 
Taken together, these estimates suggests that the husband’s education is positively 
effected by the woman’s education, and it goes on to effect her LFP negatively, while 
the woman’s own education has a convex association with her LFP that may or may 
not result in an overall positive association. However, on their own, these coefficients 
do not allow us to examine the U-shape hypothesis because of the two-step causal 
structure involved in determining this. Next, we therefore implement the steps pro-
vided in Sect. 11.2.1 to estimate the total causal and natural direct effect of education 
on LFP. 

The estimates of causal effects are presented graphically to aid interpretation. 
Figure 11.2 presents estimated Total and Natural Direct effect based on models (11.5) 
and (11.6), that is, when the outcome is binary LFP. The base level of education 
considered is 0 years, i.e. no formal schooling, since this is the mode of the distribution
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Table 11.2 Regression models 
Dependent variable: Husband’s 

education 
LFP (binary) LFP by type of work (base: not in work) 

Salaried Farm or 
business 

Wage labour 

Education 0.379*** –0.084*** 0.044 –0.014 0.095 

(0.022) (0.025) (0.045) (0.040) (0.067) 

Education × Education 0.002* 0.014*** 0.014*** 0.001 –0.010*** 

(0.001) (0.001) (0.001) (0.001) (0.002) 

Husband’s education –0.106*** –0.188*** –0.014 –0.102 

(0.029) (0.047) (0.045) (0.062) 

Husband’s edu × Husband’s edu 0.002*** 0.006*** –0.001 –0.003* 

(0.001) (0.001) (0.001) (0.001) 

Mother’s education 0.018* 

(0.008) 

Father’s education 0.128*** 

(0.006) 

Mother–in–laws’s education –0.019* –0.010 –0.012 –0.098*** 

(0.008) (0.011) (0.014) (0.018) 

Father–in–laws’s education –0.027*** –0.027** –0.024** –0.041*** 

(0.005) (0.008) (0.008) (0.008) 

Caste group (Base category: Brahmin) 

Forward/General (non-Brahmin) –1.616*** 0.263 –0.467 0.353 0.421 

(0.181) (0.229) (0.430) (0.358) (0.443) 

Other Backward Castes (OBC) –2.061*** 0.854*** –0.319 0.567 1.119** 

(0.173) (0.223) (0.411) (0.350) (0.433) 

Scheduled Castes (SC) –2.670*** 1.230*** 0.473 0.051 1.827*** 

(0.177) (0.225) (0.413) (0.358) (0.434) 

Scheduled Tribes (ST) –3.189*** 1.354*** –0.454 1.033** 1.849*** 

(0.189) (0.229) (0.461) (0.359) (0.437) 

Others –2.067*** 0.967*** –0.717 0.704 1.080* 

(0.319) (0.294) (0.806) (0.453) (0.493) 

Education # Caste group (Base category: Brahmin) 

Forward/General (non-Brahmin) 0.106*** –0.069** –0.030 –0.039 –0.102 

(0.019) (0.023) (0.041) (0.037) (0.066) 

Other Backward Castes (OBC) 0.115*** –0.113*** –0.043 –0.056 –0.125 

(0.018) (0.023) (0.039) (0.036) (0.064) 

Scheduled Castes (SC) 0.153*** –0.116*** –0.107** –0.050 –0.137* 

(0.020) (0.023) (0.040) (0.039) (0.065) 

Scheduled Tribes (ST) 0.213*** –0.090*** 0.023 –0.078 –0.114 

(0.023) (0.025) (0.048) (0.040) (0.066) 

Others 0.131*** –0.092* –0.087 –0.038 –0.045 

(0.038) (0.036) (0.076) (0.057) (0.076) 

(continued)
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Table 11.2 (continued) 
Dependent variable: Husband’s 

education 
LFP (binary) LFP by type of work (base: not in work) 

Salaried Farm or 
business 

Wage labour 

Husband’s education # Caste group (Base category: Brahmin) 

Forward/General (non-Brahmin) 0.033 0.062 0.006 0.043 

(0.027) (0.042) (0.043) (0.062) 

Other Backward Castes (OBC) 0.012 0.065 –0.015 0.043 

(0.027) (0.041) (0.041) (0.060) 

Scheduled Castes (SC) 0.008 0.094* –0.015 0.045 

(0.027) (0.042) (0.043) (0.060) 

Scheduled Tribes (ST) 0.022 0.072 –0.005 0.053 

(0.028) (0.049) (0.044) (0.061) 

Others –0.012 0.173* –0.045 –0.007 

(0.039) (0.080) (0.061) (0.072) 

Urban 0.609*** –0.536*** 0.348*** –0.966*** –0.790*** 

(0.044) (0.035) (0.067) (0.065) (0.051) 

Constant 6.566*** –1.860*** –3.027*** –3.113*** –4.075*** 

(0.220) (0.258) (0.433) (0.447) (0.575) 

Religion Yes Yes Yes Yes Yes 

State (province) Yes Yes Yes Yes Yes 

N 36321 36300 36300 

Notes This table presents regression estimates for models (11.5), (11.6) and  (11.7). Survey proba-
bility weights are ignored. Standard errors are in parentheses. ∗∗∗ p < 0.01,∗∗ p < 0.05,∗ p < 0.1 

Fig. 11.2 Causal effect of 
education on female labour 
force participation (reference 
level of education = 0)
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Fig. 11.3 Causal effects of education by type of work (reference level of education = 0) 

of education. The x-axis shows the levels of education at which causal effects are 
estimated. These correspond to the most common levels of education observed in the 
data which correspond to key stages: primary school (5 years), upper-primary (8), 
high school (10), higher-secondary (12) and graduate (15). These estimates are based 
on 200 bootstrap replications for each level of education shown, with 200 Monte-
Carlo draws per estimate. Figure 11.2 supports the U-shaped hypothesis: comparing 
no formal education as the reference level (i.e. education=0) with primary and higher 
levels, LFP initially decreases, is lowest for upper-primary education, and then begins 
rising with higher levels of education (post-secondary education in particular). The 
position of the dotted line (NDE) above the solid line (TCE) shows that the direct 
causal effect of female education is more positive than its total causal effect. This 
makes sense, because the latter also takes into account the effect via husbands’ 
education: the positive assortative matching due to marriage, and the negative effect 
of the husband’s education on LFP, both of which factors combine to reduce LFP. 

Figure 11.3a–c present the estimates of total and natural direct effects according 
to type of work. These are based on models (11.5) and (11.7), that is, considering 
the categorical LFP outcome with three potential types of labour force participation. 
Other details are the same as those used for the estimates in Fig. 11.2, viz. the base 
level of education as 0 years, and estimates based on 200 bootstrap replications for 
each level of education shown, with 200 Monte-Carlo draws per estimate. These 
figures show that—as we might expect—the results for overall LFP mask significant 
heterogeneity depending on type of work. Across all three types of work, the TCE 
and NDE are very similar. For salaried work, the causal effect of education is positive 
and convex, with LFP rising slightly for primary, upper-primary and senior educa-
tion, and rising significantly higher for senior-secondary and college education. For 
farm or business work the relationship is almost a straight line which slopes slightly 
downwards, suggesting a near-linear, weakly negative relationship, while for wage 
labour the effects of education are nearly linear and more strongly negative. Recog-
nising that wage labour accounts for the largest proportion of work, the U-shaped 
relationship for overall LFP therefore reflects the weighted average across these three 
types of work. 

How do these results compare with the literature? The most direct comparison is 
with Chatterjee et al. (2018) whose main results are reproduced in Fig. 11.4 for ease
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(a) Overall LFP (b) By type of work 

Fig. 11.4 Chatterjee et al. (2018)’s results: Predicted probabilities of labour force participation by 
education level. Source Chatterjee et al. (2018) p. 869 (overall LFP) and p. 871 (LFP by type of 
work) 

of comparison. To reiterate, our results are based on a far smaller set of covariates 
for reasons discussed above, and, moreover, our estimation method is based on an 
account to explicitly model the causal structure involved. With these two significant 
differences in mind however, the results are very similar. The regression approach of 
Chatterjee et al. (2018) is most similar to estimating the NDE (albeit under stronger 
assumptions, including that husband’s education is in effect measured pre-treatment). 
Comparing Fig. 11.4a with Fig. 11.2 shows that if we take the mediator-role of hus-
band’s education into account, the total causal effect of education is lower than the 
direct effect (in regression terms, the ‘residual’ effect), reflecting the negative role 
of (positive) assortative marital matching based on education combined with the 
negative effect of husband’s education on women’s LFP. To our mind this is a signif-
icant advantage of using causal mediation analysis, since it explicitly distinguishes 
between the two ways in which education effects LFP. Comparing Fig. 11.4b with 
Fig. 11.3 shows that while the sign and magnitude of effects by type of LFP are 
similar, our estimates are more attenuated. 

11.5 Discussion 

Our motivation in this paper is to demonstrate how causal inference and counter-
factual reasoning can be applied to disentangle complex social interactions using 
observational data. While counterfactual-based thinking is a well-studied psycho-
logical and cognitive phenomenon (Chen and Du 2017) which has a critical role
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in advancing modern Artificial Intelligence (Pearl and Mackenzie 2018) and many 
other domains besides including in the social sciences and economics, there is sub-
stantial variation in the attention paid to underlying causal mechanisms. In particular, 
the toolkits developed for causal mediation analysis in psychology and epidemiol-
ogy are rarely deployed in economics to analyse social processes. By specifying 
the question of how education effects women’s participation in the labour force in 
India as a problem of causal mediation, we have attempted to bring these literatures 
together, and demonstrate how causal mediation analysis can be a valuable tool in 
this domain. 

We have argued why it is important to model education-based assortative marital 
matching as part of the overall causal explanation for how education effects labour 
force participation. Doing so explicitly recognises the role of the husband’s education 
as a mediator via which female education shapes labour force participation. Similar 
to the literature, we find that the overall relationship between education and female 
labour force participation is U-shaped. However, we do so by considering the total 
causal effect and the natural direct effect separately. This lends the important insight 
that while both effects are U-shaped, the total effect is smaller because it also includes 
the negative effect of the husband’s education—where the latter rises with rising 
female education due to positive assortative marital matching. We also consider the 
type of labour force participation across three categories, viz. wage labour, salaried 
work, and farm or business work. The effects of education vary significantly across 
the three types of work. Total and natural direct effects are very similar, with positive 
effects for salaried, negative for wage, and very slightly negative for farm or business 
work. 

While the role of the husband’s education as a mediator between (female) edu-
cation and labour force participation is important to recognise, our causal structure 
nevertheless simplifies matters. For instance, it is plausible that the number of young 
children in the household also effects labour force participation, and is itself effected 
by education via fertility decisions and is thus an additional mediator. Further, fertil-
ity decisions might also be shaped by the husband’s level of education level. Thus the 
number of young children might be a second mediator itself effected by husband’s 
education as the first mediator. While this is just one example, in general, a more 
complex causal structure might be called for to study a phenomenon as complex as 
the labour force participation decision. Through our simple demonstration, our aim 
therefore is to argue for deploying causal mediation analysis as a valuable tool for 
investigating complex social processes, where reduced-form causal effects are indeed 
valuable, but far deeper insights can be gathered by understanding the underlying 
causal mechanisms.
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Chapter 12 
When Supply and Demand do NOT 
Meet: Sraffa’s Critique of Economic 
Theory Restated 

Stefano Zambelli 

Abstract The neoclassical Walrasian microeconomists assume that the agents are 
price takers and, concurrently, that these prices are exactly those that would ensure 
market clearing across all markets. In this chapter, traditional Sraffian schemes are 
generalized to the case in which there are non-uniform rates of profits and a popula-
tion of heterogeneous neoclassical utility maximizing agents. A series of computa-
tional experiments are conducted to verify whether this generalisation alters Sraffa’s 
conclusion concerning the indeterminacy of general economic equilibrium. The con-
clusion is that market clearing equilibria in the market for consumption goods do not 
occur for most of the economies we have considered. In other words, the so-called 
“law” that supply meets demand does not seem to hold for most cases. 

Keywords Heterogeneous agents · Indeterminacy general equilibrium · Sraffian 
schemes · Income distribution · Computable economics 

12.1 Prelude to a Critique of Economic Theory 

In this chapter I restate the major result/critique presented in the book Production 
of Commodities by Means of Commodities (PCMC), Sraffa (1960) using algorith-
mic methods. Sraffa’s book has a very clear and illuminating subtitle: Prelude to a 

This chapter is a contribution in homage to the work of my colleague and friend Prof. Shu-Heng 
Chen. We met in 1991 when our mentor Prof. Kumaraswamy Velupillai founded the Center for 
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Critique of Economic Theory. My claim in this chapter is that Sraffa’s book is not 
just a “prelude to a critique”, but a very clear and devastating one. 

The essence of the critique is that standard economic theories do not contain 
enough ingredients to demonstrate that bookkeeping equilibrium prices1 are deter-
mined by the working of free or perfect competition. The implication of this critique, 
if it is valid, is not only that economic theories are not closed (self-contained), but 
also, and most importantly, that from these theories we cannot infer that the forces 
of the markets alone determine distribution (Bharadwaj 1963). In this chapter, I 
demonstrate that Sraffa’s critique is valid. 

A very positive side of the critique is that it supports the view that not every 
attempt to change the distribution is futile, simply because distribution itself is not 
determined exclusively by the economic forces of free competition.2 

In particular, Sraffa has shown that values (i.e., self-replacing prices) and distribu-
tion cannot be computed independently of each other (Bharadwaj 1963). Therefore, 
given a distribution, we can calculate the prices, and vice versa. As he pointed out 
as early as 1925 and 1926 (Sraffa 1925, 1926). 

A STRIKING feature of the present position of economic science is the almost unanimous 
agreement at which economists have arrived regarding the theory of competitive value, 
which is inspired by the fundamental symmetry existing between the forces of demand 
and those of supply, and is based upon the assumption that the essential causes determining 
the price of particular commodities may be simplified and grouped together so as to be 
represented by a pair of intersecting curves of collective demand and supply. This state 
of things is in such marked contrast with the controversies on the theory of value by which 
political economy was characterised during the past century, that it might almost be thought 
that from these clashes of thought the spark of an ultimate truth had at length been struck 
Sraffa (1926, p. 535, emphasis added) 

What Sraffa showed in 1960 with PCMC, strengthening the arguments already put 
forward in 1925 and 1926, is that the theories of the functioning of the economic sys-
tem where commodities are produced with other commodities do not contain enough 
ingredients to allow the computation of equilibrium prices through the theoretical 
construct of a pair of intersecting curves of collective demand and supply.3 

1 Defined as the uniform prices, profit rates and wage rates that are such that, for each period, the 
revenues of each agent (whether a producer or a consumer) are exactly equal to their expenditures. 
This is an equilibrium because it implies that the aggregate supply of goods (revenue) is equal 
to the aggregate demand (expenditure). This notion of equilibrium pertains to many theoretical 
settings where demand and supply are assumed to intersect. For reasons of space I cannot elaborate 
further, but this is a very general notion of equilibrium that pertains to parts of (and in some cases 
all) the theories developed by the classical economists (like Smith, Ricardo, Malthus, Marx, and 
many others) and to the marginalist economists (like Walras, Pareto, Marshall, Edgeworth, Böhm-
Bawerk, Wicksell, Hayek, Hicks, Samuelson, Arrow, Debreu, Hahn, Scarf, MasColell, and many 
others). 
2 On this point see Sraffa Papers, D3/12/111/149, Venkatachalam and Zambelli (2021b, p. 467) and 
Appendix 12.10. 
3 Although the critique in (Sraffa 1925, 1926) is principally directed against Marshall (1890, Book 
V. General Relation of Demand, Supply, and Value), it also applies to all theories where supply 
and demand are assumed to intersect. The core of Sraffa’s reasoning is that when quantities change



12 When Supply and Demand do NOT Meet: Sraffa’s Critique … 209

What Sraffa had made very clear in 1926 is demonstrated with greater rigor in 
1960. 

As early as 1926, Sraffa wrote 

…the assumption [that the conditions of production and the demand for a commodity 
can be considered, in respect to small variations, as being practically independent, both 
in regard to each other and in relation to the supply and demand of all other commodities 
(p. 538)] becomes illegitimate, when a variation in the quantity produced by the industry 
under consideration sets up a force which acts directly, not merely upon its own costs, 
but also upon the costs of other industries; in such a case the conditions of the “particular 
equilibrium” which it was intended to isolate are upset, and it is no longer possible, without 
contradiction, to neglect collateral effects Sraffa (1926, p. 539, emphasis added) 

And in 1960, Sraffa added 

…as the wages fall the price of the product of a low proportion [of labor to means of 
production] …may rise or it may fall, or it may even alternate in rising and falling, 
relative to its means of production; while the price of the product of a high-proportion 
[of labor to means of production] …industry may fall, or it may rise or it may alternate. 
What neither of such products can do …is to remain stable in price relative to its means of 
production throughout any range, long or short, of the wage-variation (PCMC, pp. 14–15, 
emphasis added). 

…It may be added that not only in this case but in general the use  of  the term  ‘cost of 
production’ has been avoided in this work, as well as the term ‘capital’ in its quantitative 
connotation, at the cost of some tiresome circumlocution. This is because these terms have 
come to be inseparably linked with the supposition that they stand for quantities that can 
be measured independently of, and prior to, the determination of the prices of the product. 
(Witness the ‘real cost’ of Marshall and the lqquantity of capital’ which is implied in the 
marginal productivity theory.) Since to achieve freedom from such presuppositions has 
been one of the aims of this work, avoidance of the term seemed the only way of not 
prejudicing the issue. (Sraffa 1960, p. 9,  emphasis added) 

Sraffian self-replacing prices are equivalent to Marshallian, Walrasian, Austrian 
or any other form of equilibrium prices, in the sense that the quantity sold by the 
producers and workers must have, in order to allow self-replacement, the same value 
as the quantities bought by the producers and workers. The prices that allow this to 
occur can not be computed independently from the distribution of the surplus. 

12.2 Sraffa’s Method for His Critique: The Self-replacing 
System 

In 1960 Sraffa was able to address a critique that went to the core of any economic 
theory based on the notion of market clearing equilibrium prices, by studying the 

in one market or industry, the induced changes in prices would change the cost of production of 
the other commodities, so that the demand and supply curves would change their positions and 
might not intersect. This is also the case for Walrasian general equilibrium, where all markets are 
interconnected.
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properties of the exchange values (prices) that would be necessary for the system to 
reproduce itself. 

It is a constructive method. If the self-replacing prices could be computed sim-
ply with the knowledge of the means of production used in the production cycle 
(including labor) and of the output produced by each individual industry, the system 
would be determined. But Sraffa showed that this is not the case. The system is 
indeterminate.4 

The different theoretical general equilibrium systems have in common the idea 
of no change. Sraffa, in the Preface (p. v) of PCMC states this very clearly: 

No changes in output …and no changes in the proportions in which different means of 
production are used by an industry are considered, so that no question arises as to the 
variation [of the proportions of the factors of production] or constancy of returns. 

The investigation is concerned exclusively with such properties of an economic system as 
do not depend on changes in the scale of production or in the proportions of ‘factors’. 

The marginal approach requires attention to be focused on change, for without change 
either in the scale of an industry or in the ’proportions of the factors of production’ 
there can be no marginal product nor marginal cost. In a system in which, day after 
day, production continues unchanged in those respects, the marginal product of a factor (or 
alternatively the marginal cost of a product) would not merely be hard to find – it just would 
not be there to be found5 (emphasis added) 

Sraffa’s argumentation is subtle. 
Any notion of equilibrium is tautologically related with a system which is not 

changing. Sraffa, with his device of self-replacing prices, is rigorously exploiting 
this point. In PCMC he is not discussing at all the assumptions that theorists (like 
Walras, Marshall, Clark, Jevons, Böhm-Bawerk, Hayek, Hicks and many others) may 
have made regarding the dimensions of the firms, the properties of the markets and 
industries, the functioning of the money and credit markets (neutrality of money), the 
(marginal) utility or (marginal) profits of maximizing agents, and so on, but studies 
the issue of the  determinants of the equilibrating prices, once it is assumed that the 
system has to be reproduced. 

The focus is not on the assumptions a theorist might have made with respect to 
the decisions of the individuals and/or the functioning of markets, but on the logical 
implications relative to the computation of equilibrium prices. In light of the results 
of PCMC, what a theoretician should not do is to conclude (or assume) that self-

4 His demonstration is based on the observation that the number of equations of the system is less 
than the number of variables (PMCM, p. 11). The method of counting equations and variables was 
essential to the founders of general equilibrium theory (Donzelli 2006, p. 494). But “The mere 
agreement of the number of equations and unknowns is not sufficient to conclude that the equations 
are soluble” (Wald 1951, p. 403 ). See also Appendix 12.11. 
5 Many have inferred from this passage that PCMC is a book assuming or dealing with long-run 
positions. This is not, in my view, correct. Sraffa is stressing here the theoretical notion of equilibrium 
which he wants to criticize, and does criticize in PCMC. He is not at all implying, as we are going 
to see below, that the system he deals with is a settled system, but is studying what the equilibrium 
prices should be, not at all implying that these equilibrium prices have been actual prices or will be 
actual prices. 
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replacing prices may be determined exclusively by natural forces independently from 
distribution and/or power (see Venkatachalam and Zambelli 2021a, b). 

If prices could be computed knowing nothing more than the means of produc-
tion, this would mean that also the distribution among all the individuals com-
posing the economic system (investors and consumers or capitalists and workers) 
would be mechanically determined. But this is not the case (neither theoretically nor 
empirically). 

12.3 The System to Be Replicated and the Computation 
of Self-replacing Prices 

12.3.1 Period of Production, the Harvest, and the Market Day 

Sraffa’s book PCMC begins with the following: 

Let us consider an extremely simple society …. Commodities are produced by separate 
industries and are exchanged for one another at a market held after the harvest (PCMC, 
p. 3, emphasis added). 

The principal point in PCMC (at least in Parts 1 and 2) is to determine the 

…set of exchange-valueswhich if adopted by the market restores the original distribution of 
the products and makes it possible for the process to be repeated; (PCMC, p. 3), emphasis 
added 

so that the system is in a self-replacing state. 

12.3.2 The Production Cycle and the Harvest Under 
Self-replacement 

The output bi produced of commodity i , in one production period, has to be re-
produced for the next period. The commodities n to be re-produced may be repre-
sented by the following vector. 

[b1, b2, . . .  bi , . . . ,  bn]T (12.3.1) 

i = 1, 2, . . . ,  n. 
During the market day, the owners of commodity i have to exchange the quantity 

bi against the means of production and labor used in the just concluded production 
period. This re-production may be represented by the sequential relation 

bi 
exchange −−−−−→ a1 

i , a
2 
i , . . . ,  a j 

i , . . .  an−1 
i , an 

i , li 
production −−−−−−→ bi , (12.3.2)
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where a j 
i is the quantity of means of production j used in the production of the 

quantity bi of good i , For the system as a whole, this circularity is summarized with 
the following notation, where the rows are industries: 

b1 
exchange −−−−−→ a1 

1 . . .  a j 
1 . . .  an 

1 l1 
production −−−−−−→ b1 

b2 
exchange −−−−−→ a1 

2 . . .  a j 
2 . . .  an 

2 l2 
production −−−−−−→ b2 

... 
... 

... 
... 

... 
... 

... .................−−−−−→ 
... 

bi 
exchange −−−−−→ a1 

i . . .  a j 
i . . .  an 

i li 
production −−−−−−→ bi 

... 
... 

... 
... 

... 
... 

... .................−−−−−→ 
... 

bn 
exchange −−−−−→ a1 

n . . .  a j 
n . . .  an 

n ln 
production −−−−−−→ bn 

(12.3.3) 

These sequences of harvest–exchange–production may be written in compact matrix 
notation in the following way: 

b 
exchange −−−−−→ A, l production −−−−−−→ b (12.3.4) 

where: A is an n × n matrix whose components are the used means of production 
{a j 

i }; l is a n × 1 vector whose elements {li } is the labor used in production; b is 
n × 1 vector whose element {bi } is the harvest of good i .6 

12.3.3 The Surplus Available for Distribution and Its 
Consumption 

Note that the quantities of Eq. 12.3.3 or Eq. 12.3.4 also include the surplus that was 
produced during the previous production period, and that will be replicated also in 
the subsequent one. That is: 

6 In the rest of the chapter we will use bold lowercase letters for vectors, with the exception of the 
labor vector L and the physical surplus vector S. Uppercase letters will be used for matrices. To 
simplify the notation, row i of a matrix, let us take as example the matrix A, will be written in 
bold in the following way, ai , while column j will be written as a j . Furthermore we will assume 
all the values to be rational numbers. This is a question of realism (quantities and prices in actual 
economic systems are always observed to be rational numbers with a finite number of digits) and 
unavoidable, given the algorithmic nature of the theoretical investigation conducted in this chapter. 
Addition, subtraction, multiplication, and division of rational numbers can in principle be made 
with absolute precision. Also, the inverse of a matrix whose elements are rational numbers can be 
made with absolute precision (Aberth, 2007, Chap. 9). 
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s1 = b1 − 
nE 

i=1 
a1 

i 

s2 = b2 − 
nE 

i=1 
a2 

i 

... = 
... − ... 

s j = b j − 
nE 

i=1 
a j 

i 

... = 
... − ... 

sn = bn − 
nE 

i=1 
an 

i 

(12.3.5) 

where si is the surplus of commodity i available for distribution after the quantities 
{a j 

i } have been put aside for next year’s production, or, alternatively, is the quantity 
produced in the previous period which is left once the inputs used in production have 
been removed. 

In compact matrix notation, we have: 

s = (B − A)T e (12.3.6) 

where: e is an n × 1 unit or summation vector (each element is 1); T is the transpose 
operator; s is the n × 1 surplus vector. 

12.3.3.1 Consumption 

We are considering a system that reproduces itself, therefore, the surplus vector s is 
also the social consumption vector c. Clearly the distribution of the surplus among the 
different agents participating in the production process is in terms of the consumption 
of each agent. It could not be otherwise. 

We can list the agents (both producers and workers) with the index 
ω = 1, 2, . . . , ω, . . . ,  nω, where nω is the number of agents in the system. 

Agent ω consumes 

cω = 

⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

cω 
1 
... 

cω 
i 
... 

cω 
n 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

(12.3.7) 

where: cω is a column vector of dimension n × 1, and cω 
i is the consumption by agent 

ω of commodity i . 
The above individual consumption vectors may be organized in the following 

social consumption matrix:
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C = 

⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

c1 1 c
2 
1 . . .  cω 

1 . . .  cnω 
1 

c1 2 c
2 
2 . . .  cω 

2 . . .  cnω 
2 

... 
... 

. . . 
... 

. . . 
... 

c1 i c2 i . . .  cω 
i . . .  cnω 

i 
... 

... 
. . . 

... 
. . . 

... 
c1 n c2 n . . .  cω 

n . . .  cnω 
n 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

n×nω 

= 
l 
c1 , c2 , . . . ,  cω , . . . ,  cnω 

l 
n×nω 

; (12.3.8) 

Clearly, each column is the consumption vector associated to one agent. 
The sum by row of C is the aggregate social consumption vector c or surplus s. 

The following must hold: 
cn×1 = s = C enω×1 (12.3.9) 

e is an nω × 1 unit or summation vector. Clearly, the sum by columns of C does 
not have any economic meaning, because it would be the sum of non-homogeneous 
quantities. 

The population may be separated into two groups: Producers, whose number is 
nπ , and workers, whose number is nl.7 The total population is obviously the sum of 
the two groups: nω = nπ + nl. 

Therefore, we can partitionC into the matrix containing all the information regard-
ing the consumption of the producers, nπ C(n+1)×nπ , and another matrix describing 
all the consumption of the workers, nlC(n+1)×nl

. 
That is: 

C = 
l 

nπ C : nl C ] (12.3.10) 

Consequently, the aggregate social consumption vector c may be separated into 
consumption by the producers, cπ , and consumption by the workers, cl. That is: 

c = cπ + cl = [ nπ C ] enπ ×1 + [ nl C ] enl×1 (12.3.11) 

The matrix C and vectors c, cπ + cl are all quantities of commodities. 
The expenditure of each agent in consumption is given by the following 

cExpenditures  = CT p (12.3.12) 

which is a vector of dimension nω × 1 and p is the vector of prices which has 
dimension n × 1. 

Equation 12.3.12 may be divided into the value of personal consumption expen-
ditures of the producers and that of the workers: 

7 This is a classification done for convenience. Some producers could also have labor as a source 
of income, and some workers could also be owners of firms and also have as income the payment 
of dividends. 
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cExpenditures 
nω×1 = 

l 
cExpenditures Producers 

cExpenditures Consumers 

l 
= 
l 

nπ CT 

nlCT 

l 
p (12.3.13) 

12.3.4 Definition of Self-replacing Prices 

The self-replacing or market clearing prices are the prices for which the following 
accounting balances hold (Zambelli 2018b): 

(1 + r1)a1p + l1w = b1 p1 

(1 + r2)a2p + l2w = b2 p2 

. . . = . . .  
(1 + ri )ai p + li w = bi pi 

. . . = . . .  
(1 + rn)anp + lnw = bn pn 

(12.3.14) 

where: p is the vector of uniform prices; a1, a2 . . .  ai . . .  an are 1 × n row vectors, of 
the means used in production; r1, r2, . . . ,  ri . . .  rn are positive industry profit rates; 
w is the wage rate. 

In matrix notation, Eqs. 12.3.14 become 

(I + R)Ap + lw = Bp (12.3.15) 

where: R = diag(r) is a diagonal matrix whose diagonal elements are the profit 
rates of each single industry, r1, r2, . . . ,  ri , . . .  rn (vector r).8 

12.3.5 Distribution of the Surplus 

12.3.5.1 Functional Distribution of Income 

The distribution of the surplus to the different industries and to the workers is deter-
mined by the self-replacing prices and wage rate. We have: 

8 The accounting implicit in Eqs. 12.3.14 and 12.3.15 is made consistent with the choice made in 
PCMC. We think that the alternative of computing the profit rates as including also labor costs would 
be simpler and more appropriate. Nevertheless, the qualitative conclusions would not change. The 
difference is that, for example, Eq. 12.3.14 would have to be written  as  (I + R)(Ap + lw) = Bp. 
The proposition proved in the sequel of the article may be appropriately modified to consider these 
different accounting prices. 
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dsT p = 

Functional distribution 
of the surplus 
~ ~~ ~ 
⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

d1sT p 
d2sT p 

. 

. 

. 
dnsT p 
dwsT p 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

= 

Purchasing Capacity 
Income 

~ ~~ ~ 
⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

b1 p1 − a1p − l1w 
b2 p2 − a2p − l2w 

. 

. 

. 
bn pn − anp − ln w 

eT lw 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

= 

Purchasing Capacity 
Income 

~ ~~ ~ 
⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

r1a1p 
r2a2p 

. 

. 

. 
rnanp 
eT lw 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

(12.3.16) 

where d1sT p, d2sT p,…,  dnST p are the shares of the Net National Product going to the 
n industries and dwST p, is the share going to labor. By definition—or construction— 
the sum of the elements of the vector d is 1. 

In more compact matrix notation, 

dsT p = 
l 

(B − A)p − lw 
eT lw 

l 
= 
l 

RAp 
eT lw 

l 
(12.3.17) 

where d is the functional distribution of income because it is the remuneration of 
the industries producing the means of production and labor. Here, R is a diagonal 
matrix whose diagonal is the vector of profit rates r. 

Below we are going to use sT as a numéraire for the prices which by definition 
gives sT p = 1. This being the case, the term sT p may be removed from the left hand 
side of Eqs. 12.3.16 and 12.3.17. 

12.3.5.2 Personal Distribution of Income 

An economic system is composed of agents. The value added during the production 
cycle is the net national income to be distributed to the members of the society. The 
consumption of each agent is represented by the columns of matrix C. The income 
of each individual agent is, in the case in which the agent is an owner of a firm 
belonging to an industry, the dividends of the firm’s profits in addition to the rewards 
for the agent’s work effort. 

The whole personal income distribution may be described by the matrix H(n+1)×nω 

(multiplied by sT p). 

HsT p = 

⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

h1 
1 h2 

1 . . .  hω 
1 . . .  hnω 

1 
h1 
2 h2 

2 . . .  hω 
2 . . .  hnω 

2 
. 
. 
. 

. 

. 

. 
. . . 

. 

. 

. 
. . . 

. 

. 

. 
h1 

i h2 
i . . .  hω 

i . . .  hnω 
i 

. 

. 

. 
. 
. 
. 

. . . 
. 
. 
. 

. . . 
. 
. 
. 

h1 
n h2 

n . . .  hω 
n . . .  hnω 

n 

h1 
w h2 

w . . .  hω 
w . . .  hnω 

w 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

sT p = 

⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

h1 

h2 

. 

. 

. 
hi 

. 

. 

. 
hn 

hw 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

sT p = 

= 
l 
h1, h2, . . . ,  hω , . . . ,  hnω 

l 
sT p; 

(12.3.18)
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Columns are associated with the persons in the population (ω = 1, 2, . . . ,  nω, where 
nω is the total population). The rows are associated with the sources of income, i.e., 
the n industries-commodities and labor (see also Appendix 12.12). 

12.3.5.3 Distribution of the Surplus to the Individual Producers/Firms 

In the sequel, in order to simplify the analysis presented in this chapter, we make the 
assumption that the producers owning a firm belonging to industry i have as a source 
of their income their share of the total profits made in the industry, but do not have 
income from other sources. Also, the workers will have their income exclusively 
from labor. We simplify the analysis also by assuming: that there is only one owner 
per firm; that the number of owners is also the number of firms; that a producer can 
own only one firm. Given this simplification, we have that the number of producers 
belonging to industry 1 is nπ1 , to industry 2 nπ2 , …, to industry i nπi , . . .  , to industry 
n, nπn .

9 

Therefore nπ = nπ1 + nπ2 +  · · ·  +  nπi +  · · ·  +  nπn . We can partition matrix H 
into n + 1 rectangular matrices. Each row of these matrices is a different source of 
income (a firm’s distributed profits or labor income), while the columns are associated 
with the members of the producers-firms that belong to that particular industry. The 
last partition is relative to the workers. 

H(n+1)×nω =
l nπ H : nl H ] =  

=lnπ1 H(n+1)×nπ1 
: nπ2 H(n+1)×nπ2 

: · · ·  :  nπi H(n+1)×nπi 
: · · ·  :  nπn H(n+1)×nπn 

: nl H(n+1)×nl 
l 

(12.3.19) 

The matrix nπi H(n+1)×nπi 
, with i = 1, 2, 3, . . .  ,  n, has dimension (n + 1) × nπi . 

It has 0s in all rows, except for the i th row, which has the dividends distributed by 
industry i . The elements of the i th row are the share of the profits of industry i 
associated to the firms belonging to the industry, j = 1, 2, . . . ,  nπi are the producers 
belonging to industry i , nπi H(i, j ) is the share of the surplus profits of firm j belonging 
to industry i . Aggregating by rows matrices i , nπi H(i, j ) we obtain the following: 

h = hnπ + hnl = hnπ1 + hnπ2 +  · · ·  +  hnπi +  · · ·  +  hnπn + hnl (12.3.20) 

or, which is the same, 

d = dnπ + dnl = dnπ1 + dnπ2 +  · · ·  +  dnπi +  · · ·  +  dnπn + dnl . (12.3.21) 

Similarly, we can partition the consumption matrix C (Eq. 12.3.10) in the  same  
way: 

9 Due to limited space, the simplification is made for the sake of the exposition, but it is not a crucial 
one. For future work, the more realistic case where agents are both owners of firms and workers 
should be considered. The structure embedded in Eq. 12.3.18 is sufficiently general. 
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Cn×nω =
l 

nπ C : nl C ] =  
=lnπ1 Cn×nπ1 

: nπ2 Cn×nπ2 
:  · · ·  :  nπi Cn×nπi 

:  · · ·  :  nπn Cn×nπn 
: nl Cn×nl 

l 

(12.3.22) 
Aggregating by rows, we obtain 

c = cnπ + cnl = cnπ1 + cnπ2 +  · · ·  +  cnπi +  · · ·  +  cnπn + cnl . (12.3.23) 

12.4 Computation of Self-replacing Prices 

Once the numéraire, η (whose property is ηT p = 1), is picked to be the surplus s, 
we have by this particular choice of numéraire that sT p = 1. 

Therefore, Eq. 12.3.17 is simplified into the (Sraffa’s) fundamental distribution 
equation10 : 

d = 
l 

(B − A) −l 
01×n eT l 

l l  
p 
w 

l 
= 
l 

RAp 
eT lw 

l 
(12.4.1) 

There is a unique relation between the price vector 

l 
p 
w 

l 
(or the profit rates R and 

the wage rate w)11 and the functional distribution d. 
The elements of the share vector d are bounded from below (value 0) and from 

above (value 1) and the sum of all the elements is 1. As long as d has the above 
properties, the computation of the prices unique and straightforward. 

10 Many readers, who are familiar with the interpretation made by many Sraffians and neo-
Ricardians of Sraffa’s contribution of PCMC may think that this equation is not faithful to Sraffa 
because it has been generalized to case of non-uniform rates of profits (of which the case of a 
uniform rate of profits is a specialization). Above, in this chapter, and in Zambelli ( 2018b), I have 
shown that Sraffa’s choice of the uniform rate of profits is important for the critique of economic 
theory, but cannot be considered Sraffa’s positive view on how the economic system actually works. 
The equation is a formal description of Sraffa’s major result, i.e., that the system is indeterminate. 
It is an extension of Sraffa’s equation of PCMC to the cases where the profit rates are not uniform. 
This is a faithful description of Sraffa’s framework and it is for this reason that I consider it to be 
Sraffa’s “fundamental distribution equation.” Readers who are convinced of the importance of the 
assumption of uniform rates of profits may consider the restriction of the above equation to the case 
where the diagonal values of R are all equal. This would be a less general approach, but the major 
results would not change. 
11 Appendix 12.13 shows how to uniquely determine prices once the vector of profit rates, r is 
given. 

d = 
l 

(RA) 0n×1 

01×n eT l 

l l  
pr 

wr 

l 
= 

l 
RA 

l 
B − (I + R)A 

l−1 L[ηT(B − (I + R)A))−1L]−1 

eT l[ηT(B − (I + R)A))−1L]−1 

L 

(12.4.1r) 

The price vector pr and the wage rate wr are computed with the knowledge of the profit rate vector 
r (see eqs. 12.13.10 and 12.13.11). Recall that here the numéraire is the surplus, i.e., η = s = 
(B − A)T e.
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Associated to a feasible functional distribution vector there is a unique vector of 
self-replacing prices and wage rate, which we might call 
(Sraffa’s) fundamental self-replacing prices equation: 

l 
pd̄ 
wd̄ 

l 
= 
l 

(B − A) −l 
01×n eT l 

l−1 

d̄ = 
l 

(B − A)−1 (B − A)−1 l 
eT l 

01×n 
1 

eT l 

l 
d̄ (12.4.2) 

The subscript d̄ is added to indicate that the prices and the wage rate are computed with 
the knowledge of the distribution d̄.12 Obviously this does not imply causality. Once 
we have determined the prices coherent with a given distribution, we can determine 
the profit rates associated with that distribution. 

We can compute the domain of all possible self-replacing prices and wage rates 
by computing the values associated with all possible (discrete) feasible distribution 
vectors d. Since our domain is given in terms of (finite-digit) rational numbers, what 
we mean here by the phrase “all possible (discrete) combinations of the distribution 
vector d” is in the sense of a desired precision factor: given any desired level of 
precision, we will have a finite number of vectors d.13 This set of vectors is an 
enumerable set. All possible values can be computed, associated to each of the vectors 
belonging to the set. For example, if the desired or observed precision is given by m, 
the number of distributional vectors is an integer which is a function of m and n + 1. 
For example, in the case of three commodities and one-digit precision (m = 0.1), 
the number of distributional vectors is 275; with two-digit precision (m = 0.01), it 
is 176,219, and with three-digit precision (m = 0.001), it is 167,605,051, and so on. 

In short, the set of all possible distributions {d} can be computed with high numer-
ical precision. 

From the computational point of view, we have that for any given distribution d̄ ∈ 
{d}, by implementing Eqs. 12.4.2 and 12.4.3, we can compute the triple 

( 
pd̄, rd̄, wd̄ 

) 

associated to it. 
The set of all self-replacing prices is fully determined.14 

{ 
dq 
}nd 

q=1 −→ { 
pq 

{d}, r
q 
{d}, w

q 
{d} 
}nd 

q=1 (12.4.4) 

where nd is the number of distribution functions, which is determined by the precision 
factor m and the number of produced commodities (i.e., industries). 

From the economics point of view, it is the one to one mapping between distribu-
tions and self-replacing prices which is relevant.15 

12 Once d̄ is given from Eq. 12.4.2, we have  p{d̄} and by considering Eq. 12.4.1 and dividing the  
left-hand side element by element we obtain the profit rate r{d̄}. That is,  

rd̄ = d̄n×1 o 
( 
Apd̄ 

) ; Rd̄ = diag 
( 
rd̄ 

) 
(12.4.3) 

. 
13 This method of providing exact procedures is in our view consistent with Sraffa’s constructive 
approach, see Velupillai ( 1989). 
14 The set

{ 
p, r, w  

} 
is decidable. 
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{ 
pq , rq , wq 

}nd 

q=1 ⇐⇒ { 
d 
}nd 

q=1 (12.4.5) 

Sraffa’s major critique is that the knowledge of the methods of production alone 
is not sufficient to compute the unique triple (p̄, ̄r, w̄) and therefore the distribution 
of the surplus s is not determined exclusively by market forces (for example, by “free 
competition”). 

Sraffa’s critique, in Parts I and II of PCMC, is articulated by picking as independent 
(exogenous) distribution variable the uniform rate of profit r ∈ [0, r], where r is 
the maximum rate of profits (PCMC, p. 19). 

By picking by assumption r to be uniform, Sraffa makes his prelude to a critique 
of economic theory more evident (Zambelli 2018b). But this does not change the 
fact that self-replacing prices are not determined.16 

12.5 Sraffian Schemes and General Equilibrium 

We can now elaborate on the connection between Sraffian schemes and general 
equilibrium by implementing a constructive/computational method. 

Given the triple 
( 
A, l, b 

) 
, we can consider it to be a general equilibrium if certain 

conditions are fulfilled. 
The following is a list of conditions which can be considered as being associated 

with the notion of general equilibrium: 

(a) Market clearing for produced commodities. The computed prices, wage rate 
and profit rates must be such that the following equations are satisfies: 

Expenditures per industry 
~ ~~ ~ 
(I + R{d})Ap{d} + lw{d} = 

Revenues per industry 
~ ~~ ~ 
Bp{d} (12.3.15) 

It is not the case that for any triple 
( 
p, r, w  

) 
the above accounting equality 

holds. If it does not hold, this means that there will be unsold quantities. Hence 
the computed prices, wage rate, and profit rates are not equilibrium prices. 
Here, equality and market clearing of produced goods is assured because in 
Sect. 12.4 we have shown how to compute with precision the set of self-replacing 
prices 

{ 
p{d}, R{d}, w{d} 

} 
. 

The above system of equations has n equations and 2n + 1 unknowns: n 
profits rates ri ; n prices pi and a wage rate, w. The relevant problem for eco-

15 Bharadwaj (1963, p. 1450)’s review of PCMC is very clear on this point. See also Zambelli 
(2018b, p. 794) or Venkatachalam and Zambelli (2021b, p. 456). 
16 From the computational point of view, we still have that

{ 
r ∈ [0, r]} ⇒ 

{ 
r 
} 

Uniform ⇒ 
{ 
p, w  

} 
Uniform ⇒ 

{ 
d 
} 

Uniform (12.4.6) 

The problem of what it is that determines the actual value of r ∈ 
{ 
r 
} 

Uniform remains.
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nomic theory is to determine among the set of all possible accounting equilibria{ 
p{d}, R{d}, w{d} 

} 
which one is, if any, the feasible economic solution. Knowl-

edge of the methods of production alone is not sufficient to determine the feasible 
solution. This is the essence of Sraffa’s critique towards economic theory. 

(b) Market Clearing for consumption goods. The dividends and the wage incomes 
of the individual agents (captured by matrix H) are spent on consumption goods 
in accordance with the following consumer budget constraints: 

Revenues per consumer 
~ ~~ ~ 

yIncomes = HT 
{d} 

l 
p{d} 
w{d} 

l 
(12.C.2) 

Expenditures per consumer 
~ ~~ ~ 
cExpenditures  = CT p{d} (12.3.12) 

yIncomes = cExpenditures  (consumer budget constraints) 

(c) Neutrality of Money. The market clearing conditions (a) and (b) imply that 
deferred means of payments are used for the exchanges during the period, but 
do not constitute a store of value. In equilibrium, the values of the commodities 
bought by the buyers match exactly the values of the commodities sold by the 
sellers—in this case there is no need for deferred means of payments to be kept as 
a store of value. If they were kept as a store of value, the eventual market clearing 
equilibrium would be momentary and the market clearing prices would not be 
self-replacing prices. On the possibility of having temporary market clearing 
prices with the use of deferred means of payments with the fulfilment of the 
self-replacing condition, see Venkatachalam and Zambelli (2021a, b)17 ; 

(d) Neoclassical general equilibrium market clearing. There are additional behav-
ioral requirements for the demand for consumption goods. Neoclassical market 
clearing is defined in terms of optimization (often, the maximization of an objec-
tive function). All agents belonging to the system optimize, under given budget 
constraints, their objective functions.18 

17 Sraffa (1932) had criticized Hayek, claiming that money, and any other financial instrument, 
being not only a means of exchange, but principally a means for deferred payments (a store of 
value) is relevant for the determination of the eventual general equilibrium. This was one of the 
major critiques directed by Sraffa at Hayek (1931) Prices and Production: when the economic 
system moves out of a general equilibrium position, a return to the previous equilibrium requires 
the use of money in the form of credit and debt relations, which constitutes a store of value, but 
this would imply new equilibrium conditions. Conceptually, once inflation generates conditions of 
disequilibrium—following Hayek’s starting point and reasoning—money (financial magnitudes in 
terms of debt–credit relations) would begin to generate a situation where the economic system (as 
depicted by Hayek) would not and could not (according to Sraffa) return to the previous general 
equilibrium position. 
On the exchange between Hayek and Sraffa see also Bracci (2022). 
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In particular, one has to add to the condition b) above, the condition that C is 
such that each individual consumer ω maximizes a well-behaved utility function 
Uω (cω )19 subject to a budget constraint. That is, 

max 
cω 

Uω (cω )s.t. cω T p = yIncome 
ω (12.5.1) 

c∗ω solves the above neoclassical decision problem. It is the desired or maxi-
mizing consumption bundle of agent ω. 
The columns of C∗ are the vectors of the optimal consumption decision for each 
consumer. 

Revenue for each consumer 
~ ~~ ~ 

yIncomes = HT 
{d} 

l 
p{d} 
w{d} 

l 
(12.C.2) 

Expenditure for each consumer 
~ ~~ ~ 
c∗Expenditures  = C∗T p{d} (12.5.2) 

yIncomes = c∗Expenditures  
(consumer budget constraints) (12.5.3) 

Each consumer is able to maximize their utility function when there is no excess 
demand (see Sect. 12.7.6.2 and, for example, Arrow and Hahn (1971, Chap. 2, 
pp. 16–33)). 

(e) Neoclassical factors of production. An additional requirement for marginalists 
is that the price of each means of production must be equal to its marginal 
productivity, and the wage rate must be equal to the marginal productivity of 
labor. This adds additional equations to the system. The self-replacing prices are 
those that allow the triple (A, l, b) to be replicated in time for the next production 
cycle. 
The output b could well have been produced by well behaved production func-
tions, by using the factors of production A and labor l. 
One may assume20 a neoclassical production function: 

18 Typically a producer’s objective is the maximization of profits (or minimization of costs) and the 
consumer’s objective is to maximize utility. Both producers and consumers are subject to budget 
constraints. 
19 ‘‘Well-behaved” means Uω (cω ) with ∂Uω (cω ) 

∂cω ≥ 0 and ∂
2Uω (cω ) 
∂cω 2 ≤ 0. 

20 And Sraffa allows the reader to do so, see the preface to PCMC. There are no empirical or 
theoretical grounds that justify the use of such neoclassical production functions, see Zambelli 
( 2018a). 
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bi = fi (ai , li ) = fi (a
1 
i , a

2 
i , . . . ,  a j 

i , . . . ,  an 
i , li ) 

∂ fi 

∂a j 
i 

(ai , li ) ≥ 0, 
∂2 fi 

∂a2 
i j  

(ai , li ) ≤ 0, ∀ i = 1, 2, . . . ,  n and ∀ j = 1, 2, . . . ,  n 

∂ fi 

∂, li 
(ai , li ) ≥ 0, 

∂2 fi 

∂, l2 i 

(ai , li ) ≤ 0, ∀i = 1, 2, . . . ,  n 

(12.5.4) 
Marginalists would then assume that the prices and the wage rate are equal to 
the corresponding marginal productivities.21 That is, for each individual price 
p j , it must be the case that 

p j = 
∂ f1 
∂a j 

1 

(a1, l1) = 
∂ f2 
∂a j 

2 

(a2, l2) =  · · ·  =  
∂ fi 

∂a j 
i 

(ai , li ) =  · · ·  =  
∂ fn 

∂a j 
n 

(an, ln) 

(12.5.5) 
and for the wage rate w, it must be the case that 

w = 
∂ f1 
∂l1 

= 
∂ f2 
∂l2 

=  · · ·  =  
∂ fi 

∂li 
=  · · ·  =  

∂ fn 

∂ln 
. (12.5.6) 

Conditions (a), (b), and (c) define a general equilibrium, without the neoclassical 
optimization conditions of (d) and (e). 

A first look of the above conditions (e) and (d) may give the idea that once the 
associated functions are made explicit, the system is now determinate. Condition (e) 
does provide a specific structure to compute the self-replacing prices and the wage 
rate, while condition (d) does introduce the utility functions that do formalize the 
demand side. 

But in this case, the logical reasoning or starting point for the search for the 
equilibrium has to be reversed, going from condition (e) to (d) and then on to (c), 
(b), and finally (a). 

The full set of production functions given by Eqs. 12.5.4 must employ the factors of 
production in such a way that the output vector be equal to b. Given the substitutability 
between factors, we now have that the matrix of the factors of production A is itself 
a function of prices. It is not guaranteed that for any set of well behaved production 
functions condition (e) is fulfilled. The accounting equilibrium of condition (a) must 
be fulfilled in all circumstances and this means the production factors of matrix A 
and the labor inputs l must be such that Eqs. 12.5.5 and 12.5.6 allow a determination 
of the prices and of the wage rate. 

But these prices and wage rate may not belong to the set of self-replacing prices{ 
p{d}, R{d}, w{d} 

} 
and may not be such that condition d) is realized. 

My conjecture is that the indeterminacy remains. The degree of indeterminacy 
may even increase, due to the strong impositions of conditions (d) and (e). This point 

21 The maximization of profits may take place within different market conditions—monopolies or 
oligopolies or also when markets are imperfect. The prices of the factors of productions may well 
be above their marginal productivities, but this is not the standard neoclassical perfect competition 
market clearing assumption. 
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certainly requires further investigation. For now, the work done by Mandler (1999), 
although using a different research method from the one applied here, provides 
some theoretical evidence that Sraffian schemes are, when set inside a neoclassi-
cal Walrasian general equilibrium framework, indeterminate. Sraffa’s self-replacing 
prices are bookkeeping equilibrium prices that are also Walrasian general equilibrium 
prices, hence if Sraffa’s system is indeterminate, this, in accordance with Mandler 
(1999)’s result, is also. 

Sraffa’s critique is very general because it applies to all the theoretical systems 
where supply equals demand for all markets. 

Points (a), (b), and (c), when fulfilled, do imply that supply equals demand for all 
markets. These conditions do characterize accounting market clearing conditions in 
general. But there is no implication that the agents optimize their objective function 
or that their objective functions are well-behaved neoclassical objective functions. 

Clearly, condition (d) is an additional neoclassical requirement. If Sraffian 
schemes are indeterminate, the maximization principle (d) is irrelevant because it 
can be checked or realized only when prices are known. But indeterminacy means 
that at least one of these prices is not determined by the so-called “law” that supply 
equals demand. 

12.6 Sraffa’s Critique Is Circumvented by Postulation 

The neoclassical Walrasian microeconomists assume that the agents are price takers 
and, concurrently, that the prices are exactly the prices that would ensure market 
clearing in all markets. If this was not the case, there would be consumers who 
would not be able—for the given prices—to maximize their utility, and producers 
who would not be able to maximize profits.22 

The idea is that competitive market forces would lead to market clearing prices, 
but this convergence is not formalized in a computationally meaningful way.23 

22 Microeconomics textbooks present the consumer’s maximization of utility and the firm’s maxi-
mization of profits in the first chapters with the assumption that both consumers and producers can 
not influence the prices (and hence they are price-takers) because they are small (with respect to 
the size of the market). At the same time, the existence of consumers and producers who are not 
able to trade at the given prices is not at all considered (or is simply ignored). The implication of 
this is that either exchanges take place with the issuing of deferred means of payments (IOUs or 
money) or the prices are equilibrium self-replacing prices. The only other possibility is that market 
clearing takes place but not all consumers or producers maximize their objective functions. This 
means that conditions (a), (b), and (c) are satisfied, but not (d) and (e). And this is not a neoclassical 
equilibrium. 
23 The standard mathematical proof of the existence of Walrasian general equilibrium is based on the 
existence of a fixed point (or on the validity of fixed-point theorems). Prominent microeconomists 
do admit that without proving the existence of a fixed point, general equilibrium can not be shown to 
exist (Debreu , 1987, p. 218) or cannot be computed (Scarf, 1987, p. 560). On the uncomputability-
undecidibility of general equilibrium, see Velupillai (2006), Velupillai (2010, Part II, Chaps. 5, 6, 
and 7).
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Hence, with the neoclassical postulate that there has already been convergence 
towards the market-clearing prices, the agents are assumed to trade with the other 
agents as if they did not participate in the convergence process and behave as if 
they were price-takers all along. Prices are given by some external and mysterious 
superior force. 

Clearly, if the prices, pneoclassical, and wage rate, wneoclassical, are given, the func-
tional distribution vector is unique and determined by the externally given prices (see 
Eq. 12.4.1). 

That is: 

dneoclassical = 
l 

(B − A) −l 
01×n eT l 

l l  
pneoclassical 

wneoclassical 

l 
(Neoclassical distribution) 

One could be tempted to say that this is a misrepresentation because the pneoclassical 

prices are equal to the marginal productivities of the factors of production and the 
wage rate, wneoclassical, is equal to the marginal productivity of labor (in all industries). 
But this would mean reversing the causal relationship. In fact, in the factor market 
prices equilibrium, condition (e) (eqs. 12.5.5 and 12.5.6) is assumed to take place at 
given prices. One is totally free to provisionally postulate that production of output 
b (i.e., B) occurs by firms having access to a neoclassical production function (see 
Eq. 12.5.4) and which maximize profits as in Eqs. 12.5.5 and 12.5.6. But if the system 
is in equilibrium, the methods used during the production cycle that determined the 
social output are not the focus, which is to find the prices that would allow replication, 
i.e., the persistence of equilibrium. 

This way of circumventing Sraffa’s critique that the system is indeterminate, by 
postulating that prices are fixed at the values where supply equals demand, simply 
confirms that the forces that render a system, which would be otherwise indetermi-
nate, determinate are not studied, but are simply assumed to exist. 

Clearly, this is not an answer to Sraffa’s devastating critique. A solution to the 
indeterminacy problem requires that the prices be endogenous. Otherwise, it is not 
a solution. And Sraffa’s critique is not addressed at all. It is simply avoided by 
postulation. 

12.7 An Algorithmic Digital Laboratory for an In-Depth 
Study 

We have set up a an algorithmic digital laboratory with the purpose of highlighting 
some of the properties or implications of the reasoning developed above.
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Table 12.1 Simple economic system 

Means of Production Output Surplus 

(1) 
Iron ↓ 
a1 

(2) 
Coal ↓ 
a2 

(3) 
Wheat ↓ 
a3 

(4) 
Laboura 

l 

(5) 
b 

(6) 
s, c 

Iron 
Industry 
a1 → 

90 120 60 3 
16 (45) 180 0 

Coal 
Industry 
a2 → 

50 125 150 5 
16 (75) 450 165 ccoal 

Wheat 
Industry 
a3 → 

40 40 200 8 
16 (120) 480 70 cwheat 

Used, total 180 285 410 1 (240) 

The values in the table are taken from (Sraffa, 1960, p. 19). Some computations using the same 
numbers may be found in Zambelli (2018b) and in Venkatachalam and Zambelli (2021a) 
aThe total labor force is normalized to 1. The labor force is nl and its numerical value is defined 
below (Sect. 12.7.4) as 240. The employment by each industry is in parentheses 

12.7.1 Numerical Definition of the Quantities Involved: 
(A, l,  b) 

We define the triple 
( 
A, l, b 

) 
with the same numbers used by Sraffa (PCMC, p. 19). 

Given our focus on PCMC as aPrelude to a Critique of Economic Theory, we consider 
this triple to be the equilibrium quantities for the Walrasian system or the equilibrium 
quantities for the neo-Ricardian gravitation or long-period system. Given the self-
replacing condition that there is no net investment, the final consumption vector c is 
the surplus, s (see Eqs. 12.3.5, 12.3.6, and 12.3.9). 

In this example, there are three goods produced by separate industries: iron, coal 
and wheat. During the production period, before the harvest, each industry has used 
for the production of its output, the means of production (in physical quantities) in 
the proportions of Table 12.1. 

The table provides numerical content to the quantities described in Sect. 12.3.2. 
The matrix of the means of production A is composed of the first three columns. The 
vector of labor inputs l is composed of the elements of column 4. The gross output 
b is column 5 and the produced surplus s is column 6. 

Given the self-replacing condition, there is no net investment, so the final con-
sumption vector c is the surplus, s (see Eqs. 12.3.5, 12.3.6, and 12.3.9). 

Therefore, the owners-firms present in the three industries enter into the market 
having at their disposal for exchange the output produced and the workers enter into 
the market with their labor. In this system, the only capital to be used to buy other 
commodities is the output, owned by the producers, and the labor owned by the 
workers.
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12.7.2 The Set {d} of all Possible Discrete Functional 
Distributions 

For the purpose of this numerical example, we define the set of all possible functional 
distributions {d}176219 q=1 as a set with precision h = 0.01. This means that there are 
176,219 (see Sect. 12.4). That is: 

{dq}176219 q=1 = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

⎡ 

⎢ 
⎢ 
⎣ 

1 
0 
0 
0 

⎤ 

⎥ 
⎥ 
⎦ , 

⎡ 

⎢ 
⎢ 
⎣ 

0.99 
0.01 
0 
0 

⎤ 

⎥ 
⎥ 
⎦ , 

⎡ 

⎢ 
⎢ 
⎣ 

0.99 
0 

0.01 
0 

⎤ 

⎥ 
⎥ 
⎦ , . . . ,  

⎡ 

⎢ 
⎢ 
⎣ 

0 
0.01 
0 

0.99 

⎤ 

⎥ 
⎥ 
⎦ , 

⎡ 

⎢ 
⎢ 
⎣ 

0 
0 

0.01 
0.99 

⎤ 

⎥ 
⎥ 
⎦ , 

⎡ 

⎢ 
⎢ 
⎣ 

0 
0 
0 
1 

⎤ 

⎥ 
⎥ 
⎦ 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
(12.7.1) 

12.7.3 Computation of the Domain {p{d}, r{d},w{d}} 
for the Self-Replacing Prices, Profit Rates, and Wage 
Rates 

Given the triple 
( 
A, l, b 

) 
and the domain of the functional distribution {d}, we  

can compute the domain of the self-replacing prices, profit rates and wage rate 
{p{d}, r{d}, w{d}} by implementing Eq. 12.4.2, Sraffa’s fundamental self-replacing 
prices equation. 

12.7.4 Population of Producers and Workers: nπ and nl 

As explained in Sect. 12.3.5.3, we separate the population of producers nπ from the 
population of workers nl. 

For the simulations below, the number of producers is nπ = 60 and the number of 
workers is nl = 240. In order to study the problem of the distribution of firms over 
the different industries, we will allow the number of producers-firms per industry to 
vary as the functional distribution of income varies. 

Producers and workers are all consumers, therefore the total number of consumers 
is the population, nω = nπ + nl. 

12.7.4.1 Firms’ or Producer Densities per Industry 

With the aim of making our simulations robust, we carried out a set of simulations for 
varying densities of firms per industry, and hence also varying numbers of producers 
per industry. In our numerical simulation, the total number of firms is nπ = 60. Hence 
there are 1711 possible combinations.
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{FirmsDensityz}1711 z=1 = 

⎧ 
⎨ 

⎩ 

⎡ 

⎣ 
1 
1 
58 

⎤ 

⎦ , 

⎡ 

⎣ 
1 
2 
57 

⎤ 

⎦ , 

⎡ 

⎣ 
1 
3 
56 

⎤ 

⎦ , . . . ,  

⎡ 

⎣ 
57 
2 
1 

⎤ 

⎦ , 

⎡ 

⎣ 
57 
1 
2 

⎤ 

⎦ , 

⎡ 

⎣ 
58 
1 
1 

⎤ 

⎦ 

⎫ 
⎬ 

⎭ 
(12.7.2) 

The first element of the vectors is the number of firms in the iron industry, the 
second is for the coal industry, and the third, the wheat industry. 

There should be at least one firm per industry. Note that the cases in which there 
is only one firm in an industry correspond to the case of a monopoly. 

12.7.5 Consumer Incomes, y 

As we have seen in Sect. 12.3.5.2, once we know the number of producers/firms in 
each industry and the number of workers, we can compute the vector of personal 
incomes, using the values of the self-replacing prices, profit rates, and the wage rate. 

The set of all personal incomes associated with a specific population distribution 
z is given by 

{z yq}176219 q=1 (12.7.3) 

From Eqs. 12.12.6 and 12.12.7 and the information about the population we can 
derive the average personal income of the workers: 

yPer capita worker income = 
eT lw 

nl 
= 

Enl 
i yWorker income 

i 

nl 
= 

dn+1 

nl 
= 

dw 

nl 
(12.7.4) 

where dn + 1 = dw is the workers’ share of the net national product. Due to the fact 
that labor is homogeneous, workers’ per capita income is also the income of each 
worker. 

The average or per capita producer’s income is given by 

yPer capita producer income = 
eT RAp 

nπ 
= 

Enπ 
i yProducer incomes 

i 

nπ 
= 

En 
i di 

nπ 
= 

1 − dn+1 

nπ 
(12.7.5) 

The producers are not homogeneous and hence an actual individual producer’s 
income is not always equal to the per capita producer income. 

12.7.6 Consumption c and C 

Following Sraffa’s method, here we focus on the condition that would allow the 
system to replicate itself. There is no physical net investment, and therefore the 
total consumption vector c is the same as the surplus produced by the system (see 
Sect. 12.3.3.1).
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Hence, we have by construction that the market for the means of production and the 
market for consumption goods both clear for each of the bookkeeping self-replacing 
prices {pq}176219 q=1 . 

Supply and demand meet perfectly for each of the pq self-replacing prices.24 

Therefore conditions (a) and (b) are fulfilled by construction. But Sraffa’s Prelude 
to a Critique of Economic Theory requires that the focus be placed on the notion of 
neoclassical free competition market clearing, where the consumers are defined as 
utility maximizers. 

12.7.6.1 Consumers Defined as Neoclassical Utility Maximizers 

As we have described above, when we have the ingredients( 
dq , pq , rq , wq , FirmsDensityz 

) 
, we can compute the associated income distribution 

vector zyq . 
In order to acquire their desired consumption goods, consumers have to exchange 

a fraction of their incomes with other consumers. This is the essence of the exchange 
economy as in the standard microeconomic analysis (Arrow and Debreu 1954; 
Debreu 1959; Arrow and Hahn 1971). 

The consumers include both producers and workers. We attribute to each consumer 
a “well-behaved” (12.5.1) neoclassical Cobb–Douglas utility function. 

In his example, Sraffa has three commodities, but for one of them, iron, there is 
no social surplus to be distributed and consumed. The commodities to be consumed 
in the whole society are cwheat = 70 qr. wheat and ccoal = 165 t. coal. 

Having only two consumption goods, we can characterize the decision of each 
consumer, as in microeconomics textbooks, in a two-dimensional space. For the sake 
of the exposition, we can characterize wheat as being good 1, x1, and coal as good 2, 
x2. To each agent ω we can assign endowments x̄1ω, x̄2ω. As we have shown above 
(Sect. 12.3.5.2), each consumer has as income a share of the value of the surplus 
yIncomes 
ω (which is an element of the vector). 
We can attribute as endowments the fraction of total consumption associated 

to agent ω equivalent to their income. That is, x̄1ω = Cwheat · yIncomes 
ω and x̄2ω = 

Cwheat · yIncomes 
ω .25 

We have that 
Enω 

ω=1 x̄1ω = cwheat = 70 and 
Enω 

ω=1 x̄2ω = ccoal = 165. As we have  
seen above, the individual personal incomes are related with the functional distribu-
tion of income, which is uniquely associated with a price vector and a wage rate and 

24 Provided, of course, that the associated profit rates are r j and the associated wage rate is w j . 
Here supply and demand meet perfectly, but the system is still indeterminate. 
25 This is done for the sake of the similarity with the standard neoclassical exchange problem where 
each agent is equipped with an endowment. An alternative is to assume that agents’ incomes are 
paid with token money. This, when in bookkeeping equilibrium (as in condition b) above), does not 
change the substance of the results. The position of the budget constraint line depends on the income 
and, when prices are fixed, goes through the couple (x̄1ω, x̄2ω). The value of the endowments and 
that of the token money would have to be exactly the same. 
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Fig. 12.1 Examples of indifference curves. These indifference and budget constraint curves are for 
a sample of the 300 consumers. This is the case where there is one producer in the iron industry, 
three in the coal industry, and fifty-six in the wheat industry. The remaining 240 are workers. This 
is the case with Fig. 12.2 

the particular density of firms in the industries and the number of workers. Clearly, 
the personal incomes change when prices change. 

Continuing with the construction of the textbook example, the prices p1 = pwheat 

and p2 = pcoal are associated with the functional distribution of income (see the 
above one to one mapping, Eq. 12.4.5). 

max 
c1ω, c2ω 

Uω = 
( 
c1ω 

)αω ( c2ω 
)βω 

s.t. c1ω p1 + c2ω p2 = x̄1ω p1+, x̄2ω p2 (= q y j 
ω) 

(12.7.6) 

with ω = 1, 2, . . . ,  nω = 300 and αω ∈ ]0, 1[ and βω = 1 − αω.26 

Figure 12.1 shows the budget constraints and indifference curves for some 
consumers. 

26 These are standard neoclassical assumptions when describing a utility function. The values αω 
were generated with the Matlab random number generator. That is, rng(9), αω = rand(300, 1), 
βω = 1 − αω. 
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12.7.6.2 Aggregate (excess) Demand and Supply 

The consumers’ demand and supply are derived from the solution of Eq. 12.7.6. 
The couple (c1ω, c2ω) is the desired consumption of agent ω. The difference (c1ω − 

x1ω) is the demand of agent ω for good 1 when (c1ω > x1ω) or is the supply of agent 
ω of good 1 when (c1ω < x1ω). The same for good 2. 

The aggregate excess demand or excess supply of consumption good 1, ads1, is  
given by 

ads1 = Aggregate excess demand or supply of good 1 (wheat) = 
nωE 

ω=1 

(c1ω − x1ω) 

(12.7.7) 
It is an excess demand function if greater than 0, and an excess supply function when 
less than 0. 

Similarly, the aggregate excess demand or excess supply of consumption goods 
2, ads1, is given by 

ads2 = Aggregate excess demand or supply of good 2 (coal) = 
nωE 

ω=1 

(c2ω − x2ω) 

(12.7.8) 
The aggregate excess demand and supply, ads1,2, is the aggregate demand, ad1,2, 

when greater than 0, and the aggregate supply, as1,2 when less than 0. 

12.8 Results of the Numerical Simulations 

12.8.1 Virtual (Neoclassical) Economies 

At this point we have a massive amount of data describing different virtual (neoclas-
sical) economies. 

An economy z is described by the following set of data: 

ECONOMY(z) = 
{ 

dq , pq , rq , wq ,q yq , ,  FirmsDensityz ,z ad 
q 
1,2,

z as z 
1,2 

}176219 

q=1 
(12.8.1) 

The values 
{ 
dq , pq , rq , wq ,q yq 

}176219 
q=1 are computed just from knowing (A, l, b) 

and the distribution of firms among industries, FirmsDensityz . The computation of 
this data does not require the description of the consumers as neoclassical utility 
maximizers.27 The neoclassical component is given by the aggregate demand and 

27 Here, mainly for reasons of space and time, we abstain from discussing the conclusions one 
derives from the analysis of this data, 

{ 
dq , pq , rq , wq 

}176219 
q=1 . The interested reader may inspect 

the figures in Zambelli (2018b) and Venkatachalam and Zambelli (2021a). The results presented in 
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Fig. 12.2 Aggregate demand and aggregate supply relative to ECONOMY(z = 3). The upper 
figure is the demand and supply space 

{z 
ad1 

j 
,z as1 j 

}176219 
q=1 for wheat and the lowest figure is 

the demand and supply space 
{z 

ad2 
j 
,z as2 j 

}176219 
q=1 for coal for economy number z = 3. The  

FirmsDensityq=3 = [1, 3, 56]T (one firm in the iron industry, three in the coal industry and fifty-six 
in the wheat industry). Nota bene. The above defines the domains of both the aggregate demand and 
aggregate supply. This does not mean at all that the overlapping points are equilibrium points. Actu-
ally, there are only six computed market equilibrium points (the six black dots). See also Fig. 12.4. 
Prices are multiplied by 1000
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supply functions 
{q 

ad1 
q 
,q as2 

q 
}176219 

q=1 which are the results of the attempts of the 
consumers to maximize their utility. 

12.8.2 In Search of the Neoclassical Market Clearing 
Equilibria—Condition D) 

There are 1711 different z and hence there are as many ECONOMY(z). 
For each ECONOMY(z) we define the market clearing equilibrium for the 

consumption good wheat as being all the points j where: 

| 
| 
| q ad 

q 
wheat − q as j wheat 

| 
| 
| < e1 = 

hcwheat 

nω 
= 

0.01 × 70 
300 

= 0.0023 (12.8.2) 

The same for coal. 

| 
| 
| q ad 

q 
coal − q as j coal 

| 
| 
| < e2 = 

hccoal 

nω 
= 

0.01 × 165 
300

= 0.0055 (12.8.3) 

There is an equilibrium in the economy when the above conditions hold for both 
markets. 

The possibility of neoclassical market clearing equilibrium occurs in less than 
40% of the total number of economies.When the threshold values e1 and e2 as in 
eqs. 12.8.2 and 12.8.3 there are only 480 (out of a total of 1711) ECONOMY(z) 
(circa 30%) where there is a market clearing equilibrium, i.e., where supply equals 
demand. This increases when the threshold values increase (see Fig. 12.3). With 
thresholds ten times greater, the number of economies where supply meets demand 
increases to 640 (circa 37%). 

Multiple neoclassical market clearing equilibria. Of these 480 virtual economies, 
only 107 have only one equilibrium point, 95 have two, 81 have three, 60 have four, 
43 have five, 27 have six, and on up to the greatest number of equilibria, which 
is thirty. The total number of equilibrium points for the whole set of economies 
is 1782 (out of a total number of market clearing points which is above 301 mil-
lion, 301, 510, 709: 176, 219 functional income distributions {d}176219 q=1 times 1711 
producers’ distributions {FirmsDensityq}1711 q=1 ). 

Robustness of the computation of neoclassical market clearing results. The total 
number of economies where supply meets demand and the number of economies with 
multiple equilibria is a function of the approximating threshold. With a smaller thresh-
old, the number of economies where there is market clearing diminishes, whereas 

this chapter may be seen as an important addendum and/or integration of what it is presented there. 
However, the focus here is on the neoclassical and long-period properties of general equilibrium.
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Fig. 12.3 Multiple neoclassical equilibria as the threshold values e1 and e2 change The com-
puted number of the ECONOMY(z) where there is market clearing depends on the choice of the 
thresholds e1 and e2 (Eqs. 12.8.2 and 12.8.3). Here there is a scaling factor multiplying the values 
of the thresholds from 0 to 10 (with a step-size equal to 0.01). The values associated to 1 are those 
used in the text (Eqs. 12.8.2 and 12.8.3). The upper figure is an enlargement for the interval between 
0 and of the lower figure
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with a higher threshold, it increases—but up to a point. Figure 12.3 presents infor-
mation concerning the number of economies where there is market clearing and also 
the number of equilibrium points per economy. 
There is a multiplying or scaling factor of both thresholds going from 0 to 10 times 
the threshold values e1, e2 as in Eqs. 12.8.2 and 12.8.3. The figure shows that the 
number of economies which have at least one equilibrium does not grow linearly with 
the threshold. As is to be expected, the number of economies with multiple equilibria 
increases, and the number of economies with just one equilibrium decreases. 

Preliminary conclusion regarding market clearing of the goods markets. Condi-
tion (d). The major conclusion, when we analyze the results of our digital laboratory, 
is that the number of instances where supply and demand could meet is lower than the 
number of instances where supply and demand would not meet. What this means is 
that the consumption goods markets, as well, have several degrees of indeterminacy. 
It is likely that either market clearing does not exist or that there are too many of 
them, as in the case of multiple equilibria. 
Furthermore, and most importantly, one should also keep in mind that in this section 
we have focused on the existence of market clearing equilibria. When an equilibrium 
is shown to exist this does not imply at all that it is going to be realized. Let us say that 
market clearing in the goods market, for an ECONOMY(z) takes place at point j∗ ∈ 
[1, 176219]. The associated values are 

( 
d j∗ 

, p j∗ 
, r j∗ 

, w  j∗ 
,q y j∗ 

, FirmsDensityq , 
qad 

j∗ 

1,2,
q as j

∗ 

1,2 

) 
. 

Supply is equal to demand, qas j∗ 

1,2 =q ad 
j∗ 

1,2, if and only if the distribution among 
the consumers of the produced surplus is exactly qy j∗ 

, which implies that the func-
tional distribution of income, the prices, the profit rates, and the wage rate must be 
d j∗ 

, p j∗ 
, r j∗ 

, w  j∗ 
, exactly. 

But Sraffa’s critique is that the system is indeterminate. Which means, in the context 
of our computations, that there is no criterion to prioritize one particular personal 
distribution of income, qy j∗ 

, over all possible 176,219 alternative distributions of 
incomes. This means that, without the imposition of new structures, any of the pos-
sible 176,219 alternative distributions of incomes have the same likelihood to occur 
and therefore, the likelihood of market clearing j∗ is 1 

173219 , which is very low. 
Hence, the addition of neoclassical consumers does not render, as was to be 

expected, the system determinate. We have shown that when we confine ourselves 
to the analysis of the market clearing of the goods markets, even the equilibrium 
of these markets may not always exist, or may exhibit, like in the market for the 
means of production, multiple equilibria—which is another side of indeterminacy, 
the reason being that when we have multiple equilibria, there is no criterion that can 
be used to pick one of these equilibria.
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Fig. 12.4 Measurement of (in)equality: Gini values. The yellow area is the set of all Gini values 
associated with the distribution of income relative to the 176,219 market clearing equilibria. A 
Gini value equal to 1 indicates a high level of inequality (one agent gets the entire surplus). A 
Gini value equal to 0 indicates the highest level of equality (all agents have equal incomes). The 
dots or values in green are the Gini values of the personal income distribution associated with the 
1782 neoclassical market clearing equilibria. The blue values are the neoclassical market clearing 
equilibria associated to ECONOMY(z = 3), see  Fig.  12.2, FirmsDensityz=3 = [1, 3, 56]T (one 
firm in the iron industry, three in the coal industry and fifty-six in the wheat industry) The Gini 
values were computed with the code provided by Lengwiler (2022). Nota Bene. The abscissa reports 
the functional distribution of labor dw . The worker’s per capita income is dw 

nl 
, (see Eq.  12.7.4) 

12.8.3 Results Concerning the Personal Income Distributions 

We use the Gini coefficient or index to measure the degrees of equality of the different 
distributions. 

Figure 12.4 shows the association of the workers’ share of the surplus with the 
Gini values of the associated distributions of incomes. The yellow contains all the 
Gini values associated with the personal distribution income vectors of all the 1711 
different economic configurations that we have analyzed.28 

Equality Clearly, given the particular composition of our population of 240 workers, 
80% of the population, which are paid the same, 60 producers, 20% of the population, 
the lowest Gini value (highest equality among all income earners) occurs when the 
workers’ functional distribution of income is 80%. The highest inequality occurs 
when the workers’ functional distribution of incomes is 0 and there is only one 
producer receiving the whole of the surplus produced. 

28 That is, the area contains over 301 million Gini values 301510709 = 1711 × 176219. 
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The inequality of neoclassical GE market clearing The green points in Fig. 12.4 
are the Gini values of the income distributions associated with the 1782 neoclassical 
market clearing equilibria. As is macroscopically evident, these equilibrium points 
indicate highly uneven distributions of incomes. It is not totally clear what might be 
the cause of this phenomenon. The equilibrium of supply and demand means that all 
the agents, given their budget constraints can buy and sell the quantities that allow 
the maximization of utility. In order to control that this phenomenon is not related 
with a particular set of utility functions, I have generated the data with different 
populations of agents. The result is that the lowest Gini value is the one associated 
with the economy reported above in Fig. 12.2 (value 0.48). The market clearing 
equilibria relative to the other populations are associated with higher inequality (that 
is, higher Gini values).29 

As is evident from Fig. 12.2, the Gini values of the market clearing equilibrium points 
are far from the equality of distribution which would take place when the class of 
workers get 80% of the surplus. 
The number of producers (60) is different from the number of workers (240). It seems 
that market clearing has higher chances of occurring when the distribution of income 
is in favor of the producers as a whole. This point deserves further investigation, but 
the evidence from the simulations leads to concluding that as long as the number of 
producers is smaller than the number of workers (which seems to be realistic), the 
theoretical market clearing equilibria are associated with high inequality.30 

12.9 Conclusions 

In the literature, the subtitle of Sraffa’s Production of Commodities by Means of 
Commodities (PCMC), Prelude to a critique of economic theory, has largely been 
disregarded or not fully considered. 

PCMC is first and foremost a critique of general equilibrium theory, but also a 
critique of the classical notion of the labor theory of value. Sraffa’s method of study-

29 In this context, agents are different when they are described with a different set of utility functions 
(i.e., a different set of α’s and β’s see Eq. 12.5.1). I have compared ten different populations of agents, 
generated with Matlab’s random number generator, rng(i) with i = 1, . . .  10, αω = rand(300, 1), 
βω = 1 − αω, see also footnote 26 . For each population i I have computed the same values of the 
major simulations scrutinized in the text. With the changes of population, we also have changes 
in the total number of ECONOMY(z) which have neoclassical market clearing equilibria, which 
are, as the population changes (as i changes): 88, 18, 5, 4, 15, 3, 61, 7, 480, and 55. Among all these 
equilibria, the minimum Gini value associated to each distribution of incomes to each population 
is: 0.7, 0.73, 0.67, 0.72, 0.67, 0.82, 0.58, 0.77, 0.48, and 0.66. The values in bold are those of the 
data used in the text. In passing, let me point out that the economy used is the one, among the 
ten different one analyzed, which is more favorable to the neoclassical market clearing equilibria 
because it has the highest number of neoclassical market clearing equilibria (480) and the lowest 
Gini value (0.48). 
30 Hence, these equilibria provide the potential for a class struggle or may lead to the “instability 
of capitalism” Schumpeter ( 1928). 
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ing the properties of self-replacing prices, profit rates, and wage rates, is powerful 
because it does apply to any notion of economic bookkeeping equilibrium (where the 
revenues of all the agents must be equal to their expenditures). Sraffa’s method allows 
avoiding studying the theories describing individual motivations, and the specifics 
of the methods of production available to the individual firms. Therefore it applies 
to a variety of equilibrium positions. 

An economic general equilibrium is simply a condition that repeats itself (because 
there is by definition no change31 ). Sraffa concluded that the self-replacing prices are 
not computable based on no more than the knowledge of the methods of production. 

The relevance and breadth of the critique are valid, and are in my view amplified, 
when self-replacing prices are not confined to the narrow distribution set associated 
to a uniform rate of profits (Zambelli 2018b; Venkatachalam and Zambelli 2021a, b). 

PCMC is a reinforcement of the critiques that Sraffa personally addressed during 
the late 20s and the 30s toward the notions of general equilibrium of his contem-
poraries Hayek and Hicks. But also a critique to the general equilibrium notions 
developed in the tradition of Walras, Pareto, Edgeworth Böhm-Bawerk, Wicksell 
and Marshall (partial equilibrium). That is, the neo-classical equilibrium where sup-
ply equals demand is not determined by the forces of free competition. In other 
words, general equilibrium is not determined by economic forces of free or perfect 
competition. Other elements have to be considered.32 

The neo-Walrasians have merely circumvented the problem of indeterminacy by 
exogenously fixing the prices. 

With respect to the neo-classical notion of general equilibrium, the conclusion 
is that market clearing equilibria in the market for consumption goods do not occur 
for most of the economies we have considered (with different distributions of firms 
among the industries). In the very few instances, associated with specific distributions 
of firms, where aggregate supply meets aggregate demand for the consumption goods, 
we have shown that these instances are accompanied with multiple equilibria. 

Therefore the problem of indeterminacy – defined broadly as the condition where 
there is no solution or where there are multiple solutions – is strengthened by the 
fact that when agents (both as consumers and producers) are added to the Sraffian 
schemes, so as to have supply and demand of consumption goods, the so-called 
“law” that supply meets demand seems not to hold for most cases. When it holds, the 

31 The models that study growth in a balanced growth path that postulate Walrasian general equi-
librium imply a change of the quantities produced and demand, but postulate also that at each point 
in time (or interval of time) there is a static Walrasian general equilibrium of the Arrow-Debreu 
type. Obviously a static system is a system without change. 
32 Many readers will find this result at odds with the literature, which asserts to have “demonstrated” 
the existence of general equilibrium (Arrow and Debreu 1954; Debreu  1959; Arrow and Hahn 
1971; Scarf 1973). Here we have used the precision of the algorithmic method of investigation. 
The algorithms reflect the equations presented above. They are simple (i.e., require the writing 
of a few lines of code). The robustness and generality of the results is in my view evident, but 
anyone who wishes to do challenge them by constructing counter-examples. It is my conviction 
that counter-examples can not be produced. 
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possibility of multiple equilibria excludes the possibility of computing the solution 
with endogenous mechanical economic forces. 

It has to be added that these neoclassical market equilibria are also associated to 
extreme inequality of income distribution. The essence of Sraffa’s critique presented 
in PCMC was already present in Sraffa (1926). What Sraffa demonstrated in 1960 
is that the essential causes determining the price of particular commodities may not 
be simplified and grouped together so as to be represented by a pair of intersecting 
curves of collective demand and supply.33 

Sraffa’s critique, that the aggregate demand and the aggregate supply almost never 
meet, is devastating for any ‘old’ (Walras, Böhm-Bawerk, Baldone, Jevons, Marshall, 
and so on) or ‘modern’ (Hayek, Hicks, Arrow, Debreu, Hahn, and so on) marginalist 
general equilibrium system. 

The postulate that the economic system is in a perpetual condition of general 
equilibrium should be removed from economic theorizing. 

Appendix 

12.10 Sraffa’s View on the Incapacity of the Economic 
System to Endogenously Determine Distribution 

As we have already pointed out in Venkatachalam and Zambelli (2021b, pp. 467– 
468), in his correspondence with Garegnani, Sraffa objected to Garegnani’s inter-
pretation of the hint given by Sraffa’s PCMC that the “The rate of profits […] is 
accordingly susceptible of being determined from outside the system of production, 
in particular by the level of the money rates of interest.” (PCMC, p. 33) 

Sraffa was clearly also concerned about the possibility of changing the distribu-
tion. His correspondence with Garegnani is very illuminating. 

Sraffa’s letter to Garegnani and the personal handwritten notes on Garegnani’s 
letter show a total disagreement with respect to matters that Garegnani had written in 
his letter. For example, Sraffa writes, commenting on some of Garegnani’s statements 
(Sraffa Papers, D3/12/111/142.1.recto): 

quello che voi sempre ignorate (da Marshall in poi) e’ che i metodi di produzione cambiano 
tutto il tempo anche senza sia pur piccole variazioni della quantita’ prodotta ! 

[My translation: what you all ignore (from Marshall onwards) is that production meth-
ods change all the time even without variations in the quantities produced] (Sraffa Papers, 
D3/12/111/142.1.verso) 

Clearly, if production methods change all the time, the method related with long-
period analysis is unimportant if based on unchanged methods. 

33 See above the quotation at page 208 taken from Sraffa (1926, p. 535). 



240 S. Zambelli

In the same page as a comment to Garegnani, Sraffa writes (ironically): 

evidentemente ‘l’edificio’ che hai in mente e’ quello di Marshall, il ponte che si regge sui 
due pilastri della domanda e dell’offerta 

[My translation: evidently ‘the building’ you have in mind is that of Marshall, the bridge 
that rests on the two pillars of supply and demand] (Sraffa Papers, D3/12/111/142.1.recto) 

Here we have some additional evidence for the fact that Sraffa’s work was a 
critique of economic theory and in particular of the idea that supply and demand 
intersect. asked some clarifications and provided a possible mechanical interpreta-
tion that the interest rate could be determined in the money market [Sraffa Papers, 
D3/12/144/145]. 

Clearly, if one follows Garegnani’s suggested interpretation, one could erro-
neously infer that the money interest rate(s) could by itself determine the profit 
rate(s). And given that the interest rate(s) may in turn be determined by the supply 
and demand of funds, the self-replacing prices of the economic system would also 
be determinate by the mechanical forces of the markets. 

Sraffa responded firmly to Garegnani’s interpretation: 

…I have no intention of putting forward yet another mechanical theory which, in one form 
or another, reinforces the idea that distribution is determined by natural, or technical, 
or perhaps even accidental circumstances, but  such as to render futile whatever action, 
from one side or the other, aimed to modify the distribution. (Sraffa Papers, D3/12/111/149, 
my translation, in bold emphasis added) 

12.11 Existence of Equilibrium 

The question of whether in a capitalistic system of production market clearing equi-
librium prices exist and can be determined by agents’ interactions was originally 
studied by marginalist economists as being isomorphic to the problem of finding 
the solution of a system of equations, which meant checking whether the number of 
equations was the same as the number of unknowns (see Walras (1874, pp. 43–44), 
Pareto (1906, Chap. 3, pp. 297–99) and many others, including some aspects of the 
work of Edgeworth, Böhm-Bawerk, Wicksell, Marshall, Jevons and many others). 

After World War II (preceded by Hicks (1939) and Wald (1951)), Arrow and 
Debreu (1954); Debreu (1959); Arrow and Hahn (1971) replaced the method of 
counting equations and unknowns by studying the same problem by means of the 
mathematics of convex, compact and closed sets (whose elements belong to the real 
hyperspace Rn and the functions defined on these sets are continuous and mostly 
differentiable). The existence of the equilibrium is then presumed to be proved by 
applying the Brouwer fixed-point theorem. See Debreu (1959, Chap. 1) or Arrow 
and Hahn (1971, Chap. 2). 

Velupillai (2006, Theorem 2, p. 363) has demonstrated that the existence of the 
Walrasian general equilibrium prices as defined in Arrow and Debreu (1954) “is
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undecidable, i.e., cannot be determined algorithmically.” Therefore, the existence of 
equilibrium prices, cannot, in general be proven.34 

But also the method of counting the equations and the unknown does not prove 
existence simply because the system of equations may not be solvable. What this 
method provides is only a criterion for the identification of a necessary condition 
for the solution to be found, surely not a sufficient one. On the specific issue of the 
computability of equilibria, see the collected articles in (Velupillai et al. 2011, Part  
V. Computable General Equilibrium Theory. Part VII. Computable Microeconimics) 

12.12 Sources of Personal Income 

Matrix H (Eq. 12.3.18, page 216) contains all the information concerning the source 
of each agent personal distribution of income. Clearly the income of an agent ω is 
given by the sum of all that agent’s income (work as well as dividends from profits): 

Income of individualω = eT 
(n+1)×1hω sT p = ( 

n+1E 

i=1 

hω 
i )s

T p 

which is, obviously, a scalar. 
The sum by columns of matrix H is the share of the society’s income going to the 

individuals: 

h̄ 
T = Distribution of income among individuals = eT 

(n+1)×1HsT p 

The vector h̄ is the share of the income to the individual, personal income. It is 
composed of nω elements. The elements are positive, when self-replacing is taking 
place, and their sum is equal to 1. 

The sum of all the elements of H is 1. 
The sum by rows of H is the functional distribution of income: 

d = Henω×1 (12.12.1) 

The sum by columns of matrix H is the share of total income going to individual 
agents, y, and (when numéraire is the surplus, sT p = 1) it is also the  personal income 
per agent, yIncomes: 

34 Velupillai has discussed the fundamental question of the computability of general equilibrium 
in several contributions. (Velupillai , 2005, pp. 860–63) discusses in depth the limits of finding the 
solutions to a system of equations even when the number of equations and unknown are the same 
and, most importantly, the issue of whether the Arrow–Debreu–Hahn mathematics is constructive, 
i.e., allows the actual computation of the equilibrium points. His clear conclusion is that not even the 
claim that general equilibrium may be algorithmically found Scarf (1973) is correct. Therefore, the 
claim that Scarf’s algorithm may be used to ‘compute’ that Computable General Equilibrium model 
is empty. See also (Velupillai 2010, Part II, General Equilibrium Theory and Part III Methodology). 
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y = HT e(n+1)×1 

yIncomes = HT 

l 
p 
w 

l 

yIncomes = y 

(12.12.2) 

This equation is important because it encapsulates, when self-replacing is taking 
place, the relation, in physical terms as well as in value terms, existing between the 
functional distribution of income and the personal distribution of income. 

As we have done above when considering individual consumption (Sect. 12.3.3.1) 
we may divide the total population nω of income earners into two groups: nπ pro-
ducers and nl workers. 

Consequently, we can partition H into a matrix containing all the information 
regarding the sources of income of the producers, nπ H(n+1)×nπ , and another describing 
all the sources of income of the workers, nlH(n+1)×nl

. 
That is: 

H = 
l 

nπ H : nl H ] (12.12.3) 

Consequently, 
h = hπ + hl = nπ Henπ ×1 + nl Henl×1 (12.12.4) 

or, which is the same, 

d = dπ + dl = nπ Henπ ×1 + nl Henl×1 (12.C.4a) (12.12.5) 

where dπ + dl is a vector of dimension (n + 1) × 1 of the share of the surplus s 
going to the producers and dπ + dl is the share of the surplus s paid to the workers. 

If we assume that the only source of income of the producers is dividends from 
the firms they own, and the only income of the workers is from the labor they sell, 
then, by combining Eq. 12.12.5 with Eq. 12.3.17 we can see that: 

d(n+1)×1 = dπ + dl = 
l 

RAp 
0 

l 
+ 
l 

0n×1 

eT lw 

l 
(12.12.6) 

The personal income may also be organized taking in consideration the two 
groups: 

yIncomes = 
l 

yIncomes Producers 

yIncomes Workers 

l 
= 
l 

nπ HT 

nlHT 

l l  
p 
w 

l 
(12.12.7)
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12.13 Appendix. Distribution, Prices and Wage Rate 
once the Profit Rates are Given 

In the previous section we have explained how to generate the space or set of all 
possible self-replacing solutions. If we were given an arbitrarily picked vector of 
profit rates, we could check whether it belongs to the set of solutions by searching 
for an equal vector from the space of solutions. 

But there is an alternative, in general and for any given numéraire, η, when the 
vector of profit rates, r is given there is a vector of prices p and a wage rate w that 
could be associated to it by putting relations Eqs. 12.3.15 and 12.3.16 together: 

l 
B − (I + R)A −L 

ηT 0 

l l  
p 
w 

l 
= 
l 

0n×1 

1 

l 
(12.13.8) 

As we discussed in the previous section for the case of arbitrary prices, it is not the 
case that arbitrary profit rates would be associated with self-replacing profit rates. 

A price vector necessary to allow the system to reproduce the previous year 
production would be 

l 
pr 

wr 

l 
= 
l 

B − (I + R)A −L 
ηT 0 

l−1 l 
0n×1 

1 

l 
(12.13.9) 

The price vector and wage rate (when we expand the inverted matrix) would be 
respectively 

pr = 
l 
B − (I + R)A 

l−1 
Lwr (12.13.10) 

and 

wr = 1 

ηT(B − (I + R)A))−1L 
(12.13.11) 

The distribution of the surplus associated to these prices and wage rate would be 

drsT p = 
l 

(B − A)pr − Lwr 

eT Lwr 

l 
(12.13.12) 

and 
( 
dz ≥ 0 z ∈ [1, n + 1]) and ( En+1 

q=1 dz = 1 
) 
. Recall thatST p is the Net National 

Product measured at values determined by the numéraire, η. The value of the surplus 
going to the producers as a whole is 

Value of s to Producers = 
nE 

i=1 

( 
dr(i )sT pr 

) 
= 
( 
sT pr 

) nE 

i=1 

dr(i ) = 
( 
sT pr 

) 
dπ 

(12.13.13) 
where dπ = 

En 
i=1 dr(i ). 

Consequently the value of the surplus going to the workers as a whole is
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Value of s to Workers = dwsT pr (12.13.14) 

Clearly 
sT pr = dπ sT pr + dwsT pr (12.13.15) 

The above relations, shares and prices would hold for any given numéraire. If we  
pick the numéraire to be the surplus η = s = (B − A)T e, we have that sT p = 1 
and substituting these values into Eqs. 12.13.9, 12.13.10, and 12.13.11, we obtain a 
simplified Eq. 12.13.12, where the distribution of the surplus between industries and 
labor and the absolute values of the surplus coincide numerically: 

dr = 
l 

(B − A)pr − Lwr 

eT Lwr 

l 
= drsT p (12.13.16) 

Clearly dπ = 1 − dw = eT 
l 
(B − A)pr − Lwr 

l 
, independently of the numéraire. 
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Chapter 13 
Visualizing the Roles of Frequent Terms 
in LTEs Following Two Economic Crisis 
Trigger Articles 

Brian J. Kokensparger 

Abstract The Letters to the Editor (LTEs) written over a twelve-week period after 
articles reporting the likelihood of sustained impact of two oncoming economic 
crises (the Oil Crisis of October 1973, and the COVID-19 Crisis beginning in March 
of 2020) were analyzed for the frequency of terms in both total usage as well as 
usage in unique LTEs. These terms were scored by multiplying total occurrences 
with occurrences in unique LTEs and then ranked by score for each of the 12 weeks 
of the study period. The findings produced sports-team-like ranking-induced shapes 
along the weekly rankings that can be visually compared with other terms in the 
same corpus, as well as the same and different terms in other corpora. This study 
revealed that some of the same terms seemed to have similar curve shapes in both 
corpora. The study also revealed that some terms, though different between the two 
corpora, appeared to have the same curve shapes—and perhaps may fulfill similar 
roles in their respective LTE discourses. 

Keywords Economic crisis · Ranked data · Pandemic · Oil crisis · LTE discourse 

13.1 Introduction 

On October 18th, 1973, Omahans opened the morning edition of the Omaha World-
Herald to read “Arab oil ministers in Kuwait Wednesday announced they will cut 
production at least 5 per cent a month until Israel gives up all the territory it seized 
in the 1967 war and restores the rights of the Palestinian refugees.” (OWH page 2). 

On March 3rd, 2020, Omahans opened up that day’s edition of the paper to read, 
“Ricketts Likens Virus Preparation to Stocking Up for a Snowstorm” (OWH, page 1), 
and “Virus: Cancellation of large-scale events possible” (OWH page 3).
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In both cases, these news stories triggered the beginning of what would eventually 
prompt a host of Letters to the Editor (LTEs) to the Omaha World-Herald, discussing 
a myriad of aspects of the crises. 

LTEs are popular unsolicited short-format opinion pieces submitted to newspa-
pers, magazines, and journals for publication from among the publication’s general 
readership. These publications’ opinion editors select a small subset of the letters that 
are submitted, based on their own internal policies and protocols. As a data source, 
LTEs are akin to “Vox Populi” (roughly defined as “voice of the people”), so they 
often include subjects and sentiments that are not nuanced by editorial control, and 
thus allow readers to get a feel for what “the people” are discussing in diners and 
street corners, barber shops and hair salons, and around the water cooler at work-
places. In terms of narratives surrounding an event, LTEs provide a cross section of 
sentiments that provide more depth and variation to the mainstream rhetoric (though 
they sometimes parrot parts of the rhetoric, often out of its original context, if it suits 
the writer’s point). 

In regard to economic crises, policymakers and business executives need public 
support to enact policies and other solutions in dealing with the crises, and LTEs are 
good indicators of what level of support they have “in hand” for their policies and 
solutions. The LTEs are also instructive in allowing public relations professionals to 
devise strategies for implementation that take public opinion into account, providing 
a higher chance for a successful campaign. 

Economic crises often are first introduced to the general public via publication 
of “trigger stories” through media outlets in print, audio or video formats. A trigger 
story is a media story that is identified (well into the crisis or after the crisis is over) 
as being a trigger event that sets the crisis into motion; it is often marked as the 
attributed beginning of the crisis. 

Two crises were chosen for this study: The Oil Crisis of 1973, and the COVID-19 
Pandemic of 2020 (referred to from hereon as the COVID Pandemic). They were 
chosen for these reasons: 

. They both affected citizens of the United States, Nebraska, and Omaha. 

. They are both modern crises, and thus (except for the presence of the Internet 
and other digital technologies on the latter crisis) the industrial and health care 
contexts are similar. 

. They are of very different subjects (energy and health), so one would not expect 
very many terms to be common between them. For example, the subject of energy 
might provoke discussions of solar power, whereas the subject of health might 
provoke discussions of vaccinations and treatment. To expect the energy discus-
sions to include a term like “vaccinations” is as ludicrous as expecting health 
discussions to include “solar panels” as a frequently-used term. 

Both crises were addressed in the “Public Pulse”, an LTE section on the opinion 
page of the Omaha World-Herald, Nebraska’s daily newspaper since 1885 (also 
as the Omaha Daily-Herald since 1878) (Omaha World-Herald 1973, 2020). The 
opinions expressed in the LTEs are records relating to world and U.S. events about the 
crises as seen through the eyes of citizens of Omaha (and nearby towns) and mostly
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through print and broadcast news outlets for the Oil Crisis, with the addition of cable 
and Internet news outlets for the COVID Pandemic. For both crises, 12 weeks of 
responses (in the form of LTEs) by the everyday readers of the Omaha World-Herald 
were recorded and analyzed in this study. 

Why do Term Frequency Analysis at all? Why is it important? The brevity of the 
LTEs requires writers to get right to the point with their opinions, and they must 
also write about matters that are the most important to them. Unlike an opinion 
essay, which often is written with a broad view of the problem and balance, an LTE 
is a narrow view of the problem and often espouses only one impassioned view. 
Being able to categorize the specific subject of a given LTE through Term Frequency 
Analysis allows us to discover what is truly important to the people. For example, in 
the Oil Crisis of 1973, was its effect on lowering the speed limit on highways more 
important to the average citizen than rationing gasoline? Term Frequency Analysis 
can give us insight into this question, and others. During the COVID-19 Pandemic 
of 2020, was its effect on forcing students out of the traditional classroom more 
important to the average citizen than requiring all people to wear masks in public 
buildings and businesses? 

This study is focused on performing Term Frequency Analysis on LTEs published 
after trigger articles about the two crises were published in the Omaha World-Herald. 
The hope is that this study will be a first step in beginning to predict terms that will 
have significant occurrence patterns in LTEs that are published the first few weeks 
after a crisis arises. 

13.2 Literature Review 

Shiller brought the field of narrative economics into the mainstream with his famous 
paper by that name (Shiller 2017). Recent work has furthered the focus on narrative 
economics particularly in relation to markets (Paugam et al. 2020; Holmes  2019). In 
a doctoral dissertation further exploring the field, Volchik (2017) states “the analysis 
of narratives may precede the economic and institutional analysis of crises and anti-
crisis policies” Volchik adds, “Pioneering works of R. Shiller, G. Akerlof and D. 
Snower spotlighted the importance of analyzing narratives and narrative influence 
when studying economic processes.” Shiller seems to extend this idea in a later paper 
(Shiller 2020). 

In addition to the concept of narrative economics, Koslyk (2019) presents narrative 
approaches to news cycles, which directly relates to this study. Soroka et al. (2014) 
discussed media coverage and how it reflects economic trends. Barsky & Sims (2011) 
introduced the idea of “news shock” tied into business cycles and explored additional 
dynamics of news shock in a later paper (Barsky, Basu, & Lee, 2015). Alexopoulos 
and Cohen (2015) applied these dynamics to market volatility and decreased market 
returns. Although this paper does not examine news shocks, per se, there is some 
evidence to suggest that these media stories provide a similar dynamic to those 
described by Barsky, et al., in the two papers.
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Besides the shock value related to news cycles, the content of news cycles may be 
mined using standard textual content analysis techniques, such as word frequencies, 
collocation (the nearness of one word to other related words), sentiment, etc. Dyas-
Correia and Alexopoulos (2014) used data mining to look for “nuggets” in text. Also 
Gentzkow et al. (2019) examined text as data and provided a workflow for using text 
to inform economic research, including a discussion of relevant statistical methods 
and applications. 

Writing this paper as the COVID-19 pandemic is ongoing, there are a plethora 
of articles outlining the origins of viral infections in the United States, and articles 
specifically mentioning infections in Omaha, Nebraska. The Omaha World-Herald 
digital download website on Newsbank.com provides access to these articles, many 
significant ones which will most likely be published after this paper is in the various 
publication stages. 

Dr. Shu-Heng Chen (2012) described “varieties” of agents in his exemplary 
work in agent-based computational economics (ACE), which informed many of 
the theoretical choices made in this paper. As LTEs affect the content of other LTEs 
published shortly after them, there is a real sense of social interaction (albeit in the 
printed word with the latency of writing, submission, acceptance, and typesetting 
times), and therefore some of the theoretical framework around swarming and other 
cellular-automata phenomena may be satisfactorily applied. The decision to accept 
one LTE over another also lies within the purview of the editorial staff, which makes 
choices based on space limitations in the LTE section of the newspaper. Although 
these editorial staff members would not in any way be considered zero-intelligence 
human agents, they often must put aside their knowledge and publish LTEs that 
reflect naïve and ignorant viewpoints for the sake of balance. Since the LTE section 
of the newspaper purports to reflect the “Public Pulse” of the people (and therein 
lies its popularity and affects marketability of the newspaper), one hundred LTE 
submissions with an ignorant viewpoint cannot be ignored and replaced by one LTE 
submission with supported factual reasoning and cogent argumentation. Therefore, 
the LTE dynamic more appropriately reflects zero-intelligence agents but strives for 
near zero-intelligence. 

Similarly, Hsu, Yu & Chen approached an economic problem (the U.S. Silver 
Purchase Act and its effect on the Chinese price level of silver) with textual anal-
ysis methods that were also applied to narrative frequencies of terms in newspa-
pers (2021). The data were drawn from the Shanghai ShunBao newspaper database 
(Hsu et al. 2021. P. 9), which is similar to the newspaper used in this study (the 
Omaha World-Herald) in that it is published for general readership and includes 
some national and international news. The textual analysis methodology for the 
Silver Purchase Act study is quite different than that employed in this study, which 
is reasonable because the focus of the Hsu, Yu & Chen study is on the effect of 
narrative keywords on the Chinese price level (with the example of their effect on the 
Shanghai WPI), whereas the focus of this study is on the trending of keywords either 
up or down within the discourse during the study periods after the trigger stories of 
the explored crises.
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13.3 Methodology 

The Omaha World-Herald provides a digital archive of images of all its daily editions 
from 1885 to the present. Every issue includes an opinion page, with a “Public 
Pulse” section, usually including from 3 to 12 LTEs. For LTEs to be considered for 
publication in the Public Pulse, they must include full contact information (though 
that information may be withheld from publication by request), they must be signed, 
and they must not plagiarize the work of others. Also, the editorial staff of the Public 
Pulse reserves the right to edit letters for reasons of “taste, accuracy, clarity and 
length.” (OWH, April 15, 2020). 

For each of the two triggering events, 12 weeks of daily newspaper editions of 
the Omaha World-Herald were manually inspected for general key words or phrases 
that tied the individual letter in some way to the triggering event. During this data 
collection period, the reader looked for certain key words to aid in the manual process. 
For the Oil Crisis, any LTE that included such terms as “energy,” “fuel,” “oil,” any 
of the terms associated with “gasoline,” and other energy-related terms discussing 
the shortage, usage, conservation, or management of energy resources were selected. 
For the COVID Pandemic, general key words that tied the individual letters in any 
way to the COVID-19 virus, or any other item related to the virus, such as quarantine 
restrictions, mask mandates, and local, state, and national lockdowns, were included. 

13.3.1 Generating LTE Corpora 

For both corpora, a snip image was generated for each selected LTE and saved in a 
yyyymmdd_99.png format. The LTEs in these snip images were transcribed into text 
documents bearing the same naming format. A proofing algorithm was employed 
to find and correct typographical entry errors. These text files were saved in corpus 
folders for each of the two focus crises. 

230 LTEs were collected for the Oil Crisis during the 12-week study period, and 
201 were collected for the 12-week study period during the COVID Pandemic. 

The weekly total number of LTEs with total word count for both study periods 
are provided in Fig. 13.1.

In regard to the number of files per week, both corpora have a similar m-curve, 
with the Oil Crisis files being generally higher in number than the COVID Crisis 
files. However, in regard to the total words by week, the two curves are roughly 
similar—a little more like a normal curve than the number of files. In total words per 
week, however, the COVID Crisis had much higher values. This is most likely due to 
editorial decisions: in 1973, the apparent editorial choice was to publish more LTEs, 
but limit their word counts. In 2020, the apparent editorial choice was to include 
fewer LTEs, but to publish LTEs with a higher word count. Since both corpora were 
analyzed and ranked separately within each individual corpus (i.e., there was no
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Fig. 13.1 Files per week and words per week graphs depicting each of the corpora

cross-corpus analysis), the effect of the differences in average word count per LTE 
were minimized. 

13.3.2 Corpus Processing 

After the corpora were aggregated, the LTEs were analyzed using simple term 
frequency techniques. All occurrences of non-stop nouns were counted in respect to 
both total number of occurrences as well as total number of unique LTEs in which 
they occurred. Many (though not all) of the expected (master) terms had a high 
enough score to be included in the weekly rankings. Additionally, some of the terms 
that were included in the weekly rankings were not among the master terms, allowing 
for unexpected terms to rise to levels of significance, adding depth and validation to 
the study. 

A number of stop words were identified and ignored in the word frequency algo-
rithm so that terms significant to the study (and relating to the two triggering events) 
could be aggregated and ranked. The list of stop words is provided in Appendix 13.6. 

There were also a number of terms that were identified as being similar enough 
to be considered as equivalent. For example, the term “gas” in the context of a 
fuel shortage can be considered synonymous with the term “gasoline.” Although 
“gas” could also be used in a chemistry context, and even in an energy context (as 
with “natural gas”), a manual examination of the Oil Crisis corpus revealed that the 
primary use of the word “gas” was primarily used as a shortened form of the word 
“gasoline.” Thus, “gas” was tagged as an equivalent term for “gasoline.” Several 
other equivalent terms were determined in this same way. The inclusion of some 
terms but not other terms in the equivalent terms list had some effect on the final 
rankings for each corpus, so special care and much deliberation was made regarding 
the process of selecting equivalent terms. A list of all the equivalent terms used in 
this study are provided in Appendix 13.7.
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13.3.3 Calculating Unique LTE Thresholds 

LTEs tend to be influenced by trending dynamics, as a particularly volatile statement 
in one letter can ignite a number of letters over the next few days. Therefore, the 
trending dynamic of terms is just as important (if not more important) as the overall 
frequencies of the terms themselves. Some terms receive a high amount of attention 
for a brief period of time, and then are rarely written about again in subsequent 
weeks. However, the sheer magnitude of their frequencies over this brief period of 
time may skew the frequency data for all terms over the entire study. For this reason, 
a trending analysis tool was created for this paper based on a weekly ranking scheme 
that is popular among American sports, such as American football and basketball. 
These schemes rank teams according to their performance during that week and 
show upward and downward trending based on a comparison of their current week 
rankings with their ranks in the previous week. This scheme allows for an analysis 
of the significance of one term compared to another based on the number of LTEs 
that include a given term in a given week, as well as the overall frequency of that 
given term within the week’s LTEs. The threshold for determining which terms are 
ranked week-by-week is called the Unique File Threshold. 

The Unique File Threshold for each week was calculated by adding each week’s 
number of files to the total number of files from the beginning of the study. The 
formula used for threshold calculation was int(totFiles*0.1) + 1, or roughly 10% 
of the total number of files accumulated up to and including that week (rounded 
down to the nearest integer) plus 1. For weeks where 25 words meeting the Unique 
Threshold for that week could not be generated by using the calculated Unique LTE 
Threshold value, a routine was provided to adjust the Unique File Threshold down 
incrementally by 1 until a ranking of the top 25 words were generated. Thus, some 
weeks have a Unique LTE Threshold one or two unique LTEs fewer than the original 
calculated value. The Unique LTE Threshold value for each week in each corpus is 
provided in Table 13.1.

13.3.4 Ranking the Top 25 Words 

The top 25 words (aggregated values) for each week were copied to an Excel spread-
sheet and aligned side-by-side so that the rankings of individual terms could be 
tracked from one week to the next in two dimensions: total times used and number 
of unique LTEs. The terms were scored by multiplying the total occurrences accu-
mulated in all prior and current weeks by the total unique LTEs for the same period. 
Only those terms which met the minimum threshold of total unique LTEs for that 
week were eligible for ranking each week. 

The weeks and unique LTE thresholds are provided for each of the corpora in 
Table 13.1.
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Table 13.1 Date ranges, unique file thresholds, accumulated total files, and accumulated total 
words for each of the two study periods 

Oil Crisis 
(OC) 
(cumulative 
from 
10/23/1973) 

OC unique 
file 
threshold 

OC 
total 
files 

OC total 
words 

COVID 
Crisis (CC) 
(cumulative 
from 
3/5/2020) 

CC unique 
file 
threshold 

CC 
total 
files 

CC total 
words 

To 
10/29/1973 

1 2 141 To 3/11/2020 1 2 282 

To 11/5/1973 1 8 585 To 3/18/2020 2 16 1699 

To 
11/12/1973 

2 19 1312 To 3/25/2020 5 45 5434 

To 
11/19/1973 

5 45 3137 To 4/1/2020 7 66 8643 

To 
11/26/1973 

7 68 4887 To 4/8/2020 9 88 12,468 

To 12/3/1973 10 99 6935 To 4/15/2020 11 101 14,959 

To 
12/10/1973 

13 133 9419 To 4/22/2020 13 126 18,262 

To 
12/17/1973 

15 160 11,521 To 4/29/2020 15 149 21,390 

To 
12/24/1973 

18 183 13,120 To 5/6/2020 16 159 22,723 

To 
12/31/1973 

18 197 14,202 To 5/13/2020 17 169 24,458 

To 1/7/1974 19 211 15,263 To 5/20/2020 19 184 26,917 

To 1/14/1974 21 230 16,471 To 5/27/2020 21 201 29,882

Using the spreadsheet of aligned rankings, a shape or “curve” was generated 
following the ranking of significant specific terms over the 12-week study period. 

The generated curve images are presented in the findings section. 

13.4 Findings and Discussion 

The findings generated through the weekly top 25 terms were produced to reveal 
a term’s significance compared to all other terms used in the LTEs published in a 
given week. As the sports team rankings (the dynamics upon which these findings 
were based) attempt to reveal the strongest team that week which could, presumably, 
win a game that week if played against any other lower ranked team, the weekly top 
25 term rankings in this study attempt to reveal the most significant terms used that 
week in rank order. For example, in a given week, if the term “gasoline” is ranked 
number one (which it was from Week 5 onwards), then it could be considered as
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a more significant term than the word “energy,” which encompasses more forms 
of energy than gasoline. In this model, if one were to walk into a diner and hear 
everyday ordinary people discussing current events over coffee, one would most 
likely hear more discussion about the effects of gasoline rationing and shortages 
than a discussion about the merits of oil as an energy source over solar power. 

More than a tool to provide weekly comparisons, this ranking system also allows 
for visualizing trending data as well. As mentioned above, the term “gasoline” did not 
reach prominence until Week 5, where it stayed at the top of the rankings. One could 
interpret this “curve” produced by the term “gasoline” as a phenomenon where, at 
the beginning of the oil embargo, very few of the LTE writers anticipated the effect 
it would have on the economics of the gasoline market, both in supply and demand. 
As the weeks wore on, it became increasingly clear to average U.S. citizens that 
they were going to be affected most directly through the availability of gasoline, and 
efforts to conserve this commodity. This is reflected by the upward curve for the term 
“gasoline” (see Fig. 13.25). 

Though there are other factors that may influence the visualized curve of a given 
term, the Unique File Threshold normalizes the frequencies of both the unique letters 
in which the terms appear that week, as well as the sheer frequency of the terms aggre-
gated over all of the letters that week, so that the visualization of a term having high 
significance early in the study period and then “falling off” gradually (for example, 
retailer—OIL in Fig. 13.16) matches a manual reading of the LTEs over the weeks 
as well. A manual reader would come away from this task concluding that “retailers 
weren’t discussed much in the last few weeks of the study period.” However, the 
visualization is limited in that some LTEs are more powerfully written than others. 
There is no attempt in the visualization to quantify the level of impact that a specific 
letter may have on any individual reader or all readers collectively. 

Generated rankings for both corpora are provided below. There are three columns 
included for each week’s rankings: the number of occurrences for that word, the word 
itself, and the number of unique files in which that term is found. A minimum of 
25 words were ranked for each week, but words that had equal scores with the 25th 
ranked word were included as a “tie” in each week’s ranking. The only exception to 
this is week 1, which had several words beyond the 25 that had 1 occurrence in 1 
file. In this case, words that persisted in other weeks were swapped into view with 
words that did not persist in other weeks. 

The Oil Crisis rankings are revealed in Fig. 13.2
The COVID-19 Pandemic Crisis rankings are revealed in Fig. 13.3
In the rankings displayed in Figs. 13.2 and 13.3, the ranked terms were highlighted 

and those highlights then connected to form a visible “curve.” Of interest in these 
collections of ranked words for each corpus are three dimensions: the words that were 
present in the rankings (many that might be considered qualitatively significant were 
not included by the algorithm in rankings due to a low comparative score and/or 
having unique file counts lower than the minimum thresholds described above), 
the weekly ranking place of any specific word (based on a score calculated by the 
occurrences multiplied by the number of unique files compiled for that word in all
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Fig. 13.2 Oil Crisis word rankings by week

Fig. 13.3 COVID-19 Pandemic Crisis word rankings by week

files up to that week), and the shape of the trending “curve” for a specific word (the 
change in ranking for that word from week to week). 

The generated ranking curves from these two corpora were generally significant 
in 3 different ways: 

. Some terms had sustaining curves in one corpus but were not present or had 
minimal presence in the other corpus 

. Some terms had sustaining curves in both corpora, allowing them to be compared 
from between the corpora 

. A term with a sustaining curve in one corpus had a similar curve to that of a 
different term in the other corpus. 

These three sets of findings are presented and discussed separately below. It should 
be noted that the findings presented below are those which revealed themselves 
primarily through their visual trending curves. Additional insights may be gleaned
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from focusing on terms which did not have visual trending curves that drew our 
attention, but still may reveal some significant insights into these two crises. 

It should also be noted that the interpretation of the role of such a term as “citizen” 
has been undertaken solely from how that term was used in a manual investigation 
of the LTE texts in which the term has been included. Other researchers may have 
different interpretations, which may be just as valid as the interpretations provided 
here. The interpretations are provided more as a model for discussion than an abso-
lute. A sampling of the LTEs can be accessed directly by readers at http://www.kok 
ensparger.com/brian/exploration/LTEs/, so that interested readers may see the terms 
in the context of selected LTEs in which they appear. This will allow readers to follow 
our path in reading through the letters and interpreting the roles of the terms therein. 

13.4.1 Persistent Curves in One Corpus Only 

There were seven terms with persistent curves in one corpus that were not present 
or had minimal presence in the other corpus: “citizen” (Fig. 13.4), “government” 
(Fig. 13.5), “media” (Fig. 13.6), “omaha” (Fig. 13.7), “other” (Fig. 13.8), “work” 
(Fig. 13.9) and “world” (Fig. 13.10). 

Fig. 13.4 Ranking shapes (curves) for the term “citizen” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.5 Ranking shapes (curves) for the term “government” as it occurs in both the OIL and PAN 
corpora

http://www.kokensparger.com/brian/exploration/LTEs/
http://www.kokensparger.com/brian/exploration/LTEs/
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Fig. 13.6 Ranking shapes (curves) for the term “media” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.7 Ranking shapes (curves) for the term “omaha” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.8 Ranking shapes (curves) for the term “other” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.9 Ranking shapes (curves) for the term “work” as it occurs in both the OIL and PAN 
corpora
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Fig. 13.10 Ranking shapes (curves) for the term “world” as it occurs in both the OIL and PAN 
corpora 

In Fig. 13.4, the term “citizen” was sustained within the LTEs consistently within 
the COVID Crisis (PAN) corpus but not consistently within the Oil Crisis (OIL) 
corpus over the study period. As a collective term for “American,” the term “citizen” 
comes up much more prominently during the COVID Pandemic Crisis than the Oil 
Crisis. Could it be due to the rise in nationalism during the Trump administration? 
As a proposition, this phenomenon is also supported in other terms that were more 
significant in the PAN corpus, such as “media” and “Omaha” (i.e., focus on local 
government’s failings over those of the federal government). 

In Fig. 13.5, the term “government” (with its equivalent terms of “washington” and 
“lincoln”—the state capitol of Nebraska) was sustained within the LTEs consistently 
within the Oil Crisis (OIL) corpus but not consistently within the COVID Crisis 
(PAN) corpus over the study period. The term “government” was more prominent 
as a collective term during the Oil Crisis than during the COVID Crisis. In LTEs, a 
term like “I think Washington should... “ can be interpreted as the same statement as 
“I think the government should... “ The term “government” was used as a collective 
term for all levels of government much more during the Oil Crisis, but much less 
during the COVID crisis. This could simply be a difference between the 1970s, where 
citizens were more likely to refer to the Federal government as “Washington” and the 
State government as “Lincoln,” and the more current times where citizens refer more 
to the government by using the names of the leaders (a.k.a., “Trump” and “Ricketts”, 
respectively). 

In Fig. 13.6, the term “media” (with its equivalent terms of “newspaper”, “inter-
net”, “world-herald”, “television”, “tv”, “facebook”, “twitter”, “tweet”, “press”, 
“publish”, “paper” and “news”) was sustained within the LTEs consistently within 
the COVID Crisis (PAN) corpus but not consistently within the Oil Crisis (OIL) 
corpus over the study period. These curves are similar to the curves for “citizen”— 
“media” (and all its equivalent terms, like “press” and “tv” and “newspapers”) has a 
much higher place in the discussions during the COVID Crisis, perhaps in connection 
to the Trump Administration’s attack on the media during his administration. 

In Fig. 13.7, the term “omaha” (with its equivalent term of “city”) was sustained 
within the LTEs consistently within the COVID Crisis (PAN) corpus but not consis-
tently within the Oil Crisis (OIL) corpus over the study period. As “government” 
as a collective term had higher significance during the Oil Crisis, the more specific
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“Omaha” had higher significance during the COVID Crisis, as there was a heightened 
sensitivity to conflict among and between the various levels of government. Some of 
this may be due to the combative nature between the federal government, the state 
government (Nebraska), and the local government (Omaha). 

In Fig. 13.8, the term “other” was sustained within the LTEs consistently within 
the COVID Crisis (PAN) corpus but not consistently within the Oil Crisis (OIL) 
corpus over the study period. The term “other” is interesting in that it suggests that 
alternatives were somehow considered by the LTE writers, and upon examination of 
the term within the LTEs, there were several contexts in which the term was used. 
This implicit investigation of alternatives perhaps is the opposite of “duty”—could 
the sense of doing one’s duty have degraded between the 1970s and the 2020s? 

In Fig. 13.9, the term “work” (with its equivalent terms of “job” and “employ-
ment”) was sustained within the LTEs consistently within the COVID Crisis (PAN) 
corpus but not consistently within the Oil Crisis (OIL) corpus over the study period. 
The term “work” has much greater significance during the COVID Crisis, as the 
economy during that crisis was almost instantly closed down, causing a huge upswing 
in unemployment. Work became an issue among LTE writers and, though it leveled 
off a bit, persisted in the top ten of rankings from its entrances in week 2 through the 
end of the study period. 

In Fig. 13.10, the term “world” was sustained within the LTEs consistently within 
the COVID Crisis (PAN) corpus but not consistently within the Oil Crisis (OIL) 
corpus over the study period. Although the Oil Crisis was, in a real sense, a “world” 
problem, the discussions among the LTE writers largely ignored the global aspect 
of this crisis to focus on the national and local aspects. During the COVID Crisis, 
“world” as a term was much more significant, though not largely occurring in the 
LTEs until later in the study period. This may partially due to the uptick of discussion 
about the World Health Organization, and President Trump’s squabble with it. 

13.4.2 Persistent Curves in Both Corpora 

Some terms had persistent curves in both corpora, revealing consideration that they 
are present in the LTE discussions around any crisis of national scale or larger. 
The terms “day” (Fig. 13.11), “home” (Fig. 13.12), “panic” (Fig. 13.13), “people” 
(Fig. 13.14), “president” (Fig. 13.15), “retailer” (Fig. 13.16), “school” (Fig. 13.17), 
“usa” (Fig. 13.18) and “year” (Fig. 13.19) all were used liberally and often in both 
corpora. They are briefly discussed under their visualized curves below.

In Fig. 13.11, the term “day” was sustained within the LTEs consistently over both 
corpora during the study period. The usage of the term varied from historic accounts 
(e.g., “in my day”) to accounts of struggle (e.g., “it’s difficult to get through the day”) 
and other sentiments that crises are lived day-by-day. The higher significance and 
more persistent curve during the Oil Crisis may be largely due to the fact that the 
word “day” was often tied into the concept of daylight savings time (dst), which was 
one of the top terms mentioned among the LTEs in that corpus. Daylight savings
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Fig. 13.11 Ranking shapes (curves) for the term “day” as it occurs in both the OIL and PAN corpora 

Fig. 13.12 Ranking shapes (curves) for the term “home” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.13 Ranking shapes (curves) for the term “panic” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.14 Ranking shapes (curves) for the term “people” as it occurs in both the OIL and PAN 
corpora
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Fig. 13.15 Ranking shapes (curves) for the term “president” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.16 Ranking shapes (curves) for the term “retailer” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.17 Ranking shapes (curves) for the term “school” as it occurs in both the OIL and PAN 
corpora 

Fig. 13.18 Ranking shapes (curves) for the term “usa” as it occurs in both the OIL and PAN corpora
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Fig. 13.19 Ranking shapes (curves) for the term “year” as it occurs in both the OIL and PAN 
corpora

time (dst)—turning clocks ahead for an hour in the spring and back again in the 
fall—was established in the United States in 1918 as a way to save fuel (by having 
more sunlight in the evenings for recreation and leisure). During the oil crisis, dst 
was proposed as a fuel saving measure but was unpopular because it meant that 
children would need to rise and walk to school in the dark. The process of finding 
and aggregating equivalent terms for dst undoubtedly caught some uses of the word 
“day” in this way, but not all of them. 

In Fig. 13.12, the term “home” was sustained within the LTEs consistently over 
both corpora during the study period. Homes are significant topics for LTEs during 
crises because they are, literally, where people live. Although the curve for “home” 
during the Oil Crisis study period was a bit more erratic than that for the COVID 
Crisis, the relative scores for the word in both corpora were roughly the same. From 
these curves, it could be interpreted that the term “home” had equal usage during 
both crises and might be expected to show up similarly in any future crisis. 

In Fig. 13.13, the term “panic” (and its equivalent terms, including “hysteria”, 
“crisis”, “ordeal” and “emergency”) was sustained within the LTEs consistently 
over both corpora during the study period. As both corpora were collected following 
“crisis” trigger articles in the same newspaper, it is expected for this term to show 
up significantly in both corpora, and at generally equivalent relative placings in their 
weekly rankings. If nothing else, this term provides a bit of validation regarding the 
collection and analysis methodology of this study. 

In Fig. 13.14, the term “people” was sustained within the LTEs consistently over 
both corpora during the study period. That any crisis is centered on people, and 
therefore the term “people” entered the LTE discussions regularly, is no surprise. 
The genuinely higher ranking in the COVID Crisis (PAN) corpus may be generated 
by a higher-than-normal trend of using the term “people” in emotional statements, 
such as “Come on people, wake up!”. 

In Fig. 13.15, the term “president” (and its equivalent terms, including “nixon’s”, 
“trump’s”, “richard r. nixon”, “donald j. trump”, “richard nixon”, “donald trump”, 
“the administration”, “the administration’s”, “potus”, “nixon”, and “trump”) was 
sustained within the LTEs consistently over both corpora during the study period. 
Although the term appears and then drops out of the rankings and re-appears at a much 
higher rank in the Oil Crisis (OIL) corpus, from that point on the general rank of the
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term is consistent between both corpora. As both crises were national-level crises, 
it is expected that the President of the United States would be discussed in many 
of the LTEs during both study periods. These curves suggest that in any national-
level crises, the American populace looks towards the President for leadership and 
direction on how to deal with the crises. 

In Fig. 13.16, the term “retailer” (and its equivalent terms, “including”, “retailers”, 
“wholesaler”, “wholesalers”, “superstore”, “superstores”, “malls”, “mall”, “shop-
ping centers”, “shopping center”, “supermarkets”, “supermarket”, “big box stores”, 
“big box store”, “stores”, and “store”), was sustained within the LTEs consistently 
over both corpora during the study period. In the Oil Crisis (OIL) corpus, the term 
“retailer” began at a high ranking and dropped gradually to midrange by the end 
of the study period. In the COVID Crisis (PAN), the term also dropped gradually, 
though it did not enter the rankings until halfway through the study period. This 
indicates that the OIL Crisis discussion began immediately after the trigger article 
was written about retailers reducing hours, and perhaps closing for entire days like 
Sundays, as this was one of the earliest suggested energy conservation measures 
from the president. During the COVID Crisis, the impact of retailers was not felt 
until individual cities (such as New York City) began locking down businesses, with 
Nebraska cities following suit shortly thereafter. 

In Fig. 13.17, the term “school” (and its equivalent terms, including “schools”, 
“classroom”, “classrooms”, “classes”, “schoolroom”, and “class”) was sustained 
within the LTEs consistently over both corpora during the study period. School is a 
place, like home, where a crisis has an immediate impact. In both corpora, discussions 
in the LTEs around the term “school” began in week 3. In the Oil Crisis (OIL), the 
discussion continued, and the term was used frequently for the remainder of the 
study period. This was most likely due to two factors: As the Oil Crisis study period 
covered late autumn into winter, school was ongoing (whereas the COVID Crisis 
(PAN) occurred in late spring, when schools were poised to end their sessions for 
the summer anyway), and the daylight savings (dst) discussion continued to involve 
use of the term due to the emotional idea of children walking to school in the dark. 

In Fig. 13.18, the term “usa” (and its equivalent terms, including “united states“, 
“u.s.a.”, “u.s.” and “america”) was sustained within the LTEs consistently over both 
corpora during the study period. As with the term “citizen” (which has as an equiv-
alent term “American”), the higher ranking of the term during the COVID Crisis 
(PAN) could be attributed to the rise in nationalism under the Trump administration. 
The disappearance of the term in the Oil Crisis (OIL) rankings is a bit of a mystery, 
though the appearance of the term “50” (most likely referring to the 50 mph suggested 
speed limit) may have supplanted feelings of national pride during that time. 

In Fig. 13.19, the term “year” was sustained within the LTEs consistently over 
both corpora during the study period. In terms of time frames, as “day” is significant 
during crises, a “year” is also significant, as these two periods of time are the most 
prevalent ones used in LTE discussions (over terms like “week” and “month” and 
even “decade”). It might be construed that the normal unit of time for discussions 
in the LTEs was the day, but the long-range time frame is the year, with most of the 
writers not willing to look much further ahead than that period of time.
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13.4.3 Different Terms with Similar Curves 

In comparing curves from terms in both corpora, a number of different terms seemed 
to have the same dynamics in their respective corpora. These similarities are of special 
interest in this study, because they may indicate that some terms “behave” similarly, 
or perhaps have similar roles in their respective corpora. This is especially intriguing 
when the same term in the other corpus has different dynamics. What follows are the 
findings of terms in this category. 

In Fig. 13.20, the term “energy” was sustained within the Oil Crisis (OIL) corpus 
and “covid” (with its equivalent terms of “coronavirus”, “virus”, “pandemic”, “covid-
19”, “epidemic”, and “covid’s”) was sustained within the COVID Crisis (PAN) 
corpus with similar curves during the study period. Both of these terms have consis-
tently high rankings in their respective corpora, as was expected, since these terms 
were used to choose specific LTEs to include in the corpora. Therefore, these terms 
are fundamental terms in the corpora, and would be expected to be the top term. 
The fact that “energy” is not the top term in the Oil Crisis corpus is surprising— 
though it was a discriminating term, it was not the only term, with “gasoline” (and 
its equivalent terms) occurring more often and in more unique LTEs. 

In Fig. 13.21, the term “shortage” was sustained within the Oil Crisis (OIL) corpus 
and “worker” (with its equivalent terms of “employees”, “workers”, “professionals”, 
“employee”, and “professional”) was sustained within the COVID Crisis (PAN) 
corpus with similar curves during the study period. The idea of a shortage—especially 
a fuel shortage in a society that highly valued its automobiles—had a high impact 
early in the study period (week 2), then fell sharply in the rankings, and then rose 
equally sharply in the middle weeks, leveling off in the final weeks. This seems to 
indicate that the early high rankings were tied to fear of a shortage, as such fears 
generally subsides when there was not an ongoing visible threat. Then later, as fuel 
shortages began to show, concern rose again, but based on the reality, not the fear. In 
regard to the term “worker”, some of the same dynamics appear, though the fall and 
rise parts of the curve are not as pronounced. Could the “shortage” of the COVID 
Crisis be the worker, especially the health care worker? There are also similar curves

Fig. 13.20 Ranking shapes (curves) for the term “energy” as it occurs in the OIL corpus and “covid” 
as it occurs in the PAN corpus 
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Fig. 13.21 Ranking shapes (curves) for the term “shortage” as it occurs in the OIL corpus and 
“worker” as it occurs in the PAN corpus 

(discussed below) in the “oil” term (in the Oil Crisis) and the “health” term (in the 
COVID Crisis), adding support to this equivalency of oil/shortage and health/worker. 

In Fig. 13.22, the term “car” was sustained within the Oil Crisis (OIL) corpus and 
“hospital” (with its equivalent terms of “medical”, “clinic”, “hospitals”, “clinics” 
and “medical facility”) was sustained within the COVID Crisis (PAN) corpus with 
similar curves during the study period. Both of these curves begin relatively low in 
ranking, have a sharp gain in ranking, and then level off. In terms of an analogy, 
a car is related to the Oil Crisis (directly affected in a way that is perceivable to 
most of the population) as a hospital is related to the COVID Crisis (again, directly 
affected in a way that is perceivable to most of the population). They are both terms 
for places where the LTE writers might directly “feel the pain” of the crises. Many of 
the LTEs focused on differing aspects of cars—when and how people should drive 
them and how much gasoline they should be allowed to use during the Oil Crisis. 
During the COVID Crisis, the letter writers “felt the pain” of the pandemic in the 
hospitals—where they focused on when and how people should arrive at a hospital 
for treatment, and which ailments were serious enough to use hospital resources that 
could otherwise be used for COVID patients. These terms provide further evidence 
that different words that define the parameters of different crises may “behave the 
same” or fulfill the same roles in the LTE discussions about the crisis. 

In Fig. 13.23, the term “conservation” (with its equivalent terms of “saved“, “sav-
ings”, “saving”, “reduced”, “reduction”, “cut down”, “turn down”, “conserved”,

Fig. 13.22 Ranking shapes (curves) for the term “car” as it occurs in the OIL corpus and “hospital” 
as it occurs in the PAN corpus 
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Fig. 13.23 Ranking shapes (curves) for the term “conservation” as it occurs in the OIL corpus and 
“other” as it occurs in the PAN corpus 

“conserves”, “conserve”, “turn off”, “saves”, “reduce” and “save”) was sustained 
within the Oil Crisis (OIL) corpus and “other” was sustained within the COVID 
Crisis (PAN) corpus with similar curves during the study period. Both terms are rela-
tively surprising high-ranking terms in their corpora, particularly the term “other” 
in the COVID Crisis corpus. Both of these terms are tied to the idea of alternatives. 
In the Oil Crisis, “conservation” suggests altering common behavior, and advocates 
for a culture change. This played out as attacks by LTE writers on Sunday leisure 
driving and displaying holiday lights in stores and at homes. As there is a strong 
emotional attachment to these practices, there was an equally strong discussion of 
the call to give them up by governmental agencies. Though it is much more subtle, 
the term “other” had similar dynamics in the COVID Crisis. The behavioral changes 
forced upon the average citizen during this crisis were as intense as the conservation 
approaches required by the Oil Crisis. Citizens were asked to avoid gathering in 
large groups, to not attend sporting events, and to stay home from church. Some of 
the LTEs considered other ways to protect the citizens from the COVID pandemic 
than the recommendations provided by the government. As such, it could be inter-
preted that the two terms “behave” similarly in their uses in each of their respective 
corpora. Readers may consider this further by viewing the selected LTEs available 
on the website indicated above. 

In Fig. 13.24, the term “mandate” (with its equivalent terms of “requirements”, 
“requirement”, “laws”, “law”, “mandates”, “limits”, “limit”, “sanctions” and “sanc-
tion”) was sustained within the Oil Crisis (OIL) corpus and “public” was sustained 
within the COVID Crisis (PAN) corpus with similar curves during the study period. 
The curves between these two terms are eerily similar, starting with high rankings, 
falling off rather quickly, and then leveling off at mid-low levels. These terms equate 
in the sense that a public manifestation of the law is a mandate, and a mandate moves 
a private behavior or practice into the public for examination.

In Fig. 13.25, the term “gasoline” (with its equivalent terms of “fuel”, “petroleum”, 
“ethel”, “gasahol” and “gas”) was sustained within the Oil Crisis (OIL) corpus and 
“media” (with its equivalent terms of “newspaper”, “internet”, “world-herald”, “tele-
vision”, “tv”, “facebook”, “twitter”, “tweet”, “press”, “publish”, “paper” and “news”) 
was sustained within the COVID Crisis (PAN) corpus with similar curves during the 
study period. Both of these curves begin rather lowly-ranked, and have a huge gain
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Fig. 13.24 Ranking shapes (curves) for the term “mandate” as it occurs in the OIL corpus and 
“public” as it occurs in the PAN corpus 

Fig. 13.25 Ranking shapes (curves) for the term “gasoline” as it occurs in the OIL corpus and 
“media” as it occurs in the PAN corpus

over a week (with “gasoline” taking another large step), then both leveling off at 
a high ranking for the remainder of the study period (“media” taking a step down 
at the end of this period). Such a large rise and a high ranking among these terms 
suggest that they are both integral to the crisis and are also emotionally volatile. 
Both of these terms represent “inflammatory emotional battleground of the crisis,” 
which represents the intense emotional discussion surrounding the management of 
the gasoline supply during the Oil Crisis and management of the media during the 
beginning of the COVID Crisis, especially during the Trump Administration. 

In Fig. 13.26, the term “open” was sustained within the Oil Crisis (OIL) corpus and 
“influenza” (with its equivalent terms of “flu virus”, “flu epidemic”, “flu pandemic” 
and “flu”) was sustained within the COVID Crisis (PAN) corpus with similar curves 
during the study period. Both curves begin with high rankings and drop steadily until 
they are eventually out of the rankings at or just past the middle weeks in the study. 
The term “influenza” is perhaps the easier term to interpret; early in the COVID 
Crisis, direct comparisons were made between the COVID and Influenza, with the 
hope that the COVID virus would only affect the American populace as the influenza 
virus does now, and that it would not affect the populace as the 1918 Influenza did 
(killing millions). Within these dynamics, the term “open” is a little more difficult 
to interpret. The early discussions during the Oil Crisis centered around whether or 
not stores should remain open, as the chief controversy during those weeks. The
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Fig. 13.26 Ranking shapes (curves) for the term “open” as it occurs in the OIL corpus and 
“influenza” as it occurs in the PAN corpus 

discussions reduced as other issues arose, such as daylight savings time, the 50 mph 
speed limit, and gas rationing, to replace this early term of focus. 

In Fig. 13.27, the term “oil” was sustained within the Oil Crisis (OIL) corpus and 
“health” sustained within the COVID Crisis (PAN) corpus with similar curves during 
the study period. The “oil” curve begins with high rankings in the Oil Crisis corpus, 
drops solidly for 3 weeks, rises just as solidly for 3 weeks, and then levels off at a 
relatively high ranking. The “health” curve is similar to the “oil” curve, including 
the 6 week drop and rise dynamic, except the rankings do not drop as far. This shows 
an equivalent role for these terms in their respective corpora. It could be that these 
terms reveal the general real “battleground” for their crises: the energy crisis is really 
about oil as the kingpin of energy, and the COVID crisis is about health as the key 
battleground for the pandemic crisis. As mentioned above, these roles are similar in 
behavior to the connected roles of “shortage” and “worker”. 

In Fig. 13.28, the term “truck” was sustained within the Oil Crisis (OIL) corpus 
and “mask” (with its equivalent terms of “masks”, “face covering”, “face cover-
ings”) was sustained within the COVID Crisis (PAN) corpus with similar curves 
during the study period. Both curves start late in the study period and reveal a rela-
tively consistent presence in LTE discussions after their initial appearances. These 
dynamics reveal late but virulent issues. During the Oil Crisis, there was a brief 
number of truck blockades of the Interstate highways, especially in the states of 
Ohio and Pennsylvania. Public outcry arose and permeated the Public Pulse for a

Fig. 13.27 Ranking shapes (curves) for the term “oil” as it occurs in the OIL corpus and “health” 
as it occurs in the PAN corpus 
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Fig. 13.28 Ranking shapes (curves) for the term “truck” as it occurs in the OIL corpus and “mask” 
as it occurs in the PAN corpus 

few weeks. Similarly, during the COVID Crisis, the prospect of requiring that masks 
be worn in public spaces was communicated, followed by a public outcry of positive 
and negative responses. 

13.4.4 Additional Interesting Curves Produced in the Study 

Some additional curves, and aggregated curves, deserve some discussion 
as findings for this study. They include the terms “sunday” (Fig. 13.29), 
“mayor/governor/president” (Fig. 13.30), and “dst/day/light” (Fig. 13.31). 

One of the earliest suggested conservation measures was to close retail stores 
and gas stations on Sundays. This discussion vaulted the term “Sunday” to the top 
of the rankings in week 2. As other conservation measures were introduced, the 
controversial Sunday closing enforcement gradually subsides, until Christmas week 
gives the word a good lift as shoppers contemplate if their favorite stores will be 
closed on Dec. 23rd, the Sunday before Christmas.

Fig. 13.29 Ranking shapes (curves) for the term “sunday” as it occurs in the OIL corpus
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Fig. 13.30 Ranking shapes (curves) for the terms “mayor”, “governor”, and “president” as they 
occur in the PAN corpus 

Fig. 13.31 Ranking shapes (curves) for the terms “dst”, “day”, and “light” as they occur in the OIL 
corpus

During the COVID Pandemic the stark difference between LTEs mentioning 
the president and governor disappears as the fight between President Trump and 
the governors reflected the struggle in the state of Nebraska. Although the mayor 
of Omaha was instrumental in proposing several restrictions in the city, she was 
only moderately mentioned, and not mentioned nearly as much as the president and 
governor. 

During the Oil Crisis, a controversial conservation measure suggesting that 
daylight savings time (dst) be implemented was introduced and discussed frequently 
in the LTEs. The term dst is not always captured by the system’s equivalent terms, as 
the writers used several euphemisms to refer to the measure, such as a “shorter day” 
and “no light in the morning,” so these curves are most likely a better representation 
of dst.
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13.5 Conclusions 

During a crisis, specific places such as “home”, “school”, “retailer”, and “work” 
garner special attention in the LTEs, while time frames of “day” and “year” also 
garner special attention. 

LTE writers in the United States will verbalize their crisis in a number of ways and 
will look to the President for leadership and guidance. How the President provides 
this leadership will be reflected in either a sense of nationalism (“citizen”, “usa”, 
“America”, “American”) or a relative objectification of it (“government”). 

The media’s role (collectively) will be evaluated and judged by the LTE writers, 
and—in times of nationalism—will generally reflect how it is viewed by the President 
and will thus be discussed significantly in the LTEs. During other times, it will be 
nonexistent as a term. 

The use of the term “other” signals a level of dissatisfaction of the LTE writers with 
suggestions and guidelines, as well as a judgment borne out by personal observations. 
It may also signal a feeling of isolation versus camaraderie. 

Several different terms between the two corpora parallel one another in their 
functional dynamics but adhere to their counterparts within their corpora. Table 13.2 
shows these parallels. 

As the terms in Table 13.2 “behave” similarly or perform similar roles in the 
discussions during their respective crises, it could be expected that, with the arrival 
of a new national-level crisis of an entirely different source, that terms with similar 
curves may have significant rankings in the corpus produced by its LTEs. For 
example, if a national-level threat arose from an extraordinary number of disap-
pearing teenagers, and an article was printed in the Omaha World-Herald reporting 
this trend and suggesting that everyone become more aware of their teenagers’ activ-
ities over the next few days, we could expect a number of terms with similar usage 
in the LTEs to follow the report (especially if there were a number of subsequent 
articles on the ongoing crisis).

Table 13.2 Functional dynamics of different terms with similar curves in their respective corpora 

Oil corpus term COVID corpus TERM Functional dynamic 

Energy COVID Term for selection 

Shortage Worker Focus of fear 

Car Hospital Places where citizens feel the “pain” of the crisis 

Conservation Other Discussion around recommended alternatives to 
common behaviors 

Mandate Public Externalization of the crisis 

Gasoline Media Inflammatory emotional battleground of the crisis 

Open Influenza Early vector for denial 

Oil Health Big-picture battleground of the crisis 

Truck Mask Later emotionally inflammatory trigger term 
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Applying the examples of the list in Table 13.2 to this hypothetical crisis, words 
such as “abduction”, “runaway”, “wellbeing”, “curfew”, “group”, “family”, “friend”, 
“stranger”, “trust”, and perhaps later in the study period, an emotional inflammatory 
trigger term like “lockup” or “surveillance” might arise in the rankings by a similar 
analysis performed on the corpus of LTEs generated over the 12 weeks following 
the hypothetical trigger article. 

Appendices 

13.6 Appendix 

Stop words for this study include: 

stopWords = [“the”,“and”,“to”, “a”, “of”, “i”, “in”, “my”, “you”, “his”, “that”, 
“is“,“he“,“it”, “not”, “ha”, “\”can’t\”, “for”, “on”, “be”, “me”, “with”, “was”, 
“we”, “as”, “from”, “but”, “are”, “when”, “like”, “our”, “this”, “am”, “say”, “her”, 
“will”, “so”, “our”, “or”, “into”, “if”, “they”, “out”, “by”, “one”, “who”, “what”, 
“let”, “have”, “has”, “more”, “at”, “all”, “too”, “she”, “had”, “i’m”, “its”, “an”, 
“time”, “then”, “some”, “how”, “him”, “*”, “us”, “them”, “own”, “only”, “just”, 
“here”, “can”, “&”, “were”, “yet”, “than”, “it’s”, “do”, “your”, “these”, “their”, 
“there”, “would”, “where”, “after”, “because”, “every”, “even”, “each”, “through”, 
“over”, “came”, “always”, “about”, “up”, “down”, “tried”, “now”, “must”, “made”, 
“know”, “form”, “don’t”, “cannot”, “beneath”, “before”, “become”, “no”, “without”, 
“still”, “back”, “across”, “yes”, “same”, “don’t”, “why”, “sure”, “much”, “most”, 
“i’ve”, “didn’t”, “better”, “being”, “been”, “around”, “any”, “another”, “already”, 
“against”, “place”, “whatever”, “nowhere”, “enough”, “did”, “use”, “said”, “should”, 
“may”, “which”, “per”, “get”, “”, “go”, “could”, “10”, “might”, “want”, “used”, 
“those”, “good”, “old”, “new”, “make”, “things”, “such”, “it’s”, “you’ll”, “weren’t”, 
“haven’t”, “also”, “won’t“,“let’s”, “didn’t”, “yup”, “mr”]. 

13.7 Appendix 

Equivalent Terms were organized as a list of lists; each list element was a list of 
terms (at the 0 index) followed by one or more terms considered equivalent to (and 
programmatically replaced by) the 0 index term. Duplicate equivalent terms (like 
“president president”) prevents a term like “president nixon” from being counted as 
2 occurrences of the word “president” (“president president” is replaced as simply 
“president” in the text). 

termList = [[“heating oil”, “heating fuel”, “heat oil”, “propane”, “methane”, 
“natural gas“”, “airplane fuel”, “aviation fuel”],
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[“gasoline”, “fuel”, “petroleum”, “ethel”, “gasahol”, “gas ”], 
[“electricity”, “electric power”, “electrical”, “electric”], 
[“alternative”, “solar-powered”, “wind-powered”, “sun-powered”, 
“hydrogen”, “solar”], 
[“alcohol”, “ethanol”], 
[“dst”, “daylight savings”, “daylight saving”, “daylight time”, 
“daylight saving time”, “daylight savings time”, “in the dark”, 
“day light savings”, “day light saving”, “day light”, “it’s dark”], 
[“conservation”, “saved”, “savings”, “saving”, “reduced”, “reduction”, 
“cut down”, “turn down”, “conserved”, “conserves”, “conserve”, “turn off”, 
“saves”, “reduce”, “save”], 
[“sanitizer”, “hand sanitizer”, “hand sanitizers”, “disinfectant”, 
“disinfectants”, “clorox”], 
[“president”, “nixon’s”, “trump’s”, “richard r. nixon”, “donald j. trump”, 
“richard nixon”, “donald trump”, 
“the administration”, “the administration’s”, “potus”, 
“nixon”, “trump”, “president president”], 
[“mph”, “miles per hour”, “miles an hour”, “mile an hour”, 
“mile per hour”, “m.p.h”], 
[“usa citizen”, “americans”, “american”], 
[“omaha”, “city”], 
[“usa”, “united states”, “u.s.a.”, “u.s.”, “america”], 
[“nebraska”, “state legislature”, “state”, “unicameral”], 
[“government”, “washington”, “lincoln”], 
[“arab”, “arabs”, “saudi arabia”], 
[“oil industry”, “oil companies”, “oil barons”, “oil sheiks”, 
“oil company”, “oil baron”, “oil sheik”], 
[“panic”, “hysteria”, “crisis”, “ordeal”, “emergency”], 
[“microbes”, “viruses”, “bacteria”, “germs”, “a virus”], 
[“h1n1”, “h1n1 virus“,“h1n1 epidemic”, “h1n1 pandemic”], 
[“influenza”, “flu virus”, “flu epidemic”, “flu pandemic”, “ flu”], 
[“covid”, “coronavirus”, “virus”, “pandemic”, “covid-19”, 
“epidemic”, “covid’s”, “covid covid”], 
[“liberal”, “liberals”, “the left”], 
[“oppd”, “omaha public power district”, “electric company“], 
[“mud”, “metropolitan utilities district”, “gas company”], 
[“conservative”, “conservatives”, “the right”], 
[“congress”, “senators”, “representatives”, “congressmen”], 
[“physician”, “doctors”, “physicians”, “mds”, “doctor”], 
[“elderly”, “seniors”, “senior citizen”, “nursing home resident”], 
[“school”, “schools”, “classrooms”, “classroom”, “classes”, 
“schoolroom”, “class”], 
[“worker”, “employees”, “workers”, “professionals”, “employee”, 
“professional”], 
[“mask”, “masks”, “face covering”, “face coverings”],
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[“mayor”, “stothert”, “zorinsky”, “mayors”, “mayor mayor”], 
[“online”, “virtual”, “remote”, “on the computer”], 
[“work”, “job”, “employment”], 
[“media”, “newspaper”, “internet”, “world-herald”, 
“television”, “tv”, “facebook”, “twitter”, “tweet”, “press”, 
“publish”, “paper”, “news”], 
[“editorial”, “comments”, “commented”, “comment”, “opinion”, 
“opinions”, “public pulse”, “letter to the editor”, 
“pulse”, “letter”, “letters”, “editorial editorial”], 
[“governor”, “gov.”, “j. j. exon”, “ricketts”, “exon”, 
“governors”, “governor governor”], 
[“mandate”, “requirements”, “requirement”, “laws”, “law”, 
“mandates”, “limits”, “limit”, “sanctions”, “sanction”], 
[“guideline”, “guidelines”, “suggestions”, “suggestion”, “recommendations”, 
“recommendation”, “requests”, “requested”, “request”], 
[“hospital”, “medical”, “clinic”, “hospitals”, “clinics”, “medical facility”], 
[“retailer”, “retailers”, “wholesaler”, “wholesalers”, “superstore”, 
“superstores”, “malls”, “mall”, “shopping centers”, “shopping center”, 
“supermarkets”, “supermarket”, “big box stores”, 
“big box store”, “stores“, “store”, “retailer retailer”]]. 
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Chapter 14 
Design and Performance Metrics 
for Autonomous Human-Machine Teams 
and Systems (A-HMT-S) 

W. F. Lawless 

Abstract Metrics for the design and operations of a team or organization are likely 
to use a rational approach organized around Shannon’s theory of information. When 
these metrics are applied, uncertainty is commonly located in methods, algorithms, 
models or incomplete data. But reality is noisy, incomplete and uncertain. To function 
in reality, metrics for the design and performance of a team or an organization as 
presently constituted have to be transformed to assist autonomous systems with 
making decisions in uncertain environments, especially when the uncertainty is posed 
by opposing autonomous systems (e.g., conflict, deception, competition). We address 
this more difficult problem in our research with our theory of the interdependence of 
complementarity. Consequently, we discuss metrics derived from our prior findings 
that support separating team structure and performance, and metrics based on our 
new discovery that vulnerability is a target in an opponent’s team or a key concern 
in one’s own team or organization. 

Keywords Interdependence · Complementarity · Bistability · Uncertainty and 
incompleteness · Non-factorable information and tradeoffs ·Metrics for design and 
performance · Geometry · Vulnerability 

14.1 Introduction 

The pursuit of computational autonomy for human–machine teams and systems, 
while difficult, is showing the first signs of success across the economy and military. 
For example, in the event of an emergency occurring during a flight, an “auto-land” 
technology for single-piloted aircraft has been developed that may have application 
within a decade to reshape commercial jets, military fighter jets, and military heli-
copters (Pasztor 2020). There are also signs of more mundane applications; e.g., 
the use of artificial intelligence (machine learning) that allows credit or debit trans-
actions to continue autonomously in the event that a bank’s network has been shut
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down, limited to preventing what amounts to an inconvenience (Beatrice 2020). But to 
develop autonomy for human–machine teams and systems addressing complex prob-
lems in reality requires an approach to interdependence that has yet to be developed 
computationally. 

For our theory of the interdependence of complementarity applied to autonomous 
human–machine teams and systems (A-HMT-S), we briefly review our research 
for metrics covering interdependence (bistability, incompleteness, and non-
factorability); degrees of freedom; Shannon’s information theory and independence; 
von Neumann’s entropy theory and non-interdependence; structural entropy produc-
tion and performance entropy production; the whole and its parts; and we extend 
our past research to the recent discovery of organizational vulnerability uncovered 
during competition. 

14.2 Justification for Interdependence Theory 

Rational models of human autonomy aim to predict, possibly control, human 
behavior. There are two primary models, the cognitive model that treats behavior 
as implicit, and the behavioral model that treats beliefs as implicit. The cognitive 
model reigned until validity issues arose, including Axelrod’s prediction that coop-
eration produces the best outcomes for societies (Rand and Novak 2013; compare 
p. 413 and p. 422). And while dismissing the value of beliefs improved predictions of 
behavior, improvement occurred in situations where beliefs were suppressed, unim-
portant, or when enforced cooperation accompanied low risk, certain or isolated 
environments. For our purposes, rational models lack the supporting evidence to 
make successful predictions in the wild (e.g., the failure of super forecasters to 
predict Brexit or Trump1 ; cf. Tetlock and Gardner 2015), impeding generalizations 
to artificial intelligence (AI). Nor can these models scale to teams or systems, another 
flaw. 

However, rational models fail in the presence of conflict and environmental or 
situational uncertainty, their fatal flaw, precluding a metrics of performance based 
on rational models. These shortcomings leave rational models ill-prepared to assist 
the technical revolution proposed by autonomous Human–Machine Teams or systems 
(A-HMT-S). 

To integrate traditional models of physical behavior and those of cognition for the 
development of A-HMT-S, we have developed the interdependence theory of comple-
mentarity, often overlooked because of the bewilderment interdependence causes 
in the laboratory (specifically, “bewildering complexities”; in Jones 1998, p. 33; 
however, Cooke and Hilton 2015, reviewed studies which have revitalized the study

1 Tetlock’s website: http://goodjudgment.com/superforecasting/index.php/2016/11/03/is-donald-
trump-mr-brexit/. 

http://goodjudgment.com/superforecasting/index.php/2016/11/03/is-donald-trump-mr-brexit/
http://goodjudgment.com/superforecasting/index.php/2016/11/03/is-donald-trump-mr-brexit/
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of interdependence). Where the rational model fails in the face of conflict or uncer-
tainty, complementarity has thrived. The best human science teams are fully inter-
dependent; the interactions of teammates is a team’s intelligence (specifically, not 
located in the intellects of independent members; in Cooke 2020); and complemen-
tarity is quantum-like; that is, per Bohr (1955), complementarity as a concept operates 
like Heisenberg’s uncertainty principle to produce a “unity of knowledge” for predic-
tions about human behavior, but without its mathematical exactness (Lawless 2020). 
For example, with our model, we have reported that, facing external uncertainty 
or conflict, human debate exploits the interdependent bistable views of reality with 
tradeoffs seeking the best path forward. Explaining uncertain contexts, which no 
single agent or team can determine alone (Lawless et al. 2019), necessitates that the 
members of an A-HMT-S express their actions in causal terms however imperfectly. 
Our approach has led to two discoveries, which both generalize and scale: 

1. Structure and performance entropy production are complementary; and, 
2. The vulnerabilities generated during competition provide effective metrics for 

the design and performance of a team or an organization for social evolution, 
invisible to the theories and practices of cooperation. 

We consider these issues and also note that the metrics are a natural basis for the 
geometric study of information theoretic issues. At this point, we are still considering 
the various geometric structures that best capture these issues. We note that Fisher 
information has been used by us and many others for discussions on these matters 
(Moskowitz et al. 2020). 

14.3 A New Approach With Metrics 

Traditionally (Conant 1976), when a group is composed of independent individuals, 
the whole is aggregated as the sum of its individual contributions, represented by 
Shannon information and Eq. (14.1), where S is used for entropy, and with A, B, and 
A, B for agent A, agent B and team AB: 

SA,B = SA + SB (14.1) 

Equation (14.1) can be revised to Eq. (14.2) for the case when the individuals are not 
completely independent, giving: 

SA,B ≥ SA, SB (14.2) 

Equation (14.2) tells us that the joint entropy for a bipartite system is at least equal 
to one of its members. But there is more to be learned with Eq. (14.3): 

SA|B = SA,B − SB ≥ 0 (14.3)
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Equation (14.3) addresses any lingering ignorance about A that we may have when 
we know B, and equals zero when knowing B makes us certain about A (Preskill 
2016). 

Conant’s (1976) conclusion with Shannon’s information theory is that interde-
pendence should be minimized. From Social Psychology, Kenny et al. (1998, p. 235) 
offer a statistical correction to make interdependent data independent ostensibly for 
the purpose of improving the replicability of an experiment. But with the replica-
tion and validation of many social science concepts either overthrown or in question 
(Nosek 2015), we have argued that Kenny’s correction to remove any interdepen-
dence that is found in the data is akin to treating quantum effects at the atomic level 
as an annoyance rather than the resource that they have become. 

Contradicting Conant and Kenny, the recent literature suggests that the best teams 
are highly interdependent (Cummings 2015; Cook and Hilton 2015). If true, intro-
ducing interdependence into human machine teams is a critical step on the path to 
solving, and providing metrics for, the computational autonomy of A-HMT-S that 
are planned to be operated in the wild (Lawless et al. 2019). 

In prior research (Lawless 2019b), we have arbitrarily divided interdependence 
into bistability (e.g., two sides to every story; two tribes with incommensurable 
beliefs; and an agent can either act as an individual or as a member of a group, but 
not both simultaneously); incompleteness (i.e., believing there is only one side to 
a story necessarily diminishes the value of an opposing side, commonly associated 
with mistakes, accidents or tragedies; in Sofge et al. 2019); and non-factorability 
(e.g., under uncertainty or facing conflict, a business tradeoff; a competing alterna-
tive decision; also, most social situations are difficult to unravel objectively, often 
requiring, for example, a court of inquiry to disentangle a severe social dispute). 

14.4 Field Results 

We have found that redundancy impedes the performance of a team for the top 
oil firms in the world (Lawless 2017a), replicated for the top militaries around the 
globe (Lawless 2017b), leading us to conclude that redundancy occurs more under 
authoritarian than democratic governments, suggesting that redundant workers are 
more likely associated with corruption and not with effectiveness nor efficiency, 
even when faced by the shock to the stock-market caused by the pandemic in 2020 
(Lawless 2020). We have generalized the results for autonomous human–machine 
teams (A-HMTs; in Lawless et al. 2019), for which we have made a bet on the 
predicted usurpation of autonomy by a machine when human members in the team 
have become inept, malfeasant, or act with a criminal intent to harm other humans 
(Sofge et al. 2019). 

Subsequently, we considered the value of an education for a nation’s produc-
tion of patents. For the study (Lawless 2019a, b), we used the public data from 
the United Nations’ Human Development Index for all 19 Middle-Eastern North 
African (MENA) nations plus Israel and found a significant result, providing support
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for well-educated research scientists. In contrast, however, in other research for 
the US Air Force, we found no association between a fighter pilot’s education for 
air-combat maneuvering and performance in air-to-air combat (reviewed in Lawless 
2017a,b). These two findings illustrate the orthogonality in comparing patent produc-
tivity, with its emphasis on the best intellectual education, versus air combat, with 
its emphasis on extreme physical training. Both reflect the top performance char-
acterized by maximum entropy production (MEP; in Martyushev 2013), but this 
maximum productivity is orthogonal across the two fields of endeavor. 

For our next project, we constructed a social harmonic oscillator as a model 
of how free humans spontaneously reach decisions by processing information circu-
lating driven by debate or other form of competition (e.g., Lawless 2020); in this case, 
the U.S. Department of Energy was planning to close two highly radioactive waste 
(HLW) tanks, but had to obtain agreement with the Nuclear Regulatory Commis-
sion (NRC), which had repeatedly asked DOE to redesign its closure process in an 
oscillation that continued for seven years. Frustrated, the State of South Carolina 
complained to DOE’s citizens advisory board (CAB) at DOE’s Savannah River Site 
that DOE was going to miss its legally mandated milestone to close these two HLW 
tanks in the State. The SRS-CAB called the two agencies together and demanded 
the closure of these two HLW tanks; both agencies agreed in what became not only 
their fastest joint decision ever made on HLW tanks, but also an agreement that led 
to their immediate closure (Lawless et al. 2014). 

An interdependent team or organization is commonly composed of orthogonal 
roles, where each member of a team is dependent on the others in the team to achieve 
individual and team success (e.g., a minimally sized restaurant has a cook, a waiter 
and a cashier in orthogonal roles). In the limit, we hypothesize that a team composed 
of orthogonal elements (agents) can become a structural unit. When successful and 
when it functions as a single unit, its structural entropy production becomes minimal 
(least entropy production or LEP; Lawless 2020). As a Boltzman-like reduction in 
the degrees of freedom occurs (i.e., an individual system with N degrees of freedom 
becomes a macro-team of one with 1/N degrees), we can represent this state for a 
structure’s degrees of freedom (dof ) in the limit with Eq. (14.4): 

SA,B = limdof  →1log(dof  ) = 0 (14.4) 

When LEP occurs for a team’s structure, counterintuitively, the “whole is greater 
than the sum of its parts.” This well-known state was first recognized in quantum 
mechanics and named “entanglement” by Schrödinger (1935) to represent a loss 
of independence between the parts of a whole, but it has also been reported in 
social psychology (Lewin 1951) and Systems Engineering (Walden et al. 2015). 
Specifically, from Schrödinger (1935, p. 555), 

the best possible knowledge of a whole does not necessarily include the best possible knowl-
edge of all its parts, even though they may be entirely separate and therefore virtually capable 
of being ‘best possibly known,’ i.e., of possessing, each of them, a representative of its own.
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The lack of knowledge is by no means due to the interaction being insufficiently known— 
at least not in the way that it could possibly be known more completely—it is due to the 
interaction itself. 

From the Systems Engineering Handbook (Walden et al. 2015), “A System is a 
set of elements in interaction” (Bertalanffy 1968) where systems “… often exhibit 
emergence, behavior which is meaningful only when attributed to the whole, not to 
its parts” (Checkland 1999). 

But Schrödinger (1935, p. 555) added that: 

Attention has recently been called to the obvious but very disconcerting fact that even though 
we restrict the disentangling measurements to one system, the representative obtained for 
the other system is by no means independent of the particular choice of observations which 
we select for that purpose and which by the way are entirely arbitrary. 

To reflect this state of the “whole,” when the lack of independence among its 
parts occurs, we can use von Neumann’s Eq. (14.5) which is sub-additive because 
independence can no longer be assumed: 

SA,B ≤ SA + SB (14.5) 

Equation (14.5) accounts for the many problems with implicit behavior in the cogni-
tive model that impedes validation (see Thagard 2019) and implicit beliefs in the 
behavioral model that impede scaling (e.g., Liu and Barabasi 2016). In both of these 
models, the little recognized problem is represented with Eq. (14.5) as the loss of 
information about a “whole” team or system about their parts, contradicting the basic 
assumptions of the rational model and independence in the cognitive model. 

Equations (14.4) and (14.5) encouraged us to separate a team’s task performance 
from the team’s structure in agreement with Salas’ research (in Bisbey et al. 2019). 
This separation allowed us to recognize that the best performing teams are devoting 
minimal free energy to its team structure and most of its free energy to operate at 
maximum entropy production (MEP; from Martyushev 2013). As a relevant example, 
we can characterize MEP by searching fully across a solution space to perform at the 
highest level; viz., our earlier discussion about producing a patent (Lawless 2019a). 
We have assumed that teams operating at MEP require a team functioning with the 
highest level of team intelligence (Wissner-Gross and Freer 2013), where intelligence 
is exhibited through the interactions of a team (Cooke 2020; Cooke and Hilton 2015). 

Complementarity offers a natural tradeoff between two conjugate factors, which 
we have assumed to be LEP and MEP, respectively, at a minimum for the structure and 
a maximum for the task, both contingent on the free energy available (Lawless 2020). 
To achieve MEP requires a stable structure (Martyushev 2013). But teams often face 
other teams in states of competition. This realization led us to the discovery that in 
a state of competition, when a team discovers a vulnerability in its opponent, it can 
exploit that vulnerability to defeat its opponent (Lawless 2020). We conceptualize 
the information produced during competition as flowing from Team C to Team D and 
back again in a state of oscillation (e.g., as in a debate; this oscillation may not have
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limit points). In response to processing this incoming information from its opponent’s 
actions, it is this circulating information that a team uses for its decision on how, 
when and where to attack its opponent. If DA represents a decision advantage, and 
τ represents the power of a team’s decision during an oscillation, then 

DATeam−C−over−T eam−D = τoutput /τinput (14.6) 

To become or remain competitive, if one team makes its decisions on its incoming 
information faster than its opponent, ceteris paribus, Eq. (14.6) has informed us that 
the essence of speed in making a decision is in exploiting the vulnerability in an 
opponent’s or in one’s own organization, motivating the need to replace unneces-
sary (redundant) or weaker teammates with the best skilled participants possible as 
the members of a team, the mergers for an organization, or the adoption of new 
technology. 

14.5 Vulnerability 

If an attack is effective against a team at its structure’s point of vulnerability, its 
structure’s increase in entropy production will be taken from the team’s supply of 
free energy, reducing its MEP performance. The war of words between Apple and 
Facebook provides an excellent example of targeting a structural vulnerability in 
Facebook used by Apple and publicized during the aggressive competition between 
these two firms. As reported in the Wall Street Journal (Haggin et al. 2021), 

Facebook Inc. will suffer damage to its core business when Apple Inc. implements new 
privacy changes, advertising industry experts say, as it becomes harder for the social-media 
company to gather user data and prove that ads on its platform work. The core of Facebook’s 
business, its flagship app and Instagram, would be under pressure, too. The Apple change 
will require mobile apps to seek users’ permission before tracking their activity, restricting 
the flow of data Facebook gets from apps to help build profiles of its users. Those profiles 
allow Facebook’s advertisers to target their ads efficiently. The change will also make it 
harder for advertisers to measure the return they get for the ads they run on Facebook—how 
many people see those ads on mobile phones and take actions such as installing an app, for 
example. 

Two organizations often struggle to find an advantage or a vulnerability in each other 
that can be made into a competitive advantage. For example, from CNBC Markets 
(Sheetz 2021), 

The satellite internet projects of the two richest men on the planet continue to spar behind the 
scenes with federal regulators, with Amazon on Thursday clarifying its position in response 
to recent accusations from Elon Musk and SpaceX that Jeff Bezos’ company is attempting 
to “stifle competition” in the sector. Representatives of Amazon spoke to Federal Communi-
cations Commission officials earlier this week, doubling down on its position that the FCC 
should not approve SpaceX’s modification request for parts of its Starlink satellite network. 
Amazon and SpaceX are working to build space-based internet networks—called Kuiper and
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Starlink, respectively—by launching thousands of satellites into orbit, known in the industry 
as a constellation. 

The opposite happens when a company is aware of its own vulnerability, such as when 
it carries an unsustainable debt load, making it unprepared for an unexpected and 
subsequent national or global calamity, like the Covid-19 pandemic which has caused 
several airlines to experience severe problems. This collapse happened recently with 
China’s HNA Airlines. From the Financial Times (Hale 2021), 

Creditors of struggling Chinese conglomerate HNA Group have applied for bankruptcy 
proceedings after a court said the company was unable to pay its debts. ... The company, 
which started life as an airline and took on huge debt to expand into one of China’s flagship 
global conglomerates, said it would co-operate and “support the court to protect the legal 
rights and interests of creditors.” Over recent years, HNA has struggled with increasingly 
unmanageable debt levels following a series of high-profile overseas investments, including 
stakes in Deutsche Bank and the Hilton Worldwide hotel chain. 

An example of a vulnerability that the company could not solve is apparent when 
a company spins off or divests one of its units or assets. Divestiture is happening 
with the Kraft Heinz company after it struggled with shifting preferences among 
consumers. The Street (Owusu 2021) recently reported that Kraft Heinz is planning 
to “sell its Planters business to Hormel Foods … [after the firm has] struggled since 
Kraft and Heinz merged five years ago, with analysts seeing it as too slow to alter 
older brands and unwilling to commit adequate resources to marketing.” 

Another example concerns the rush into a new market by many firms at a time 
when a market cannot support all of the competitors, creating a glut that sets the stage 
for a consolidation in the market. An excellent example is the small-rocket market. 
From the Wall Street Journal (Pasztor 2021), 

Companies and entrepreneurs world-wide are working on more than 100 new small-rocket 
ventures, but industry officials anticipate a shakeout eventually may leave just a handful of 
survivors. ... All [of these] competitors ... confront the same market reality. Burgeoning corpo-
rate, civilian and military uses of compact satellites weighing under a ton—ranging from 
toaster-size models to versions resembling refrigerators—won’t generate enough demand to 
support the current glut of small launchers. 

A last one of many examples available concerns the motivation to merge with a small 
firm to obtain access to its technology to keep pace in an arms race against major 
competitors. Patel and Bruell (2021) report that Walmart is chasing large competitors 
Amazon, Facebook and Alphabet’s Google, three firms with a large head start: 

Walmart Inc. will acquire technology from Thunder Industries, a company that uses automa-
tion to create digital ads, as it continues to invest in its ad business and seeks a greater slice of 
marketing budgets from small businesses. Walmart instead will use Thunder’s technology to 
launch a self-service tool that helps advertisers make and buy numerous versions of display 
ads targeting different kinds of consumers on its properties. Walmart ... [is] building digital-
ad offerings to generate new revenue by using their shopper data to help marketers target 
customers online and in stores.
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14.6 Vulnerability from the use of Deception 

Ancient Greece. Vulnerability can be created in an opponent with the use of deception. 
One of the first uses recorded was by Themistocles (Friedman 2015), leader of the 
Athenian fleet during the Peloponnesian War and in the Battle of Salamis in 480 BC. 
Pretending to side with the Persians, Themistocles sent a message to Xerxes, leader 
of the Persians, that Xerxes should send his fleet to blockade the opening of the 
Bay of Salamis, trapping the Greek fleet. Themistocles had promised to defect from 
the Greeks once the battle began and to attack the other ships in the Athenian fleet. 
According to Herodotus, however, the narrow confines of the bay would nullify the 
numerical advantage of the Persian fleet, allowing the superior Greek seamanship 
and ship boarding to defeat Xerxes. Once the Persian fleet entered the restrictive 
waters of the Bay, the Greek fleet retreated to further encourage the Persian Navy. 
The Persian naval fleet was destroyed and routed. Once the Persians lost cohesion 
and began to flee, the Persian disaster unfolded as Themistocles had planned. 

China. General M. Hayden, a former Central Intelligence Agency (CIA) and 
National Security Administration (NSA) chief, stated that the Chinese stole millions 
of records from federal employees for the innovativeness that had eluded China. He 
told his Chinese counterparts: “You can’t get your game to the next level by just 
stealing our stuff. You’re going to have to innovate” (Baker 2015). 

China, however, has neutralized some of its economic advantage and its ability to 
innovate. Consider that the R&D expenditures by China are second in the world to the 
U.S. But China’s state directed finance, its weak intellectual property protections and 
its rampant corruption impede innovation. In China (Taplin 2018), “Small private-
sector firms often only have access to capital through expensive shadow banking 
channels, and risk that some better connected, state backed firm will make off with 
their designs–with little recourse.” 

The former Director of National Intelligence, Ratcliffe (2020), wrote that the 
Chinese Communist Party engages in economic espionage to “rob, replicate and 
replace” companies of their intellectual property, replicate the technology, and then 
replace the U.S. firms in the global marketplace. Take Sinovel, for example: 

In 2018 a federal jury found the Chinese wind-turbine manufacturer guilty of stealing trade 
secrets from American Superconductor. Penalties were imposed but the damage was done. 
The theft resulted in the U.S. company losing more than $1 billion in shareholder value and 
cutting 700 jobs. Today Sinovel sells wind turbines world-wide as if it built a legitimate 
business through ingenuity and hard work rather than theft. 

By applying our findings to China, its social systems replete with redundant indi-
viduals will be relatively full of vulnerabilities, leading to an ever-tightening round 
of social-political-military control, reflected by China’s use of re-education work 
camps (e.g., ED 2020). But there is also positive signs that China is its regulators are 
moving to rectify “one of the world’s worst polluters” (Hua 2021): 

The environmental report was unusually harsh: China’s National Energy Administration 
had skirted air-pollution regulations, allowed excess construction of coal plants and failed to
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heed leader Xi Jinping’s instructions on environmental matters. ... The rare public rebuke— 
authorized by two of China’s top state authorities, the Chinese Communist Party’s Central 
Committee and the country’s cabinet—signaled to some that environmental regulators in 
one of the world’s worst polluters had been empowered to counter the country’s entrenched 
coal industry. 

14.7 Future Research 

We arrive at our proposed metrics for the design and performance of a team or 
an organization for the complementarity between two conjugate-like variables2 to 
relate uncertainty in the free energy available directed at the forces binding a team’s 
structure and driving its MEP. 

We now consider a team to be a combined mechanical-thermodynamic system, 
with an ability to think, modeled somewhat like Maxwell’s Demon, where the team’s 
thinking is assumed to focus on the tradeoff between the conjugate variables involved 
in directing its free energy to keeping the team’s structure stable or to maximizing 
its performance (the tradeoff is manifold and complex; it is internal for a team and 
external for the team’s opponent). In this case, the product of the two quantities 
that are conjugate-like have units of free energy. Let us further imagine that, for 
Eq. (14.7) below, which we treat as a work-in-progress, we have a single uncertainty 
relationship of conjugate-like variables with the force of keeping structure stable 
times (in exchange for the maximum flow of) the entropy flowing through the system 
that represents its productivity, the product being greater than or equal to the free 
energy available to a system. Let us also assume that, for our system, a small increment 
of energy is the product of a force, F, times a small displacement, the greater the 
displacement, the greater the force. In our desired system, as long as the displacement 
is minimal or zero, most of the team’s free energy is available to produce a flow of 
entropy, P, that maximizes MEP. In turn, if all of the available free energy is directed 
at maximizing MEP, where a displacement from MEP produces a force, assuming 
that it is at a maximum, we speculate that the product produces uncertainty in the 
free energy, A, such that: 

/\FForce−structure−entropy ∗ /\PME  P−per f ormance−entropy 

≥ CUnknown  =? = /\A f ree−energy (14.7)

2 Conjugate variables are pairs of variables defined mathematically to become Fourier transform 
duals that lead naturally to uncertainty relations. In contrast, conjugate-like variables form the basis 
of Bohr’s (1955) concept of complementarity (Lawless 2020). 
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14.8 Conclusion 

Based on the foregoing relationships and evidence from the field (of which is 
too numerous to discuss at length in this chapter), instead of supporting the anti-
Darwinism of Hare and Woods (2020), and contradicting the often overstated value 
of social cooperation (e.g., Johnson and Johnson 2015; Axelrod  1980, pp. 7–8), our 
theory of the interdependence of complementarity offers support for social evolution 
(e.g., political, commercial, military). Moreover, from McFadden and Al-Khalili’s 
(2018; see also Cao et al. 2020) review of quantum biology: 

Recent work has demonstrated that the retention of quantum dynamics in biological systems 
is intricately connected with environmental fluctuations taking place at biologically relevant 
length and time scales. 

If we apply McFadden and Al-Khalili directly to competition with our theory of the 
complementarity of interdependence, it indicates to us that complementarity in teams 
is more likely to occur under the noise and strife of competition that makes a team 
work harder to find the information available to keen observers needed to guide their 
own competitive (re)actions, rather than the cooperation which consumes or hides 
information from observers. In this evolving, complex environment, metrics for the 
design and performance of a team or organization have a role to play. 

When the situation reflected by Eq. (14.5) occurs, there is full information avail-
able about the whole team’s productivity, but a loss of information about how its 
parts are interacting, making the whole’s production greater than the sum of its parts. 
However, based on Preskill’s (2016) argument, instead, we argue that the lost infor-
mation is located in the correlations among the interactions of the members of a team. 
For support, we look to Cooke (2020) and her team who reported that the intelligence 
of a team that improves its performance is not found in the knowledge possessed by 
a team, but in their interactions, which are interdependent. 

Quantum theory and interdependence theory both model state-dependent 
phenomena, but quantum theory is governed by a precise mathematics, while interde-
pendence theory is governed by concepts, similar to Bohr’s (1955) theory of comple-
mentarity. Despite this reservation, the findings from interdependence theory serve 
to promote its application to autonomous human–machine teams and systems. Its 
mathematics is not as precise as matching learning, nor quantum mechanics, but 
neither of those sciences have been able to demonstrate their successful applica-
tion to autonomy. With interdependence theory, in autonomous systems, we have 
predicted and found that human firms resilient to shocks have minimum redundancy 
(Lawless 2020). 
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Chapter 15 
Thirty-Five Years of Computational 
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Abstract This chapter describes the evolution of my work in computational 
economics, from 1987 to 2020, as I submitted algorithms to play a generalisation of 
the iterated Prisoner’s Dilemma (IPD), applied a new method of machine learning 
(the genetic algorithm, or GA) to this, extended these techniques to trying to under-
stand and improve on asymmetrical seller behaviour in historical oligopoly pricing, 
generalised this to fully fledged agent-based models (ABMs), applied the GA to 
exploring the best method of decision making in uncertain situations, and finally as I 
used simulation to search exhaustively among decision-making methods with uncer-
tainty. This research program also led me to derive new techniques for validating the 
output of simulation models when the metric was ordinal (rather than the interval or 
ratio metrics usually encountered, especially in physics and engineering). At least 
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15.1 Tournaments to Explore the Iterated Prisoner’s 
Dilemma 

In 1987 I won the Second MIT Competitive Strategy Tournament.1 This was a three-
person pricing competition among imperfect substitutes, in which pricing low would 
increase sales but cut into profits. Just what my win led to, including my connection 
with Shu-Heng Chen, is recounted below. 

My 1978 Ph.D. thesis had been a theoretical study of the interactions of markets 
for output, labour, and non-renewable resources in the macro economy.2 This led 
to publications on energy and the environment. It did not lead directly to the work 
described below. From my teaching3 and interest in environmental issues, I was, 
however, taken with the Prisoner’s Dilemma (Marks 1998), thanks to Hardin’s (1968) 
“The tragedy of the commons” and Schelling’s (1978) Micromotives and Macrobe-
havior. As computers and computing had become more than a means of number 
crunching, and as the Internet had spread and enabled world-wide communication 
(even before the World Wide Web), the notion that it was possible to pit submitted 
algorithms to compete in a tournament, and that researchers from around the world 
could submit algorithms to compete was new. 

Political scientist Robert Axelrod had been the first to use this possibility seriously, 
the first on-line instance of what we now call crowdsourcing. In 1979 he invited 
submission of algorithms via email to play an IPD game in silico, in order to see 
whether the temptation to defect (in the one-shot game) could be avoided in the 
iterated game.4 

The Prisoner’s Dilemma is an example of a strategic situation where, in the one-off 
interaction, mutual defection D, D is the likely outcome, whereas mutual cooperation 
C, C is Pareto superior (Marks 1998). That is, the payoff to each player from C, C is 
higher than that from D, D. Could repetition result in C, C? This was a contention of 
Axelrod’s, who spelt this out in his 1984 book which asked how cooperation might 
have evolved in political systems. 

His research had begun in the late 1970s, with an investigation of the emergence 
of cooperative behaviour and social norms in Hobbesian societies. In Axelrod’s first 
tournament, Anatol Rapoport submitted a simple algorithm: start by cooperating and 
then mimic the other player’s action in the previous round. This strategy, now known 
as Tit for Tat, was very successful, outperforming all other strategies but for Always 
Defect (Axelrod 1980a).

1 I thank my marketing colleague at the Australian Graduate School of Management (AGSM), John 
Roberts, a recent MIT graduate, for alerting me to the Tournaments. 
2 It has recently been republished, with a new preface by Robert Solow (Marks 2018 and https:// 
www.agsm.edu.au/bobm/papers/2018prefaces.pdf). 
3 From 1977 to 1982 I taught AGSM 713 Management in Society on the MBA Program. See the 
1982 outline at https://www.agsm.edu.au/bobm/teaching/MinS82.pdf. 
4 Fourteen entries were submitted (by email) from three countries and five disciplines (Axelrod 
1980a). 

https://www.agsm.edu.au/bobm/papers/2018prefaces.pdf
https://www.agsm.edu.au/bobm/papers/2018prefaces.pdf
https://www.agsm.edu.au/bobm/teaching/MinS82.pdf


15 Thirty-Five Years of Computational Economics 293

Axelrod announced the outcome of Tit for Tat in his first tournament and 
announced a second. Despite entrants’ knowledge that Tit for Tat was very likely a 
competitor, no other submitted strategies outperformed it in the second tournament.5 

It was robust. But it is not always a winner: how well it does depends on the collection 
of competing algorithms in the round robin. 

As is now widely known, Axelrod’s tournaments revealed that one very simple 
strategy is robust in the IPD: Rapoport’s Tit for Tat, which cooperates on the first 
round of the iterated game, and then mimics its opponent. Tit for Tat can be char-
acterised as nice (start off cooperating), but easily provoked (defect after a single 
defect by its opponent), forgiving (a single cooperate by its opponent leads to its 
cooperating), and easily identified. 

I found Axelrod’s work fascinating, and, as an early user of the Internet myself,6 

I was intrigued by his use of it to research social interactions. 

15.2 Generalising Axelrod’s Iterated Prisoner’s Dilemma 
Tournaments 

In November 1984, MIT marketing professors Pete Fader and John Hauser decided 
to see whether Tit for Tat could be generalised in a three-person game with contin-
uous actions. They ran one and then another competitive strategy tournaments (Fader 
and Hauser 1988). The Tournaments modelled competitors’ decisions to price their 
outputs, which were imperfect substitutes: like a generalised Prisoner’s Dilemma, 
without collusion among sellers, in a once-off interaction, pricing low (that is, 
defecting) is likely to be the outcome, at some cost to their profits, whereas pricing 
high (that is, cooperating) would result in higher profits for all, if no-one priced low. 

I had been following Axelrod’s tournaments and, given the chance, I submitted a 
FORTRAN algorithm for the First Tournament, but it was trigger-happy: if any of 
the players priced low (equivalent to defecting), then it would price low and keep 
pricing low. It was not quite Always Defect, but close to it. 

The First Tournament was promising, but the organisers decided that it was 
flawed: their set-up had been too amenable to gaming, and so ran the Second Tour-
nament with a different profit function (additive, not multiplicative7 ). Before the 
September 1986 deadline for this, John Roberts and I ran a local tournament, the 
AGSM Double Auction Computer Tournament, with a prize of $500, using the soft-
ware from the Second MIT Tournament. The winner was Tony Haig (University

5 There were 62 entrants from six countries and eight disciplines, recruited through announcements 
in journals for users of small computers (Axelrod 1980b). 
6 My web site has not changed in appearance at all since June 1996. The earliest record of my use 
of the Internet is ten years earlier, on 5 June 1986, at https://groups.google.com/forum/#!topic/net. 
text/rvi_FPmQBTE (Thirty-five years later I still use the Free Software Foundation’s groff package 
for my text-processing needs: comes with all Macintoshes). 
7 Marks (1992b) presents these two profit functions. 

https://groups.google.com/forum/#!topic/net.text/rvi_FPmQBTE
https://groups.google.com/forum/#!topic/net.text/rvi_FPmQBTE
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of Western Australia). I then submitted an algorithm to the MIT Tournament; my 
algorithm won. 

How did my algorithm win, people would ask. Some insights into the IPD, I 
would answer, but also luck: the ecology of the Tournament was comprised of all 
the other algorithms submitted; this meant that there was no easy way of coming up 
with a winning algorithm, especially since the other algorithms were unknown at the 
start. But, given that all algorithms were attempting to maximise their profits, a Nash 
outcome was likely. 

The MIT Competitive Strategy Tournaments presented players with market condi-
tions which generalised from the RPD. The environment resembled a more compli-
cated version of the Iterated Prisoner’s Dilemma, but there were more than two 
players, and there were more than two moves, since the algorithms chose a price in a 
range, while knowing the previous prices chosen by all players, but without collusion 
over the prices in this period. 

As with the most productive research, there was an unanswered question: how 
had my algorithm won the 1987 MIT Tournament. It nagged at me. 

15.3 Enter Machine Learning: The Genetic Algorithm 

Mathematically, the problem of generating winning strategies in these interactions is 
equivalent to solving a multi-dimensional, non-linear optimisation with many local 
optima. In biological-evolution terms, it is equivalent to selecting for “fitness.” 

Indeed, in a footnote, Cohen and Axelrod (1984, p .40) suggest that: 

One possible solution may lie in employing an analogue of the adaptive process used in 
a pool of genes to become increasingly more fit in a complex environment. A promising 
effort to convert the main characteristics of this process to an heuristic algorithm is given 
by Holland (1975 [1992]). This algorithm has had some striking preliminary success in the 
heuristic exploration of arbitrary high dimensionality nonlinear functions. 

In 1987 I read a colleague’s copy of Induction, by Holland et al. (1986), which 
made a passing reference to some more recent work of Axelrod’s which found 
strategies for playing the IPD Tournament which resembled Tit for Tat.8 

Perhaps this work would shed light on my winning algorithm in the MIT Tour-
nament. I emailed Axelrod and he replied with a program (written in Pascal-VS by 
Stephanie Forrest, his R.A.) using a version of John Holland’s Genetic Algorithm, 
written in C. In an early example of a trans-Pacific code-sharing, I received the C

8 I thank another AGSM colleague, applied psychologist Bob Wood, who brought the book back to 
Sydney from California and fortuitously lent it to me. John’s and Bob’s suggestions were very much 
helped by the cross-disciplinary atmosphere of the AGSM, sadly now lost after it was destroyed by 
incoming Vice Chancellor, Fred Hilmer. 
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code for the GA from the the U.S. Naval Research Laboratories in Washington DC 
and compiled it on our Unix machine.9 

Mitchell and Forrest (1994) report what Axelrod did: 

Axelrod (1987) performed a series of experiments to see if a GA could evolve strategies 
to play [the IPD] game successfully. Strategies were encoded as look- up tables, with each 
entry (C or D) being the action to be taken given the outcomes of three previous turns. 

In Axelrod’s first experiment, the evolving strategies were played against eight human-
designed strategies, and the fitness of an evolving strategy was a weighted average of the 
scores against each of the eight fixed strategies. Most of the strategies that evolved were 
similar to TIT FOR TAT, having many of the properties that make TIT FOR TAT successful. 
Strikingly, the GA occasionally found strategies that scored substantially higher than TIT 
FOR TAT. 

To study the effects of a dynamic environment, Axelrod carried out another experiment 
in which the fitness was determined by allowing the strategies in the population to play with 
each other rather than with the fixed set of eight strategies. The environment changes from 
generation to generation because the strategies themselves are evolving. At each generation, 
each strategy played an IPD with the other members of the population, and its fitness was the 
average score over all these games. In this second set of experiments, Axelrod observed the 
following phenomenon. The GA initially evolves uncooperative strategies, because strate-
gies that tend to cooperate early on do not find reciprocation among their fellow population 
members and thus tend to die out. But after about 10–20 generations, the trend starts to 
reverse: the GA discovers strategies that reciprocate cooperation and that punish defec-
tion (i.e., variants of TIT FOR TAT). These strategies do well with each other and are not 
completely defeated by other strategies, as were the initial cooperative strategies. The recip-
rocators score better than average, so they spread in the population, resulting in more and 
more cooperation and increasing fitness. 

What I learnt was that, following up his own suggestion, Axelrod used Holland’s 
Genetic Algorithm (GA) to “breed” strategies in the two-person IPD game (Axelrod 
1987). He reported that the GA evolved strategy populations whose median member 
was just as successful as Tit for Tat, whom they closely resembled. I proceeded to 
teach myself Pascal-VS (I had learnt FORTRAN IV as an undergraduate and C later) 
and wrote a paper (Marks 1989a)10 that attempted to replicate what Axelrod had 
done. In particular, I “bred” strategies playing in six distinct niches: (a) a niche of 
Always Defect, (b) a niche of Always Cooperate, (c) a niche of Tit for Tat, (d) a 
5-rule niche described by Axelrod (1984, p. 199) that approximates his second IPD 
tournament, (e) an 8-rule niche from Axelrod (1987) that is a better approximation, 
and (f) the 5-rule Axelrod niche but with “noise” added, to simulate Nalebuff’s (1987) 
IPD game with imperfect information. I experimented with strategies of different

9 John Grefenstette’s GENESIS 4.5. In doing so, I was probably the first economist in Australia to 
compile a C program obtained via the internet: I thank the first AGSM guru, Iain Johnstone, for 
choosing Unix as our OS. 
10 An earlier version of Marks (1989a) was presented at the 1988 Australasian meetings of the 
Econometric Society, Canberra, 30 August 1988, under the title, “Breeding hybrid strategies: the 
Prisoner’s Dilemma computer tournaments revisited” (See Econometrica 57: 240, 1989, for the 
program). 
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complexities (depth of memory of past plays).11 Marks (1989a) was the one of first 
papers presented by an economist. 

using the genetic algorithm.12 

The six niches in Marks (1989a) are static. It was suggested to me by David 
Schaffer (I think) that the this work would be more interesting if the strategies (agents) 
competed not against static niches but against themselves, as they evolved.13 In Marks 
(1989b) I modelled this process.14 What to call it? Unaware. 

that the biologists had preceded me, I dubbed it “bootstrapping evolution;” but 
biologists (Ehrlich and Raven 1964) had called it “coevolution.” My experiments 
showed that coevolution would result in convergence to cooperative behaviour in 
several strategic interations (the simple IPD, an extended IPD, and a simple version 
of the second MIT Competitive Strategy Tournament). 

The genetic algorithm turned out to be a powerful computational method for 
searching for optima in spaces that were not amenable to calculus-based solutions, 
such as the oligopolistic pricing of the MIT Tournaments.15 

With David Midgley and Lee Cooper, I wrote several more papers using the 
GA to examine strategies in various strategic interactions, usually market-related, 
and latterly with heterogeneous agents (with multi-population GAs) (Marks 1989b, 
1992b, 2002a). We wrote several papers using the GA to explore optimal oligopolistic 
pricing (including Midgley et al. 1997, which, Shu-Heng Chen tells me, inspired 
Chen and Ni 2000). 

An issue arose when I attempted to compare the weekly prices obtained from 
simulating the asymmetric agents derived using the GA with the historical data.16 

How to measure a distance between the dynamic historical data and different sets 
of simulated agents interacting? This can be thought of as a means of verifying the 
simulation models derived from the GA. Trying to answer this question has led to a 
series of papers and presentations, including Marks (2013) and culminating in Marks 
(2019). This has turned out to be a fruitful line of research. 

So, from my win in the MIT Tournament, to my use of Holland’s pioneering GA, to 
exploring historical oligopolistic reactions with David Midgley and other marketing 
colleagues, to the puzzle of verifying simulation output which is patterns (ordinal 
metrics) rather than simple (interval or ratio) metrics, I believe I have contributed to 
the theory and practice of simulation.

11 Note that Tit for Tat is a one-round-memory strategy: no need for a deeper memory. 
12 Engineers had used the GA as a technique for optimising static functions. This was different. 
13 Another paper, Marks (1989b), was presented at the Allied Social Science Associations meetings 
under the auspices of the Econometric Society, on 30 December 1988, in New York. John Miller, 
a student at Michigan, wrote his Ph.D. on coevolution of automata playing the IPD; he published 
Miller (1986, 1989), and eventually Miller (1996). Other early economics papers to use GAs are 
Marimon et al. (1989), Miller and Andreoni (1990a, b), Holland and Miller (1991), Arifovic (1994). 
14 This paper was first presented at the North American Winter Meeting of the Econometric Society, 
New York, on 30 December 1988 (See Econometrica 57: 757, 1989, for the program). 
15 Oligopolies are markets with small numbers of sellers, each of whose actions in general affect 
the outcomes for other sellers, as well as for itself. 
16 See Marks (1992a) for discussion of the automata derived by the GA, and their simulations. 
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15.4 From Genetic Algorithms to Agent-Based Models 

Another line of research has been agent-based (AB) models: When the individual 
agents modelled by the GA are competing against each other, the GA is modelling 
the process of coevolution. GAs were originally used as means of seeking optimal 
solutions to static problems; Marks (1989b) and others adapted them to seek solu-
tions of coevolutionary strategic problems, such as the IPD and oligopolies with 
asymmetric players, where the fitness of an agent depends on the individual agents’ 
actions, that is, the state of the whole population of agents. 

When the interacting players face identical payoff sets and choose from identical 
action sets, a single population is satisfactory, since the GA processes that model 
learning among the individuals and between generations of the population are focused 
to the same end: faced with the same state of the interaction, any of the players would 
behave identically, and fitness is average (or discounted) profit. 

A single population was acceptable when the players were not differentiated and 
when the flow of information from parents to offspring at the genotype level was 
not an issue, but when the players are modelling heterogeneous actors—in realistic 
coevolution, for instance—each player requires a separate population, not least to 
prevent the modelling of illegally collusive, extra-market transfers of information. 
This is discussed in Marks (2012). 

For instance, Marks et al. (1999) develops an oligopolistic model with three (or 
four) interacting asymmetric sellers. The general model is still one of using a GA 
to search for automata (or mappings from past marketing actions to future actions 
for each seller, but now we use separate populations of agents, one population for 
each of the asymmetric sellers. This paper is one of the first to use the GA in an 
agent-based model (separate populations in the GA). 

From separate populations of asymmetric agents, it is a simple step to develop 
agent-based models (ABMs). With David Midgley (see Midgley et al. 2007), we 
discuss AB models in marketing, specifically the complex interactions among three 
types of agents—consumers, retailers, and manufacturers—that lead to market and 
economic outcomes such as consumer satisfaction, and retailer and manufacturer 
profits. We argue that AB modelling is more appropriate than previous methods, 
but that it requires “assurance:” verification and validation of the model. The paper 
discusses this at length. 

The work on AB models in economics led to an invitation from Peter McBurney 
and the editors of the journal to edit a special issue of The Knowledge Engineering 
Review, on agent-based computational economics. I asked Nick Vriend to be a co-
editor (promising him little extra work), and we approached economists and financial 
economists to contribute. The special issue included papers from many of the pioneers 
in ACE.17 One of the contributors was Shu- Heng Chen.

17 June 2012; Editors: Robert Marks and Nick Vriend. Papers by: Anufriev and Hommes (2012), 
Arifivic and Ledyard (2012), Cheng Chan and Du (2012), Fagioli and Roventini (2012), Ladley 
(2012), Marks (2012), Page (2012), Richiardi (2012), Wilhite and Fong (2012). 
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From 1997 to 2010 I was the General Editor of the Australian Journal of Manage-
ment, but, apart from three editorials (Marks 2002b, 2003, 2006b) and the invited 
papers Hailu and Schilizzi (2004) and Byde (2006), I did not focus on the topics of 
this chapter. 

15.5 The Issue of the Best Risk Profile for Risky Decision 
Making 

From my graduate studies, I had developed an interest in Decision Analysis, the use 
of mathematical tools to examine and prescribe decision making under uncertainty 
(Howard 1968). Given my publications using the GA, and my visits to the Santa Fe 
Institute in 1993 and earlier, in 1995 I was asked by John Casti to review a submission 
by George Szpiro to Complexity which used the GA to explore the best risk profile 
for a decision maker faced with uncertainty. To my MBA students, I had always 
taught that a slightly risk-averse profile was best: too risk-averse and the decision 
maker would pass up risky prospects (“nothing ventured, nothing gained”), but too 
risk preferring and the agent would sooner or later bankrupt itself. 

After I gave him some guidance about how the GA found its solutions (not so 
frequently on the boundaries of the feasible space), Szpiro found that slightly risk 
averse was optimal, at least according to the simulation of the GA, and the paper was 
published (Szpiro 1997).18 

But Szpiro had used an indirect method, despite my suggestion as referee that 
he explore using the GA to search more directly in the risk-profile space of utility 
functions.19 Instead, Szpiro’s agents are characterised by a variable (beta) which 
determines how many shares (in a simple market) they buy (or sell) in any period. For 
any model’s parameters (see Szpiro’s paper), there is a threshold dividend rate which 
determines whether agents should buy or sell. His GA model maximises each agent’s 
wealth as a function of the dividend rate, and examines the evolved beta as uncertainty 
rises. He argues that betas that jump from zero to maximum at the threshold dividend 
rate reflect risk-neutral agents (and this occurs with no uncertainty), but that betas that 
respond to an increasing dividend rate more gradually (with uncertainty) from zero 
to maximum exhibit risk aversion. His agents cannot exhibit risk preferring, they are 
only risk neutral or risk averse. He argues that his model produces optimised agents 
whose risk aversion rises as uncertainty rises.

18 Szpiro was later invited by Shu-Heng Chen to publish a chapter (Szpiro 2002) in the same volume 
that also included a chapter of mine (Marks 2002a). In later correspondence, after I had sent him a 
copy of Marks (2016), Szpiro told me that he was no longer involved in this line of research. 
19 Indeed, in his Footnote 6, Szpiro acknowledged my suggestion as referee to model agent automata 
as utility functions with explicit risk profiles, as an alternative to his approach (They could then, he 
allowed, be characterised as risk preferring, as well as risk neutral or risk averse). 
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I decided that one day I would follow my own advice and use the GA to try to 
confirm Szpiro’s conclusion. I did try, but ultimately found a different result: risk 
neutrality. 

Although I had previously (Marks 1989a and other papers) used a GA written in 
C, I decided to use the higher-level language NetLogo, with its support and graphic 
capabilities for the exploration of the best risk profile. Nigel Gilbert had implemented 
a genetic algorithm in NetLogo. The papers that followed presented the convergence 
results graphically.20 

The title of the paper (Marks 2015a) I presented in London in 2014 was “Learning 
to be risk averse?” which reflected my persisting belief that Szpiro’s results would 
hold with my more direct method of exploring the risk profile space for the best 
profile. Later that year I presented a revised paper (Marks 2015b) in Singapore, 
entitled “Searching for agents’ best risk profiles,” in which I concluded that for some 
utility functions (the wealth-dependent Constant Relative Risk Aversion function 
and the Dual-Risk-Profile function21 from Prospect Theory) the best functions could 
be shown to be slightly risk averse, but for the Constant Absolute Risk Aversion 
function risk neutral was best. 

In 2016, in a paper entitled “Risk neutral is best for risky decision making,” (Marks 
2016) I concluded that risk-neutral decision makers—whichever utility function 
was modelled—outperformed others when agents successively chose among three 
lotteries with randomly allocated probabilities and outcomes (two per lottery).22 

Nonetheless, I realised that the simulation experiments in these papers were not 
very clear for readers, who might find the concept of the genetic algorithm difficult to 
be convinced by and the statistical arguments unfamiliar. That the GA is searching for 
an optimum risk coefficient at a flattish apex also clouds the findings. Furthermore, 
NetLogo has its uses, but it lacks a reputation for exact scientific work. 

Although I had come to this line of enquiry by a quite independent route, as 
described above, I found that my path had crossed with Shu-Heng Chen’s: his paper 
(Chen and Huang 2008) also looks at this question of the risk profile of decision 
makers under uncertainty; he had come to it from his work in developing agent-based 
artificial stock markets.

20 I presented my evolving findings at the Complex Systems Research Summer School 2007 at 
Charles Sturt University in NSW and the 26th Australasian Economic Theory Workshop 2008 at 
Bond University in Queensland. 
21 For the DRP utility function, the risk profile is coded with two parameters, unlike the other two 
utility functions for which the search is in a single parameter space. See Sect. 3.3 in Marks (2020). 
22 The 2016 research used the NetLogo GA with the experimental setup: a population of 100 agents, 
each of which has a average winnings or a cumulative level of wealth, based on its risk profile and the 
successive outcomes of its 1000 choices among the lotteries; Each lottery is randomly constructed: 
the two payoffs (“prizes”) are uniformly chosen in the interval [−$100, +$100], and the probability 
is chosen uniformly from [0,1]; Each agent faces 1000 lottery choices, and its cumulative winnings 
is that agent’s “fitness” for the GA. The processes are stochastic. For each model we perform a 
number of Monte Carlo simulation runs to obtain sufficient data to analyse the results. 



300 R. Marks

15.6 Simulation, Not Optimisation 

Is risk neutrality best for making decisions under uncertainty? That is, for choosing 
amongst lotteries, for each of which the possible prizes and the probabilities of 
those outcomes were known? The analysis using the GA suggested risk neutral was 
best, but the results were not convincing. I decided I would search the risk-profile 
parameter space exhaustively, using simulation rather than searching the space using 
the GA. Perhaps not as elegant, but I hoped for a clear answer. 

I decided not to continue using NetLogo (and certainly not to start coding in 
C); instead, I taught myself R.23 Using R I wrote code to simulate exploration in 
the risk-profile space for eight methods of choosing among risky outcomes.24 The 
paper that resulted (Marks 2020) demonstrates very clearly that risk-neutral decision 
makers outperform non-risk averse decision makers, whether CARA or CRRA or 
DRP utility functions (Marks 2020). 

Two of the eight methods for choosing the best of the eight lotteries, max- min 
and max–max, are straightforward: max–min chooses the lottery with the highest 
minimum possible payoff, while max–max chooses the lottery with the highest 
maximum. Think of them as the pessimist’s and optimist’s methods, respectively. 
But the simulations revealed a surprising result which demands further research: 
the (pessimist’s method) max–min, is almost twice as profitable as the (optimist’s 
method) max–max. Just why is not yet clear. But even max–min is only a fraction as 
profitable as the risk-neutral Expected-Value method. 

The question of which decision-making method gives the highest payoff in cases 
of uncertainty (where the possible pay-offs and their probabilities are known) is 
not, in general, amenable to closed-form solution. The answer is clearly that risk-
neutral methods are best, as exemplified by the Expected Value method. I believe 
that exploration of other experiments in decision making under uncertainty (with 
complete information) will confirm the generality of this conclusion. Will relaxing 
our assumptions of complete information about possible outcomes and their proba-
bilities result in different conclusions? This awaits further work. Marks (2020) was  
chosen for the Award for Best Paper at DECON 2019: the International Conference 
on Decision Economics, held in Ávila, Spain, on June 26−28, 2019.

23 R is a programming language and free software environment for statistical computing and graphics 
supported by the R Foundation for Statistical Computing. It is widely used among statisticians and 
data miners for developing statistical software and for data analysis. As of January 2021, R ranks 
9th in the TIOBE index, a measure of popularity of programming languages. 
24 See the R code at https://www.agsm.edu.au/bobm/papers/riskmethods.r. The R code sets up eight 
six-prize lotteries, with the prizes chosen randomly between +$10 and −$10. For each of eight 
methods of choosing one of the eight lotteries, there were 10,000 repetitions. See Marks (2020) for  
more details. 

https://www.agsm.edu.au/bobm/papers/riskmethods.r
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15.7 Connection with Shu-Heng Chen 

I believe I first met Shu-Heng Chen at the 1st International Conference on Computa-
tional Economics, held at the University of Texas, Austin, May 21−24, 1995. At my 
invitation, in 2000 he came to Sydney and gave a presentation, “Genetic program-
ming in the agent-based modeling of artificial stock markets,” at the AGSM, UNSW, 
on February 15, 2000. 

In 2001 he invited me to submit two papers for volumes that he was editing. 
The papers are Drake and Marks (2002) and Marks (2002a), published in Genetic 
Algorithms and Genetic Programming in Computational Finance and Evolutionary 
Computation in Economics and Finance, respectively. In return, some years later, as 
guest editor with Nick Vriend of the The Knowledge Engineering Review, a special 
issue on agent-based computational economics (ACE) (Marks and Vriend 2012),25 

I invited Professor Chen to contribute a paper, Chen et al. (2012).26 

In July 2005 we were both in Bielefeld (at the the International Workshop 
on Agent-Based Models for Economic Policy Design, ACEPOL05) when Akira 
Nakatame invited some of us (including Shu-Heng and me, and other contributors 
to this volume) to become members of the Editorial Board of the new journal, the 
Journal of Economic Interaction and Coordination, the official journal of the new 
association, the Society of Economic Science with Heterogeneous Agents.27 We have 
remained on the Editorial Board since then, and Shu-Heng is now co-editor. 

At Professor Chen’s invitation, in October 2005 I presented the Fourth Herbert 
Simon Seminar Series, on Agent-Based Computational Economics and Market 
Design, at the Artificial Intelligence Economics Research Center, Department of 
Economics, National Chengchi University, Taipei, and the National Kaohsiung 
University of Applied Sciences, Taiwan, on October 23−28.28 These lectures were 
published as Marks (2006a), which, Shu-Heng Chen tells me, inspired his later 
research on agent-based modeling of lottery markets (Chen and chie 2008). At his 
invitation in 2013, I delivered three tutorials on “Validating Simulation Models, 
and Multi-agent Systems in the Social Sciences” at the Computational Finance 
and Economics Technical Committee (CFETC) of the Computational Intelligence 
Society (CIS) of the Institute of Electrical and Electronic Engineers, Inc. (IEEE) in 
Singapore in April 2013.29 

25 I thank Peter McBurney and the editors of the KER for this opportunity. 
26 With over 270 cites in Google Scholar, this is Professor Chen’s second most cited paper. 
27 In November 2005 JEIC’s Editors in Chief: Akira Namatame, Tomas Lux, and Robert Axtell; 
Editorial Advisory Board: Mauro Gallegati, Masanao Aoki, and Alan Kirman; Editorial Board: 
Hideaki Aoyama, Yuji Aruka, Damien Challet, Shu-Heng Chen, Silvano Cinotti, Robin Cowan, 
Giorgio Fagiolo, David Green, Shouta Hattori, Dirk Helbing, Cars Hommes, Neil Johnson, Taisei 
Kaizoji, Sheri Markose, Matteo Marsili, Robert Marks, Denis Phan, Massimo Ricottilli, Erico 
Scalas, Frank Schweitzer, Didier Sornette, Hideki Takayasu, Leigh Tesfatsion, Zoltan Toroczkai, 
Bernard Walliser, David Wolpert, and Hirosi Yoshikawa. 
28 See my web page for these lectures, at https://www.agsm.edu.au/bobm/teaching/Taiwan.html. 
29 These tutorials are at https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut01pr-3.pdf and 
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut02pr-3.pdf.

https://www.agsm.edu.au/bobm/teaching/Taiwan.html
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut01pr-3.pdf
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut02pr-3.pdf


302 R. Marks

At Professor Chen’s urging, I submitted a paper to DECON 2019: the International 
Conference on Decision Economics, held in Ávila, Spain, on June 26−28, 2019. That 
paper, Marks (2020), was judged the Best Paper at the Conference. Professor Chen 
was one of the conference organisers, and co-edited the conference proceedings. 

Professor Chen’s simulation study (Chen and Huang 2008) examines the survival 
dynamics of investors with different risk preferences in an agent-based, multi-asset, 
artificial stock market. They find that investors’ survival is closely related to their 
risk preferences. Examining eight possible risk profiles, they find that only CRRA 
investors with relative risk aversion coefficients close to unity (that is, log-utility 
agents) survive in the long run (up to 500 simulations). This is not consistent with 
my findings in Marks (2020), whence I would expect risk-neutral agents to survive 
longer; these results remain to be reconciled. 

My records reveal that Professor Chen and I have met at conferences in Austin, 
Texas (1995), Geneva, Switzerland (1996), Orlando, Florida (1999), Lake Arrow-
head, California (2003), Kyoto (2004 and 2006), Bielefeld, Germany (2005 and 
2010), Sydney (2009), Singapore (2013 and 2014), London (2014), and Ávila, Spain 
(2019).30 Given our peripatetic movements (at least before COVID), there might 
well have been other occasions. 

15.8 Conclusion 

I have outlined how my research has evolved since 1987, the techniques I have 
used, and the results I have obtained. Moving from simple algorithms submitted to 
an in silico tournament of oligopolistic price competitors, to early adoption of the 
genetic algorithm in the Iterated Prisoner’s Dilemma, and then to examining histor-
ical, asymmetric oligopolistic pricing decisions with multi-population agent- based 
models, and then to using the GA to search for the best risk profile for decision

30 Respectively, the 1st International Conference on Computing in Economics and Finance (CEF 
1995), Austin, May 21−24; the 2nd International Conference of Computing in Economics and 
Finance (CEF 1996), Geneva June 26−28; GECCO-99: the Genetic and Evolutionary Computa-
tion Conference, Orlando, July 13−17; the 2nd Lake Arrowhead Conference on Human Complex 
Systems, March 19−22; the 3rd International Workshop on Agent-based Approaches in Economic 
and Social Complex Systems (AESCS’04), Kyoto, May 27−29; the First World Congress on 
Social Simulation, Kyoto, August 21−25; the International Workshop on Agent-Based Models for 
Economic Policy Design (ACEPOL05), Bielefeld, June 30−July 2; and Advances in Agent-Based 
Computational Economics (ADACE 2010), Bielefeld, July 5−7; the 15th International Conference 
on Computing in Economics and Finance, UTS, July 15−17; Towards Large Multiscale Simula-
tions of Complex Socio-Economic Systems of Heterogeneous Interacting Agents, the Society for 
Economic Sciences of Heterogeneous Interacting Agents (ESHIA), Nanyang, November 18−19; 
the 18th Asia Pacific Symposium on Intelligent and Evolutionary Systems (IES’2014); the IEEE 
conference on Computational Intelligence for Finance Engineering & Economics (CIFEr’2014), 
London, March 27−28; and DECON 2019: the International Conference on Decision Economics, 
at the 17th International Conference on Practical Applications of Agents and Multi-agent Systems 
(PAAMS), Universidad de Salamanca, Ávila, Spain, June 26−28. As well as his presentation at 
UNSW Sydney in February 2000. 
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makers facing uncertainty, to exhaustive simulations of this issue, I have encoun-
tered my friend Shu-Heng Chen many times, and greatly benefitted from his advice, 
invitations, and suggestions. 

If there is a moral for young researchers in all this, it is to follow one’s nose or one’s 
hunch. And listen to your students: several times students told me about research I was 
unaware of.31 It also helps to talk with researchers in other disciples—marketing, 
computer science, political science, applied psychology—and I was fortunate to 
have such colleagues, including Shu-Heng Chen. The resulting papers might not 
appear in Econometrica, but it is now possible to publish them on-line, and there 
are also a growing number of cross-disciplinary outlets, as the Internet affects the 
core disciplines. Above all, use your imagination—technical skills are all very well 
(necessary) but hardly sufficient: a desire to answer previously unanswered questions 
(or perhaps to answer questions that have never previously been asked) requires a 
bold imagination. 
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Chapter 16 
Extending Herbert Simon’s “Science 
of Design”: the Role of Collaboration 
and Users in Development of Technically 
Advanced Systems 

Ben Vermeulen and Andreas Pyka 

Abstract While Herbert Simon’s formalistic perspective on the process of design 
is widely influential, it has shortcomings in prescribing the development of techni-
cally advanced systems. Notably, it does not explicate how the development requires 
decomposition into subsystems and subsequent distribution of tasks over domain 
experts. In addition, it has an immutable “outer environment” spanning require-
ments and thus does not address how development iterates between articulation of 
user requirements and technical specification co-evolving towards a concrete design. 
Given the distributed nature of development activities, expert agents working on 
specific problems and subcomponents need ways to overthrow the current decom-
position and project organization to escape unforeseen development lock-ins, tech-
nical infeasibility, and market unviability. This chapter extends Simon’s “science of 
design” with his notions of problem-solving heuristics and system modularization 
and synthesizes a conceptual process model of system decomposition, organiza-
tion of collaborative development, and exploration of user requirements. Moreover, 
it stipulates the role of communication and decision heuristics for agents working 
concurrently and consecutively in a collaborative, distributed development process. 

Keywords Technology development · Design process · Collaboration ·Market 
uncertainty 

16.1 Introduction 

In studying conceptual formalizations of the process of development of systems, 
one is bound to run into Herbert Simon’s work. Herbert Simon introduced a 
wide variety of ground-breaking concepts to describe the (ideal–typical) process
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of searching for a design (Simon 1988), recursively solving problems (Simon and 
Newell 1971), discovering laws of nature (Simon 1977, 1992), etc. Moreover, he 
provided concepts and insights in the properties of the structure of systems, notably 
near-decomposability (Simon 1962). As a testimony to the applicability, his concise 
conceptual models of learning, cognitive problem-solving, and design processes have 
laid the foundation for artificial intelligence, expert systems, and other types of deci-
sion support software. Indeed, Simon wrote, elatedly, that this “science of design” 
is not only possible, but is actually emerging in engineering schools, notably in 
computer science and systems engineering, and in business schools through manage-
ment science (Simon 1988). As such, one may expect that Simon’s work may also 
be applicable in describing the (ideal–typical) process of development of technically 
advanced systems. Optimistically, a Simonian formalistic approach could ultimately 
form the basis for design support software or even unattended artificial intelligence 
coming up with designs for such systems. 

Despite the optimistic outlook, we argue that the “science of design of the arti-
ficial” falls short for real-world design processes, notably when it comes to tech-
nically advanced systems. Just as in the theory of human problem-solving, Simon 
essentially focused on the tasks/ activities of a single focal information processing 
system applying heuristics to adapt an ‘inner environment’ to the immutable ‘outer 
environment’. A wide variety of scholars have readily elaborated on limitations of the 
stylizations of Simon (Visser 2010; Hatchuel 2002; Ohlsson 2012; Dorst and Dijkhuis 
1995; Carroll 2006). For one, Hatchuel (2002) argues that the process of design is 
characterized by an ill-structured nature and a formalization thereof should as such 
allow unexpected expansion of concepts and constraints. Notably, the design process 
also includes distinguishing what is the ‘inner’ and ‘outer’ environment, learning 
what is to be learned, and even designing learning devices to do so. A particularly 
blatant omission as source of uncertainty is the relevant presence of other agents and 
the role of social dynamics (see e.g. Carroll 2006). After all, particularly for techni-
cally advanced systems, over the course of materialization there are problems to be 
solved and design decisions to be made that are not within the technical expertise of 
the focal agent. As such, the system may thus get decomposed into subsystems, and 
certain developments may be allocated to different domain experts. These domain 
experts subsequently collaboratively develop the system at hand. Moreover, the orga-
nization of the development project may well evolve with the technical challenges 
to be solved, particularly if the targeted functionality or design changes. Given the 
potentially complex interaction across subsystems in the different domains, there 
is substantial uncertainty on the feasibility during the progressive materialization. 
Moreover, particularly when (sub)systems are tested in real-world settings, the poten-
tial users of the system and other stakeholders may have different requirements than 
foreseen and may thus trigger a reset of the design and introduce new technical 
problems to be solved. 

This chapter pays heed to both the factors of uncertainty and particularly the ‘social 
side’ of the development process. Note that, when it comes to design processes, there 
are more holistic, less formal approaches, such as design thinking (see the review 
in Micheli et al. 2019), and rather more structured methods such as new product



16 Extending Herbert Simon’s “Science of Design” … 309

development (Ulrich and Eppinger 2016; Cooper 2004). These methods do actually 
incorporate ‘the social side’ and allow adapting to unexpected change of concepts 
and constraints. However, unlike Simon’s science of design, these methodological 
frameworks are conceptually quite involved. Instead, here, we revisit Herbert Simon’s 
framework to introduce collaboration of developers as well as customers (or rather, 
henceforth: users) in the invention, development, and design of an advanced system. 
In particular, we extend Simon’s theoretical concept of iterative tree traversal for 
technical system development with several own concepts. These concepts are to 
highlight the co-evolutionary interaction of the system development process with 
search for the organization of the project with various experts and market exploration. 
We hereby build on insights from two previous studies: one on the process of invention 
of the heavier-than-air aircraft (Vermeulen and Guffarth 2017) and an extensive 
ethnographic study on the design of robots (Sorenson et al. 2019). 

The structure of the chapter is as follows. A stylistic model of the process of 
technology development is given in Sect. 16.2. Generally, in the development of 
technically advanced systems (such e.g., aircraft and robots), agents with different 
expertise are involved. Section 16.3 describes the collaborative development process. 
Moreover, quite unlike other studies on collaboration in design, problem-solving, or 
development, a more long-term evolutionary perspective is taken. Development of 
many systems starts off with functional decompositions to -in part- be able to rely on 
‘off-the-shelf’ components made by others. As such, the concept of ‘collaboration’ 
can be stretched to describe a process of accumulation, decomposition, selection of 
designs, artifacts, shelved knowledge, etc. fragmented across space and time possibly 
(but not necessarily) without working together explicitly. In addition, in developing 
a technical system, the developers may well have to discover who to design for. 
So, another obvious but quite different agent central in any technology development 
process is the user (which Simon occasionally referred to as “the client”). The role 
of users is described in Sect. 16.4. Although users are less explicit in early invention 
processes that typically focus on mere technical feasibility, the requirements of users 
are best not ignored in the design and development of products for a commercial 
market. Not only may user requirements be uncertain, they may evolve and depend 
on design decisions. Moreover, there may be different users with requirements that 
cannot be reconciled technically in one and the same design. A synthesis of Simon’s 
work on design science and our additions on the role of collaboration and users is 
provided in (Sect. 16.5). From the framework thus obtained, it is clear that developers 
will have to prudently bootstrap out of the market and technological uncertainty by 
having (potential) users articulate requirements based on pilots with experimental 
technology. This has to be done, in conjunction, while making design and system 
decomposition decisions to be able to divide and distribute development tasks over 
agents collaborated with, which subsequently impede system changes and constrain 
markets that can be served.
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16.2 A Process Perspective of Technology Development 

Here, we present a conceptual perspective on the process of ‘technology develop-
ment’, with a particular interest in creating a technically advanced system that is 
new to the world. In our view, technology development includes activities ranging 
from coming up with concepts, imagining and constructing the physical form, testing 
in real-world settings, experimenting with technical alternative elements to further 
advance particular properties, etc. The process of developing a complex, technically 
advanced system (e.g., aircraft, robot) includes finding a configuration of components 
that provides particular functionality to the envisaged user of the system. Technology 
development encompasses (i) invention (leading to a rudimentary but functioning 
instance of something new to the world), (ii) innovation (enhancing the performance 
of the system in real-world applications), and (iii) design (imagining, conceptual-
izing, or shaping the instance/ physical artifact following a narrative of its use and 
functioning). The perception of what entails ‘designing’ differs between academic 
fields and communities of practitioners, but a more detailed treatise is out of scope of 
this chapter Note that an invention is a concrete, physical artifact and an innovation 
is a further enhancement/ improvement thereof, while a design may be a physical 
instance, but also just a plan or narrative of the functioning of the invention or inno-
vation. So, as such, designing is a more generic activity. The technical feasibility of a 
design can only be established by testing the artifact in the real world. In development 
and design of a technically advanced system, developers are constantly engaged in 
(i) heuristic search for solutions to technical problems; (ii) recursing through task 
trees and iterating between system design, subsystem development, and testing; and 
(iii) bootstrapping out of market and technical uncertainty. These three activities are 
now described in more detail. 

16.2.1 Search Process, Including the System Design 

Extending the formalistic perspective of search processes in problem-solving and 
scientific discoveries so characteristic of his work, Simon argues that design is 
searching through a space of possible artifacts, thereby using heuristics and learning 
instruments. To make use of Simon’s work as the basis for our description of the 
ideal–typical process of developing a technically advanced system, we revisit two 
central conceptions. Firstly, following Simon, we perceive the system as a hierarchy 
of subsystems. Decomposing a complex system in the form of hierarchies allows 
making search a near-decomposable process (Simon 1962): “Subparts belonging to 
different parts only interact in an aggregative fashion – the detail of their interac-
tion can be ignored”. Secondly, the process of coming to a design for that system is 
also regarded as a problem-solving activity. Hereby, the problem-solver is plagued by 
bounded rationality and thus needs to resort to heuristics. Unlike the critique of some 
design methodologists (Dorst and Dijkhuis 1995), Simon did not argue design was a
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rational optimization process, but rather that it is boundedly rational search following 
a certain logical regularity. Instead, due to a variety of cognitive limitations (such 
as working memory restrictions, computational power), human developers resort 
to rules-of-thumb, effort reduction mechanism, etc. generally plotting non-optimal, 
heuristic search trajectories through design problem space. Heuristics are applied to 
move from solution to solution for a technical problem, from design to design, and 
decomposition to decomposition for a system. Depending on the evaluation criteria, 
there are some selection mechanisms that condition the structure of the system. In 
fact, natural selection drives the evolutionary emergence of near-decomposability 
(see e.g., Simon 1962). As such, from here on, it is assumed that the system is a 
near-decomposable hierarchy of subsystems. There is a wide variety of advantages, 
not only from the perspective of system performance, but also in the design and 
technical problem-solving at the level of the subsystems. Such a structure facilitates 
the organization of the project and distribution of tasks across agents with relevant 
expertise (see Sect. 16.4). 

16.2.2 Recursing Through Task Trees 

There are various ways in which new technology comes into existence, but whether 
it is by gradual materialization of abstract concepts or from combining existing 
artifacts and evaluating the use, development involves solving technical problems. 
Adopting Simon’s formalization of problem-solving activities, technology devel-
opment is perceived as traversing through task trees and recursively solving tech-
nical bottlenecks that in turn also require formulating (new) low-level task trees to 
subsequently traverse. However, while doing so, inventors may encounter (yet) unre-
solvable or insurmountable issues, which thus feed back to higher levels and may 
cancel and revise parts of the current task tree. Technology development thus involves 
recursively solving technical problems to ultimately come up with an instance for 
experimentation, testing, and reflection on choices. The results of these tests may 
in turn also lead to redefining goals, representations, and defining new (sub)trees. 
Moreover, the task tree itself is based on the system decomposition and development 
tasks for each subsystem. Given that the process of development for each subsystem 
may thus take place across time and space, developers have to cope with require-
ments or specifications that have been fixed before. Alternatively, the developers 
may fix them under uncertainty about the technical feasibility or market viability. 
Upon encountering issues, the developer has to decide whether to develop something 
afresh, overthrow the existing requirements, whether to abandon existing methods, 
look for alternative tools, etc. 

Following existing complexity-theoretical conceptualizations given in Vermeulen 
and Guffarth (2017), technology development up and until invention is an iterative, 
recursive process consisting of
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(i) Defining functionality (‘what should it do’), formulating a technological 
decomposition into interlocking subsystems jointly providing particular func-
tionality (‘how to do that’); 

(ii) Designing individual subsystems, experimenting in restricted/ laboratory 
settings, thus gaining an understanding of operational principles, which in 
turn possibly lead to a reformulation of system design, functionality or 
configuration; 

(iii) Assembling the full system for tests in different configurations under real-
world circumstances, which may lead to a redevelopment or even a complete 
redefinition of the system being invented. 

This model will be extended in the remainder of this chapter. 

16.2.3 Bootstrapping Out of Uncertainty 

Since technology development is characterized by technological uncertainty 
(‘unknown unknowns’), the developer is likely to encounter unforeseen technical 
issues that lead to updates of the task tree. In addition, the exact system requirements 
often only become clear with further materialization and subsequent expounding in 
practice with potential users. Changes in the requirements to fulfill may also lead to 
additional tasks to fulfil. However, who is to be considered the targeted user often 
only becomes clear with successful materialization. As such, there is a ‘dilemma of 
sequentiality’: one has to decide to either rely on ill-defined demand to guide devel-
opments that may be hard, costly, or impossible to realize or instead develop exper-
imental technology for a market that may not exist in the end. Developers now have 
to sequentially ‘bootstrap’ out of the market and technological uncertainty by grad-
ually and alternatingly fixing more of the market requirements or fixing more of the 
design and material form. For instance, whenever an experimental product is tested 
with potential users, it may not yet fulfil its function fully (e.g., tests with a construc-
tion co-bot revealed that it was yet too slow and unwieldy for the workers) or may not 
be suitable for each user and thus exclude some unintentionally (e.g., tests with an 
educational robot revealed that it could not be properly operated by schoolchildren 
because the controls were made for the bigger hands of adults). Picking a particular 
application may subsequently restrict the material form or change the concept, which 
limits the users to target (e.g., a harvest robot requires a leveled guide rail, making it 
suitable for modern greenhouses but leaving it unsuitable for variable outdoor situ-
ations). These findings would subsequently trigger new development activities or 
rather change the market to target. As such, arguably, the task tree is to contain a mix 
of activities in obtaining market requirements and technology development. Given 
this bootstrapping, there is co-evolution of fixed technical specifications and articu-
lation of user requirements. In addition, developers may conduct develop-test-plan 
cycles with users but may decide to do in a ‘staggered fashion’, i.e. only gradually 
extend the set of stakeholders involved over time (see Sect. 16.4).
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16.3 Collaborative Development 

Simon focused on the tasks and activities of a single information processing agent. 
Hereby, this agent applies heuristics in designing an artifact mostly from the ground 
up, seeks to discover laws and regularities, and solves problems arising. In this section 
that conceptual framework is extended with notions of collaboration. The develop-
ment of a technically advanced system often requires collaboration of a multitude of 
specialized experts. In some cases, the development of such a system takes place in a 
single team and is organized and coordinated methodically in one common project. 
In many cases for a mass-produced product, a supply chain of firms (e.g., automo-
bile, cellphone) produces components that are assembled by a system-integrator. In 
this case, there is incremental development of otherwise fairly standardized compo-
nents in Research & Development departments of vertically specialized firms. In 
other cases, the development of a yet ill-defined system takes place haphazardly in 
different projects across time and space, often without any formal links, with tech-
nological knowledge shelved in books or passed down embodied in artifacts, etc. 
However, in general, development projects require search and problem-solving in 
both the design and the organization space in conjunction. Here, two elements of the 
process of collaborative development are discussed. Firstly, there is accumulation of 
technology fragmented across time and space, which underlines the significance of 
taking stock of what other agents are doing. Secondly, there is a challenging relation-
ship between (i) system design and its decomposition, (ii) the decoupling between 
and matching of development tasks and skills of agents in the organization of devel-
opment, and (iii) options to change design or reverse development decisions given 
the progressive organization of industries. These two elements are discussed below. 

16.3.1 The “Blackboard” with Fragmented Accumulation 
of Technology 

In general sense, technology accumulates and evolves over time (Basalla 1988), 
whereby discovery of one may lead to the discovery of another (see e.g., Arthur 
2014). As such, quite naturally, developers often do not know the origins of general 
technological knowledge, tools, etc. However, even in concrete projects, when asked 
about the origin of design decisions, resources and artifacts used, and other agents 
involved, developers are often only able to reveal a small part (Sorenson et al. 2019). 
In many cases, design considerations are embodied in artifacts passed down, knowl-
edge is shelved as book, possibly codified by actors not or no longer involved, and 
in many cases information on decisions is missing the context. In fact, the course of 
technology developments in the narrow context of a concrete project may be affected 
quite strongly by what is known, available, etc. to those developing. 

An analytical lens on technology accumulation is Simon’s “blackboard”, which 
is a long-term memory used to communicate information across different subtasks
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regardless of where in the task tree the agent is working (Simon 1977, p.297). 
The use of such a blackboard is a long-standing, commonly used technique in 
distributed problem-solving (see e.g., Decker 1987). Here, it is perceived as (possibly 
partial) memory to share information across time and space on imaginaries, interme-
diate (re)design considerations, reports on failed and successful tests, experimental 
subsystems, artifacts, even search heuristics, etc. 

To illustrate the fragmented accumulation of technology and significance of infor-
mation stored on the blackboard, let’s look at the (well-documented) process of 
invention of the heavier-than-air aircraft ultimately culminating into the Wright 
brothers’ aircraft. For an elaborate description, the reader is referred to Vermeulen 
and Guffarth (2017). In this case, a whole range of inventors developed imaginaries, 
concepts, toys, artifacts, and even test facilities, fragmented over the entire nineteenth 
century in several countries (UK, France, Germany, USA, notably). In many cases, 
these inventors built upon prior work done in different eras, in different places; 
often without direct communication; this pertains to coming up with a functional 
design (e.g. ornithopter), system decomposition (e.g., the combination of wings 
for lift and a propeller for thrust), or a subsystem that is (re)used (e.g., the steam 
engine). It was already for George Cayley in 1809 to formulate a configuration of 
a fixed wing, a fuselage to carry the pilot, and an adjustable horizontal and vertical 
tail for stabilization and control. William Henson read his work and designed and 
received a patent on his Aerial Steam Carriage in 1843, of which technical drawing 
and images of an aircraft with propellers flying (e.g., over the Egyptian Pyramids) 
appeared in newspapers internationally. Only few inventors largely ignored practical 
design considerations of others before. There are counterexamples, but these actu-
ally underline the value of taking stock of what is on the blackboard. Clement Ader, 
for instance, spent considerable amounts of money on developing his bat-like Eole 
and Avion in the 1880s and 1890s. However, the designs were already considered 
ridiculous in that era. The Wright brothers argued that Ader, by his “slavish imitation 
of nature”, had produced wings with not enough ribs to give sufficient support or 
uniform lift, ultimately making “the whole machine [] ridiculous” (Hallion 2003, 
p.136–137). However, on the other hand, taking stock of and building upon existing 
technology may actually also inhibit progress. Particularly the maturity of the tech-
nology may have developers (erroneously) focus on other subsystems as bottleneck. 
For instance, with steam engines driving trains and busses in many countries, the first 
experimental heavier-than-air aircraft were also equipped with steam engines (e.g. 
Henson & Stringfellow’s Ariel in 1843 and triplane in 1868 in the U.K., Thomas 
Moy’s Aerial Steamer in 1875, Maxim’s vehicle in 1890, Ader’s Eole in 1890 in 
France, but also Langley’s Aerodrome models in the U.S.A. in the early 1890s). 
However, these engines simply had a highly unfavorable power-to-weight ratio. 

This notion of fragmented accumulation does not concern just components alone, 
but also very generic skills (e.g., the practical experience in making artifacts such 
as train parts or bicycles), availability of certain tools (e.g., the wind tunnel), or the 
overall functional design (having to have lift, overcome drag, provide thrust). Some 
of the developments were deliberate following up on efforts of others. For instance, 
the Wright brothers read on the use of wind tunnels in Chanute’s 1884 book. They
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proceeded building one in 1901, following examples of Wenham in 1871 and Phillips 
in the 1880s. Moreover, while the Wright brothers are credited for the significance of 
their focus on control of aircraft rather than autostability, they developed the inferior 
mechanism of ‘wing warping’ for roll control, instead of using Boulton’s ailerons 
invented in 1868 or Goupil’s elevons invented in 1883. Arguably, efforts of Samuel 
Langley (his publications and study visits to Europe) and particularly Octave Chanute 
(his many articles and 1894 book “Progress in Flying Machines” containing findings 
of many inventors, the 1893 conference he organized, his extensive correspondence 
with the Wright brothers, etc.) were of great significance as ‘shelved technological 
knowledge’. 

The notion of fragmented accumulation and the role of the blackboard therein 
underlines that, regardless of whether these agents are actively communicating, the 
technology development is distributed and quasi-collaborative. The significance of 
this ‘blackboard’ of course speaks in favor of patents to disclose technological knowl-
edge. In addition, there are various concepts in which agents (mostly firms) freely 
share their design and development results for other agents to extend, despite poten-
tially competing interests, see e.g. ‘collective invention’ (Allen 1983; Nuvolari 2004; 
Powell and Giannella 2010). 

16.3.2 Organization of Collaborative Development 

Apart from the implicit “collaboration” by means of using technological knowl-
edge accumulated on a collective blackboard, there is often explicit collaboration. 
During the last couple of decades, a variety of organizational concepts for collabo-
rative development have emerged, such as distributed innovation, open innovation, 
collaborative innovation, private collective innovation, etc. These conceptual frame-
works focus mostly on the organizational modes, legal matters, business models, 
etc. Since the early 80s, however, there is also mounting attention for low-level 
formalistic frameworks on collaboration., e.g. in problem-solving (e.g., Cammarata 
et al. 1983; Smith and Davis 1988), design (e.g., Fischer et al. 1992; Cross and Cross 
1995; Decker 1987), innovation (e.g., Lakhani and Panetta 2007; Baldwin 2012), and 
decision-making (e.g., Bonabeau 2009). The collaborative development of a techni-
cally advanced system may require formulating subtasks and distributing these over 
domain experts. The solutions to the various subproblems/ tasks can then ultimately 
be synthesized into one (see, e.g., Smith and Davis 1988; Cammarata et al. 1983). 

In general, collaborative development has vertically specialized agents work in 
parallel and in relative autonomy on their individual development subtasks. Ideally, 
these subtasks are allocated based on the match with their skills, expertise, knowl-
edge, and resources. The fact that collaborative development often has agents work 
in relative autonomy on their subsystem of course poses new challenges. The design 
choice, system decomposition, and subsequent task allocation in the early phases 
‘feed forward’ into the development options for the agents in later phases. These 
specialized agents then work within the search space allocated to them, but may
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have an incomplete and possibly even incorrect representation of the outer environ-
ment or possibly limited information on actions of other agents. The technological 
solutions for subsystems used in the current design are then largely based on deci-
sions taken by others, often already earlier. As we have seen in Sect. 16.2, the actual 
development and design process is iterative and recursive (at least, at the engineering 
level). Particularly whenever design choices have to be made, a burst of communi-
cation between agents would have to be accommodated. The design of complex, 
technically advanced systems often involves long-term, indirect communication on 
the design process itself, knowledge of artifacts created by others, and rationales for 
previous design decisions— all of which calls for supporting systems with long-term 
memory (Fischer et al. 1992). 

Whenever industries start to emerge, modularization of designs (i.e., reducing 
technical relationships by standardization of interfaces between modules) facilitates 
distribution of development tasks between vertically specialized agents (cf. Baldwin 
and Clark 2000; Frenken 2006; Sanchez and Mahoney 1996). As a consequence 
of the limitations in the design space for agents both in individual projects or in 
industrial development, there are organizational impediments of system change. If 
there is vertical specialization, developers responsible for different subsystems are 
employed by different firms and institutes. The ability to (give direction to) change 
the system design are then limited by the boundaries of firms and institutes and their 
relationships. In fact, it is a severe challenge for an individual agent to reverse design 
and development decisions across subsystems. So, arguably, upon encountering a 
bottleneck during the traversal of the task tree, it should be possible to collectively 
change the system design and the organization of the development activities. In 
absence thereof, developments may be largely locked into the system design from 
the start. 

The division, distribution, and allocation of the subtasks as well as communication 
procedures are actually part of the problem (Cammarata et al. 1983). Indeed, the group 
of agents needs to decide and agree on the organization and communication policies 
to deal with matters such as sharing of resources and resolving interdependencies 
between subtasks across technical interfaces (see e.g., Cammarata et al. 1983). On 
top of the purely organizational challenges to changing the system design, agents 
may also have conflicting strategic interests. For example, agents may seek to use 
technologies that are not compatible. Some form of arbitration may be needed to 
resolve such conflicts and move forward with the technology development. 

16.4 Coping with Users in the ‘Outer Environment’ 

Recent history is littered with experimental products that, once piloted in a real-world 
context, proved to be technologically inadequate, excluded particular users uninten-
tionally, left users concerned about safety or privacy, etc. Many of these products 
never diffused on a large scale and only few of them are now still remembered. 
However, technologies such as LaserDisc, Windows 8, MySpace, Google Glass,
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the Concorde, and the Blackberry phone enjoyed a modest or brief market uptake 
but were soon outcompeted by alternative designs. Many aspects of the design are 
decided upon rather early on in the development process. However, consequences 
of these decisions may become clear only during tests, pilots, or even only upon 
implementations. While ‘the client’ ultimately is the provider of ‘needs and wishes’ 
to be targeted, the science of design does acknowledge that the ‘outer environment’ 
may be unclear and in fact evolve, e.g. subject to changing professional norms and 
government interventions (Simon 1998, p.150). Moreover, the actual ‘outer environ-
ment’ is actively shaped; explicit demand is often non-existent and partly created. So, 
there is uncertainty about who is ‘the’ user and, moreover, these users have ill-defined 
requirements. As such, it makes sense to discuss when, why, and how developers 
(should) make particular design decisions, and when, why, and how users are (to be) 
involved. Early involvement of users is at the forefront of design methodologies such 
as new product development and design (Ulrich and Eppinger 2016; Cooper 2004; 
Cooper and Kleinschmidt 1995), co-creation and co-design (Sanders and Stappers 
2008; Prahalad and Ramaswamy 2004), and design thinking (Micheli et al. 2019). 
Seemingly, it is commendable to follow a -what we refer to as the- micro-level 
“develop-test-plan cycle” strategy of observing users engage with early designs and 
then plan new development activities (Sorenson et al. 2019). However, such early 
involvement may not be a guarantee for “success”. There are several reasons as to 
why artifacts may not be technically feasible or market viable (yet) and why early 
involvement of users may actually be challenging. Here, it is elaborated how devel-
opers are posed with the challenges that (i) the requirements of users may not be 
known and may even be irreconcilable, (ii) the requirements depend on the material-
ization and vice versa (and yet design decisions have to be made at some point), (iii) 
other stakeholders such as intermediaries and representatives are also present and 
introduce their own (biased?) requirements, and lastly (iv) development decisions 
affect options to engage with users and hence adapt the design later. 

16.4.1 Irreconcilable Requirements of Users 

The development of an artifact commences with (implicit) articulation of its functions 
for targeted users. In case the size of the various market segments and the preferences 
of the users are known (and constant), marketing research models would theoretically 
allow optimization of product designs (cf. Green and Krieger 1989). However, there 
is substantial market uncertainty, as not only are there different user segments of 
which the size may be unknown (rather than a single ‘representative’ user), also their 
exact requirements need not be known yet. While well-possibly deemed out of scope 
of Simon’s perspective, a method for practical design of artifacts should arguably 
deal with the uncertainties about requirements on functions and usage. Given that 
near-exhaustive exploration of all user requirements would be costly, developers 
resort to satisficing and halt once a ‘sufficiently clear’ image of those requirements 
is obtained. However, it is arguably not only about not knowing requirements or
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the exact distribution of numbers of users with particular requirements. Reconciling 
the requirements of the various segments in a single design may be commercially 
unfavorable or technically challenging. It may well be that developers have to make 
trade-offs (Consumer X likes A and B, but the design can technically not offer both 
at the same time), make in-/exclusion decisions (Consumer X likes A, Consumer Y 
dislikes A), and resolve design conflicts (Consumer X likes A, Consumer Y likes B, 
but the design cannot offer both at the same time). 

Given the user diversity and possible ‘irreconcilability’ of hard functional require-
ments, the developer is to make choices about design aspects in relationship to the 
users that are thereby in/excluded. Sorenson et al. (2019) provides the description of 
a case in which a co-bot is developed to lift, transport, and keep in place heavy objects 
during construction. The robot was saluted particularly by a few older workers, which, 
after having it done for many years, dreaded the ‘backbreaking task’ with these heavy 
objects. However, the robot was at that time still quite slow and unwieldy, and younger 
workers preferred doing the task manually as they could thus earn more under the 
piece-rate pay. Given that teams were composed of both such older and younger 
workers, the robot ended up not being used at all. Of course, from the designers’ 
perspective, such trade-offs, conflicts, and exclusions would ideally be discovered 
early on, so as to prevent consuming time or resources on exclusive design priorities. 
To this end, designers should expound their designs in an explicit user context. One 
way to resolve irreconcilable requirements may be to modularizing the subsystems 
that inadvertently exclude certain types of users. The developer may then develop a 
subsystem variant for each type of user. 

While there are algorithms that optimize product design and market segment 
choices (cf. Green and Krieger 1989), these require knowing the market size and 
preferences. While such algorithms are expected to perform poorly under uncer-
tainty, they may perform relatively well under unbiased noisy observations of the 
users’ preferences and requirements. To obtain these observations, one should inter-
view potential users or even ‘crowd source’ the actual selection of system features 
and functions to broad panels of users. This may be a viable strategy for generic 
technology with obvious functions and for which there are many potential users (e.g. 
household appliances). It is less so for technically advanced systems with specific 
users and involved functions (e.g. professionals, institutions). Vermeulen et al. (2020) 
reports on experiments with human subjects with a serious game on product design 
and market exploration under resource scarcity. The experiments revealed that ‘unfo-
cused’ exploration of market segmentation, each segment’s requirements, as well as 
available product technologies significantly increased chances of designing a tech-
nically feasible and market viable product. Moreover, this study also revealed that 
this early exploration increased the likelihood that subjects actually find the largest 
market segment for which it can develop feasible product technology.
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16.4.2 Bootstrapping in specifications and requirements 

In Simon’s perspective, the ‘inner environment’ is adapted to the ‘outer environ-
ment’, i.e. more specifically, the system design is adapted to requirements of real-
world users. However, in addition to not knowing these requirements or possibly not 
being able to reconcile them in the design, the requirements may also become only 
apparent when the system is largely developed and used during trials or even after 
implementation. Indeed, the typical ‘linear’ or ‘waterfall’ engineering approach is to 
assume particular user requirements and characteristics of the environment, develop 
an experimental system, and then engage in adaptation and finetuning after running 
pilots in (staged) real-world settings. Apart from having an incomplete or even wrong 
impression of the requirements of users initially, it may also be that the artifact is 
later used in a context that was not considered early on in the design. One may think 
of different types of users (e.g. gender, age, handedness), use in a different environ-
ment (e.g. outdoor vs indoors), or use in a different cultural context (e.g. a Korean 
voice-operated robot used in Finland). Designs may thus have elementary flaws such 
as the use of language or symbols (e.g. on buttons), appearance (e.g. toy-like versus 
looking ‘complicated’), etc. 

However, developers need to either first fix the direction to develop technology 
and then pick the market to enter and users to target or first pick the market to 
then focus on developing the technology meeting the requirements of users in that 
market. In the first case, the developers may be convinced that “people don’t know 
what they want until you show it to them” (quoting Steve Jobs). While this may 
occasionally be true, there is also a certain risk. Once a trial version of the system 
is developed and expenses made, tests with users may reveal that initial design 
decisions were flawed (‘started developing the wrong technology’) or that there 
is actually no demand for the product. Developers may work with imaginaries on 
what the supposed users require, but the (real) users may have different ‘needs and 
wishes’. Conversely, selecting particular potential users and rigidly pursuing their 
‘needs and wants’ is also risky. After all, development activities may stray away from 
existing technological expertise (‘wrong’ targets), may lead to (unnecessarily) costly 
developments, may cause squandering resources for market segments ultimately not 
targeted, or the developers may end up with feasible technology but for an ultimately 
commercially unattractive niche. The solution to this ‘dilemma of sequentiality’ is to 
bootstrap out by alternating between obtaining user feedback with increasingly more 
specific designs and trying to develop new technology based on increasingly more 
articulated user requirements. One thus gets a temporal interleaving of market and 
technology research with a gradual convergence toward a more concrete system and 
more specific market segment to target. Moreover, particularly when investments in 
development activities are more specific for targeted market segments or require a 
substantial part of the total budget available, one may want larger samples of potential 
users. This would give more certainty on the market size and requirements.
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16.4.3 Representatives, Intermediaries and Not Just Users 

While determining the market segment and fixing the requirements is already chal-
lenging for many systems, there often are also other stakeholders besides the users, 
such as intermediaries and representatives. One may think of the physiotherapist and 
family members also using technology that essentially supports health care patients, 
or parents and teachers also using educational tools developed for children (Sorenson 
et al. 2019). A way out of the aforementioned ‘dilemma of sequentiality’ is also a 
strategy of ‘staggered expansion’ of the group of stakeholders to be involved in 
develop-test-plan cycles. The developers may first act purely on the basis of assump-
tions about the user, then involve intermediaries (possibly in several iterations), and 
in the later stages start to fine-tune with the final users (possibly in several iterations). 
A word of warning, though, as obtaining user requirements and information on the 
environment of application from those other than the user allows for blind spots, 
biases, and ignorance of these intermediaries to creep into the design. 

16.4.4 Testing of Subsystems 

Uncovering practical issues or additional low-level user requirements is also compli-
cated due to decomposition of a system into subsystems and distribution of devel-
opment tasks over domain experts. Developments in each subsystem may be very 
impactful for the performance for the entire system, yet testing with users may 
not be possible until the entire system is assembled. Consequently, it may well be 
possible that users can only be involved at stages in which impactful decompo-
sition and functionality decisions have already been taken. This becomes all the 
more obvious when thinking of advanced socio-technical systems to be operated in 
a human-centered service setting (e.g. a hospital, construction site) or become part 
of a larger system (e.g. farm, warehouse) in which the community of designers and 
developers at large has yet little experience. In this case, it may well happen that, in 
the test or implementation stages, the system will be used by non-professional users 
that give unexpected input or use the output unexpectedly, etc. Such ‘interactions’ 
may well be so idiosyncratic that they are only uncovered in test trials, pilots, or even 
actual use after implementation. 

16.5 Synthesis 

In the previous sections, it was shown how Simon’s theory of an ideal–typical search 
process in technology space is to be complemented with search in the project orga-
nization space and the market space in conjunction. At the project-level, there is
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Fig. 16.1 Process model of technology development 

search for a design, its functionality definitions, and the decomposition into subsys-
tems. In addition, in general, a team of agents has to be formed, and these agents are 
to be allocated to development tasks for subsystems. At the level of (sub)systems, 
developers either select and use existing technologies, tools, etc. or decide to develop 
such subsystems afresh and formulate, traverse, and update task trees, all interleaved 
with laboratory tests. Subsequently, tests with subsystems in isolation or the entire 
assembled system are conducted in real-world pilots to allow (i) further articulation 
of user requirements, updating the targeted user market, and (ii) determining tech-
nical issues to be resolved at the subsystem level. These tests may lead to resetting 
technical specifications or rejection/ reformulation of the design with targeted func-
tionality. A synthetic process model of technology development learning loops in 
the style of Simon is given in Fig. 16.1. 

Design Selection concerns adopting a conceptual design, possibly based on 
existing technology or analogies with nature, but definitely building upon imagi-
naries of the functionality (‘what should it do’). System Decomposition & Formula-
tion of Technical Specification concerns breaking down the system into subsystems 
to provide certain functionality. Developers have to resolve the ‘dilemma of sequen-
tiality’ by alternating between obtaining demand information as guide for develop-
ment under uncertainty about technological feasibility or developing experimental 
technology based on (premature) user requirement for which there may as such not 
be a market in the end. Developers prevent irreversible investments by interleaving 
technology developments with exploring and acquiring user requirements. 

The Team Formation and Task Allocations concerns how, based on the subsystems 
and components to be developed, a team of agents is formed and tasks are allocated 
to the team members, based on the expertise, skills, etc. The search for, selection, 
and matching of agents is based on developments required. The composition of the 
team and activity of members may change over time, depending on what is needed 
and planned. However, this decomposition and team formation has to be done rather
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early on, when user requirements are possibly not yet fully known and cannot be 
yet acquired because the system does not yet exist. The choice for subsystems may 
be based on existing, accumulated technology, standard methods, etc., which may 
form a source of lock-in, inhibiting development. Moreover, the (subteams of) agents 
developing subsystems may reside at different firms or institutes and are thus confined 
by the boundaries thereof. 

The Development and Lab Testing concerns how individual agents or subteams 
are engaged in invention, design, and development of subsystems. Agents recursively 
go through development task trees that are being updated based on test results and 
findings stored on the Blackboard. This blackboard plays a pivotal role in design and 
development decisions, as it contains generic collections of books (shelved codified 
knowledge), artifacts (embodied knowledge), imaginaries, as well as highly specific 
technical decisions made locally. From this blackboard, developers obtain informa-
tion collected across time and space and thus prevent duplication, make informed 
decisions, and focus on bottlenecks in performance. It is also used to inform team 
members and allow sensible decisions in formulating and traversing the development 
task tree in new iterations. Findings may lead to a reformulation of system design 
and functionality, and thereby even of the composition of the group of agents and 
tasks allocated to these agents. The division of tasks and distribution over different 
agents may complicate and thereby make reversing design and development decisions 
difficult and costly. 

Developments are to lead to Real-World Pilots in which subsystems and eventu-
ally the full assembly are tested in real-world circumstances with real target users. 
This may lead to discovery of technical issues or articulation of new or alternative 
requirements. This may trigger redevelopment of components or even a complete 
redefinition of the system being invented. The Articulation of User Requirements 
may be consolidating, refining, or rather reveal issues with the technical specifica-
tions assumed for development. Whenever the user requirements are irreconcilable, 
developers will have to make decisions on which users to in- or exclude, which tech-
nical features to provide and which not, or decide on a trade-off. In order to bootstrap 
out of the situation with market and technological uncertainty, developers may seek 
to expand the group of stakeholders in a staggered fashion. So, first start with internal 
assumptions, then involve representatives and intermediaries to obtain provisional 
(and possibly biased) requirements, and only later get more detailed requirements 
from potential users with concrete experimental designs. 

16.6 Conclusion 

The goal of this chapter was to study the adequacy of and extend Simon’s “science 
of design” framework for development of complex, technically advanced systems. 
The development and design of a system is seen as boundedly rational, heuristic 
search through design space, thereby traversing development task trees and using the 
blackboard to communicate across development stages. One serious shortcoming in
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Simon’s framework is that there is no ‘social side’. In his framework, a single agent 
engages in development, design, problem-solving, etc. alone. However, in many 
present-day projects in practice, systems are developed in collaboration: other agents 
perform some development tasks and solve subproblems in their expert domain. 
Even the supposedly lone inventors build upon accumulated technological knowledge 
produced by other developers scattered across space and time. Collaborative devel-
opment however introduces serious challenges of its own because the distribution and 
allocation of tasks across domain experts is based on the premature decomposition of 
the system design. To overcome system lock-in, these expert agents thus need ways 
to overthrow the current decomposition. Ideally, then, other agents are concurrently 
involved instead of in a previous phase. Another shortcoming in Simon’s work is 
that the ‘outer environment’ is partly spanned by user requirements and should be 
actively searched as well. Given that there is fundamental market and technological 
uncertainty, developers have to overcome a ‘dilemma of sequentiality’. Notably, they 
have to ‘bootstrap’ out by alternating between, on the one hand, finding potential 
users and obtaining user feedback with increasingly more specific designs and, on 
the other hand, further developing technology based on increasingly more articulated 
user requirements. 

Simon’s framework for the search for feasible system designs has thus been 
extended with search for the organization of the collaborative development project 
and obtaining user requirements through market exploration in conjunction. This is  
then not done by one and the same agent anymore, but by different agents fragmented 
across space and time and each with limited observations and partly serving their own 
interests. As such, new communication and decision heuristics are to be introduced 
to attune these search processes across agents. 

Another ‘social side’ of the outer environment that Simon ignored and we have 
not been able to discuss in this chapter is the role of competition. Simon did not 
seek to explain the drivers behind the accumulation of the vast portfolio of arti-
facts and the motives of agents to engage in technology development. For Joseph 
Schumpeter, in contrast, it is exactly the existence of autonomous agents competing 
for scarce market returns that drives technology development and explains many 
of the design choices made. After all, entrepreneurs on the supply side develop 
different designs and the customers on the demand side deselect designs that have 
inferior properties. Standardization and modularization may be a sensible strategic 
management approach, as it would allow outsourcing component production to other 
agents. This in turn triggers component innovation of competing upstream producers, 
reaping scale advantages of producing components for multiple customers, etc. More-
over, agents change the market conditions (‘outer environment’), e.g. by launching a 
cheaper, equivalent product or a superior product in higher demand. Such a Simonian-
Schumpeterian perspective on technology development is developed in, e.g. Chie and 
Chen (2013), Chen and Chie (2004), Chie and Chen (2014), Vermeulen and Pyka 
(2014a), Vermeulen and Pyka (2014b) and Vermeulen et al. (2017). 
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