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Preface

The 10th Conference onArtificial Intelligence andNatural Language Conference (AINL
2022), held during April 14–15, 2022, in Saint Petersburg, Russia, was organized by the
NLP Seminar (Russia) and ITMOUniversity (Russia). It aimed to bring together experts
in the areas of text mining, speech technologies, dialogue systems, information retrieval,
machine learning, artificial intelligence, and robotics to create a platform for sharing
experiences, extending contacts, and searching for possible collaboration. Since 2012,
the AINL conference series has established a strong foothold in the Baltic region and
Russia with a strong focus on research and building resources for local languages. This
year our conference also hosted the Russian-English Biomedical Machine Translation
Challenge, aiming to improve industry and academia collaboration.

We received 20 research papers. The reviewing process was challenging. We were
able to accept only eight long papers resulting in a 40% acceptance rate. We accepted
also one long paper from the organizers of the Russian-English Biomedical Machine
Translation Challenge and one short paper from its winner. In total, 27 researchers from
different domains and areaswere engaged in the double-blind reviewprocess. Each paper
received at least three reviews and almost half of the papers received four reviews. The
papers describing the shared task and the winning system are included in this volume
after a single blind review by the volume editors. The selected papers were presented
at the conference, covering a wide range of topics including sentiment analysis, lexical
resources, document retrieval, aspect extraction, dialog modeling, text summarization,
text generation, and explainable artificial intelligence.Most of the presented papers were
devoted to processing textual data. In addition, the conference program included industry
talks from leading companies in the area of text processing.

We are grateful to everybody who submitted papers, who made wonderful talks,
and who participated without publication. We are indebted to our Program Committee
members for their insightful reviews.We alsowish to express our deepest gratitude to our
organization team, Anna and Alexander Bugrovsky, for their invaluable efforts during
the conference.

October 2022 Valentin Malykh
Andrey Filchenkov
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Inferring Image Background from Text
Description

Dmitry Chizhikov(B), Valeria Efimova , Viacheslav Shalamov ,
and Andrey Filchenkov

ITMO University, 49 Kronverksky Pr., St. Petersburg 197101, Russia
dimkanut@gmail.com, {vefimova,shalamov,afilchenkov}@itmo.ru

Abstract. Over the past five years, text-to-image synthesis has achieved
impressive results. However, the generated images are still produced in
low resolution and suffer from indeterminacy. In order to improve this
situation, we split the image synthesis task into separate parts with pre-
dicting the layout of the scene as one of these tasks. We believe that
it could be started with the background, which is usually determined
by the location of the scene. Given a text, we can try to infer the loca-
tion described or implied by it. In this paper, we propose two methods
for obtaining this information from a given text. The first method called
LET (Location Extraction Transformer) is intended to extract the words
from a text, in which the scene location is directly mentioned. The sec-
ond method we propose we call LIT (Location Inference Transformer).
It is intended to infer the scene location which is implied by the text, but
not mentioned directly. We have also collected two datasets to train and
test the corresponding models. These datasets are publicly available at
kaggle.com. We have compared the performance of our algorithm with
several existing approaches which might be used for extracting the loca-
tion information from the text. The results obtained by both LET and
LIT have occurred to be more superior to other algorithms.

Keywords: Text-to-image generation · Natural language processing ·
Transformers · Transfer learning

1 Introduction

Automatic generation of realistic-looking high-quality images from the text
descriptions (also known as text-to-image synthesis) is a complicated task with
a great potential for various computer vision applications, such as photo editing
and design creation. Most of the state-of-the-art text-to-image synthesis meth-
ods are based on Generative Adversarial Networks (GANs) [15] and Variational
Autoencoders (VAE) [9]. Despite recent impressive results [14], producing a com-
plex scene with multiple objects based on the text description remains challeng-
ing [42]. GANs for text-to-image synthesis still suffer from a poor image qual-
ity [17]. Even state-of-the-art models cannot generate the fine-grained image
background [22,23].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 1–13, 2022.
https://doi.org/10.1007/978-3-031-23372-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23372-2_1&domain=pdf
http://orcid.org/0000-0002-5309-2207
http://orcid.org/0000-0002-5647-6521
http://orcid.org/0000-0002-1133-8432
https://www.kaggle.com/
https://doi.org/10.1007/978-3-031-23372-2_1


2 D. Chizhikov et al.

To address this challenge, we propose to split the complex task of text-to-
image synthesis into some parts [10]: (1) a high-quality foreground image genera-
tion and (2) a search of a suitable background image in a database or to generate
it with recent state-of-the-art approaches based on Transformer architecture [11].

We define location as indoor or outdoor background, which can be a building
interior, a geographic point of interest or even general landscape features. In this
work, we propose a method to infer the location of the action based on a text
description.

Recent scientific studies on natural language processing (NLP) report the
outstanding effectiveness of the pre-trained text encoders such as BERT [8].
Moreover, transfer learning based on the Transformer models pre-trained on
large-scale corpora demonstrates good performance [24]. Thus, we apply these
techniques to our task of location inference.

The contributions of this paper are following:

– We have collected two publicly available labelled datasets. The first one con-
tains natural text with location descriptions1 and the second one is synthetic2,
based on image captions from Panoptic COCO dataset [26].

– We have suggested a location extraction method based on BERT Transformer
model, Location Extraction Transformer, LET.

– We have suggested a location inference method based on BERT Transformer
model and Siamese networks, Location Inference Transformer, LIT.

– We have compared the suggested models with NER, keyword extraction meth-
ods with different embeddings, and generative models.

The structure of the paper is as follows. In Sect. 2, we briefly describe modern
natural language processing approaches. In Sect. 3, we present two methods for
solving the location inference task. Datasets are described in Sect. 4. Experimen-
tal evaluation of both methods is presented in Sect. 5. Section 6 concludes the
paper and outlines future research.

2 Related Work

Named Entity Recognition (NER) is an important task of NLP, making
possible the detection and classification of entities such as a person, an organi-
zation, and a location in any given text. These days, there is a large number of
NER software [41]. For example, SpaCy [18] is an open-source library of advanced
NLP software written in the Python and Cython programming languages that
also offers solutions for NER.

Using NER methods, we can extract only the named locations from the text
(e.g. “Northern Sea”, “Paris”). However, we want to extract all types of locations.

Keyword extraction is the task of automatic identification of a set of terms
(words or phrases) that provide a compact representation of a document con-
tent and are explicitly mentioned in the text. Keywords can be extracted using
1 https://www.kaggle.com/viacheslavshalamov/texts-with-locations.
2 https://www.kaggle.com/viacheslavshalamov/coco-locations.

https://www.kaggle.com/viacheslavshalamov/texts-with-locations
https://www.kaggle.com/viacheslavshalamov/coco-locations
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statistical (such as TF-IDF), linguistic, graph-based, machine learning, or other
approaches [3].

Moreover, numerous tasks have obtained significant contributions in terms of
performance through the use of word embedding [28]. EmbedRank [4] is one of
the state-of-the-art approaches for the keyword extraction task. EmbedRank
represents both the document and candidate phrases as vectors in a high-
dimensional space. It computes distances between the document and each can-
didate phrase and selects more closest ones. EmbedRank uses sentence and doc-
ument embeddings based on Sent2Vec [30].

Keyphrase extraction is quite similar to location extraction since the same
locations can be represented as a set of keyword candidates. Therefore, the key-
word assignment may be suitable, because we can define a set of location words
and find the best suitable location among them.

Generative models have demonstrated impressive efficiency on the text gener-
ation tasks, with the state-of-the-art solution being large generative models pre-
trained on general-domain corpora GPT (Generative Pre-trained Transformer),
GPT-2 [36,37], and GPT-3 [6]. Both GPT and GPT-2 models are deep neural
network architectures using the Transformer [44], pre-trained on vast amounts of
textual data. Fine-tuning GPT-2 pre-trained model can bring substantial gains
on many NLP tasks. These days, GPT-3 model [6] with 175 billion parameters
is released, but is accessible only through restricted APIs.

BERT. Being based on the Transformer architecture [44], the BERT model
demonstrates state-of-the-art results in building the general-purpose vector
embeddings for natural language, which are context-sensitive. Despite the fact
that BERT has the ability to generate the text, the text produced by GPT-2,
which is also transformer-based, has a much higher quality [45].

ROBERTa [29] is based on BERT and was created because BERT was found
to have been significantly under-trained and could match or exceed the perfor-
mance of every model published after it. Therefore, there is a ROBERTa model
that uses the modified key parameters, removing the next-sentence pre-training
objective and applying training with much larger mini-batches and learning
rates. This model achieves state-of-the-art results on benchmarks like GLUE [46]
and SQuAD [38].

DistilBert [40] is also based on the BERT model and is lighter and faster. This
model has 40% fewer parameters than the basic version of BERT, while it works
60% faster while preserving more than 95% of BERT’s highest performance.

LaBSE [13] is also a BERT-based model trained for sentence embedding for
109 languages. The pre-training process of this model combines masked language
modeling with translation language modeling.

Transfer learning approach lay in the reuse of knowledge gained while solving
a problem and then applying that knowledge to a problem from a different
domain. Language models are initially trained on extremely large corpora and
achieve outstanding results. However, an entire new model is required for every
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NLP task. Thus, a transfer learning is an effective strategy in NLP tasks, because
it helps to achieve much better quality [19,39].

Siamese networks [5] is an architecture for a non-linear metric learning
through similarity between pairs of objects. The Siamese architectures are good
in NLP tasks such as sentence matching and classifying input strings by prox-
imity to the element of a class [33].

The problem of Location inference from a text was studied for years
already. Some of these studies were associated with terms similar to locations,
like landmarks. Landmark is a cognitively significant geographic object that is
geometrically categorized as a point. Significance of landmark is measured using
statistical and linguistic text mining techniques. The paper [43] is devoted to
the landmarks and discusses their extraction from the web documents based on
users’ perception and their usage by people. Nevertheless, this approach can not
be applied to the inference of landmarks and does not mention the fact that not
in all cases landmarks can be associated with locations.

Other works related directly to locations have proposed various approaches
to this problem. In work [21], hidden semantic analysis and ontologies are used
to categorize geographic objects from text. However, this approach only manages
the 6 location categories.

It is also worth mentioning various studies, which have employed several
kinds of social network’s post message features to infer the location of online
users [2,7,25,32]. They also use NER and POS tagging [27], machine learning
and probabilistic methods [25].

In addition to these studies, the paper [35] can be noted. This paper suggests
two-layer neural network to learn feature representations, and incorporate the
learned latent features into a semi-supervised factor graph model.

Despite the fact, the approaches described in the papers perform high results,
the location in these papers is represented by a geographic object, which is closer
to landmarks, rather than locations in the representation described in this work.

3 Method

In this section, we suggest two approaches to determine words that describe
location in a sentence. The first approach is straightforward and aims to find
locations among words in the given sentence. However, sometimes there are no
words in a sentence that are directly referred to the location, but the location of
the scene is implied. In order to solve this issue and make our model more robust,
we suggest to pick the most suitable locations from the pre-defined dictionary
of location. In this work, we will define location words as the words in the text
determining location or words that describe the implied location.

3.1 Searching Location Words in the Sentence

Recently, transfer learning based on Transformer models have significantly out-
performed other approaches on various tasks after using pre-trained language
models on large-scale corpora [24].
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To determine the location words of the sentence, we built a classifier for each
token. Firstly, we extract the embeddings for words in the sentence with BERT
model to catch contextual relationships between words, which is achieved due
to many self-attention layers inside BERT model [8]. Then we apply logistic
regression to each embedding vector to classify whether the original word looks
like a location or not.

Thus, for each word in the sentence, we estimate the probability of being a
location. We denote our method as Location Extraction Transformer, LET.

3.2 Searching Location Words in the Dictionary

Generally speaking, we need to find location words for a given sentence using a
whole dictionary (to account for implied locations). For this purpose, we have
collected a dictionary of 7000 words and have built a dataset of triplets for
negative sampling method [31], the dataset is described in detail in Subsect. 4.2.
Each triplet consists of a sentence, candidate word, and a corresponding label.
The corresponding label is a binary number that equals one in case of a positive
example, meaning that the candidate word is actually a location word for the
sentence, and equals zero otherwise.

We use the BERT model again to extract contextual information. However,
this time we need to compare a sentence with candidate words using a single
vector for the whole sentence. The simplest way to get such a vector is to take
BERT output vector corresponding to CLS (classification) token, a special token
described in [8]. It was originally used to train the model to predict if one sentence
is a logical continuation of another sentence. Therefore, this vector is usually used
to describe a sentence.

Then we pass the sentence vector through a fully connected layer with ReLu
activation function and freeze weights in the BERT model to stabilize the train-
ing process. Freezing weights and adding an extra layer is a common practice
to fine-tune a huge model [16,20]. To get a vector representation for candidate
words, we pass them through a trainable embedding layer and calculate the dot
product between sentence vector and candidate vector. After that, the sigmoid
activation function is applied to estimate the probability for the candidate word
in order to be a location in the input sentence.

Thus, for each word in the list of pre-defined location words, we can deter-
mine how it relates with the text. We denote the suggested method as Location
Inference Transformer, LIT.

4 Datasets

For training, a large set of data is required consisting of small texts and loca-
tion labels. For testing, it is also required to have a dataset containing texts
close to the real input data for the problem. However, deep models require a
large amount of training data. Considering this issue, we have collected a large
synthetic dataset.
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4.1 Real Texts

We have collected a dataset containing 300 texts from various travel blogs and
books, then each text was labeled with one of 20 classes. Most of these texts were
used to describe landscapes or surrounding areas. The dataset was split into two
subsets containing 250 texts of 20 classes and 50 texts of 12 classes. The first
subset contains texts with a location description; the second one consists of texts
that do not contain a location.

In the collected dataset we used the most typical location classes found in the
existing research [1], based on the frequency of references in the content of blogs.
We took 20 the most popular locations from this research, such as: forest, lake,
sea, city, mountain, hill, road, urban, building, room, ocean, house, tropic, rain,
valley, yard, field, rock. Examples of the dataset items can be found in Table 1.

Table 1. Example of text data in the real dataset. Each record contains text and
location labels

Text Location

It is a collection of buildings, roads laid like a carpet for a
queen that will never come

‘City’

Rock arose from the ground as if it reached for the sky, peaks
of the Alps sculpted by the raindrops...

Mountain

The island is a 45-min ferry from Maui and is home to
beautiful beaches...

‘Beach’

The dataset was split (see Table 2) because it is a useful indicator of how an
algorithm manages the extraction of the location from the text containing it,
and how it manages its inferring if there is no explicit mentioning of the location
in the text. When testing, splitting into two subsets allows looking not only at
the indicators in individual categories but also at the whole picture.

Table 2. Dataset statistics for the two parts: texts with locations, texts without loca-
tions, and for the entire dataset.

Part Objects Classes

With locations 250 20

Without locations 50 12

Entire 300 20

4.2 Synthetic Texts

We needed synthetic texts to train out model with, thus our approach was the fol-
lowing: The Panoptic COCO dataset [26] was used to create a synthetic dataset
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large enough to train the deep models. This dataset was not prepared for the
task of determining the location from the text, that is why it was necessary to
extract a description of the location based on image captions and image segmen-
tation. Image segmentation contains categories of actions and objects contained
in captions, these categories were extracted from segmentation; then, on the basis
of these categories in captions of images using part-of-speech tagging and man-
ual labeling, information containing descriptions of locations was obtained. After
that, on the images from the Panoptic COCO dataset, Image Captioning [34] was
applied to obtain additional descriptions, from which locations were selected in the
same way. Totally, the dataset consists of 23898 texts and is called COCO-info.

However, the location labels in this dataset contained a lot of unnecessary
information, which was obtained from image segmentation and could not be
referred to as real location. In order to overcome this issue, we applied the
information from the research about the most popular queries in photostocks [1].
We made a list of the most popular locations, which had 150 of them; the texts
with locations were filtered using this list. This dataset was called COCO-
locations. Examples of the dataset instances can be found in Table 3.

Table 3. Example of data in synthetic dataset. Each record contains the ID of the
image in the original dataset, image caption and a list of extracted locations.

ID Caption Locations

500663 The old fashioned train is going over the bridge ‘Bridge’

785 A double decker bus is going down a street ‘Street’

541055 Several snow skiers are on top of a mountain ‘Top’, ‘mountain’

To train the model for location inference, the synthetic dataset was trans-
formed into a new one, where 15 records were also added with the wrong location
for each caption, in addition to each correct location, thus forming the negative
examples. 10 of these wrong locations were a random words from the general set
of all words in the dataset, and 5 of them were locations that did not describe this
text. Thus, more information about the context has been added to the dataset,
with the help of which the model can more precisely infer locations in the text.
We called this dataset COCO-locations-NS. Statistics of the collected datasets
are demonstrated in Table 4.

Table 4. Synthetic dataset statistics for the COCO-info, COCO-locations, and COCO-
locations-NS.

Dataset Objects Unique locations

COCO-info 23898 3675

COCO-locations 12087 150

COCO-locations-NS 893511 7208
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The collected datasets were also split on parts for training and testing. Train-
ing part is 90% of the original dataset and testing part is the remaining 10%.

5 Results

All experiments were performed on the server with NVIDIA RTX 3090 GPU and
AMD RYZEN 9 3950X processor with 16 cores. On this configuration, the LET
model was trained for eight hours, the LIT for twelve hours. Implementation is
available on Github3.

To assess the effectiveness of the proposed models, we compare our methods
with some of the existing solutions for solving NLP problems, which are capa-
ble to solve location extraction or inference task. One of such solutions is the
EmbedRank algorithm, which is used for keyphrase extraction.

EmbedRank uses sent2vec embeddings of a given text and keyphrase candi-
dates to calculate the distance between one text and several candidates. Replac-
ing static word embeddings with contextualized word representations has yielded
significant improvements on many NLP tasks [12]. Thus, we have tested embed-
dings of various versions of the BERT model, which were pre-trained for different
tasks in the field of NLP and can improve the results. The suggested approaches
with EmbedRank with the base and large version of RoBERTa have been com-
pared. We have also tested different versions of DistilBERT that are simpler
and lighter than BERT: the base version, the paraphrase version, and the com-
bination of RoBERTa and DistilBERT. Moreover, we have tried the LaBSE
embedding, which is a multilingual version of BERT and pre-trained on a larger
dataset. All embeddings were used with standard parameters, as the setting had
no noticeable effect.

In addition, the GPT-24 model, in combination with and without
EmbedRank, has been tested. The smallest model with 12 attention modules
was used, which was fine-tuned on a small part of the synthetic dataset.

Part-of-speech tagging can also be a solution to the problem; although the
location has no specific pattern of parts of speech, it nevertheless needs to be
tested. A similar task can be attributed to the recognition of named entities,
since named entities can be found as locations; therefore, it is necessary to test
solutions to this problem. The spaCy library was used to test both part-of-speech
tagging and recognition of named entities.

All described existing solutions were tested on the collected dataset of real
texts and testing part of the COCO-locations dataset. Testing was performed
as follows: we feed the input text into the model, then verify whether the output
of the model contains a special label, and then calculate the precision based on
the matching of the locations from the output of the model with the locations
from the label. For the suggested LET and LIT models and EmbedRank-based
models, only 3 the most relevant locations from the output were taken into
account. For other models there was no such restriction (all output locations were
3 https://github.com/B-O-O-P/I-know-where-you-are.
4 https://huggingface.co/transformers/model doc/gpt2.html.

https://github.com/B-O-O-P/I-know-where-you-are
https://huggingface.co/transformers/model_doc/gpt2.html
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used). Since we are interested in whether the algorithm is capable of inferring
all suitable locations, we used the precision score to evaluate the quality of the
models. The results of the testing are presented in Table 5.

Table 5. Precision of testing on the test datasets in percent. The maximum value in
the column is marked with bold.

Method Location
extraction

Location
inference

Overall COCO

spaCy 85% 0% 70% 80%

EmbedRank × sent2vec 51% 25% 46% 34%

EmbedRank × RoBERTa Large 34% 15% 30% 22%

EmbedRank × RoBERTa Base 32% 13% 29% 22%

EmbedRank × DistilBERT Base 38% 28% 36% 32%

EmbedRank × DistilBERT Paraphrase v1 38% 19% 35% 33%

EmbedRank × DistilBERT msmarco 40% 13% 37% 33%

EmbedRank × LaBSE 38% 15% 34% 26%

GPT-2 24% 17% 20% 17%

GPT-2 x EmbedRank 26% 18% 22% 19%

LET (Location Extraction Transformer) 95% 0% 79% 94%

LIT (Location Inference Transformer) 35% 30% 34% 88%

LET + LIT 96% 30% 86% 96%

Despite the fact that the precision is sufficient to confirm the effectiveness of
the suggested models, the F1-score was also calculated. The calculated F1-scores
are presented in the Table 6.

As it can be seen from the Table 5, based on the results in the inference col-
umn, the existing solutions perform poorly for both tasks of location extraction
and inference. Moreover, on the basis of testing on texts containing a location,
the existing solutions demonstrate insufficiently high precision in the extraction
task. However, the EmbedRank algorithm with sent2vec embedding differs from
the background of other solutions, showing high results in both tasks. Despite
this, both proposed LET and LIT models reveal the highest results in their cat-
egories, and combined LET and LIT have the highest precision overall, which
proves their effectiveness. However, it is worth mentioning that the data in the
training and testing datasets are very different, that is why the results are lower
than they can be. This behavior can be avoided by adding more data to the
training set.
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Table 6. F1-score of testing on the test datasets in percent. The maximum value in
the column is marked with bold.

Method Location
extraction

Location
inference

Overall COCO

spaCy 85% 2% 74% 83%

EmbedRank × sent2vec 52% 25% 48% 18%

EmbedRank × RoBERTa Large 34% 15% 32% 11%

EmbedRank × RoBERTa Base 32% 13% 3% 11%

EmbedRank × DistilBERT Base 39% 30% 38% 11%

EmbedRank × DistilBERT Paraphrase v1 38% 19% 35% 13%

EmbedRank × DistilBERT msmarco 40% 13% 37% 13%

EmbedRank × LaBSE 38% 15% 35% 14%

GPT-2 22% 13% 20% 14%

GPT-2 × EmbedRank 23% 15% 22% 15%

LET (Location Extraction Transformer) 89% 0% 74% 85%

LIT (Location Inference Transformer) 30% 28% 30% 76%

LET + LIT 91% 28% 81% 88%

6 Conclusions

Nowadays, despite the fact that many kinds of Generative Adversarial Networks
solve the complex task of text-to-image synthesis, they generate unrealistic low-
quality images. This paper considers text-to-image synthesis task as group of
several subtasks, including finding the key objects of the text and their descrip-
tions. However, the description does not always indicate where exactly the action
described in the text occurs. For example, on the beach/in the forest/in the city.

As a result, we have suggested two models for location extraction (if it is
contained in a text) and location inference (if it is not described in a text)
based on BERT model. Moreover, we have compared suggested models with the
keywords extraction approach and tried to generate the missing parts of the
text. The comparison has revealed that the suggested models are better for both
tasks.

The proposed methods can be improved by expanding the training dataset,
since locations can be unexpected phrases that are not contained in the current
dataset, and in this case, the probability of determining the location will be quite
low. To better assess quality of the proposed method, we plan to collect natural
annotations from large corpora using the list of location words.
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Abstract. In this paper we propose a graph-based biased LexRank app-
roach combined with topic modeling to create a topic-based extractive
summarization model. Topical summarization task is used to obtain a
customized summary for a particular reader. We achieve so by includ-
ing information about topics of interest into an extractive summarization
model. Topical information is derived via aspect embedding vectors from
the ABAE model and used as a topic input for the biased LexRank model
that runs on the heterogeneous graph of topics and sentences. Inclusion
of the topical structure into a summary increases the targeting of the
summary and makes the overall summarization model benefit from it.
We conduct experiments on a novel dataset for extractive summariza-
tion quality evaluation constructed by ourselves from Wikipedia articles.

Keywords: Topical summarization · Text summarization · Extractive
summary · Topic modeling

1 Introduction

Text summarization task is a process of shortening a source text while preserv-
ing its main informative value. Getting a short text description is applicable
to information retrieval, question answering, reading comprehension and many
other tasks in Natural Language Processing. However, manual text summariza-
tion is a time-consuming and routine task. Thus, automation of it constitutes a
strong motivation for academic research.

Typically, text summarization techniques are divided into abstractive and
extractive approaches. The abstractive method deals with generating short sum-
maries with ideas from the source text, but in completely novel words. The
extractive approach retrieves the most relevant sentences from a text when each
sentence is visited sequentially in the original document order, and a binary deci-
sion is made in terms of whether or not it should be included in the summary.
Thus, topical extractive summarization is directed towards labeling sentences
relevancy to a given topic.
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V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 14–26, 2022.
https://doi.org/10.1007/978-3-031-23372-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23372-2_2&domain=pdf
http://orcid.org/0000-0002-3494-9308
http://orcid.org/0000-0002-6822-2801
http://orcid.org/0000-0002-4508-2527
https://doi.org/10.1007/978-3-031-23372-2_2


Topical Extractive Summarization 15

However, one text can cover a big set of semantic aspects or topics, which
may possess different levels of interest for different readers. We contribute to
this direction by proposing a summarization approach that helps to obtain a
customized summary for a reader with a particular information demand.

We propose a modernized LexRank approach to extractive text summariza-
tion that bridges the gap between topic modeling and automatic text summa-
rization. We enhance biased LexRank algorithm [5] with the topical information
about the aspects retrieved from texts with Attention-based Aspect Extraction
(ABAE) model [6]. Our experiments show that inclusion of topical information
could potentially increase the targeting of the summary making the overall sum-
mary quality benefit from it too.

Our second contribution stems from creating a new dataset for extractive
summarization. We modify WikiPersons dataset to use it for topical summariza-
tion. We do so by matching headlines with the retrieved topics manually.

2 Related Work

It is clear that the same text can be summarized in different ways, depending
on the preferences of the user. For example, one piece of news may contain
political and economic content. There are many ways of creating an extractive
summary from a source text. However, there were very few attempts in extractive
summarization techniques considering topical information of the text corpora.

In the work [15] authors present Recurrent Neural Network based on sequence
model for extractive summarization. The work focuses only on sentential extrac-
tive summarization of single documents using neural networks. GRU [2] was used
as the basic building block of the sequence classifier. This model contributes to
the direction of aspect-based summaries by taking into account and visualizing
abstract features such as information content, salience and novelty.

In the [22] the discourse-aware neural extractive summarization model was
built upon BERT. To perform compression with extraction simultaneously and
reduce redundancy across sentences, authors take Elementary Discourse Unit
(EDU) as the minimal selection unit (instead of a sentence) for extractive sum-
marization. Extractive summarization is formulated as a sequential labeling task,
where each EDU is scored by neural networks, and decisions are made based on
the scores of all EDUs.

The work [14] describes TextRank - a graph-based ranking model for text
processing and sentence extraction. The basic idea is that when one vertex in
linked to another one, it is basically casting a vote for that other vertex. The
higher the number of votes casting for a vertex, the higher the importance of
the vertex.

In the [23] the first step is producing a sentence relation graph. Given a rela-
tion graph, their summarization model applies a Graph Convolutional Network
(GCN) [10], which takes in sentence embeddings from a Recurrent Neural Net-
work. Then sentence salience estimations are obtained via a regression. It allows
to extract relevant sentences in a greedy manner avoiding redundancy.
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The authors of [5] propose a graph-based sentence ranking algorithm for
extractive summarization. This method is a version of the LexRank algorithm
extended to the focused summarization task of DUC 2006. As in LexRank, the
set of sentences in a document cluster is represented as a graph, where nodes
are sentences and links between the nodes are induced by a similarity rela-
tion between the sentences. Then authors perform the ranking of the sentences
according to a random walk model defined in terms of both the inter-sentence
similarities and the similarities of the sentences to the topic description.

The [3] paper proposes a graph neural network (GNN)-based extractive sum-
marization model, enabling to capture inter-sentence relationships efficiently via
graph-structured document representation. This model integrates a joint neural
topic model (NTM) to discover latent topics, which can provide document-level
features for sentence selection.

One of the recent works [1] proposes text summarization approach that incor-
porates topic modeling and a specifically designed semantic measure within the
vector space model. They generate extractive summaries of a good quality includ-
ing only those sentences into the summary, which represent the maximum num-
ber of the document topics.

As a part of our experimentation we test different topic models includ-
ing additively regularized ones [20] trained using library called BigARTM [19].
We also test several neural topic models including NVDM [13], GSM [12] and
ETM [4]. The results of the experiments are presented in Sect. A.

3 Model Description

Our main proposition is to include topical information in the extractive summa-
rization model. It is possible to use word embeddings for top-tokens from topic
modeling (i.e. words with max probability) or for aspects from aspect modeling
as a topic description for biased LexRank algorithm [5] on heterogeneous graph.
We use Attention-based Aspect Extraction (ABAE) [6] model to produce sen-
tence and aspects embeddings, although any topic model can be used to produce
topics vectors.

3.1 ABAE

ABAE [6] is a neural network based approach with the aim of discovering coher-
ent aspects. The model improves coherence by exploiting the distribution of word
co-occurrences through the use of neural word embeddings. Unlike topic models
which typically assume independently generated words, word embedding mod-
els encourage words that appear in similar contexts to be located close to each
other in the embedding space. Thus, ABAE learns a set of aspect embeddings,
where each aspect can be interpreted by looking at the nearest words located
in the same embedding space. It successfully captures word co-occurrences and
also overcomes the problem of data sparsity.
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Fig. 1. An example of the ABAE structure [6]

The process of obtaining aspect embeddings in ABAE model starts with
neural word embeddings that map co-occurring words into nearby points in the
embedding space. After that word embeddings are filtered within a sentence
using an attention mechanism and are used to construct aspects vectors. In fact,
the training process is analogous to auto-encoders training. After obtaining the
sentence embedding it is possible to compute the reconstruction of the sentence
embedding which is a linear combination of aspect embeddings. During train-
ing ABAE uses two-component loss function, which is aimed at minimizing the
reconstruction error:

L(θ) = J(θ) + λU(θ) (1)
where J(θ) is a hinge loss that maximizes the inner product between recon-
structed sentence embedding rs and target sentence embedding zs and simulta-
neously minimizes the inner product between rs and the negative samples:

J(θ) =
∑

s∈D

m∑

i=1

max(0, 1 − rszs + rsni) (2)

where D represents the training data set and θ represents the model parameters.
Other loss part U(θ) is regularization term, which is used to achieve aspects
diversity:

U(θ) = ‖Tn · T�
n − I‖ (3)

where I is an identity matrix, T is an aspect embedding matrix and Tn is T
with each row normalized to have length 1. The aforementioned contrastive
max-margin objective function was used in a several previous works [8,18,21].
After training we can obtain a set of aspect embeddings and sentence embeddings
reconstructed from aspect embeddings. An example of ABAE structure is shown
in Fig. 1.

3.2 Heterogeneous LexRank

The next stage is based on heterogeneous graph and an algorithm called
LexRank [5]. Basic LexRank is a stochastic graph-based method for computing
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relative importance of textual blocks. In this method the sentence importance is
computed based on the concept of eigenvector centrality in a graph representa-
tion of sentences. Adjacency matrix is computed as a connectivity matrix based
on intra-sentence cosine similarity between sentences. It is important to notice
that LexRank is robust to the noise in the data which may be explained by the
imperfect topical clustering of the documents. Finally, LexRank values can be
computed via an iterative routine called the power method. Power method is an
iterative numerical method. Given a diagonalizable matrix A, the algorithm will
produce a number λ, which is the greatest (in absolute value) eigenvalue of A,
and a nonzero vector v, which is a corresponding eigenvector of λ.

Biased LexRank [16] is a method for semi-supervised passage retrieval that
represents a text as a graph of text blocks linked based on their pairwise lexi-
cal similarity. The process of finding semantically close text blocks is performed
via random walk on the lexical similarity graph. All in all, Biased LexRank
is a variation of the LexRank algorithm, where all the nodes are divided into
sentence-level and aspect-level ones, links between the nodes are induced by a
similarity relation between the sentences on the one hand and between a particu-
lar sentence and a topic on the other hand. This algorithm was tested in [16] and
showed its top-notch performance not only for topic-focused text summarization
task, but also for question answering task.

We modify Biased LexRank in such a way that a Biased LexRank model is
fed with the heterogeneous graph. After that, we can perform random walking:
the process starts at a random sentence and then at each step with probability
d goes to a random node or with probability (1 − d) goes to an adjacent node.

Such an adopted Biased LexRank with heterogeneous graph can be computed
as follows:

LR(u|t) = d ∗ cos(u, t) + (1 − d) ∗
∑

v∈adj[u]

cos(u, v)∑

z∈adj[v]

cos(v, z)
∗ LR(v|t) (4)

where t is a vector of the topic, u is a vector of a sentence, cos is cosine similarity.

4 Datasets

4.1 Our New Dataset Constructed from WikiPersons

We propose to modify WikiPersons dataset in order to use its contents for extrac-
tive summarization. To form a query-based (or in our case topic-based) summa-
rization dataset automatically from Wikipedia articles, one can take the body
text of citation as the document and the article title along with section titles
to form a query. Such supporting citations are expected to provide an adequate
context to derive the statement, thus can serve as the source document. On the
other hand, the section titles give a hint about which aspect of the document
the summary should be focusing on, making them an ideal candidate to form a
query. For example, the highlighted statement from an example of WikiPersons
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Fig. 2. WikiPersons dataset example

dataset (Fig. 2) can be treated as a summary, while the concatenated section
titles may act as a query. In this example Wikipedia page about 2 Chainz con-
tains two topics with the assigned texts that can be treated as golden summaries
for the topics.

Given that Wikipedia is the largest online encyclopedia, massive query-
focused summarization examples can be automatically constructed. For instance,
such an approach is adopted in [25], where the authors collected a large query-
focused summarization dataset named WikiRef of more than 280, 000 examples.

In order to construct our own dataset, we take 10, 400 pages from the Person-
alities category from Russian Wikipedia. We consider each headline as a short
topic description. For example, treating one personal page as a whole text, it
is possible to highlight such headings as “family and childhood”, “beginning of
a career”, “legacy” and so on, which will be topics descriptions. When the topic
modeling process is done, headlines are matched with topics manually. Some
headlines with unclear meaning or with low frequency in the corpus were ignored.
After such filtering, the resulting dataset contains 7333 short texts with one or
more assigned topics. Manual matching of headlines and topics was performed
for headlines with a frequency of at least 50. Finally, let us summarize the main
dataset statistics:

– Headline length: 3, 43 tokens on average.
– Text length: 401 tokens on average.
– Train-set: 5000 texts, test-set: 2333 texts.
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5 Experiments

All the experiments from this section are conducted using the novel dataset
constructed by ourselves based on the WikiPersons data.

5.1 Evaluation Metrics

Next we provide a quantitative evaluation of the proposed method using the
following set of metrics.

First, we calculate the precision of extractive summarization. Precision is a
proportion of sentences really belonging to a given topic regarding all sentences
that are related to this topic. Precision is calculated for each document indepen-
dently. Second, we used full-length F1-scores of ROUGE-1 and ROUGE-2 [11]
for evaluation:

ROUGEN =

∑
S∈R

∑
sn∈S countmatch(sn)∑

S∈R

∑
sn∈S count(sn)

(5)

where n is the length of the n-gram sn, and countmatch(sn) is the maximum
number of n-grams co-occurring in a candidate summary and a set of reference
summaries R.

For the experiments in the Appendix A.2 we also used pointwise mutual
information and normalized pointwise mutual information for evaluating the
quality of neural topic models:

PMI(x, y) = log2
p(x, y)

p(x)p(y)
= log2

p(x|y)
p(x)

= log2
p(y|x)
p(y)

; (6)

NPMI(x, y) =
PMI(x, y)
log2(p(x, y))

, (7)

where x ∼ X, y ∼ Y , X and Y —two independent random variable.

5.2 Experiments with ABAE and Heterogeneous LexRank

We compared several experiment setups:

– graph consisting of all sentence nodes and all aspects nodes (#1);
– graph consisting of all sentence nodes and a single target aspect node (#2);
– graph consisting of all sentence nodes and all aspects nodes with an emphasis

on target aspect (just adding coefficient of multiplication) (#3);
– graph consisting of all sentence nodes and a single target aspect node with

an emphasis on target aspect (#4).

In fact, all these experiments only differ in the set of nodes and the presence
or absence of the target aspect emphasis.
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Table 1. ROUGE-1 for Heterogeneous LexRank on WikiPersons dataset

# Precision ROUGE-1 (precision) ROUGE-1 (recall) ROUGE-1 (F1)

1 0.69735 0.93009 0.33000 0.41883
2 0.69632 0.93047 0.33114 0.42002
3 0.69841 0.93037 0.33133 0.42016
4 0.69906 0.92965 0.33177 0.42093

Table 2. ROUGE-2 for heterogeneous LexRank on WikiPersons dataset

# ROUGE-2 (precision) ROUGE-2 (recall) ROUGE-2 (F1)

1 0.86066 0.29007 0.37307
2 0.86195 0.29160 0.37457
3 0.86176 0.29140 0.37442
4 0.86160 0.29198 0.37527

In order to estimate the model quality, we are using standard precision
together with ROUGE-1 & ROUGE-2 metrics. Evaluation metrics for all the
aforementioned variations are reported in Table 1 and Table 2. These results
show that in most cases setup #4, i.e. sentence nodes with target aspect node
and emphasis, gives the best results. It shows that inclusion of topical informa-
tion helps to get decent quality of summarization. Due to the fact, that most
of the competing summarization approaches do not take into account topicality
of texts, we do not provide comparisons with them, leaving the creation of fair
evaluation setup for the future work.

6 Conclusion

We introduce a biased LexRank model enhanced with the information about
topics present in the text. Experiments show that inclusion of topical structure
could potentially increase the targeting of the summary and make the overall
summarization model benefit from it. However, this research direction requires
further exploration and more detailed experimentation.

Acknowledgements. The work of the second author was funded by RFBR, project
number 20-37-90025. The work of the last author was funded by RFBR, project number
19-37-60027.

A Appendix

A.1 Experiments with BigARTM and WikiPersons

BigARTM [7,20] is an open source project for topic modeling of large collections.
It allows to train various topic models including multimodal, hierarchical, tem-
poral additively regularized variants. Several experiments on Wikipedia corpus
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show that BigARTM performs faster and gives better perplexity comparing to
other popular packages, such as Vowpal Wabbit and Gensim.

The topic model was trained with the following parameters:

– number of most frequently used words in the text corpora to be included into
the dictionary: 2000;

– number of topics: 50;
– weight coefficient for SmoothSparsePhiRegularizer: −2;
– weight coefficient for DecorrelatorPhiRegularizer: 0.00001;
– number of collection passes during the training: 35.

We also conducted the series of experiments varying the parameter d (damp-
ing factor), testing the overall model performance on CNN/Daily Mail dataset
(Table 3):

Table 3. Topical extractive summarization quality with additively regularized topic
model and various d (damping factor) tested on CNN/Daily Mail dataset.

Num d F1-score Recall Precision

1 0 0.3109 0.5681 0.2254
2 0.1 0.3112 0.5681 0.2258
3 0.2 0.3112 0.5630 0.2267
4 0.3 0.3107 0.5536 0.2283
5 0.4 0.3102 0.5426 0.2302
6 0.5 0.3093 0.5298 0.2322
7 0.6 0.3085 0.5163 0.2347
8 0.7 0.3069 0.5020 0.2364
9 0.8 0.3057 0.4885 0.2388
10 0.9 0.3044 0.4757 0.2410
11 1 0.3027 0.4637 0.2426

A.2 Experiments with Neural Topic Models and WikiPersons

Neural topic models (NTM) provide an optimizable coherence awareness from a
text corpora. NTM uses neural variational inference, while basic models such as
LDA relies on Gibbs sampling and Bayesian variational inference which appear
to be mathematically cumbersome and should be re-derivated even after a small
change of modeling assumptions. In our experiments we considered following
neural topic models:

– NVDM-GSM [12]. The architecture of the model is a simple VAE [9], which
takes the BOW (bag of words) of a document as an input. The topic vector
is sampled from the distribution Q(z|x) and then normalized using softmax
function (for more details please refer to Fig. 3, which is taken from the
Github repo “Neural Topic Models” [24]).
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Fig. 3. NVDM-GSM architecture

– ETM [4]. The architecture is a straightforward VAE [9], with the topic-word
distribution matrix decomposed as the product of the matrix with topic vec-
tors and the matrix with word vectors (Fig. 4). This model improves the
interpretability of topics by locating the topic vectors and the word vectors
in the same vector space.

Fig. 4. ETM architecture

– WTM-GMM. An improved model of the WLDA (Weak supervised LDA).
Architecturally it is a Wasserstein Auto-Encoder (WAE) [?], that takes Gaus-
sian mixture distribution as a prior distribution and uses Gaussian softmax.
The number of components in the Gaussian mixture is usually the same as
the number of topics in the model. A detailed scheme of WTM-GMM is pre-
sented in Fig. 5 (the picture is taken from the Github repo “Neural Topic
Models” [24]).



24 K. Zheltova et al.

Fig. 5. WTM-GMM architecture

All model implementations were taken from the Neural Topic Models repo1.
For all the models we set number of topics to 300 and batch size to 512. NVDM-
GSM and WTM-GMM were trained for 150 epochs, while ETM was trained for
160 epochs.

Table 4. Comparison between neural topic models (no heterogeneous graph) on
WikiPersons dataset

Model KL div Topics diversity c_v c_uci c_npmi

NVDM-GSM 8.15 0.83 0.45 −8.04 −0.25
ETM 3.78 0.54 0.55 −10.47 −0.37

WTM-GMM - 0.59 0.51 −10.15 −0.34

We provide qualitative comparison between the aforementioned neural topic
models in Table 4. We compare different NTM using the following criteria (these
metrics are taken from the Coherence model from the library Gensim [17]):

– c_v measure is based on a sliding window, one-set segmentation of the top
words and an indirect confirmation measure that uses normalized pointwise
mutual information (NPMI) and the cosine similarity

– c_uci measure is based on a sliding window and the pointwise mutual infor-
mation (PMI) of all word pairs of the given top words:

– c_npmi is an enhanced version of the c_uci coherence using the normalized
pointwise mutual information (NPMI).

According to the Table 4 and also manual evaluation of topics by its top
tokens, NVDM-GSM model performs better than all the other mentioned mod-
els.

Other experimentation included varying the parameter d. However, the aver-
age precision increased from 0.643 only to 0.65 with the growth of the damping
value.
1 https://github.com/zll17/Neural_Topic_Models.

https://github.com/zll17/Neural_Topic_Models
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Abstract. Nowadays the interests of linguists are aimed at analyzing text collec-
tions with the help of automatic procedures. They pay special attention to the texts
on social networks as their language features differ from the features of fiction
texts or scientific articles. The paper is dedicated to the creation of dynamic topic
models of Lentach news posts on VK social network. We use a mixture of NLP
libraries to identify the semantic shifts of main topical sets since the end of 2018.
The corpus contains more than 26,000 posts on various topics. In contemporary
Russian linguistic papers, the collection of Lentach posts is rarely analyzed in
terms of NLP. The results show that the main topics that are widely discussed in
this community cover sports events, health issues, and protests.

Keywords: Russian · Corpus linguistics · Social networks · Dynamic topic
models · Semantics

1 Introduction

In recent decades, with the development of the Web, the qualities and accessibility of
different shapes of media have essentially expanded: online magazines, music, podcasts,
news communities, etc. The media might have an impact on people of different ages,
especially teenagers as they are still perceiving key social norms and roles and forming
their own identities. That’s why contemporary analysts center on the investigation of
media sources from original points of view.

Nowadays social media news posts are becoming one of the most consumed forms
of media. With the help of up-to-date tools, linguists can track the development of the
media language on the Internet. Recent linguistic studies [6, 15] show that it has become
popular to use different approaches to topic modeling. One of such algorithms is known
as dynamic topic modeling (DTM) that allows scientists to track semantics changes of
posts over time.
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We decided to analyze the dynamic structure of Lentach news posts topics for some
reasons. First of all, researchers study both the news content itself [15] and individual
components of the community (for example, the representation of brands [1]). Secondly,
the editors of this community can informally present almost any news to readers. More-
over, Lentach posts are seldom analyzed from the point of view of natural language
processing. Finally, the linguistic properties of news on social networks differ from the
linguistic properties of news in conventional media. We chose posts from the end of
2018 till the beginning of 2022 as the period was full of different pivotal events both
for the world and the Russian Federation: Ukranian presidential elections in 2019 and
American ones in 2020, Belarussian protests in 2020, coronavirus pandemic, etc.

2 Related Works

Topic modeling procedures were primarily developed for processing a large amount of
data, nowadays they are used in various disciplines. For instance, [9] discusses such a
field ofGermany’s politics as coal legislation. The authors apply dynamic topicmodeling
for analyzing more than 800,000 parliamentary speeches (1949–2019). It turned out that
in the 1950s coal was a driver of economic prosperity in Germany, that’s why it was
estimated positively. In the 2010s, there were more debates organized by the Greens
and the Left Party, they were held in the context of climate protection. As the result, the
debates had negative sentiments.

Another field, that is actively discussed, is engineering sciences. The paper [4] is
devoted to the study of topical evolvement in radar technology papers. The authors
used LDA-modified dynamic topic modeling for Scopus articles that were published
before the beginning of 2019. The resultant 108 topics were divided into two categories:
radar development and radar application. Here are some of the topical popularities: the
monopulse radar topic was a hot one until 1971, the weather radar topic was actively
discussed between 1978 and 1984, and the radar monitoring of meteorological disasters
topic was acute between 1981 and 2006.

Linguistics is also subject to analysis with the help of modern machine learning
methods. In recent years, we faced a new discipline titled computational sociolinguis-
tics. Its main goal is to study the connection of the society and the language with the
help of some computational methods [10]. The paper [17] contributes to the discus-
sion of the interplay between the Englishnization process and organizational culture. A
detailed analysis of the dynamic topics of the Englishnization process reveals a pressing
issue facing Japanese multinational companies concerning the balance of multinational
cohesion with monolingualism and multiculturalism.

All the papers mentioned above are based on English text collections. At the same
time, it is important to mention that dynamic topic modeling approaches can be applied
to Russian corpora. Within recent years Russian scholars pay attention to the topical
analysis of Russian governmental messages from social media. In [13, 14], the authors
use three different topic modeling algorithms (Latent Semantic Indexing (LSI), Latent
Dirichlet Allocation (LDA), and Dynamic Topic Modeling (DTM) with non-negative
matrix factorization) to detect topics in the texts of RBK Group and governmental web-
sites. The results of DTM with non-negative matrix factorization were as precise as
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the results of LSI and LDA algorithms were, moreover, DTM required less time for
processing texts.

Semantic topics of literary texts were described in [11]. The authors apply LDA to
four poetry corpora (1600–1925): Russian, Czech, German, and English. For instance,
the Sea topic is most acute for both Russian and German periods of Romanticism. It has
a rising tendency in the second half of the XIX century and stays stable within modern
times. As for the Stars topic, it arose in the Russian Late Romanticism (1825–1850).
Another paper [16] discusses some niche topics in Russian prose of the first third of
the XX century that were detected with the help of DTM with non-negative matrix
factorization. They describe the main events in the history of both Imperial Russia and
Soviet Russia: revolutions, philosopher’s ships, etc.

The current paper is going to continue the studies in the analysis of the dynamic
semantic structure of Russian texts.

3 Experimental Design

3.1 Corpus Collecting and Preprocessing

The development of the corpus of Lentach news posts began with the choice of a period.
At the moment of running the experiments, the first post of Lentach community on
VKontakte social network was published onMarch 19, 2014. InMarch 2014, the Crimea
became a part of the Russian Federation, and the process of transferring the peninsula to
Russia was widely covered in the press. The first Lentach posts were also devoted to the
Crimean problems. Nonetheless, we decided not to analyze all the community posts. We
chose the posts that had been published since the end of 2018. In this case, we were able
to divide the corpus into posts of two periods: a pre-pandemic period and a pandemic
one. The time length of each period is approximately one and a half years. Thus, we
were able to trace whether there had been any quantitative or qualitative changes in the
semantic structure of news and how the coronavirus had affected the topical distribution
of news texts.

The parser for collecting news posts was developed for Python 3.71 and maintained
with requests2 and vk_api3 libraries. During collecting posts, we had to exclude non-
textual elements: emoticons, pictures, videos, etc. It was important to save the time of
publishing a post in the following format: YYYY-MM-DD (YYYY – years, MM – months,
DD – days). The resultant number of posts turned out to be more than 26,000.

The next step was corpus processing which included tokenization, lemmatization,
and stop-words removal. The procedure was performed by means of Stanza4 library.
It can be a beneficial alternative for other widely-used NLP toolkits. The library is
easily adapted to texts of different genres, and the results of state-of-the-art performance
will stay at a high level compared to the existed libraries [12]. During lemmatization,
each word was checked for its presence in the stop-list which includes prepositions,

1 https://www.python.org/downloads/release/python-370/.
2 https://docs.python-requests.org/en/latest/.
3 https://vk-api.readthedocs.io/en/latest/.
4 https://stanfordnlp.github.io/stanza/.

https://www.python.org/downloads/release/python-370/
https://docs.python-requests.org/en/latest/
https://vk-api.readthedocs.io/en/latest/
https://stanfordnlp.github.io/stanza/
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conjunctions, particles, obscene vocabulary, abbreviations, etc. The total number of stop
words was more than 1400, and it was compiled with the help of the Russian National
Corpus5 and a Frequency Dictionary of Contemporary Russian by O.N. Lyashevskaya
and S.A. Sharov6. These resources proved their efficiency in filtering social media texts
[7, 8]. After preprocessing, the size of the corpus was more than 600,000 tokens.

3.2 BERT Topic Modeling

The first algorithms of topic models were based on algebraic transformations like LSI.
Later algebraic models were replaced with probabilistic topic models like LDA or Prob-
abilistic Latent Semantic Analysis (PLSA). These procedures allow one to extract mean-
ingful topical sets of words from both structured and unstructured texts [2]. Unfortu-
nately, such models cannot take context into account, that is why some semantic features
of topical sets are likely to beomitted.Nowadays, pre-trained languagemodels likeBERT
fill in this gap, they are used in numerous NLP applications, and topic modeling is not
an exception. One of such implementations is BERTopic. It is an approach that uses
transformers and c-TF-IDF and creates dense clusters for interpretable topics, it allows
keeping important words in the topic descriptions7.

To perform dynamic BERT topic modeling with the help of BERTopic, we first
needed to create a basic topic model using all the news posts. To obtain it, we used the
BERTopic() function. We also visualized the basic topics that were created using the
Intertopic Distance Map. This allowed us to understand whether the basic topics are
sufficient. If they are sufficient, we can proceed with creating dynamic topics (Fig. 1).

There are more than 200 topics in Fig. 1, some of them overlap each other. Overlap-
ping means that visualized topics are in the same semantic field and they might show us
the evolvement of this field. At the same time, the smaller topic is, the less meaningful
it is for tracking the development. To reduce the number of unnecessary topics, it was
decided to tune the model up with the help of themin_topic_size parameter. The param-
eter is used to specify the minimum size of a topic. The default value is equal to 10, so it
was necessary to set it higher. After running several experiments, we found out that the
optimal value of the min_topic_size parameter for Lentach posts is equal to 60 (Fig. 2).

We can see that less important topical sets were not taken into consideration, the
total number of topics is 58. After tuning up we were able to start creating the dynamic
structure of topic models. There were some important parameters that one should take
note of. First of all, the docs parameter contained all the posts we are using. The topics
parameter contained the topics we had just created. Finally, the timestamps parameter
contained the time information of each post. Finally, the following plot was obtained
(Fig. 3).

The vertical axis shows the number of occurrences of a particular topic in a certain
number of posts, the horizontal axis shows the time of publishing posts. It is difficult
to perform any further analysis with such a huge number of visualized topics, so in the
following sections, we will focus on the dynamics of separate topics.

5 https://ruscorpora.ru/new/.
6 http://dict.ruslang.ru/freq.php.
7 https://github.com/MaartenGr/BERTopic.

https://ruscorpora.ru/new/
http://dict.ruslang.ru/freq.php
https://github.com/MaartenGr/BERTopic
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Fig. 1. The distribution of basic topics before tuning up

Fig. 2. The distribution of basic topics after tuning up

In any DTM, the parameter of chronological periods can be of two different types.
In the first case, we simply set the time step and look at some changes. As a result,
topic models reflect the dynamics of topics without references to events in the world, we
observe just the dynamics of topics over time. In the second case, we can indicate time
intervals not from a formal point of view, but from ameaningful one. For example, when
analyzing literary works, we can highlight major milestones: the 1850s, 1900s, 1950s,
and so on. With this approach, we will be able to see the connection between social
processes and the changes of topics in the texts. To sum it up, the time parameter can be
meaningful (informative topic models) and formal (simplification of the topic models
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Fig. 3. The evolution of all the topics

analysis procedure). Unfortunately, the media space and media texts have been formed
as a whole recently compared to literary texts. We cannot single out informative topical
patterns because of this feature, as a result of which we will turn to formal periods of
time.

4 Results and Interpretation

The first brief analysis conveys the suggestion that the pre-pandemic period (till March
2020)was characterized by a relatively homogeneous evolvement of the topical structure.
Also, when analyzing the frequency distribution of topics, we can say that during the
coronavirus pandemic, the news community began to publish more posts on certain
topics. One of the most frequent topics is the health topic. It is important to note that
despite the set of topical words presented in Fig. 3 (topical index is 0, an orange line),
we argue that the topic is dedicated specifically to health issues, so the first lemma of
the set cannot be a topic label. Upon closer analysis, it turns out that at the beginning
of 2020 there was a semantic shift in the topic, as in the pre-pandemic period, the
news community published posts on other common diseases: HIV, chickenpox, bubonic
plague, hepatitis, etc. In traditional linguistics, a semantic shift (drift) refers to a change
in the lexical meaning of a word that is observed as a difference in the meaning of the
same word in different historical periods of language development [3]. In the current
study, we define a semantic shift as a change in lexical units in dynamic topic models. As
a result of the changes, more general topical concepts are narrowed to more specific ones
at a certain period. This shift happens with a sharp increase in the number of analyzed
texts. In other words, such shifts are frequency peaks that detect pivotal news agenda.
In this section, we describe the main examples of semantic shifts of some topics.

In Fig. 4, we can see that the spring period of 2019 was characterized with such
paradigmatically and syntagmatically close words as chickenpox, hiv, hepatitis, vacci-
nation (vetp�nka, viq, gepatit, vakcinoppofilaktika), etc. Here is one of the
health posts published in March 20198: Thanks to decades of successful vaccination, we
rarely hear about tetanus. Nonetheless, the danger of this disease will never disappear,
thousands of people die from it every year… (Blagodap� dec�tileti�m ycpexno�
vakcinoppofilaktiki my neqacto clyxim o ctolbn�ke. Tem ne menee,

8 https://vk.com/lentach?w=wall-29534144_10799081.
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opacnoct� �to� bolezni nikogda ne icqeznet, e�egodno ot ne� ymipa�t
tyc�qi l�de�…).The structure remains quite stable without any significant frequency
peaks until March 2020.

Fig. 4. The evolution of the health topic

While the health topic remains relevant to this day, it is pivotal to note other topics
that have been covered in detail bymedia over the past fewyears.One of them the protests
and strikes topic (cf. Figure 3, topical index is 4, a red line). In contrast to the unimodal
distribution of the health topic, we see that the frequency distribution of this topic is
multimodal. The multimodal distribution shows that the observed sample of posts is not
homogeneous. In other words, there were at least three events that led to a semantic shift
from the general topic of protests and strikes to more specific ones. Figure 5 shows the
distribution, in which the following periods can be clearly distinguished: July 2019, July
and August 2020, and January 2021.

Fig. 5. The multimodal distribution of the protests and strikes topic

The first period describes so-called summer protests. Thousands of authorized and
unauthorized protest actions in Moscow began in the middle of 2019, the situation
escalated around the elections to the Moscow City Duma. As part of the preparations
for the elections, independent candidates from the non-systemic opposition announced
numerous violations by the authorities, election committees, and their political opponents
during the registration of candidates.

The second period describes the protests that began after the election of the President
of Belarus in 2020. These protests took on a nationwide scale, and the situation in the
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country began to be characterized as a political crisis. This period is characterized by
the following set of lemmata: rebel, protest, action, protest, minsk (ppotectovat�,
miting, akci�, ppotect,minck), etc. This dynamic sub-topic of the protests is also
reflected in topic 10, which is entirely dedicated to Belarus. In this topic, the only activity
of publishing posts is observed in the same period (Fig. 6).

Fig. 6. The evolvement of topic 10 dedicated to Belarus

Finally, the third peak refers to news posts that describe protests in support of Russian
opposition leader Alexei Navalny. These protests began in January 2021 after publishing
an investigative documentary about the President of theRussian Federation and detaining
Navalny upon his return to Russia from Germany. Protest actions were held in many
Russian cities.

Since the experiment was conducted at the beginning of 2022, we can notice an
increase in the number of posts dedicated to protests in the tail of the distribution.
There is a tendency to the fourth semantic shift of the protests and strikes topic:
protest, almaty, akimat, building, storm (ppotectovat�, almaty, akimat, zdanie,
xtypmovat�), etc. This set of words describes the January waves of protests in Kaza-
khstan after a sharp increase in liquefied gas prices. The protests turned into riots and
clashes with the security forces.

Earlier we mentioned that the topic of protests was linked with elections and voting.
Since several important election processes have taken place both in Russia and the world
since the end of 2019, the topic of electionswas also reflected in the resultant topicmodel
(topical index is 15, a blue line).

Fig. 7. The evolvement of topic 15 dedicated to elections
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The distribution shown in Fig. 7 has two peaks, the left tail tends to decrease and the
right one tends to rise. The decrease in the left tail is due to a decrease in the number
of posts on the topic of the governmental elections at the end of 2018. In particular,
the set of topical words elections, candidate, primorye, tarasenko (vybopy, kandidat,
ppimop�e, tapacenko) focuses on the electoral situation in Primorsky Krai. The first
peak characterizes the elections to the Moscow City Duma. The second topical peak is
associated with the active publication of news posts, which describe the presidential race
of Biden and Trump. Finally, the increase in the right tail of the distribution is directly
related to the news about the autumn elections to the State Duma in 2021.

Also, among the variety of dynamic structures obtained, we can emphasize the sports
topic (topical index is 3, a yellow line). Figure 8 shows the change in the topical set of
words.

Fig. 8. The evolvement of the sports topic

During relatively stable intervals, the editors of Lentach community published sports
news dedicated to individual events (for instance, a football or hockey match, boxing,
etc.). During the summer of 2021, there was a significant increase in sports news publish-
ing due to two events. First of all, the 2020 UEFA European Football Championship was
held in the first half of the summer of 2021. The event was postponed in 2020 because
of the coronavirus pandemic. A notable example of the event is that one of the dynamic
sub-topics is characterized by such words as national team, match, euro, denmark, team
(cbopna�, matq, evpo, dani�, komanda), etc. In the second half of the summer of
2021, the media paid detailed attention to the Tokyo Olympics. The distribution peak
is described by such words as medal, olympic, national team, olympics, win (medal�,
olimpi�cki�, cbopna�, olimpiada, zavoevat�), etc.

Among the analyzed topic models, we can highlight those that develop more evenly
and without any special semantic changes. This homogeneity has two special features.
Firstly, we do not observe a sharp increase in texts on this topic, their number remains
approximately at the same quantitative level. Secondly, a particular topic runs like a
red thread through the entire history of mankind, which will be constantly reflected
in the texts and resultant topic models. For instance, topic 39 is devoted to death. It
should be noted that within one sub-topic, some news about the death of different people
can be combined. In Fig. 9, the left sub-topic is characterized by such words as die,
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actor, buldakov, kovalsky (cmept�, akt�p, byldakov, koval�cki�), etc. Editor-in-
chief of Kommersant-Vlast Maxim Kovalsky and Russian actor Vladimir Buldakov
died approximately at the same time: March 29, 2019, and April 3, 2019.

Fig. 9. The evolvement of the death topic

Finally, we can highlight topics that start developing only at certain time intervals due
to natural reasons. Topic 40 is dedicated to winter issues: snow removal, roof cleaning,
etc. We see that within the majority of the period the number of analyzed news tends
to be 0, while in winter the editors of Lentach community begin to publish news that
describes winter issues (Fig. 10).

Fig. 10. The evolvement of the topic dedicated to winter issues

5 Discussion

As a result of the analysis of the obtained semantic and topical structure of posts, we can
distinguish three main groups of topics. The first group is a group in which the semantic
shifts of topics are heterogeneous. The time intervals between peaks vary greatly, and
the number of documents analyzed during these peaks also varies greatly. For example,
such topics are a health topic or a sports one. The second group is characterized by
the homogeneity of semantic shifts over time and the number of documents. One of the
reasons for the homogeneous distribution may be a natural coincidence: for example,
the topic ofwinter issues. Finally, the last group does not have strongly marked semantic
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shifts, which indicates an even development of a topic. In Sect. 4, we characterized the
topic of death.

While creating contextualized dynamic topic models, we can notice some advan-
tages. First of all, different topic modeling procedures (LDA, DTM with NMF, etc.)
have already been successfully adapted to Russian corpora of posts on social networks
[5, 7]. With fine-tuned text preprocessing there are almost no quaint or uninterpretable
topical sets. From the graphical point of view, the texts of news are unlikely to consist
of any specific signs, even if they are published on social networks. Unlike the personal
texts of users, news texts are more stable. Moreover, BERTopic contains all the nec-
essary visualization components so that one would not use a combination of different
libraries. For instance, visualizing of the standard LDA topics in the gensim9 library can
be carried out only using pyLDAvis10. Sometimes it can be inconvenient. Finally, like in
the standard LDA, BERTopic also allows to track some syntagmatic and paradigmatic
relations among words. For instance, in Fig. 10, there are derivational relations between
the snow (cneg) word and the snowfall (cnegopad) word.

At the same time, we can highlight some difficulties we faced during the experiment.
It is impossible to obtain a list of dynamic topics that change over time. One can only see
them in the resultant figures. Another pivotal feature of the current study is the absence of
the automatic labeling of topics. In the current study, all the topics were namedmanually.
There are some automatic ways to obtain a topic label. One can use external sources
(search engines or vector models of any corpus) or internal sources (the hashtags of
analyzed posts) [7, 8].

Finally, it is worth noting that our conclusions related to the performance of prepro-
cessing and topic modeling are based on the single dataset, so all conclusions might not
generalize to different textual genres in the Russian language and corpora. It is seen that
optimal preprocessing procedures and the selection of proper topic modeling algorithms
depend strongly on the data.

6 Summary

The study has demonstrated that in spite of the variety of news posts contextualized topic
modeling can distinguish diverse semantic and topical structures. We were also able to
make sure that the concept of a semantic shift in topical sets of words largely depends
on the external situation in the world. The first half of the common chart with all the
extracted topics has evolved more evenly than the second half since March 2020. The
coronavirus has affected many life areas, as a result of which the expected shifts did not
occur in 2020, but in 2021 after the world had adapted to new realities.

This experiment was carried out on a limited amount of data, but the approach itself
can be applied in a real-time environment in many scientific domains. In linguistics, this
method can be used in modern corpus tools to create actual topical dynamics of corpus
texts of different genres. In politics, dynamic topic modeling can be a useful tool for
detecting social problems and policy-making.

9 https://radimrehurek.com/gensim/.
10 https://pyldavis.readthedocs.io/en/latest/readme.html.

https://radimrehurek.com/gensim/
https://pyldavis.readthedocs.io/en/latest/readme.html
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Of course, the research can be continued in some directions. First, statistical topic
modeling and contextualized topic modeling can be combined for identifying specific
features of the dataset. Secondly, the resultant topical sets can be marked up both auto-
matically using external and internal sources, and manually using annotators. Finally,
for a more detailed study of news in social media, our corpus can be extended with posts
from other news communities.
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Abstract. The existence of mythological universals - common or simi-
lar folklore images and motifs in different cultures, makes it possible to
catalog them and present them in the form of classifications. Attributing
folklore texts to certain motifs is part of the work of folklorists, but at the
moment only manual marking is possible. This paper proposes methods
for developing a classifier of folklore motifs using the zero-shot approach,
which makes it possible to train the classifier on a limited dataset, and
also allows to predict the motif for any text, even if the text with such
a motif was not present in the training set. Various ways of vectoriz-
ing texts and various models were tested. Evaluation of the results of
the classifiers’ work allows us to assert that the developed classifier can
correlate texts with motifs with sufficient accuracy.

Keywords: Text classification · Zero-shot learning · Multi-label
classification

1 Introduction

Folktales are the cultural universals found in all human communities from pre-
historic times to the present. Not only the idea of the folktale itself is universal
- many plots and their elements are found simultaneously in many cultures.
Because of this, there is a need for cataloging folklore material: such catalogs
allow researchers to navigate in a large number of texts. The most widely used
catalog of folklore stories is the Aarne-Thompson-Uther (ATU) index, which
consists of more than 2,000 descriptions of various folklore motifs. Its structure
is described in more detail in Sect. 3.1.

The problem of labeling texts with motifs is that it takes a lot of time and
effort, and also requires labeling expertise in this area. Moreover, manual markup
can be prone to errors. Thus, solving the problem of automatic marking of texts
according to the ATU index will not only speed up the process of marking up
new texts but can also prompt researchers with insights regarding previously
marked texts.

The goal of this study was to develop an automatic subject classifier that can
assign one or several motifs to a text. In this work, we presented a dataset in
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 40–48, 2022.
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tabular form, tried various ways to vectorize texts, and trained three classifying
models. As a result, we got metrics that show the efficiency of the approach.

The paper is divided into the following sections: in Sect. 2 a review of the
literature on topics similar to the topic of this work. The first part of it is devoted
to zero-shot approaches to text processing, the other - to the previous studies
of texts, marked according to the ATU index, with the use of NLP approaches.
Section 3 describes two components of the dataset that has been used - the ATU
index itself and the catalog of folk tales, as well as the rationale why they were
chosen for the study. Section 4 describes the general approach that was proposed
to solve the problem, taking into account its specificity. Section 5 is devoted to
the description of the technical implementation of each part of the text classifier,
followed by the results and the conclusion.

2 Related Work

2.1 Zero-Shot Text Classification

The first article about the zero-shot approach for text classification appeared in
2008: the authors applied to the texts Explicit Semantic Analysis, an algorithm
that generates a set of concepts that are weighted and ordered by their rele-
vance to the input [4], and used vector representations of such sets and labels
for training a naive Bayes classifier [2]. Such a model could predict labels for
unseen classes with accuracy compared to those of classified approaches. Pushp
and Srivastava suggested various network architectures that are able to learn
the relationship between text and weakly labeled tags by training models on a
binary classification task, where one available label was correct and another one
was random [13]. Zhang et al. used a two-phased network that uses different
approaches for seen and unseen classes in a test set [18]. The technique we are
using in this paper was inspired by the article ‘Learning Transferable Visual
Models From Natural Language Supervision’ [15], where an image encoder and
a text encoder are trained simultaneously to predict the correct pairings of a
batch of (image, text) training examples, although in our case both encoders
are working with text. The approach will be described in more detail in further
sections.

Problems similar to those described in this article can often be found in appli-
cation to medical texts. For example, the zero-shot approach allows to automate
the process of coding clinical records according to ICD - International Classifica-
tion of Diseases. Firstly, like the Aarne-Thompson index, ICD has a hierarchical
structure and every entry consists of an index and some description. Secondly,
it is the task of marking up small noisy texts. Song et al. used the combina-
tion of zero-shot approach and generative adversarial network trained on ICD
labels to extract meaningful features from them [16]. Kong et al. used zero-shot
entity retrieval and knowledge graphs to create a system that makes it easier to
find information about newly appeared medical conditions and drug treatments
which helps medical specialists to improve patient care [5]. Another option for
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solving the entity retrieval problem is proposed in the article [10], where zero-
shot approach and transfer learning were used to extract structured information
from pathology reports.

2.2 Working with ATU Index Labeled Texts

Due to a large amount of text marked up with the ATU index, there are many
studies using this markup in one way or another. Ofek et al. used sequence
mining methods to analyze tales in which each part was marked with a motif,
and also introduced a classifier of marked tales [8]. Nakawake and Sato analyzed
tales, marked in ATU index as “Animal Tales” to build co-occurrence graphs
of wild, domestic animals, and human [7]. D’Huy built a network of relations
between tales, marked as “Tales of Magic” in the ATU index [3].

3 Dataset

3.1 ATU Index

In our research, we used Aarne-Thompson-Uther index, a catalog of folktale
types widely used to classify and systematize folklore texts. This catalog contains
about 2400 motifs presented in a hierarchical structure: the plots are divided into
7 categories according to subgenres. Each plot has a number, a short description,
and examples of materials to illustrate the plot. For the experiments, only the
number and a short description of the plot were used.

It’s important to note that we used its Russian-language version, created by
folklorist N.P. Andreyev. This version has the same structure as the original
index, but includes some variations of tales specific for Russian culture. Because
of this, the total number of motifs described in this index is 2640. Many stories
in the Russian-language version are illustrated with folktales from Afanasyev’s
collection, thus, this catalog is the most suitable for our research.

Fig. 1. Example of the elements of ATU index used in the study: every entry consists
of a motif code and a short description of a plot
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3.2 Texts

As mentioned above, to create a dataset we scraped and parsed Afanasyev’s
collection of Russian folk tales manually annotated with the codes according to
the Russian version of the Aarne-Thompson index. A total of 415 texts were
received. 72% of the texts were marked with one motif, the rest - with several
ones (up to 8 motifs).

The dataset with the texts was chosen on the following grounds: the texts
of folk tales collected by Afanasyev are one of the largest collections of Russian
folk tales ever collected. Also, because of reprints, they can be found published
in the modern Russian language, which means that modern pre-trained models
such as BERT are applicable to them. The most prominent works concerning
Afanasyev’s tales are the works of Vladimir Propp [11,12], which had a great
influence on the development of folklore studies and structuralism approach in
folklore studies (Fig. 2).

Fig. 2. Example of the folktale material used in the study: for every folktale text there
is a corresponding motif code from ATU index

4 Approach

The problem that we are trying to solve is making a classifier of folklore texts,
which, according to the text, determines the motif to which the text belongs. A
zero-shot learning approach was chosen, which is explained by the specifics of
the dataset: there are significantly more descriptions of motifs than texts that
illustrate these motifs. In other words, it is not possible to illustrate each motif
with the corresponding text. Moreover, even in the catalogs analyzed, there are
plots for which there are very few or no text illustrations. In our approach, texts
and descriptions of plots are presented in vector form and then transformed in
such a way that the vectors of plots and descriptions that correspond to them are
as close to each other as possible, i.e. so that their cosine similarity is maximal,
and the cosine similarity between the text and the descriptions of plots that do
not correspond to it is minimal. The data was divided into training and test
sets in the proportions of 70%–30%. In case of single-label approach, the test set
contains 50% of seen and 50% of unseen classes. In case of multi-label approach,
the test set contains 33% of unseen classes. The model predicts on a test set, to
which of 2640 motifs from the full catalog each text corresponds to.
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5 Experimental Setup

5.1 Vectorizing Texts

We used Sentence RuBERT (Russian, cased, 12-layer, 768-hidden, 12-heads,
180M parameters) for vector representation of texts and motifs descriptions [6].
Motifs descriptions are short texts (109 words max), so there was no need to
further process them before feeding then into the model. The texts of fairy tales
are mostly long texts that exceed the maximum length limit of tokens for BERT.
As a baseline approach, we cut the longer texts off and only use the first 512
tokens. We also tried the following approaches:

Extractive summarization - we used a basic TextRank summarizer from the
gensim library [1]. The TextRank algorithm is a simple text summarization
algorithm. It consists of the following: first, the text is divided into separate
sentences. Then, for each sentence, a vector representation is formed and the
similarity between the resulting vectors is considered. Then a matrix is formed
in which all the measures of similarity are stored. The matrix is represented as
a graph in which sentences serve as nodes and similarities as edges. Thus, the
offer rank is considered. After that, the top-n most popular sentences in the text
are taken [14]. In the function in gensim that was used, there is a parameter
that determines what ratio of the sentences we use for the final version. In our
case, this parameter is equal to 0.4: it was empirically found that this is the
maximum possible parameter that allows you to represent texts in the form of
no more than 512 tokens created by BERT tokenizer.

Cut into chunks and take the mean vector : the texts were divided into sen-
tences, after which a vector was separately calculated for each sentence and the
average of all sentence vectors was taken. At the moment, this approach has
shown the best metrics compared to the previous two.

5.2 Models

In this study, the tasks of single-label and multi-label classification were solved
- for texts with one motif and for all texts, respectively. In both cases, the
approach was as follows: given a set of N texts with M corresponding motifs a N
x M matrix represents the cosine similarities calculated for each possible pair of
text and motif. In the case of a single label, a vector with numbers of correct text
and motif matches is used as a target. In the case of a multi-label classification,
the target is a matrix with labeled matches of text and motifs. Thus, the task is
to maximize the cosine similarity in the correct text-motif pair and to minimize
it in other cases.

Single-Label. Two approaches to single-label classification were used. In the
first case, if the motif corresponded to several texts, it was repeated several times
in the matrix: thus, the square matrix is being formed (Fig. 1a). This approach
allows the use of symmetric cross-entropy loss: regular cross-entropy loss is cal-
culated by row and by column of the cosine similarity matrix, after which the
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average of both values is taken. In the second case, if one motif corresponded to
several texts, it was in the vector of motifs once, so the vector of descriptions
was smaller than the vector of texts. In this approach, it is possible to use only
a single cross-entropy loss. Target variables for both approaches are visualized
in the image below (Fig. 3).

Fig. 3. Variants of the target variables used in the single-label approach. In the first
case, the matrix is square, the motif is repeated several times if it corresponds to several
texts. In the second case, one motif occurs once

Multi-label. In this approach, we used all the data from the dataset - texts
marked up with both one and several motifs. Here, binary cross-entropy loss with
logits was used, so the target was a matrix of the same dimension as the matrix
of all cosine measures between motifs and texts, where the correct matches of
the text and motifs were marked with ones, and the wrong matches were marked
with zeros. All models were tested on the entire catalog of motifs described in
the dataset chapter, which, as mentioned above, contains 2640 motif codes and
their descriptions.

6 Results

Taking into account the peculiarities of the used approach to the classification
of texts, it is assumed that the cosine similarity in the correct pair of folklore
text and motif may not be the maximum of all of them. For example, this can be
explained by the fact that the original manual markup of texts may be subjective
and, as a result, not accurate enough. In this regard, it was decided to use the
top k accuracy score to assess the quality of the model. The first figure shows
the metrics for an approach that used a square matrix with duplicate motifs
and a symmetric cross-entropy loss. The second image shows the metrics for an
approach where unique motifs and a regular cross-entropy loss were used. As can
be seen in the images, both approaches result in the same change in accuracy as
a function of k. The third image shows the metrics for the multi-label approach.
On the Y scale, in this case, it is indicated in what proportion of cases at least one
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of all the motifs corresponding to the text was found in the top-k predictions of
the model. It is important to clarify that the training and test data are the same
for all the approaches to model training and text vectorizing. The best results
are shown by the approach in which the text is divided into shorter fragments
and the mean vector of all texts elements is taken (Figs. 4, 5, 6 and Tables 1, 2).

Fig. 4. Dependence of the accuracy metric
on k, single-label, motifs are duplicated

Fig. 5. Dependence of the accuracy met-
ric on k, single-label, motifs are unique

Fig. 6. Dependence of the accuracy metric on k, multi-label

Table 1. Accuracy at k = 50

Single-label,
duplicated motifs

Single-label,
unique motifs

Multi-label

Beginning of text 0.15 0.22 0.14

Mean text vector 0.27 0.37 0.22

Summarized text 0.18 0.24 0.12

Table 2. Accuracy at k = 100

Single-label,
duplicated motifs

Single-label,
unique motifs

Multi-label

Beginning of text 0.19 0.27 0.20

Mean text vector 0.35 0.47 0.31

Summarized text 0.25 0.31 0.19
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7 Conclusion

In this work, several variants of folklore motifs classifiers according to the Aarne-
Thompson index were developed. Based on the obtained metrics, it can be said
that the adopted approach shows satisfactory results and the models are indeed
able to predict the motifs from the text with sufficient accuracy. The metrics can
also be influenced by the fact that in the data used in the research the markup
can be subjective to some extent, and not all texts are marked correctly enough.
As part of working with texts, we drew attention to the fact that in some cases
the markup seems controversial, or there are cases when the text is marked with
one motif, but it seems to contain several ones. If such text gets into the model,
it can lead to incorrect representation of the text and motif vectors.

In the future, it is planned to use neural networks with a more complex
architecture than those currently used, as well as to try other methods of vector
text representation. Also, since one of the research problems at the moment
is the small size of the dataset, it may be worth trying different ways of data
augmentation [9,17].
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Abstract. The paper presents the results of automatic classification of the dia-
logues of Russian-speaking children with typical and atypical development using
machine learning methods. The study proposes an approach to developing the
automatic system for classification the state of children (typical development,
autism spectrum disorders, and Down syndrome) based on the linguistic charac-
teristics of speech. 62 boys aged 8–11 years including 20 children with typical
development (TD), 28 with autism spectrum disorders (ASD), and 14 with Down
syndrome (DS) were interviewed. The dataset contains 69 files with dialogues
between adult and child. Only children’s responses were used for further anal-
ysis. Morphological, graphematic, and emotional characteristics of speech were
extracted from the text of the dialogues. A total of 62 linguistic features were
extracted from each dialogue: the number of replies, sentences, tokens, pauses,
and unfinished words; the relative frequencies of parts of speech and some gram-
matical categories (animacy, number, aspect, involvement, mood, person, tense),
and the statistics of positive and negativewords use. TheMann-WhitneyU testwas
used to assess differences in the linguistic features of the speech. The differences
between boys with TD, ASD, and DS in 40 linguistic features of their speech were
revealed. These features were used to develop classificationmodels usingmachine
learning methods: Gradient Boosting, Random Forest, Ada Boost. The revealed
features showed a good differentiating ability. The classification accuracy for the
dialogues of boys with TD, ASD and DS was 88%.

Keywords: Linguistic features · Autism spectrum disorders · Down syndrome ·
Automatic classification

1 Introduction

The study of speech, as a complex system, requires the use of different approaches.
Traditionally, the questions of the language structure, the generation and understand-
ing of statements, the social variability are investigated in linguistics. Depending on
the studied aspects of linguistics, certain features of speech statements, for example,
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graphematic, lexical and morphological features are analyzed. Linguistic features, for
which differences have been identified for the target groups of texts, are used further
for texts classification and in computational linguistics. Thus, the work [1] considers
the morphological features of individual words, “adjective + noun” constructions, text
dynamism, average length of words and sentences to solve the problem of classifying
texts by style.Morphological and lexical features are also significant for classifying texts
by gender [2] and age of authors [3]. Ontolinguistics is an independent area of linguistics
[4], which studies the problems of language generation and mastering depending on the
child’s age, language, and social environment. Most of studies focus on the linguistics in
typically developing (TD) children [4–7]. For children with atypical development, such
studies are few [8, 9].

For speech annotation, specialized software canbeused, further analysis is carriedout
manually. To study of verbs using in children with Down syndrome (DS) on the material
of German language, the task of pictures description was used [10], to study subject-
predicate agreement – the task of the short video (10 s) description [11]. Annotation of
speech was carried out in the ELAN (EUDICO Linguistic Annotator) editor, and then
the received material was analyzed manually.

The other approach is widely spread in which the annotation of the speech mate-
rial is made manually by the researcher, and then an automatic analysis of the texts is
performed. For revealing the differences in the use of pronouns by children with autism
spectrum disorders (ASD) and TD on the material of Greek language [12], children were
asked to make a story “Frog where are you” by pictures that show the story of a boy,
a dog, and domestic frog [13]. Annotation of the speech materials was made indepen-
dently by two experts with rechecking by a third expert, then the annotated material
was translated into the CHAT (Codes for the Human Analysis of Transcripts) format for
automatic analysis. In the study [14], the lexicon (frequency of use of different parts of
speech), morpho-syntactic characteristics (present, past tense of verbs, plural, articles,
prepositions, linking verb, etc. - 14 features in total), use of interrogative words (who,
what, which, etc.) were analyzed. The average length of utterances in the spontaneous
speech of children with ASD and TD was calculated using the CLAN (Computerized
Language ANalysis) software [15], the annotation of the speech material was made
manually.

To describe the microstructure (mean utterance length, lexical diversity, sentence
structure, utterance structure, etc.) andmacrostructure (story features - introduction, plot
development, conclusion, etc.) of narratives of children with DS and TD [16], special
software SALT (Systematic Analysis of Language Transcript, [17]) was used. In this
study, children were asked to tell a story based on a series of pictures “Frog goes to
dinner” [18].

The first linguistic study of high functioning ASD children’s speech by automatic
analysis showed the possibility of using this method for speech of children with atypical
development. The use of linguistic features together with acoustic characteristics for the
detection of ASD was considered in the study [19]. It was shown that the value of the
F1-score in detecting children with typical development was 0.78, and for children with
ASD - 0.73. In [20], the relative frequencies of using the main parts of speech were
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considered, the value of the F1-score for TD children was 0.93, for ASD children – 0.83,
for children with DS - 0.64.

The aim of the study was to reveal the linguistic features of speech in TD children,
children with ASD and DS, allowing to improve the classification of dialogues texts of
these children. The study is the extension of the linguistic analysis of dialogues texts in
Russian-speaking children with TD, ASD, DS [20].

2 Datasets

In our study, we used the original dataset containing hand-transcribed dialogues of
children with TD, DS, and ASD. The sample included speech material of boys aged 8 to
11 years (Table 1). 62 children including 20 children with TD, 14 with DS, and 28 with
ASD were interviewed. The final data set contains 69 files with dialogues. Our dataset
is relatively small that is caused by difficulties in collecting of speech of children with
DS and ASD [21]. The development of methods applicable to a small dataset of child
speech is an important task itself [19, 22]. The choice of male children is due to the
standardization of the sample by gender, linked with a higher frequency of occurrence
of informants with ASD [23]. The selection of the age of informants is due to the child’s
sufficient verbal skills for communication with other people at this age. All children
attended school (TD children attended comprehensive school, children with ASD and
DS - special school). A child psychiatrist diagnosed children with ASD and DS. The
CARS scale (Childhood Autism Rating Scale) [24] was used to assess the severity of
autistic disorders in children with ASD. The study involved children with ASD with
CARS scores of 31–42 (31–37 - moderate; 38–60 - severe form of ASD).

Table 1. Number of dialogues used in the study.

8 y 9 y 10 y 11 y Total

TD 5 5 5 5 20

ASD 8 10 5 12 35

DS 4 2 4 4 14

The children’s speech was recorded in the school, laboratory and childcare center
during the model situation - a dialogue with the experimenter. The dialogue (interview)
included a standard set of questions about family, friends, walks, favorite activities, and
school. The adult alternated general and specific questions in order to give the impres-
sion of a natural interaction. The experimenter’s strategy was based on the maximum
attraction of the child’s attention; the adult’s speech and behavior were emotional, but
regulated by the design of the experiment.

The Marantz PMD660 digital tape recorder with a SENNHEIZER e835S extension
microphone was used for audio recording. The distance from the child’s face to the
microphone did not exceed 50 cm (30–50 cm). The speech files were saved in the
Windows PCM WAV format, 44 100 Hz, 16 bits; video files - in AVI format. At the
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same time, the child’s behavior was video recorded using a SONYHDR-CX560E video
camera.

The transcription of the dialogues was carried out by 4 experts - specialists in the
field of child speech analysis. Only the replies of children were analyzed, the replies of
the interviewer were deleted.

3 Methods

3.1 Graphematic Analysis of the Texts

Graphematic analysis is the primary step in the automatic natural language process-
ing. The main task of graphematic analysis is to isolate structural units from the input
text – sentences, paragraphs, words (tokens), punctuation marks, etc. Transcription of
children’s dialogues was made manually, which made it possible to highlight pauses in
speech using punctuation marks (…). The segmentation of the text into sentences was
carried out according to standard rules, if the sequence of words ends with such punc-
tuation marks as a point, an interrogation mark, and an exclamation mark. According to
the marking, the rule was used: if the sequence of words ends with a pause (…) and then
the text begins with an uppercase letter, then segmentation into sentences is made; if
the sequence of words ends with a pause (…) and then the text begins with a lowercase
letter, then there is no division into sentences.

The example:

1: Nu, nravyatsya … No matematika luchshe nravitsya/Well, like… But math is better. –
2 sentences.

2: Mne nravitsya, kak tam pechka eto … pirozhki ispekla nu … eto … eto … rebenok
poteryalsya. Poshli potom ego iskat’. I vse/I like the way the stove… baked pies,
well… this… this… the child is lost. Then they went to look for him. And that’s all. -
3 sentences.

The number of pauses was calculated based on the number of the sequences of
symbols “…” in the text, considering pauses after unfinished words.

The example:

1: Bol’sh… Bol’shie takie kak by, krasivye/Big… Big ones, as it were, beautiful. – 1
pause.

2: Bobry, belka i kak etot … Kak eto … Nu u nego meshok na gorle/Beavers, squirrel
and like this… Like this… Well, he has a bag on his throat… - 3 pauses.

The number of unfinished words was calculated based on the sequence of letters that
are not the word and the presence of a pause after it (…).

The example:

1: Bol’sh… Bol’shie takie kak by, krasivye/Big… Big ones, as it were, beautiful. - 1
unfinished word.
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2: Bobry, belka i kak etot … Kak eto … Nu u nego meshok na gorle/Beavers, squirrel
and like that… Like this… Well, he has a bag on his throat… - 0 unfinished words.

After graphematic analysis, descriptive characteristics were calculated for the
following features:

1. The number of replies of the respondent in the dialogue.
2. The number of sentences in the replies of the respondent in the dialogue.
3. The number of pauses in all replies of the respondent in the dialogue.
4. The average number of pauses in the reply of the respondent in the dialogue.
5. The number of unfinished words in all respondent’s replies in the dialogue.
6. The average number of unfinished words in the respondent’s reply in the dialogue.
7. The average number of tokens in the respondent’s sentence in the dialogue.
8. The average number of tokens in the reply of the respondent in the dialogue.

3.2 Morphological Text Analysis

Morphological analysis of texts using the pymorphy2 library can be made in twomodes:
1) by simple search in the OpenCorpora dictionary (http://opencorpora.org/); 2) by sim-
ple search using dictionary and rule-based predictor for unfamiliar words. For transcrip-
tions of the dialogues of children with TD, the predictor allows to carry out a complete
morphological analysis of a larger number of words, since some of the words present in
our everyday speech were not in the dictionary.

The example

1. Scooby-doo (the name of cartoon character) - noun, animate, singular;
2. univer (unfinished word/university/) - noun, inanimate, singular.

However, ambiguous results were obtained for transcriptions of the dialogues of
children with atypical development using a predictor:

1 totochki (non-existent word) - noun, inanimate, singular;
2 luiai (non-existent word) - verb, imperfective, the speaker is not included in the action,

imperative, singular;
3 kupatikeda (non-existent word)- noun, animate, singular;
4 katzeski (non-existent word) – adverb.

Thus, further in the study, morphological analysis was carried out only on the basis
of the dictionary. The creators of the dataset matched non-existent words with the words
from the dictionary, and a statistical analysis of parts of speech using was made based
on the morphological analysis of the word from the dictionary:

1. schas = sejchas/now - adverb
2. zdras’te = zdravstvujte/hello - verb, plural, imperfective aspect, the speaker is not

included in the action

http://opencorpora.org/


54 O. Makhnytkina et al.

Aftermorphological analysis, the relative frequencies of the followingparts of speech
for each child were calculated: adjective (full) - ADJF; adjective (short) - ADJS; adverb -
ADVB; comparative - COMP; conjunction - CONJ; verb (infinitive) - INFN; interjection
- INTJ; non-existent word - None; noun - NOUN; pronoun-noun- NPRO; numeral -
NUMR; particle - PRCL; predicative - PRED; preposition - PREP; participle (short) -
PRTS; verb (personal form) - VERB.

For the most common parts of speech (noun, verb), grammemes were also defined
according to the following categories from OpenCorpora (http://opencorpora.org/dict.
php?act=gram):

1. category of animacy: anim - animated; inan - inanimate;
2. number: sing - singular; plur - plural;
3. category of aspect: perf - perfect aspect; impf - imperfect aspect;
4. category of involvement: incl - the speaker is included (let’s go, let’s go); excl - the

speaker is not included in the action (go, go);
5. mood category: Indc - indicative mood; Impr - imperative mood;
6. category of person (for verbs of the future and present tense): 1per - 1 person; 2per

- 2nd person; 3per - 3rd person;
7. category of tense (except for the imperative mood): pres - present tense; past - past

tense; futr - future tense.

The assessment of the use of positive and negative words was carried out using the
sentiment dictionary LinisCrowd 2015 (http://linis-crowd.org/). For each dialogue, a list
of sentiment words was compiled and statistical measures (minimum, maximum, mean,
sum, number of positive and negative score of words) were calculated.

The Mann-Whitney U test was used to test hypotheses about the difference between
two independent samples in the level of the feature’s expression. The choice of theMann-
Whitney U test is caused by importance of revealing differences in linguistic features
between groups of children in pairs. This test is non-parametric and allows identifying
the differences in the characteristics between small samples. At the second stage, datasets
was formed with features that differed at the significance levels of 0.05.

To confirm the hypothesis about the significance of differences in the values of
linguistic features, the problem of classifying dialogueswas solved based on the classical
machine learning methods, considering the psychoneurological state of children. As a
basic method, Gradient Boosted Decision Trees was used, which showed good results
in solving the problem of classifying texts in children with TD and ASD [19]. Gradient
boosting is an ensemble of decision trees that are trained sequentially. In order to improve
the quality of classification, other ensembles of models based on decision trees are
considered: Random Forest, AdaBoost. Since the data set used in the study is small,
the standard division of data into training and test sets can lead to large differences
in the accuracy of prediction by model, depending on which data are included in the
test and training sets. Thereby the LeaveOneOut cross-validation method was used to
evaluate the generalizing ability of the considered classification algorithms. All methods
discussed were implemented using the scikit-learn library in Python1.

1 https://scikit-learn.org/stable/

http://opencorpora.org/dict.php?act=gram
http://linis-crowd.org/
https://scikit-learn.org/stable/
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4 Results

The study [20] showed differences at a significance level of 0.001 observed for the fea-
tures: “relative frequency of adjectives (full)”, “relative frequency of adverbs”, “relative
frequency of comparatives”, “relative frequency of conjunctions”, “relative frequency
of verbs (infinitive)”, “relative frequency of non-existent words”, “relative frequency of
noun-pronouns”, “relative frequency of prepositions”. Table 2 presents the results for
the new text features.

Table 2. Differences in the speech of children with typical and atypical development.

Cathegory TD DS ASD

NOUN_plur TD +*** +***

DS +*** −
ASD +*** −

NOUN_sing TD +** +***

DS +** −
ASD +*** −

NOUN_anim TD − +**

DS − −
ASD +** −

NOUN_anim TD − +**

DS − −
ASD +** −

NOUN_inan TD +* +**

DS +* −
ASD +** −

VERB_plur TD +*** +**

DS +*** −
ASD +** −

VERB_impf TD +*** +*

DS +*** −
ASD +* −

VERB_excl TD − −
DS − +*

ASD − +*

VERB_None TD +*** +*

(continued)
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Table 2. (continued)

Cathegory TD DS ASD

DS +*** +**

ASD +* +**

VERB_impr TD − −
DS − +*

ASD − +*

VERB_indc TD +*** +*

DS +*** +**

ASD +* +**

VERB_past TD +*** +**

DS +*** +*

ASD +** +*

VERB_pres TD +* +*

DS +* −
ASD +* −

VERB_1per TD +*** +***

DS +*** −
ASD +*** −

The maximum score of sentiment words TD +** +*

DS +**

ASD +*

Number of positive words’ score TD +* +*

DS +*

ASD +*

“−” – no differences, “+” – significant differences, “*” – significant differences at the level p <

0.05, “**” –significant differences at the level p< 0.01, “***” –significant differences at the level
p < 0.001.

The analysis showed significant differences in the speech of children with DS and
TD, children with ASD and TD. Significant differences in the verbs use (the category
of number, aspect, mood, tense, person), nouns (the category of number, the category
of animacy) and in the specificity of the verbal manifestation of emotions - the use of
positive words are observed. Differences between childrenwithDS andASDwere found
only in the verb use (category of involvement, mood, tense) (Table 3).

Using the RandomForestClassifier to predict class labels achieved an accuracy of
88%. As a result, 95% of the dialogues of children with TD were correctly classified (19
from 20, one dialogue was attributed to ASD). For children with atypical development,
71% of the dialogues of children with DS (11 from 14, 3 dialogues were attributed
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Table 3. Classification results.

Method Diagnose Precision Recall F1- score Accuracy

GradientBoostingClassifier TD 0.89 0.80 0.84 0.75

DS 0.60 0.64 0.62

ASD 0.75 0.77 0.76

RandomForestClassifier TD 0.90 0.95 0.93 0.88

DS 0.91 0.71 0.80

ASD 0.86 0.91 0.89

AdaBoostClassifier TD 0.90 0.95 0.93 0.83

DS 0.67 0.71 0.69

ASD 0.85 0.80 0.82

Makhnytkina, 2021 [20] TD 0.90 0.95 0.93 0.83

DS 0.73 0.57 0.64

ASD 0.81 0.86 0.83

Cho, 2019 [19] TD 0.71 0.86 0.78 0.76

ASD 0.82 0.66 0.73

to ASD), 91% of the dialogues of children with ASD (31 from 35, 2 dialogues were
attributed to the dialogue of children with TD and 2 to the dialogues of children with DS)
were correctly classified. The results of the experiments significantly exceed the baseline
[19]. However, this may be due, among other things, to the different severity of ASD in
children in our experiment and the experiments of the colleagues. The resulting solution
also exceeds the results obtained in [20] due to the consideration of new morphological
features and the sentiment of words.

5 Conclusions and Discussion

The paper presents the results of automatic classification of the dialogues of boys with
TD, DS, ASD using machine learning methods. To develop a set of features that allow
classification at a sufficiently high level, linguistic features of the dialogues of children
with typical and atypical development were identified. A total of 62 features were con-
sidered, and only 40 of them are distinctive for the groups. The approach based on the
use of the RandomForestClassifier made it possible to achieve an accuracy of 88% of
dialogue classification, the best quality was achieved for the dialogues of children with
TD (recall = 95%) and children with ASD (recall = 91%), and the worst - for children
with DS (recall = 71%). On average, the values of significant linguistic features of the
dialogues in children with ASD are between the values of the features of the dialogues
of TD and DS children.

Perceptual studies showed that listeners had recognize better the emotional state of
children with ASD and DS than the state of TD peers on the base of their speech [25,
26].
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Number of studies, for example [19], show that for improving the classifying accu-
racy of the dialogues in children with typical and atypical development, it is useful to
combine audio and text modalities. Considering our experience in automatic classifica-
tion of TD children’s emotional states [27, 28] and diagnoses of children with atypical
development [22] by sounding speech, in the future we plan to combine the results
of classifying children’s diagnoses by audio and text modality based on the features
proposed in this article, which can improve the quality of classification models.

The results of our study are useful for developing the automatic systems of early
diagnostics of developmental disorders and could beusedbydifferent specialistsworking
with children.
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Abstract. Cross-lingual summarization (CLS) is the task to produce a summary
in one particular language for a source document in a different language. We
introduce WikiMulti - a new dataset for cross-lingual summarization based on
Wikipedia articles in 15 languages. As a set of baselines for further studies,
we evaluate the performance of existing cross-lingual abstractive summarization
methods on our dataset. We make our dataset publicly available here: https://
github.com/tikhonovpavel/wikimulti.

1 Introduction

Automatic summarization is one of the central problems in Natural Language Process-
ing (NLP) posing several challenges relating to understanding (i.e. identifying impor-
tant content) and generation (i.e. aggregating and rewording the identified content into
a summary). Of the many summarization paradigms that have been identified over the
years, single-document summarization has consistently garnered attention. Given an
input text (typically a long document or article), the goal is to generate a smaller, con-
cise piece of text that conveys the key information of the input text. There are two
main approaches to automatic text summarization: extractive and abstractive. Extractive
methods chop out one or more segments from the input text and concatenate them to
produce a summary. These methods were dominant in the early era of summarization,
but they suffer from some limitations, including weak coherence between sentences,
inability to simplify complex and long sentences, and unintended repetition. Abstrac-
tive text summarization is the task of generating a short and concise summary that
captures the salient ideas of the source text.

Despite the presence of a large number of datasets for abstractive summariza-
tion [11,12,14], the vast majority of them are focused on mono-lingual summarization.

However, there exists a number of summarization datasets including several lan-
guages. The task for summarization on several languages could be stated in two signif-
icantly different ways. The one is called cross-lingual and other is multi-lingual. In the
case of multilingual datasets, the corpus is collected in several languages, but there is
no requirement for an alignment, in the sense that the documents in one language may
not correspond to the documents in any other language. The systems trained on such
corpora are targeted to produce summary of a document of the same language, e.g. a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 60–69, 2022.
https://doi.org/10.1007/978-3-031-23372-2_6
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system should make summaries for Portuguese documents in form of the paragraphs in
Portuguese.Multiling’13 and ’15 [2,4,5], MLSUM [15], and XL-Sum [6] are examples
of multilingual datasets.

In the case of a cross-lingual dataset, the corpus have to be aligned between the
languages. For example, the document in English should have a summary in Portuguese.
The systems trained on such datasets should be able to make a summary in another
language regarding the language of the input document.

There were a few attempts for addressing the problem of cross-lingual summariza-
tion [7,13]. Among them, only [7] is the only one of the datasets which is large and
addresses the problem of cross-lingual summarization. However, this dataset contains
only short articles for a few topics.

This further opens up avenues to explore new approaches for cross-lingual sum-
marization, which are currently understudied. We present a novel dataset WikiMulti
consisting of Wikipedia articles and summaries in 15 languages. With the dataset in
hand, we evaluate several approaches for cross-lingual summarization to establish the
baselines.

This paper is structured as follows: in Sect. 2 we review existing datasets on multi-
and cross-lingual summarization; in Sect. 3 we describe WikiMulti, the presented
dataset; Sect. 4 is devoted to the description of the baselines for this dataset; Sect. 5
contains the results for the baselines, while Sect. 6 concludes the paper.

2 Existing Datasets

In this section, we take a closer look at the multi- and cross-lingual summarization
datasets. The statistics on these datasets provided in Table 1.

Table 1. Statistics for existing multi-lingual (top) and cross-lingual (bottom) datasets. Lengths
specified in number of words.

Num languages Avg num summaries Avg summary length Avg article length

MULTILING’15 40 30 185 4,111

XL-SUM 44 22, 847 153 3,024

MLSUM 5 314,208 34 812

GLOBAL VOICES 15 1,456 51 359

WIKILINGUA 18 42,783 39 391

WIKIMULTI 15 10,467 112 1078

2.1 Multi-lingual Datasets

Multiling’13 [2,4] and Multiling’15 [5] have been collected at MultiLing Workshops
by organizers. The MultiLing13 dataset includes summaries of 30 Wikipedia articles
per language, describing a given topic. For MultiLing’15, an additional 30 documents
were collected for evaluation purposes.
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Fig. 1. (a) - one-directional approach. (b) - two-directional approach

MLSUM [15]: A dataset obtained from online newspapers. It contains 1.5 million arti-
cle/summary pairs in five different languages, namely, French, German, Spanish, Rus-
sian, and Turkish.

XL-Sum [6]: A dataset containing 1 million article-summary pairs in 44 languages,
being the first publicly available abstractive summarization dataset for many of them.
The dataset covers 44 languages ranging from low to high-resource.

2.2 Cross-Lingual Datasets

Global Voices [13]: authors collected descriptions of news articles provided by Global
Voices site creators (it’s an international, multilingual community of writers, translators,
academics, and digital rights activists.). This dataset supports 15 languages, however,
10 of them have less than 1,000 articles.

WikiLingua [7]: authors crawled WikiHow site (is an online resource of how-to guides
where each page includes multiple methods for completing a multi-step procedural task
along with a one-sentence summary of each step).

3 WikiMulti Dataset

The well-known community collected encyclopedic resource of Wikipedia is a source
for many datasets [1,16,17] to name a few, due to on the one hand the massive contents
with a variety of topics and languages, curation of the content (for the most popu-
lar languages), and on the other hand, the permissive Creative Common license1 used
throughout the whole Wikipedia.

Wikipedia project has a concept of so-called Good Article, i.e. the article which is
approved by the community as the one describing a specific topic in full detail and well
written. One point of this article structure includes the summary as the first paragraph
of an article. We decided to build our dataset on this basis. To produce the corpus, we
take a list of Wikipedia’s Good Articles2 and get a corresponding article in 14 other
languages for each article in the list.

1 “Text is available under the Creative Commons Attribution-ShareAlike License 3.0”, https://
en.wikipedia.org/wiki/Main Page.

2 https://en.wikipedia.org/wiki/Wikipedia:Good articles/all
https://en.wikipedia.org/wiki/Wikipedia:Good articles/Social sciences and society
https://en.wikipedia.org/wiki/Wikipedia:Good articles/Sports and recreation
https://en.wikipedia.org/wiki/Wikipedia:Good articles/Video games
https://en.wikipedia.org/wiki/Wikipedia:Good articles/Warfare.

https://en.wikipedia.org/wiki/Main_Page
https://en.wikipedia.org/wiki/Main_Page
https://en.wikipedia.org/wiki/Wikipedia:Good_articles/all
https://en.wikipedia.org/wiki/Wikipedia:Good_articles/Social_sciences_and_society
https://en.wikipedia.org/wiki/Wikipedia:Good_articles/Sports_and_recreation
https://en.wikipedia.org/wiki/Wikipedia:Good_articles/Video_games
https://en.wikipedia.org/wiki/Wikipedia:Good_articles/Warfare
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Each article belongs to some categories and subcategories. For example category
“Language and literature” is divided into “Ancient texts”, “Comics”, “Novels”, “Char-
acters and fictional items”, etc. The dataset contains categories from “Architecture -
Bridges and tunnels” to “Video game history and development”, 49 categories in total.
The statistics of the articles in the categories for English could be found in Table B.

A typical Wikipedia article is structured as follows: the first paragraph consisting
of 3–7 sentences describes the subject of the article briefly. While the rest of the article
contains the details. We use the first paragraph as a summary and the rest of the article
as a text to summarize. The samples from the collected dataset can be seen in Table 2.

Our final dataset consists of 22,061 unique English articles. Other languages have,
on average, 9,639 articles that align with an article in English. From the list of
Wikipedias3, those with more than 1 million articles were selected. Several of such
Wikipedias were skipped (namely, Waray, Cebuano, Egyptian Arabic) because the most
articles have one or two paragraphs.

More detailed statistics for our dataset is shown at Table 3 while its comparison to
other existing cross-lingual datasets is shown in Table 1.

4 Experiments

In all the experiments we used classic ROUGE scores described in [8] for evaluation
in our experiments. We use all the most common variances of ROUGE scores, namely,
Precision, Recall, and F-measure for ROUGE-1, ROUGE-2, and ROUGE-L.

4.1 Baselines

We evaluate the following baseline approaches for cross-lingual summarization on our
data:

TextRank+Translate: we have used TextRank [10] tool to automatically get a sum-
mary of the text without using complex models, and then translate summary to target
language. Following the recommendation from [7] we used Amazon translating tool4

to perform translation.
Also we fine-tuned several models to perform cross-lingual summarization task to

do direct cross-lingual learning. Fine tuning on different models might give a better idea
of which architectures are best suited. We’ve used the following models:

mBART [9] is a multi-lingual language model that has been trained on large, monolin-
gual corpora in 25 languages. The model uses a shared sub-word vocabulary, encoder,
and decoder across all 25 languages, and is trained as a denoising auto-encoder dur-
ing the pre-training step. mBART is trained once for all languages, providing a set of
parameters that can be fine-tuned for any of the language pairs in both supervised and
unsupervised settings, without any task-specific or language-specific modifications or
initialization schemes.

3 https://en.wikipedia.org/wiki/List of Wikipedias.
4 https://aws.amazon.com/translate/.

https://en.wikipedia.org/wiki/List_of_Wikipedias
https://aws.amazon.com/translate/
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Table 2. Example summaries from WikiMulti for Wikipedia artile “Outer Space”.

L Summary

EN Outer space, commonly shortened to space, is the expanse that exists beyond Earth
and its atmosphere and between celestial bodies. Outer space is not completely
empty-it is a hard vacuum containing a low density of particles, predominantly a
plasma of hydrogen and helium, as well as electromagnetic radiation, magnetic
fields, neutrinos, dust, and cosmic rays. The baseline temperature of outer space, as
set by the background radiation from the Big Bang, is 2.7 kelvins (−270.45 ◦C;
−454.81 ◦F). The plasma between galaxies is thought to account for about half of
the baryonic (ordinary) matter in the universe, having a number density of less than
one hydrogen atom per cubic metre and a temperature of millions of kelvins. Local
concentrations of matter have condensed into stars and galaxies. Studies indicate
that 90% of the mass in most galaxies is in an unknown form, called dark matter,
which interacts with other matter through gravitational but not electromagnetic
forces. Observations suggest that the majority of the mass-energy in the observable
universe is dark energy, a type of vacuum energy that is poorly understood.
Intergalactic space takes up most of the volume of the universe, but even galaxies
and star systems consist almost entirely of empty space

FR L’espace désigne les zones de l’Univers situées au-delà des atmosphères et des corps
célestes. Il s’agit de l’étendue de densité quasi nulle qui sépare les astres. On parle
aussi de vide spatial. Selon les endroits de l’espace désignés, on le qualifie
quelquefois d’espace cislunaire, interplanétaire, interstellaire (ou intersidéral) et
intergalactique pour désigner plus précisément le vide spatial qui est délimité
respectivement par le système Terre-Lune, les planètes, les étoiles et les galaxies.
L’espace peut aussi se dééfinir en opposition à l’atmosphère terrestre

DE Der Weltraum bezeichnet den Raum zwischen Himmelskörpern. Die Atmosphären
von festen und gasförmigen Himmelskörpern (wie Sternen und Planeten) haben
keine feste Grenze nach oben, sondern werden mit zunehmendem Abstand zum
Himmelskörper allmählich immer dünner. Ab einer bestimmten Höhe spricht man
vom Beginn des Weltraums. Im Weltraum herrscht ein Hochvakuum mit niedriger
Teilchendichte. Er ist aber kein leerer Raum, sondern enthält Gase, kosmischen
Staub und Elementarteilchen (Neutrinos, kosmische Strahlung, Partikel), außerdem
elektrische und magnetische Felder, Gravitationsfelder und elektromagnetische
Wellen (Photonen). Das fast vollständige Vakuum im Weltraum macht ihn
außerordentlich durchsichtig und erlaubt die Beobachtung extrem entfernter
Objekte, etwa anderer Galaxien. Jedoch können Nebel aus interstellarer Materie die
Sicht auf dahinterliegende Objekte auch stark behindern

NL De ruimte of kosmische ruimte is in de astronomie en voor het onderscheid tussen
luchtvaart en ruimtevaart het deel van het heelal op meer dan 100 km van de Aarde.
Deze grens is de Kármánlijn, hoewel het geen lijn is, maar een boloppervlak. Er is
nog wel discussie of een hoogte van 80 km niet meer voldoet aan relevante
natuurkundige criteria. Deep space is het deel van het heelal op grotere afstand dan
de Aarde-Maan-lagrangepunten, ruim verder dan de Maan. De ruimte is geen echt
vacuüm, maar bestaat hoofdzakelijk uit plasma van waterstof en helium,
elektromagnetische straling (in het bijzonder kosmische achtergrondstraling) en
neutrino’s. De ruimte bevat zeer weinig atomen van andere elementen (metalen) en
stofdeeltjes. De intergalactische ruimte bevat slechts enkele waterstofatomen per
kubieke centimeter (in ingeademde lucht zitten ongeveer 1019 atomen per kubieke
centimeter). Volgens de meeste theorieën is de ruimte daarnaast rijk aan donkere
energie en donkere materie. Ook kunnen er objecten doorheen bewegen, zoals
meteoroı̈den en kometen
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Table 3. Number of articles on different languages in WikiMulti.

Language Language code Articles

English EN 22061

French FR 14625

Spanish ES 13068

Italian IT 11847

Russian RU 11703

German DE 11228

Portuguese PT 10441

Japanese JA 8922

Polish PL 8875

Chinese ZH 8711

Swedish SV 8007

Dutch NL 7681

Arabic AR 7476

Ukranian UK 7216

Vietnamese VI 5153

Average 9639

M2M100 [3] is a multilingual encoder-decoder (seq-to-seq) model primarily intended
for translation task. It was originally pre-trained on a dataset that covers thousands of
language directions with supervised data, created through large-scale mining. One of
the main goals stated by the authors is to focus on a non-English-centric approach: the
model can translate directly between any pair of 100 languages.

mT5 [18] is a massive model, a multilingual variant of T5 that was pre-trained on a
Common Crawl-based dataset covering 101 languages. The model was trained with
“Text-to-Text Transfer Transformer” paradigm which means casting every task, includ-
ing translation, question answering and classification as feeding the model text as input
and training it to generate some target text. This allows to use the same model, loss
function, hyperparameters, etc. across diverse set of tasks.

To train M2M100 and mBART we took a one-directional approach: train 14 differ-
ent models using English as source language and summarize English text into one of 14
languages. I.e. for a French-English pair, all texts will be in English and the model will
summarize them into French.

To train mT5 we took a different two-directional approach: train 14 different mod-
els, but use both English and non-English articles as text to summarize and as sum-
maries 50% of time. In this case for the same French-English pair, half of the texts will
be in English, and the model will summarize them in French, and the other half of the
texts will be in French, and the model will summarize them into English.

Figure 1 illustrates these two kinds of approaches.
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4.2 Experimental Setup

We fine-tuned mT5, M2M100 and mBARTmodels for 20k steps on a distributed cluster
of 7 Nvidia Tesla P100 GPUs. We used AdamWwith cosine learning rate schedule with
a linear warmup of 500 steps.

5 Results and Analysis

Table A shows ROUGE scores for the evaluated baselines. M2M100 showed the high-
est performance on average, especially compared to mBART and mT5. However, all
three M2M100, TextRank+Translate, and mBART have problems with Japanese and
Chinese languages, where mT5 is better than all the others. Also, it is interesting that
for the Dutch language, all models show on average a larger ROUGE score than in other
languages.

6 Conclusion

We proposed a novel dataset for cross-lingual summarization. It is comparable in size
to the existing largest one, while being more broad in topics and including longer docu-
ments and summaries. We have evaluated several well knownmodels for summarization
on this dataset and found out that the performance is strongly correlated with the lan-
guage itself than the model. E.g. the Dutch language has better scores on average for all
the models. We hypothesize that this reflects the culture of Wikipedia writing in Dutch
language, rather than the language structure.

We hope that this dataset will ease the way for other researchers in the field of
cross-lingual summarization.

Acknowledgements. The work of the last author was funded by RFBR, project number 19-37-
60027.
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Appendix

A Evaluation results for the baseline models on WikiMulti

Model Language ROUGE-1 ROUGE-2 ROUGE-L

F P R F P R F P R

TEXTRANK+TRANSLATE AR 0.11 0.10 0.15 0.02 0.01 0.02 0.10 0.08 0.12

DE 0.14 0.11 0.23 0.02 0.01 0.04 0.12 0.09 0.20

ES 0.21 0.17 0.28 0.04 0.03 0.06 0.17 0.14 0.24

FR 0.20 0.16 0.31 0.04 0.03 0.08 0.17 0.13 0.27

IT 0.18 0.15 0.27 0.03 0.02 0.05 0.16 0.13 0.23

JA 0.01 0.01 0.01 0.00 0.00 0.00 0.01 0.01 0.01

NL 0.18 0.14 0.31 0.04 0.03 0.07 0.16 0.12 0.28

PL 0.10 0.07 0.19 0.02 0.01 0.04 0.09 0.07 0.17

PT 0.18 0.15 0.25 0.02 0.02 0.04 0.15 0.13 0.22

RU 0.08 0.06 0.14 0.01 0.01 0.02 0.07 0.06 0.13

SV 0.15 0.11 0.26 0.02 0.01 0.04 0.14 0.10 0.23

UK 0.07 0.05 0.12 0.01 0.01 0.02 0.06 0.05 0.11

VI 0.21 0.18 0.30 0.04 0.03 0.06 0.18 0.15 0.26

ZH 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

M2M100 AR 0.20 0.31 0.16 0.08 0.11 0.07 0.19 0.29 0.15

DE 0.29 0.42 0.24 0.13 0.17 0.11 0.27 0.39 0.23

ES 0.34 0.46 0.30 0.17 0.22 0.16 0.32 0.43 0.28

FR 0.28 0.49 0.22 0.13 0.22 0.10 0.26 0.45 0.21

IT 0.25 0.44 0.19 0.09 0.17 0.07 0.23 0.41 0.18

JA 0.08 0.10 0.07 0.03 0.03 0.03 0.08 0.10 0.07

NL 0.38 0.48 0.34 0.20 0.24 0.19 0.36 0.46 0.33

PL 0.31 0.37 0.29 0.17 0.19 0.16 0.30 0.36 0.29

PT 0.31 0.43 0.26 0.14 0.19 0.13 0.28 0.39 0.24

SV 0.31 0.40 0.28 0.14 0.18 0.14 0.30 0.38 0.27

UK 0.27 0.36 0.25 0.14 0.17 0.14 0.27 0.35 0.25

VI 0.33 0.42 0.30 0.16 0.20 0.15 0.31 0.38 0.28

ZH 0.03 0.04 0.03 0.01 0.01 0.01 0.03 0.04 0.03

MBART AR 0.15 0.17 0.14 0.10 0.12 0.08 0.16 0.12 0.14

DE 0.19 0.23 0.18 0.05 0.06 0.05 0.18 0.22 0.17

ES 0.32 0.44 0.29 0.16 0.20 0.15 0.30 0.41 0.27

FR 0.30 0.50 0.24 0.14 0.24 0.12 0.29 0.47 0.23

IT 0.16 0.22 0.14 0.02 0.03 0.02 0.14 0.19 0.13

JA 0.04 0.05 0.03 0.00 0.00 0.00 0.04 0.05 0.03

NL 0.41 0.47 0.39 0.23 0.26 0.23 0.39 0.45 0.37

PL 0.21 0.23 0.21 0.09 0.09 0.08 0.20 0.22 0.21

PT 0.19 0.23 0.18 0.06 0.07 0.06 0.17 0.22 0.16

RU 0.26 0.32 0.24 0.11 0.14 0.11 0.26 0.32 0.23

SV 0.30 0.37 0.27 0.13 0.15 0.12 0.29 0.35 0.26

UK 0.21 0.27 0.20 0.08 0.11 0.08 0.21 0.26 0.19

VI 0.16 0.17 0.17 0.03 0.03 0.03 0.14 0.15 0.15

ZH 0.01 0.00 0.01 0.00 0.00 0.00 0.01 0.03 0.02

MT5 AR 0.17 0.37 0.12 0.05 0.10 0.04 0.16 0.35 0.11

DE 0.30 0.44 0.25 0.13 0.17 0.12 0.29 0.42 0.25

ES 0.29 0.49 0.23 0.13 0.21 0.10 0.28 0.47 0.22

FR 0.28 0.47 0.22 0.11 0.19 0.09 0.26 0.44 0.20

IT 0.29 0.49 0.23 0.14 0.22 0.11 0.28 0.46 0.22

JA 0.16 0.25 0.13 0.06 0.08 0.05 0.16 0.25 0.12

NL 0.32 0.49 0.26 0.13 0.20 0.11 0.30 0.47 0.25

PL 0.23 0.39 0.18 0.08 0.13 0.07 0.22 0.38 0.18

PT 0.29 0.42 0.25 0.13 0.17 0.12 0.28 0.40 0.24

SV 0.28 0.43 0.23 0.12 0.18 0.10 0.27 0.42 0.22

UK 0.22 0.38 0.18 0.08 0.13 0.07 0.22 0.37 0.17

VI 0.27 0.43 0.23 0.11 0.17 0.10 0.26 0.40 0.21

ZH 0.13 0.22 0.10 0.04 0.06 0.03 0.13 0.21 0.10
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B English Good articles divided into categories

Category Num of articles Num of subcategories

Agriculture, food, and drink 298 10

Albums 1350 13

Architecture 1062 11

Art 368 3

Biology and medicine 1889 21

Chemistry and materials science 184 14

Classical compositions 137 2

Computing and engineering 383 11

Earth science 1357 15

Film 1157 18

Geography 666 9

Language and literature 1308 17

Mathematics and mathematicians 110 3

Media and drama 657 6

Other music articles 878 7

Philosophy 216 6

Physics and astronomy 398 11

Places 533 10

Religion 424 5

Royalty, nobility, and heraldry 684 4

Songs 2246 23

Television 2586 113

Transport 2404 17

World history 1629 14

Armies and military units 384 4

Baseball 431 2

Basketball 251 2

Battles, exercises, and conflicts 1051 10

Cricket 139 2

Culture, sociology, and psychology 381 8

Economics and business 317 5

Education 280 3

Football 1394 7

Hockey 264 3

Law 543 10

Magazines and print journalism 151 2

Military aircraft 151 2

Military decorations and memorials 24 2

Military people 797 7

Military ranks and positions 7 1

Motorsport 317 2

Multi-sport event 421 5

Other sports 841 31

Politics and government 654 11

Pro wrestling 344 5

Recreation 278 9

Video games 1639 20

Warships and naval units 1761 3

Weapons, equipment, and buildings 336 4



WikiMulti: A Corpus for Cross-Lingual Summarization 69

References

1. Chen, D., Fisch, A., Weston, J., Bordes, A.: Reading wikipedia to answer open-domain ques-
tions. arXiv preprint. arXiv:1704.00051 (2017)
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Abstract. Estimation of semantic similarity is crucial for various natu-
ral language processing (NLP) tasks. In the absence of a general theory
of semantic information, many papers rely on human annotators as the
source of ground truth for semantic similarity estimation. This paper
investigates the ambiguities inherent in crowdsourced semantic labeling.
It shows that annotators that treat semantic similarity as a binary cate-
gory, namely, two sentences are either similar or not similar, and there is
no middle ground, play the most critical role in the labeling. The paper
offers heuristics to filter out unreliable annotators and stimulates further
discussions on the human perception of semantics as a key to further
developing human-centered artificial intelligence.

Keywords: Semantic similarity · Style transfer · Crowd sourcing

1 Introduction

Human-labeled datasets are routinely used as golden datasets for benchmarking
NLP algorithms. For some NLP tasks like Part-of-Speech Tagging or Named
Entity Recognition, the labeling criteria are rigorous, yet such formulations are
lacking for others. Many baselines in modern NLP rely on the idea that certain
aspects of natural language are understood intuitively by human annotators.
This implicit assumption that semantics are definitive and unambiguous is often
the only argument for ontological consistency of obtained evaluations on a given
dataset. This paper demonstrates that this assumption does not hold for seman-
tic similarity measures. It also finds that the researcher could detect unreliable
annotators and thus significantly affect the labeling results via domain-specific
features of the labeling process. The contributions of this paper are as follows:

– it highlights that intuitive understanding of semantic similarity varies across
language speakers. In the absence of a universal unsupervised semantic sim-
ilarity measure, these differences lead to the implicit noise in the research
outcomes;

– using human assessment on thirty-five thousand labeled pairs of sentences the
paper explores various inconsistencies present in the labeling;

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 70–81, 2022.
https://doi.org/10.1007/978-3-031-23372-2_7
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– it proposes five possible heuristics to filter unreliable annotators and evalu-
ates the impact of such filtering on various unsupervised semantic similarity
measures.

If NLP community wants to advance human-machine text and speech inter-
faces, we must consider these factors. Moreover, it might be that implementing
some measures of fuzzy semantics might facilitate human-machine interaction
better than a current single-measure approach based on crowdsourced data.

2 Related Work

Large-scale annotated datasets (such as Treebank, Imagenet, and many others)
have dramatically increased performance in many sub-fields of Machine Learn-
ing. However, they are extremely expensive and take a long time to develop.
One well-established method for obtaining large-scale labeled datasets is crowd-
sourcing. In recent years we have seen the rise of various crowdsourcing services,
which provide non-expert annotated labels. Outsourcing the labeling process to
external services makes it possible to scale horizontally. Still, researchers face
significant challenges to both ensure the quality of the labels and validate that
the data is labeled according to the task’s criteria. When dealing with non-
expert annotators, the issue of quality assurance arises. Most requesters rely on
redundancy (Majority Vote) or use some form of Golden Dataset to filter out
unreliable annotators. Beyond the classical methods, many statistical methods
have been proposed to address the issue.

Dawid & Skene [4] initially proposed an Expectation-Maximization algorithm
to predict the error rate for each annotator. Many other probabilistic models have
been proposed [23,29] to approximate both annotator error and bias [8], and the
difficulty of particular labels and models [24]. While most of these models have
been intended to be generalizable, this paper makes the argument that progress
in Natural Language Understanding (NLU) requires attention to the domain-
specific attributes of semantic data.

3 Domain-Specific Annotator Attributes for Natural
Language

There are always two necessary elements in any form of communication or usage
of language: form and meaning. When the meaning is tightly bound to the form,
one can take the form context-free and be able to extract the meaning directly.
However, it would be impossible to parse the intended meaning in natural lan-
guage communication without some external knowledge base. The so-called sym-
bol grounding problem [7] states that one can not derive the meaning of a sentence
from the syntax alone. Meaning is derived from many sources, the context, the
tone of voice, the relationship between interlocutors, etc.

While the NLP community has made great strides in developing a better
ability to understand the syntactical distribution of a language, we have yet
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to make any clear headway in modeling meaning [2]. Although annotators may
internally feel that they have an intuitive sense of semantic preservation, there
does not seem to be a consistent agreement between people (and even for the
same person in varying circumstances).

Several basic challenges cause such inconsistencies. First of all, the overlap
between the form and semantics is very fuzzy, [9,26,27]; for example, given a pair
of sentences in which the only distinction is the sentiment (ex: “I love pizza.”
vs. “I hate pizza.”) human annotators agree that semantics similarity is low
while some NLP researchers working on text style transfer treat sentiment as
style attribute and evaluate these two sentences as semantically similar. Sec-
ond, there are many possible axes upon which to calculate semantic similarity
(communicative intent [28], topic identification [18], emotion recognition [5]); it
is not clear how these axes rank when we are after a general measure of seman-
tic similarity. Finally, personal characteristics of the annotator, such as implicit
understanding of the context or varying background experience, systematically
affect the judgment of the annotators.

4 The Data

To see differences in the semantic tendencies of human annotation, we used sev-
eral standard paraphrase and style transfer datasets alongside a random selection
of sentence pairs from each dataset. Similar to [30] the random pairs of sentences
are used for the baseline of sentences that have no semantic overlap whatsoever.
The paraphrase datasets include different versions of English Bibles [3], English
Paralex dataset1, and English Paraphrase dataset2. The style transfer datasets
are the dataset of politeness introduced in [22] referred further as GYAFC, and
Yelp! Reviews3 enhanced with human-written reviews with opposite sentiment
provided by [25].

Three independent annotators labeled every pair of sentences with a score
from 1–5 (where 1 stood for two sentences being dissimilar, while 5 stood for
two sentences with identical meaning). To facilitate further research of human-
labeling inconsistencies for the tasks of semantic similarity, we make all collected
information on the labeling process available for further study, thus enabling
research transparency4.

There are three significant sources of noise affecting this labeling procedure.
The first sources of noise are unreliable annotators. These people don’t give
thoughtful responses and randomly fill their answers. Such annotators are present
in all crowdsourcing tasks, and there are many methods to filter them out, for
example, [14,15].

1 http://knowitall.cs.washington.edu/paralex/.
2 http://paraphrase.org.
3 https://www.yelp.com/dataset.
4 https://github.com/ShaulSolomon/Rethinking-Crowd-Sourcing-Semantic-Simila

rity.

http://knowitall.cs.washington.edu/paralex/
http://paraphrase.org
https://www.yelp.com/dataset
https://github.com/ShaulSolomon/Rethinking-Crowd-Sourcing-Semantic-Similarity
https://github.com/ShaulSolomon/Rethinking-Crowd-Sourcing-Semantic-Similarity
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The second source of noise is the 1–5 labeling scheme itself. On the one
hand, the continuous scale from one to five presents the possibility for an anno-
tator to mark a pair with 3, implying that two sentences are neither similar nor
dissimilar. On the other hand, one could argue that by definition, the lack of
similarity inherently equates to dissimilarity. We tested these two interpretations
with a dozen of NLP professionals and were surprised to find out that there is
no academic agreement as to which of the two scale interpretations were more
appropriate.

The final source of noise could be certain personal qualities of the anno-
tators. For example, certain users could be more radical in their judgment and
have a preference to give extreme ratings (1,5) while others might be more mod-
erate and give more centrist ratings (2,4), see [16].

5 Experiments

We conducted experiments to estimate the impact of these noise sources on
evaluations of unsupervised semantic measures. Initially, we worked under the
assumption of a minimal consistency requirement for a measure of semantic
similarity, i.e., random sentences being ranked less similar than non-random
sentences on average. However, when trying to validate that assumption by ana-
lyzing the similarity score distributions relative to the labels for different mea-
sures, we discovered numerous examples of low-quality labels. As a result, we
strove to formalize the noise patterns into clear heuristics that can be applied to
any dataset using the metadata available on a publicly available crowdsourcing
platform.

One can argue that the heuristics proposed below are generalizable to any
form of human judgment due to the inherent ambiguity within written language
discussed prior. This is a legitimate claim, and as such, gaining a clearer picture
of the biases and noise in the data becomes even more crucial for NLP tasks that
require any form of human quantitative estimates. The heuristics below are by
no means an exhaustive list but rather to be viewed as a sample of the myriad
of factors that need to be addressed as we strive towards a more comprehensive
formulation of semantic similarity.

5.1 Filtering Heuristics for Unreliable Annotators

We experimented with five different heuristics:

1. Slow Annotators: those whose mean labeling time is much greater than
the average labeling time. We denoted the annotator with a mean labeling
time greater than 300 s as a slow annotator. This places them in the 98th
percentile in terms of average labeling duration in our dataset.

2. Low Variance: if the variance for all of the labels given by one annotator is
lower than 1. This means that the vast majority of the labels are annotated
with the same label by this annotator.
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3. High Random: remove labelers whose mean semantic similarity score of all
random pairs is higher than their mean semantic similarity score for non-
random pairs. The random pairs have to score lower than the semantically
similar ones among reliable annotators.

4. Disagreeable Annotators: using reduced labeling (Scores below 3 collapse
into −1, 3 becomes 0, and anything above 3 collapses into 1) we filter any
annotator who happens to disagree with an unanimous decision from the
other two annotators more than in half of the cases.

5. Sentimentally Dis-aligned Annotators: as discussed earlier, the relation-
ship between sentiment and semantics is ambiguous, so we wanted to filter out
annotators who used the sentiment to determine semantics inconsistently.5

If the annotator corresponds to one of these categories we pronounce this
annotator to be unreliable. To make our experiments clear and reproducible,
we publish the source code, with the specification of all dependencies, including
external libraries (See footnote 4).

5.2 Correlation with Automated Semantic Similarity Metrics

We took ten of the most used metrics for content preservation and semantic
similarity to estimate how the labeling noise can interfere with the NLP bench-
marks that use semantic similarity measurements. Word overlap is calculated
as a percentage of words that occur in both texts. chrF [21] is a character
n-gram F-score that measures number of n-grams that coincide in input and
output. Cosine similarity is calculated in line with [6] either with pre-trained
GloVe [19] or FastText word embeddings [10]. POS-distance looks for nouns
in the input and output and is calculated as a pairwise distance between the
embeddings of the found nouns. L2 distance between Elmo [20] embeddings
of two sentences. WMD [11] defines the distance between two documents as
an optimal transport problem between the embedded words. BLEU [17] is one
of the most common semantic similarity measures. ROUGE [12] compares any
text to any other (typically human-generated) summary using a recall-oriented
approach and unigrams, with bi-grams, and [13] with the longest co-occurring
n-grams in sequence. Meteor [1] metric is based on a harmonic mean of uni-
gram precision and recall, with recall weighted higher than precision and some
additional features, such as stemming and synonymy matching. Finally, BERT
score proposed in [31] is a BERT-based estimator of semantic similarity between
two pieces of text.

5 Taking pairs which have a very high word overlap (BLUE score over 0.8) - indicating
nearly identical syntactical content - but with sentiment score differences ≥ 1.9
(using huggingface’s sentiment-analysis pipeline is bound by [−1,1]), we filter out
annotators whose labeling variance on those pairs was greater than 1.
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Table 3. The correlation between automated semantic similarity metrics and the
human labels over all datasets, and the same correlation when unreliable annotators are
filtered out. The automated metrics improve from 2 to 9 percentage points depending
on the metric.

Metric Baseline Filtered Percentage

correlation heuristics increase

ROUGE-1 0.61 0.65 7.6%

bleu1 0.60 0.65 7.9%

ROUGE-l 0.60 0.65 8.0%

BertScore 0.59 0.64 8.5%

1-gram overlap 0.59 0.64 8.0%

chrfScore 0.58 0.63 7.3%

L2 score 0.56 0.6 6.6%

ROUGE-2 0.53 0.58 8.4%

fasttext cosine 0.51 0.52 2.2%

WMD 0.5 0.52 4.4%

glove cosine 0.45 0.48 4.6%

bleu 0.41 0.45 9.0%

POS Dist score 0.35 0.38 7.2%

Table 3 shows how the automated semantic similarity metrics correlate with
human labels and how they correlate after we filter unreliable annotators defined
according to the heuristics above. Tables 1 – 2 show the resulting experiments
with all five heuristics and relative changes in correlation between human labeling
and unsupervised semantic similarity metrics depending on the filtering proce-
dure.

The results clearly demonstrate that relatively straightforward filtering of
human labels could add or subtract up to eleven percentage points to the results
of an automated evaluation. This is disturbing since far more minor changes in
performance are commonly regarded as improvements in some NLP tasks.

In all our experiments situations we see that the combination of Low Vari-
ance and High Random filtering heuristics has the strongest impact on the
correlation with automated evaluation methods. Under certain circumstances,
heuristics based on Disagreeable Labelers and Sentimentally Dis-aligned
Labelers also increase the correlation. On the other hand, filtering Slow Anno-
tators out only hurts the performance.

Table 4 shows a more nuanced picture of correlations between the automated
metrics and the labels of different annotators. We denote those annotators who
selected {1,5} over 50% of the time as Radical and those who selected {2,4} as
Centrist ; the label 3 was ignored in calculations of these criteria, and only anno-
tators with variance above 1 were included. Comparing results in Table 3 and
Table 4 one could see that radical annotators play a major part in the resulting
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Table 4. The Baseline correlation without filtering and the improvement after filtering
unreliable annotators for Radical and Centrist Annotators independently.

Radicals Centrists

Baseline Filtered Baseline Filtered

ROUGE-1 0.70 0.70 0.28 0.45

bleu1 0.69 0.69 0.28 0.46

ROUGE-l 0.69 0.69 0.28 0.46

BertScore 0.69 0.69 0.28 0.46

1-gram overlap 0.68 0.68 0.28 0.45

chrfScore 0.67 0.67 0.28 0.44

L2 score 0.64 0.65 0.25 0.39

ROUGE-2 0.61 0.61 0.26 0.41

fasttext cosine 0.57 0.57 0.21 0.32

WMD 0.57 0.56 0.21 0.33

glove cosine 0.51 0.51 0.19 0.23

bleu 0.47 0.48 0.21 0.32

POS Dist score 0.41 0.40 0.16 0.28

overall correlations between human labels and automated semantic similarity
metrics. Moreover, filtering unreliable annotators only affects correlations of the
labels given by Centrists. This either shows that treating semantic similarity as
a binary value when using crowdsourced human labels might be beneficial for
less ambiguous results or hints that current unsupervised metrics of semantic
similarity have a hard time capturing nuance that some human annotators see.

6 Discussion

Constant attempts of the NLP research community to formalize certain aspects
of natural language are significant. Yet, in the case of semantic similarity mea-
sures sourced from a crowd, these efforts might hinder the progress towards more
“relatable” natural language models. Some level of ambivalence in a language
might be its’ feature rather than a bug. As we discussed the design of the labeling
among ourselves and other professionals in the NLP community, there are two
distinct “cultures”. Some annotators treat the scale uniformly. These annotators
treat lower labels as corresponding to a lower degree of similarity while using
bigger labels to denote higher semantic similarity. Other annotators interpret
the middle of the scale as neither similar nor opposing examples. They regard
the lower half of the scale as a negative semantic relation between two texts
while treating the upper half of the scale as a similarity metric. One could also
clearly contrast “radical” annotators and those who were less sure in their judg-
ment. Such factors could not only be the source of error for NLP research but
also might be insights into how a “human-friendly” natural language interface
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could behave and what personalization dimensions it could have. For example,
a sub-task with a Semantic-based NLP model could be to determine what type
of similarity the user intended.

7 Conclusion

This paper attempts to quantify the inherent ambiguity prevalent in any NLP
task that relies on human judgment as a measure of semantic similarity. It
demonstrates that a simple heuristic curation of human annotation could give
up to eleven extra percentage points in terms of the model performance
estimated with some unsupervised semantic similarity measure.

The series of experiments conducted in the paper provides several rules of
thumb to reduce the ambiguity of human labels:

– when labeling treat semantic similarity as a binary feature asking if two texts
are similar or not;

– add sentence pairs where there is no semantic similarity whatsoever and filter
unreliable annotators that make mistakes on these pairs;

– majority vote improves the consistency of your data but it is not as good, and
drastic, as filtering out annotators with a low variance of labels and annotators
that systematically miss the right answer on clearly dissimilar sentence pairs.

The paper also explores dividing annotators between Radical and Centrists, both
as a way to increase correlation and in reducing the ambiguity within Semantic
Similarity labeling.
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Abstract. This paper deals with the interaction of visual and acoustic cues of
irony, observed in the speech of Russian professional actors. We selected ironic
and non-ironic utterances frommodern films and series taking into account narrow
and broad context, lexical and semantic markers. Then we extracted the target
utterances from the context eliminating any markers of irony. The participants of
the perceptual experiments could rely only on the visual and acoustic (prosodic)
cues. In the first experiment we suggested to the participants mute video files
containing the target ironic and non-ironic utterances. The second experiment
was conducted with the audio files only of the same utterances extracted from the
films. In the third experiment video and audio were suggested simultaneously, as
in the natural situation of film watching, but still without any context or lexical
marker. Segment duration, pitch movement, gestures and mimics, as well as their
synchrony in the well-recognized target utterances were analyzed. The results of
the experiments demonstrated that the visual cues were more important for irony
perception than the audio signal. Yet, some video stimuli that had low recognition
of irony were better recognized in the experiment with audio. It led us to suppose
that actors use in various proportion visual and acoustic cues to express irony in
speech. The results of this research can have practical application in both speech
recognition and speech generation used in artificial intelligence systems, as well
as in the forensic phonetics and second language acquisition.

Keywords: Verbal irony · Antiphrasis · Actors’ Speech · Acoustic cues ·
Gestures · Phonetics · Pitch movement

1 Introduction

Nowadays, in the era of digital technology development, requiring the use of various
information transmission channels, one of the most challenging questions of current
interest is the multimodal behavior of speaker and the results of a multichannel speech
perception by a listener. Despite the great variety of studies on the multimodality [1–7],
neither the interaction of various information channels andmodes, nor the impact of each
of them on speech perception are fully understood. The increasing interest in this domain
is also explained by the needs of natural animation of conversational agents in speech
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and video dialogue systems [8]. Another key point in modern linguistics, cognitive and
artificial intelligence (AI) studies is to understand subtle features of meaning in human
speech. It is still a challenge for recognition systems. Their enhancement will be possible
only after a comprehensive description of various cues of speech modalities in speech
perception and generation has been obtained.

One of themodalities, which is important for the correct interpretation of themessage
is the irony, especially the antiphrasis (irony as negation). This type of verbal irony is
traditionally defined as a mode of speech in which one says something different from or
the opposite of what is really implied [9]. This complex phenomenon can be manifested
by various means at all levels of communication, including phonetics, gestures and
mimics.

To date, relatively little work has been done that examined phonetic properties of
irony in Russian. Although numerous studies considered this phenomenon, most of them
focused on lexical, grammatical or semantic aspects of irony. A comprehensive study
of acoustic cues of irony in Russian is yet to be conducted. In our previous research
we observed using the laboratory speech that the stressed vowel lengthening seems to
be one of the prosodic features of irony [10, 11], as well as the increased intensity and
pitch range. It correlates well with the data obtained in earlier research on English and
German material [12, 13] and with some results obtained for Chinese language [14].

Thus, in the current study we aim to analyze various acoustic and visual cues of
irony in speech of Russian professional actors in films and series. Moreover, we try to
consider the interference and impact of each of the channels on the perception of the
compound signal (video with audio). We considered gestures and mimics co-occurring
with the nucleus of the phrase, comparing the direction of the gestures and of the pitch
movement.

2 Material

Our research is based on the modern Russian films and series presented in open sources.
During the semantic analysis accomplished by expert linguists, we selected audiovisual
snippets containing ironic and non-ironic utterances from cues of both male and female
actors.

2.1 Linguistic Analysis

To establish the presence or absence of irony-negation (antiphrasis) we considered
the narrow and broad context, lexical and semantic markers, as well as remarks. The
examples are given below.

Narrow Context. The verbal or non-verbal context, in which an utterance occurred,
often helped to define unambiguously whether the utterance was pronounced with irony,
notably with irony-negation, or not. For example, the utterance “Hy cpacibo!” (Oh,
thanks!)was pronouncedby a character after his colleague announced about a bigmistake
he had made. Thus the utterance expressed displeasure instead of gratitude. Also the
discourse marker – the particle “ny” (oh, well, yeah) – enhanced the ironic meaning.
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Lexical and Semantic Markers. Oneexample of a lexicalmarker has beengiven above
(the particle “ny” (oh, well, yeah)). Although most discourse markers are polysemic,
their concrete meaning is always clearly defined by the context and situation. Besides
that, their occurrence in ironic utterances is more frequent than in the non-ironic ones.
Among discourse markers, there are also few that are used only in ironic utterances,
like the marker “To�e mne” (Some…) or “Da ladno”(Come on). All such markers
accompany the target utterance and reinforce the ironic meaning.

Remarks. Various remarks are typical for fiction, but they canoccur infilms and series as
well. For example, during the dialogue, when the first character pronounces an utterance
“Bednen�ki�!” (Poor him!), the second replies “A otkyda ctol�ko capkazma?” (Why
are you so sarcastic?).

Broad Context. The utterance “Bot �to cypniki?!” (Are these cheese pancakes?)
is a good illustration of ironic meaning revealed through the storyline. This utterance
is pronounced by a mother-in-law who can’t stand her daughter-in-law and constantly
bullies the latter. At the same time, it includes the discourse marker – the demonstrative
particle “vot” (here, this,…etc.), which amplifies the expressed emotions. Here this
particle amplifies the ironic meaning.

2.2 Requirements for the Audiovisual Material

In the audiovisual material, there shouldn’t be any close-ups or overlaps. One character
should pronounce one utterance in one frame (utterance). The whole utterance should
be pronounced without changing place or regrouping.

In order to avoid the influence of the previous knowledge of thefilmon the experiment
participants, no famous films or quotes from such films were chosen.

3 Perceptual Experiments

The snippets from the video sources (films and series) mentioned in the previous section
were presented to Russian native speakers in order to test whether they were able to iden-
tify ironic or non-ironic meaning of the stimuli. Short snippets were manually extracted
from the obtained audiovisual signal in a way that did not allow for any indication of
the ironic context (irony markers and explicit remarks) or non-ironic context.

A series of perceptual experiments was conducted, the first one containing muted
video recordings, the second one containing corresponding audio recordings and the
third one containing the same video recordings with the sound on. Each questionnaire
consisted of 38 questions, 35 of which were aimed at recognition of the target phrases
and three questions were asked in order to collect the personal data of the informants
(their gender, age and level of Russian language competence). Since the three sets of
stimuli were related, the same questions were used for the same target phrases.

The participantswere instructed to play the recording (a visual in the first experiment,
an audial in the second experiment and an audiovisual stimulus in the third experiment)
and relate it to the sentence or the dialogue it was extracted from in written form. All
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the questions had 3 options: an ironic context, a non-ironic context, and the “unsure”
option. The given options were devoid of any explicit indication of the ironic meaning
of an utterance. This was intended to make certain that the participants were not aware
of the goal of the experiment. The auditors could only choose one response option. An
example of the questionnaire used in visual and audiovisual perceptual experiments is
given below (Fig. 1). In the auditory experiment, the same questionnaire was given, but
there were no video, only the corresponding audio files were suggested.

Fig. 1. Anexample of the questionnaire for the experimentwith themute video and the audiovisual
experiment presented on the platform SoSciSurvey.de. (1)– They’ve been married for only one
year, yet the plates are already flying all around the apartment. – Why not? A real family life;
(2) – All her thoughts are now about her husband and her child. – This is great! A real family life;
(3) Unsure.

The link to the survey was distributed online using the SoSci Survey platform. Each
test took approximately 10–15 min to complete. An effort was made to ensure that the
participants would get acquainted to only one set of data in order to avoid overlapping
of the different types of stimuli.

At the time the results were collected, 31 people completed the questionnaire that
presented muted video recordings, 25 people took part in the second survey containing
corresponding audio fragments and 46 auditors participated in the third experiment that
included audiovisual stimuli. Only participants who filled out the personal data form
were considered in the study. All of the listeners who took part in the three perceptual
experiments were native Russian speakers.
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4 Acoustic Analysis

Audio and video recordings were processed in three programs: PRAAT, Wave Assis-
tant and Elan. In the PRAAT program, the recordings were segmented into stressed
and unstressed vowels and consonants. Then, using the script, data on the duration and
intensity of each sound and of the entire phrase were obtained. In the Elan program,
the segmentation was synchronized with the video to further correlate the results of
the acoustic analysis with the video stream. In the Wave Assistant program, the pitch
was annotated for subsequent analysis of the melodic range and to plot the pitch con-
tour. Data on the melodic range of phrase, stressed vowel and stressed syllable were
calculated in both Hz and semitones. Overall, 20 ironic and 15 neutral fragments were
acoustically analyzed. The fact of the presence of additional prosodic prominence was
taken into account. Additional prosodic prominence occurs when there is more than one
perceptually prominent word. Furthermore, the tone movement was considered: falling
and rising nucleus.

As a result of the analysis, therewas a difference in the duration of unstressed vowels:
in neutral phrases, unstressed vowels were longer than in phrases with irony. Stressed
vowels were longer in ironic utterances than in neutral ones. However, to clarify the
significance of the results obtained, a statistical analysis (Student’s t-test) of the acoustic
data was conducted: duration (nucleus, unstressed and stressed vowels), intensity and
melodic range (phrase, stressed vowel and stressed syllable). It turned out that the only
statistically significant difference between ironic phrases and non-ironic ones at the
acoustic level was the melodic range in the stressed syllable. In ironic phrases, the
melodic range is statistically confirmed to be greater than that of neutral phrases (see
Tables 1 and 2). The values of the melodic range are given in Hertz and semitones.

Table 1. Additional prosodic prominence, tone movement and melodic range in ironic phrases.

Text of the fragment Additional prosodic
prominence

Tone movement Melodic range in the
stressed Syllable, Hz
(ST)

Xa-xa (Ha-ha) − \ 35 (3)

Genial�no (Genius) − \ 80 (8)

Ce�qac (Now) − \ 29 (2)

Cqactliva� ceme�na�
�izn� (Happy family
life)

+ \ 81 (9)

Hy �to mne covepxenno
neobxodimo (This is
absolutely necessary for
me)

+ \ 5 (1)

(continued)



Interplay of Visual and Acoustic Cues of Irony Perception 87

Table 1. (continued)

Text of the fragment Additional prosodic
prominence

Tone movement Melodic range in the
stressed Syllable, Hz
(ST)

Blagopodno (That’s
precious)

− \ 85 (11)

Hacto�wa� ceme�na�
�izn� (<It’s> the real
married life)

− \ 185 (15)

�to cencaci� (It’s a
sensation)

− \ 17 (2)

Poxval�no (<it’s
commendable)

− \ 45 (6)

Hy cpacibo (Oh, thanks) + \ 47 (5)

Cpacibo tebe
neqeloveqeckoe (Thank
you so much)

+ \ 10 (2)

Cep�eznoe delo y nac
tyt (This is actually a
serious matter)

+ \ 42 (5)

Leqit�c� znaqit (Well,
<he’s> been treated)

− \ 33 (2)

Oqen� cmexno (Very
funny)

+ \ 16 (3)

Bednen�ki� (Poor) − \ 80 (5)

Molodec (Well done) − \ 16 (3)

Da (Yes) − \ 70 (10)

Bot �to cypniki (Are
these cheese pancakes?)

+ / 113 (10)

Da ney�eli (Really) + \ 58 (15)

Delat� mne neqego
(I’ve nothing to do)

+ \ 14 (1)

Moreover, the acoustic characteristics of fragments reliably identified in the per-
ceptual experiment with and without irony (>80% of the auditors in the experiment
with sound) were analyzed separately, the same results were obtained: in fragments with
irony, the stressed syllable has a greater melodic range than in neutral fragments (see
Fig. 2).

One explanation for why a statistically significant difference was found only in the
melodic range is that the fragments analyzed as neutral might turn out not to be quite so.
Since the speakers were the actors playing the role, it was likely that their speech was
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Table 2. Additional prosodic prominence, tone movement and melodic range in non-ironic
phrases.

Text of the fragment Additional prosodic
prominence

Tone movement in the
stressed syllable

Melodic range in the
stressed syllable, Hz
(ST)

Blagodap� (Thank
you)

− / 14 (1)

Bceneppemenno
(Indubitably)

− / 36 (5)

Da, blagodap�
(Yes, thank you)

+ \ 51 (7)

Kogo (Whom) − \ 143 (10)

Hy i komy �e
letet� kak ne
Bolode (Who else
will fly if not
Volodya)

+ \ 39 (3)

Oleg – �to
voditel� (Oleg is
the driver)

+ \ 34 (5)

Otliqno (Great) − \ 38 (3)

Oqen� (Very much) − \ 12 (1)

Pon�tno (<It’s>
clear)

− \ 15 (3)

Ppivet (Hello) − \ 17 (2)

Clavna� devoqka
(<She’s> a nice
girl)

+ \ 14 (1)

Cpacibo (Thak
you)

− \ 3 (1)

Xopoxo (Well) − \ 36 (3)

Qto (What) − \/ 25 (2)

	 byl by vam
oqen� blagodapen
(I would be very
grateful to you)

− \ 17 (3)

not neutral and non-emotional enough, they could use some acoustic markers, which
could also be used in the production of irony. Consequently, the differences between
ironic and non-ironic utterances in duration, for example, might be insignificant.
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Fig. 2. Boxplot of melodic range in the stressed syllable in well-recognized ironic and non-ironic
fragments (by more than 80% of participants).

5 Co-speech Gestures

Tobetter understand the visual cues of irony perception the analysis of co-speech gestures
was accomplished. In no case did we pretend to have a comprehensive description of
gestures in thismaterial. Our goalwas to examine themain types of gestures co-occurring
with the nucleus or with the prosodic prominence in both types of sentences. The main
interest consisted in establishing the presence or absence of the synchronization between
the nucleus and the gesture apex or effort (for the classification and categorization of
gestures, see the overview by P. Wagner [1]).

The phenomenon of synchronization has been widely studied, although the results
often differ. For some time there was a hypothesis of the so-called “starting point”, from
which both gestures and speech are planned simultaneously [15]. Nevertheless the recent
theories [16, 17] suggest another explanation, assuming that theremight bemore freedom
in the speech and gestures production planning. The difference in synchronization (the
precise coincidence with the beginning of the stressed syllable or the late realization of
gestures) may be caused by difference in speech planning. Thus, in spontaneous speech
the gestures will not co-occur as precisely, as in prepared speech [18]. It lets us expect
the high level of synchronization between pitch pattern and gestures in actors’ speech.
We also analyzed the pitch movement direction in the nucleus and gestures direction.

The analysis showed that all well-recognized ironic and non-ironic utterances (in
the experiment with mute video) were synchronized with one of the gestures (Table 3).
The direction of the gesture in 100% of cases matched the pitch movement direction in
both ironic and non-ironic utterances. The gesture apex co-occurred with the beginning
of the nucleus.

78% of the well-recognized ironic utterances were accompanied by head movement,
in 36% of phrases a rounding of unrounded vowels was observed, hands and arms
movements co-occurred with the nucleus of 21% of utterances with irony, with the same
frequency the hyperarticulation was present, as well as the gaze movement. In 86% of
ironic utterances various gestures co-occurred.

100% of non-ironic utterances were matched by head movement, one of the phrases
was pronounced with eyebrow lifting and one with the gazemovement in the same direc-
tion than the pitch movement. The distinctions between ironic and non-ironic gestures
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Table 3. Synchronization of gestures and mimics with the nucleus in ironic phrases.

Text of the
fragment

Head Hands/arms Gaze/eyes Eyebrows Lips
rounding

Hyperarticulation

Xa-xa (Ha-ha) / blinking +

Genial�no
(Genius)

\

Ce�qac (Now) \ blinking +

Cqactliva�
ceme�na�
�izn� (Happy
family life)

\ \ +

Hy �to mne
covepxenno
neobxodimo
(This is
absolutely
necessary for
me)

\ \ \

Blagopodno
(That’s precious)

\ +

Hacto�wa�
ceme�na�
�izn� (<It’s>
the real married
life)

\ \ opening

�to cencaci�
(It’s a sensation)

shaking

Poxval�no
(<it’s
commendable)

\ blinking

Hy cpacibo
(Oh, thanks)

opening
mov.

+

Cpacibo tebe
neqeloveqeckoe
(Thank you so
much)

\

Cep�eznoe delo
y nac tyt (This
is actually a
serious matter)

\

(continued)

might be subtle and seem to be more qualitative than quantitative. Though we observed
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Table 3. (continued)

Text of the
fragment

Head Hands/arms Gaze/eyes Eyebrows Lips
rounding

Hyperarticulation

Leqit�c�
znaqit (Well,
<he’s> been
treated)

\ +

Oqen� cmexno
(Very funny)

\

Bednen�ki�
(Poor)

\ / +

Molodec (Well
done)

/ / +

Da (Yes) \/ \ \ + +

Bot �to
cypniki (Are
these cheese
pancakes?)

/ \ /

Da ney�eli
(Really)

\ +

Delat� mne
neqego (I’ve
nothing to do)

/ +

that there was no lip rounding and no hyperarticulation in the non-ironic utterances
compared to the ironic phrases.

6 Results and Discussion

The findings of the first two perceptual experiments indicated that informants can suc-
cessfully identify an irony based on the visual or acoustic cues alone, with no addi-
tional lexical or semantic information, 87.5% of the ironic phrases being satisfactorily
detected by more than 60% of the participants (see Table 4), mean percentage of correct
categorization being 77.8%, standard deviation being 16.8.

Based on the results for the two experiments containing only audial and only visual
stimuli, identification of non-ironic utterances by Russian speakers seems to be less
successful than that of ironic phrases, the mean percentage of correct recognition for
non-ironic stimuli being 64.8% and standard deviation being 22. Only 66.6% of these
utterances were satisfactorily classified by more than 60% of the informants.

The difference in the recognition of ironic and non-ironic stimuli in the first percep-
tual experiment has been found to be statistically significant (p< 0,05). In other words,
when presented only with video without sound, the participants identified ironic stimuli
better than non-ironic ones.
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Table 4. The percentage of recognition of ironic phrases in three experiments.

Text of the fragment Video only (%) Audio only (%) Video + Audio (%)

Xa-xa (Ha-ha) 77 84 89

Genial�no (Genius) 97 96 100

Ce�qac (Now) 94 56 100

Cqactliva� ceme�na� �izn�
(Happy family life)

81 96 98

Hy �to mne covepxenno
neobxodimo (This is absolutely
necessary for me)

65 52 54

Blagopodno (That’s precious) 71 40 80

Hacto�wa� ceme�na� �izn�
(<It’s> the real married life)

65 80 67

�to cencaci� (It’s a sensation) 90 60 91

Poxval�no (<it’s
commendable)

81 92 65

Hy cpacibo (Oh, thanks) 68 92 89

Cpacibo tebe neqeloveqeckoe
(Thank you so much)

87 92 85

Cep�eznoe delo y nac tyt (This
is actually a serious matter)

45 56 74

Leqit�c� znaqit (Well,
<he’s> been treated)

90 96 98

Oqen� cmexno (Very funny) 97 84 98

Bednen�ki� (Poor) 97 64 100

Molodec (Well done) 81 68 91

Da (Yes) 45 60 63

Bot �to cypniki (Are these
cheese pancakes?)

97 88 83

Da ney�eli (Really) 94 60 100

Delat� mne neqego (I’ve
nothing to do)

87 88 94

Both ironic and non-ironic fragments were generally better recognized when the
informants were presented with both sound and video. The mean percentage of correct
recognition was higher in the third experiment (80% for video with sound (SD: 22) and
72% (SD: 19) and 73% (SD: 22) when presenting only sound and only video, respec-
tively).The differences in the results for the experiment containing audiovisual stimuli
and the experiments containing only video and only sound are statistically significant
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(p< 0.05), while there is no statistical difference between recognition of the audial and
visual stimuli alone.

The same tendency was observed when comparing the number of well-identified
stimuli (correctly categorized by more than 80% of participants); when the informants
were presented with the audio and video recordings at the same time, 23 stimuli out of
35 were reliably identified, and when given only sound and only video, 18 and 17 stimuli
were reliably recognized, respectively.

An interesting tendency was observed regarding the correlation between the exper-
imental results. The Pearson coefficient of the results of the experiment with visual
and audiovisual stimuli was significantly higher than that of the experiment with audial
and audiovisual stimuli. On the Chaddock scale, the relationship between the results of
the experiment with muted video and the experiment with corresponding simultaneous
video and sound is strong (Pearson coefficient = 0.79), while the relationship between
the results of the experiment containing audio recordings and the experiment with both
video and sound is moderate (Pearson coefficient = 0.49). It applies to both ironic and
non-ironic stimuli. These findings might suggest that informants mainly focus on visual
rather than acoustic cues of irony.

7 Conclusions

The results of the perception experiments indicate that irony can be recognized success-
fully despite the absence of context and lexical irony markers. It appears that audial and
visual cues of irony are sufficient for the majority of the participants to correctly identify
87.5% of ironic stimuli.

One such cue was found to be the pitch range; the accented syllables of ironic stimuli
are characterized by awider pitch range than those of non-ironic stimuli.While there was
no statistical difference in the perception of audio and video recordings, the combination
of the two ensured the best result. A strong correlation was found between the results
of the first and the third perception experiments, which might indicate that participants
primarily focus on visual rather than audial cues of irony while assessing ironic speech.

Up until this point, there have been scant studies devoted to the relationship between
acoustic and visual characteristics of ironic speech. Tendencies identified at this early
stage of the current study will be further examined using the materials from the extended
video and audio corpora of ironic speech.

Despite the close-sourced dataset, the data obtained provide interesting information
on irony perception through different channels and on their interaction. It also contributes
some new information about variety of actors strategies when expressing irony and about
its input on audience perception. These aspects may be of interest for the film industry
and can be developed in further research. Acoustic cues of irony could be used in speech
synthesis and speech recognition in machine-human dialogue systems. The findings on
the interaction of visual and acoustic channels can be considered in AI systems, using
the audiovisual interface. Besides, the results of the study can be applied in the fields of
forensic phonetics and in second language acquisition.

Acknowledgments. The project “Acoustic correlates of irony with respect to basic types of pitch
movement” was supported by the RFBR grant № 20-012-00552.
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Abstract. Translation of medical texts is a complex task that requires usage
of models specifically trained for the biomedical domain. In this paper we
present the dataset, metrics, and baselines used for the Biomedical Russian-
English Machine Translation competition. We describe dataset collection and
markup along with baseline development and participants’ models. The collected
dataset is available by the link https://github.com/MariaFjodorowa/MedMTEval/
tree/main/data.

1 Introduction

The overwhelming ocean of textual information is created nowadays annually. Most of
the information is created in the English language, thus making the task of machine
translation of primary importance.

The task of machine translation in the biomedical domain presents a particular chal-
lenge, as biomedical texts typically contain features that are unique to this field (i.e.
abundance of abbreviations, inconsistency in usage of terms) which makes the regular
machine translation engines insufficient.

In order to solve this issue, it is necessary to use models trained and fine-tuned
specifically on biomedical data which presents another challenge: collection and pro-
cessing of such data in a way that does not violate privacy of patients’ medical infor-
mation and at the same time provides consistency in the translation and the markup
of domain-related words and expressions in different languages. Moreover, it is also
preferable to have data that are rich both in scientific domain-related terms and in basic
vocabulary, as the imbalance of these subtypes might result in model’s incapability to
translate text coherently.

The goal of our contest is to research and develop possible solutions for the task
of medical machine translation between Russian and English language. In this paper
we explore the preparation steps, the process, and the results of this contest. In Sect. 2
we provide description of the dataset and its markup process; in Sect. 3 we describe
our baseline models along with participants’ systems and their training and evaluation;
the last two sections are focused on the results of the competition, conclusions, and the
possible subsequent work.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 Dataset

The dataset provided for the participants consists of pairs of sentences and paragraphs
from medical texts in Russian and English. The training slice contains 2995 such pairs
and the testing part contains 353 pairs. Sources of the data for training include the offi-
cial website of WHO, abstracts of scientific biomedical papers, and patient descriptions
(digital health records).

The diversity of data is of key importance because it has been found out that upon
the usage of completely scientifically-worded texts (i.e. only biomedical papers) the
models demonstrated good results in translation of medical terms, but performed rather
poorly on more coherent but less scientifically-oriented texts (i.e. anamneses or articles
for regular readers who do not have medical education). For the test dataset, all English
texts were taken from synthetic patient descriptions from TREC 2021 Clinical Trials
contest1 [15].

2.1 Markup Process

The patient descriptions were annotated in two ways: at first they were translated into
Russian via DeepL engine2. The resulted translations were verified by an assessor. Then
a named entities markup was performed for medical terms in order to count how many
of them have been translated correctly. We used Label Studio environment3 [17] for
both types of annotation. The processed dataset is available by the link https://github.
com/MariaFjodorowa/MedMTEval/tree/main/data.

The main challenges of the translations’ verification were different naming conven-
tions across languages and the fact that doctors use contractions and abbreviations in
electronic health records instead of full words and expressions typically present in the
medical literature. This often results in difference in length and overall text complexity
between the Russian translation and the English one. One of the possible reasons for this
may be the fact that in the English language, constructions with a noun as an attribute
are more easily distributed due to their simpler structure. Another reason for this might
be the fact that English typically uses more abbreviations compared to Russian. And
thus, there may be no abbreviation equivalent to English in Russian. As for other dif-
ferences in the two languages, considering the adjectives it may be unclear what an
attribute refers to because, unlike in Russian, adjectives in English do not change either
by gender, or by number, or by case.

In addition, some difficulties arise if the medical abbreviation has several decodings:
the context may not be enough to determine which meaning is implied (for example,
when listing illnesses in the patient’s past history: MI may refer to myocardial infarction
or mitral insufficiency).

Another point of complexity is that one disease can have several names, and
if they are equally often used in speech then the choice of translation remains
mainly for the annotator. Examples are: history - anamnez/istori� bolezni, HTN

1 https://trec.nist.gov/data/trials2021.html.
2 https://deepl.com/translator.
3 https://labelstud.io/.

https://github.com/MariaFjodorowa/MedMTEval/tree/main/data
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https://deepl.com/translator
https://labelstud.io/
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Fig. 1. Example of a longer Russian translation.

– gipertoni�/(arterial�na�) gipertenzi�/AG, HPV – papillomavirusy
qeloveka (PVQ)/virusy papillomy qeloveka (VPQ). An example translation
result is presented in Fig. 1.

The named entities markup has been done as follows: a fine-tuned BioBERT [10]
model extracted treatments, conditions and some measurements from the texts and a
human assessor with a medical education fixed the errors. The CHIA [9] biomedical
corpus was used for training the model. An example of the named entities markup is
shown in Fig. 2.

Fig. 2. Example of the named entities markup on the same text in two languages: English (top)
and Russian (bottom).

3 Solutions

3.1 Baselines

The baseline of the project was presented by three machine translation engines. The
first one is DeepL which is openly available on the corresponding website. There is no
information neither on its exact architecture nor on the data used for its training, but
it is most likely a transformer model trained on vast amounts of data. The second is a
transformer model by Helsinki-NLP [16]. It is based on MarianMT system [8] and is
available as part of Transformers library by HuggingFace [18]. It is applied directly, i.e.
without any fine-tuning. The third baseline is the same Helsinki-NLPmodel additionally
trained on the corpora from Biomedical translation tasks of WMT 2020 [3] and WMT
2021 [19] (fine-tuned MarianMT). These datasets contain the abstracts from scientific
papers only (6920 pairs from both WMT competitions in total). The model was trained
for 10 epochs with default parameters.
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3.2 Participant Solutions

The first participant (shershulya) translated the training dataset with a “teacher model”,
counted the Translation Edit Rate of the results, and excluded the training samples
with a high TER score (e.g. the WHO data could contain mistakes since they were
collected automatically. The teacher model was an ensemble of 6 LSTMmodels trained
from scratch and averaged their predictions during decoding. The input was BPE tokens
with Cyrillic words transliterated into the Latin one. Each LSTM model was initialized
randomly. After removing the problem samples from the dataset, the same architecture
was trained as a “student model”.

The second participant (c00k1ez) trained the baseline MarianMT model for 40
epochs on the data provided and some additional data. He parsed names of drugs and
diseases from a drug reference guide4 and English-Russian wordlists56. Surprisingly,
this has not improved the metrics. Future experiments can include two-stage fine-tuning
(tuning the baseline on full-text training data first, then tuning it on the names of drugs
and diseases) and putting the names of drugs and diseases into some contexts.

4 Metrics

The primary metric used for the evaluation of results was COMET [14]. It was calcu-
lated with the assistance of wmt21-cometinho-da model presented in [14] which is a
regression model trained on Direct Assessments corpora from WMT15 to WMT20 [1,
2,4–7] using a lightweight encoder model. The choice of COMET as the main metric
was made because it can handle synonyms and has no lower and upper bounds and thus
is suitable for ranking translations and comparing models, having high correlations with
human judgments.

Other metrics used in evaluating models’ performance include BLEU [13], ROUGE-
L-F1 [11]. These two metrics are based on n-gram comparison of a translation and mul-
tiple possible references. Last but not the least, we used a metric for entity recognition
accuracy (NER-acc). It is calculated with regard to medicine-related entities like med-
ical conditions and measurements, drugs, etc. NER-acc is a lemma-based exact match,
meaning it denotes the number of the entities that have been translated properly, having
been given the lemmatized named entities. To calculate the metric, we used only lem-
mas with the specific part-of-speech tags, namely proper noun, verb, noun, and adjec-
tive. For morphological analysis, scispacy package [12] was used, since some words,
e.g. prepositions, can vary in hypotheses and references without changing the meaning
of a term.

5 Competition Results

Over the course of almost two months, 27 participants joined the competition. Unfor-
tunately, only two of the participants allowed us to publish their results on the final

4 https://www.vidal.ru/.
5 https://www.homeenglish.ru/otherbol.htm.
6 https://s-english.ru/leksika/illnesses-and-diseases.
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leaderboard (presented at Table 1). Their submissions surpassed two of the baselines:
both beat the plain MarianMT model and one managed to reach results higher than the
fine-tuned MarianMT model.

The usage of DeepL engine for the creation of the dataset leads to an unfair advan-
tage for it in the final scores. Even if it uses two separate models for different translation
directions and not a multilingual one, these models were possibly trained on the same
dataset and thus tend to choose particular words if there exists a range of correct trans-
lations for some terms (e.g. Erythrocytes and Red blood cells).

Table 1. Biomedical Russian to english machine translation competition results.

# Method\Metric COMET BLEU NER-acc ROUGE-L-F1

1 DeepL 0.7834 0.4470 0.8078 0.7129

2 shershulya (Daniil Lukichev) 0.7452 0.4175 0.7976 0.6950

3 fine-tuned MarianMT 0.6752 0.4030 0.7358 0.6805

4 c00k1ez (Egor Plotnikov) 0.6581 0.3912 0.6979 0.6703

5 MarianMT 0.5010 0.2780 0.6286 0.5770

But, even with this advantage, DeepL does not beat the best result from WMT21
biomedical track, which is 0.4918 BLEU [19]. We suppose that translating electronic
health records is a more difficult task than translating abstracts of (biomedical) scientific
papers.

The vanilla MarianMT had, unsurprisingly, the worst performance because of the
lack of medical terms in its training data. Examples of its mistakes and comparison with
the tuned model’s output can be found in Table 2. The common problems are incorrect
translations of abbreviations (row 1), usage of transliterations and repetitions instead
of unknown words (row 2), entirely wrong terms (row 3), mistakes with homonyms
(row 4), repetitions in cases of two words with similar meaning one after another (row
5), grammar mistakes (row 6) and even wrong translations of some non-medical words
(row 7). As can be seen, fine-tuning the transformer on medical texts solves some of
these problems.

Both baseline models handle typos successfully: “maz�lokal�nogo primee-
neni�” (“ointmenttopical usaage”) is almost correctly translated as “ointment”, while
the correct answer is “topical ointment”) which should be because of their sentence-
piece encoding. However, this encoding is also a source of problems, e.g. “�ivot”
(“abdomen”) is translated as “animal” (“�ivotnoe”) by both models.

Interestingly, the orderings for all the used metrics are the same, which means that
for our task COMET is highly correlated with BLEU and ROUGE. Surprisingly, all
the other metrics are correlated with NER-acc, we can conclude that accuracy in entity
naming translation depends on the translation of the whole text and it is not required to
have specific handling for this specific task.
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Table 2. Baselines’ translation mistakes.

# Source Target MarianMT Fine-tuned MarianMT

1 MNO INR MONEY MON

2 antitela antibodies anti-anttels antibodies

3 oqagova� boleznennost� focal tenderness occipital pain focal tenderness

4 stesnenie v grudi chest tightening a shy chest chest tightness

5 ne�ny� i m�gki� tender and soft soft and soft soft and soft

6 Ee ves Her weight Its weight Her weight

7 upitanny� well-nourished well-taught well-nourished

6 Conclusion

The competition demonstrated that transfer learning of non-specific domain-oriented
models with the usage of varied biomedical data can be a successful approach, even
though the influence of topical data skew can be observed in some of the translations
made by the resulting models. One of the main issues stemming from this is the model’s
incapability to predict a correct translation for a relatively simple word that does not
belong to the biomedical field that sometimes appears in the results. In order to elim-
inate such flaws an enhancement might be done to the suggested training dataset: per-
haps providing a share of texts that are less scientifically inclined and using more basic
vocabulary should be helpful in correction of this skew.

The competition is going on and it is still possible to enroll at the website: https://
codalab.lisn.upsaclay.fr/competitions/1856. There is no planned end date for it (as to
the date of the publication). The evaluation script useful for the participation can be
found at https://github.com/MariaFjodorowa/MedMTEval.

Acknowledgments. The authors are thankful to Aleksandr Kokovikhin who has done the
markup for medical named entities manually.
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Abstract. Knowledge distillation describes a way to train a student
network to perform better by learning from a more powerful teacher
network. We show that the performance of a teacher consisting of an
ensemble of 6 models can be achieved with the help of a student con-
sisting of one model, which leads to significantly faster decoding and a
large increase in the quality of the model. In our approach to distilling
knowledge, we translate the full training dataset using the teacher model
to use the translations as additional knowledge for the student network.
For the translation of biomedical texts containing a large number of spe-
cific nested named entities, the byte-pair encoding approach was chosen,
which also improved the quality of the model.

1 Introduction

Knowledge distillation describes the idea of improving student networks by
matching their predictions with those of a stronger teacher network. There are
two ways to use knowledge distillation for neural machine translation (NMT):
First, the student network can be a model with fewer layers and hidden units.
The main purpose is to reduce the model size of NMT systems without signif-
icant loss of translation quality. Second, without changing the model architec-
ture, reasonable gains can be obtained by combining different models of the same
architecture with an ensemble.

We show that the performance of a teacher consisting of 6 models can be
achieved by a student consisting of a single model, resulting in significantly faster
decoding and smaller memory footprint. In our knowledge distillation method,
we translate the full training data using the teacher model to use the translation
as additional training data for the student network.

A separate problem of the dataset presented at the competition for the trans-
lation of medical texts was the presence of nested named entities, many of which
occurred only once or twice in the dataset. Despite the fact that it is possible to
single out a complete list of named entities found in the dataset, the specificity of
biomedical terminology is that there is an amazing number of variations for any
given object. For example, PSA, C4 PTS, C4 PEPCase refer to the same object.
In addition, some objects, such as proteins and genes, can naturally take up less
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
V. Malykh and A. Filchenkov (Eds.): AINL 2022, CCIS 1731, pp. 102–107, 2022.
https://doi.org/10.1007/978-3-031-23372-2_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23372-2_10&domain=pdf
https://doi.org/10.1007/978-3-031-23372-2_10


Translation of Medical Texts with Ensembling and Knowledge Distillation 103

“words” (for example, HA and APG12 are separate proteins in pHA-APG12).
To preserve such nested named entities, an approach based not on words, but
on subwords was chosen. Therefore, byte-pair encoding was chosen for encoding
the dictionary.

2 Related Work

(Ba and Caruana, 2014) showed that feedforward shallow networks can learn
complex functions previously studied by deep networks by extracting knowledge.
In the TIMIT phoneme recognition and CIFAR-10 image recognition tasks, small
networks similar to deeper convolutional models can be trained.

(Hinton et al., 2015) proposed knowledge distillation for image classifica-
tion (MNIST) and acoustic modeling. They show that nearly all improvements
achieved by training an ensemble of deep neural networks can be distilled in a
single neural network of the same size

(Sennrich et al., 2016) describes the use of byte-pair encoding for neural
machine learning. Russian must be translated into the Latin alphabet in order
to use the byte-encoding of the Russian language effectively.

(Freitag et al., 2017) demonstrates an ensemble distillation approach. They
also show that the quality of the model improves if you augment the text data
with additional text that was translated by the model itself.

(Sheng and Natarajan, 2018) describes an approach for byte encoding of sub-
words for biomedical texts. They show that this approach allows you to preserve
unique named entities that appear specifically in medical texts.

3 Data Preparation

The data provided at the competition for the translation of medical texts is used
as a dataset. The number of pairs of sentences in the training sample is 2300.
To improve the quality of the model, data from previous years’ medical text
translation competitions (WMT-2020, WMT-2021) were added to the training
sample. The final volume of the training sample was 9,500 pairs of Russian-
English sentences.

For Russian translation, we cannot effectively use common vocabulary to
learn BPE because the alphabet is different. Therefore, we follow the approach
described in (Sennrich et al., 2016) by first mapping Russian text to Latin char-
acters via ISO-9 transliteration, then learning the BPE operation on the con-
catenation of English and Latinized Russian training data, and then applying
the BPE operation Maps back to Cyrillic. We apply Latin BPE operations to
English data (training data and input), and Cyrillic and Latin BPE operations
to Russian data.

Several sentences were found in the dataset that had several correct trans-
lations, which differed in the choice and order of words. Network training
becomes more complicated if the training corpus contains noisy pairs of sen-
tences or sentences with several correct translations. In our work, we translate

https://codalab.lisn.upsaclay.fr/competitions/1856#learn_the_details
https://drive.google.com/drive/folders/1G_OTHKDJ4vmZB-5TFDZPc7tYigw-JYBI
https://drive.google.com/drive/u/0/folders/1ujEhu_fAW6Ufo9KGYBqW8TYLc8kYSspz
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complete parallel data using our teacher model. This gives us the opportunity
to evaluate each translation using a link to the original. We are removing offers
with high TER scores (Snover et al., 2006) from our training data. By remov-
ing noisy or inaccessible pairs of sentences, the training algorithm is able to
train a stronger network. For example, pair «ru» :«Odnako dl� likvidaci
ivseh form nasili� v otnoxenii dete� neobhodimo, qtoby strate
gii INSPIRE byli luqxe integrirovany v suwestvu�wie nacional�n
ye sistemyi pol�zovalis� bolee xiroko� podder�ko� so storony gosu-
darstva.», «en»: «However, INSPIRE strategies should be better integrated
into existing national frameworks and more widely supported by governments
in order to end all forms of violence against children.» had high TER score and
was removed from training dataset.

4 Description of the Approach

4.1 Byte-Pair Encoding

We segment words using byte pair encoding (BPE) (Sennrich et al., 2016). BPE,
originally developed as a compression algorithm (Gage, 1994), is suitable for
word segmentation as follows: First, each word in the training dictionary is
represented as a sequence of characters plus the end of the word symbol. All
characters are added to the character dictionary. Then determine the most com-
mon pair of characters and combine all its occurrences to add a new character
to the dictionary. Repeat the previous step until the specified number of merge
operations have been checked. BPE starts with character-level segmentation, but
as the number of merge operations increases, it becomes increasingly different
from pure character-level models by encoding common strings or even whole
words into a single character. This allows you to trade off the size of the model
dictionary and the length of the training sequence. The ordered list of merge
operations learned on the training set can be applied to any text to split words
into dictionary-like units of subwords relative to the training set. To improve the
consistency of source and target text segmentation, we combine the source and
target parts of the training set to learn BPE.

4.2 Single Model Description

Our student systems are attentional encoder-decoder networks (Bahdanau et al.,
2015). We use minibatches of size 80, a maximum sentence length of 50, word
embeddings of size 500, and hidden layers of size 1024. Gradient norm is clipped
to 1.0. Models are trained with Adadelta (Zeiler, 2012), reshuffling the training
corpus between epochs. Due to resource limitations, we did not train ensemble
components independently, which could result in more diverse models and better
ensembles. Decoding is performed with beam search with a beam size of 12.
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4.3 Knowledge Distillation

The idea of knowledge distillation is to match the predictions of a student net-
work to that of a teacher network. In this work, we collect the predictions of the
teacher network by translating the full training data with the teacher network.
By doing this, we produce a new reference for the training data which can be
used by the student network to simulate the teacher network. There are two ways
of using the forward translation. First, we can train the student network only on
the original source and the translations. Secondly, we can add the translations
as additional training data to the original training data. This has the side effect
that the final training data size of the student network is doubled. Since the
translation of this additional data was made in the backward direction, it gave
a good result and increased the final score.

4.4 Ensemble Teacher Model

An ensemble of different NMT models can improve the translation performance
of NMT systems. The idea is to train multiple models in parallel and combine
their predictions by averaging each model’s probability at each time step during
decoding. In this work, we use an ensemble of 6 models as the teacher model.
All 6 separate systems are trained on the same parallel data and use the same
optimization method. The only difference is the random initialization of the
parameters.

5 Evaluation and Results

5.1 Single Teacher Model

Instead of using a stronger teacher model, we use the same model for both
the student network and the teacher network. Using direct translation, we can
stabilize the student network and make its solution much stronger. The results
are shown in Table 1. The right column shows the result obtained on the test
dataset. The COMET metric (Rei et al., 2020) was chosen as the metric for the
final evaluation of the model quality, because it is provided by the competition.
Data distillation adds 0.3 points if train the model with continuation and 0.4
points if train the model from scratch.

5.2 Ensemble Teacher Model

The results of using an ensemble of 6 models as a teacher model are summarized
in Table 2. Using only direct translation improves the quality of the model com-
pared to the previous ones by 0.1 point of the COMET metric. Further, the same
dependence can be traced as before: the distillation of data adds to the quality,
and the model shows itself better if it is trained from scratch. Using only the
forward translation improves the single system by 0.2 points in COMET. When
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using both the original reference and the forward translation, we get an addi-
tional improvement of 0.25 points in COMET. The final quality of the model is
0.745 points. This approach gave a good result on the COMET metric and was
chosen as the final one.

Table 1. Knowledge distillation based on a single teacher model with same architecture
and dimensions as the student networks.

Setup Data From
scratch

Continue
training

COMET
score

Single
model

Original (9K) 0.66

Distillation Translation ens (9K) 0.68
0.67

Translation baseline
+ original (18K)

0.70

0.69

Table 2. Knowledge distillation based on a ensemble teacher model.

Setup Data From
scratch

Continue
training

COMET
score

ensemble of 6 Original (9K) 0.72
Distillation Translation ens (9K) 0.738

0.732
Translation ens +
original (18K)

0.745

0.741

6 Conclusion

Since one of the baselines of the competition was a strong pre-trained api for
machine translation from deepl, our solution lagged slightly behind it in the
comet score (by 0.4 points). But many translations of sentences and complex
nested named entities in the test sample coincide with those proposed by our
model, given that our model was not pre-trained, but was retrained for the
task of machine translation, unlike deepl, this can be considered a success. For
example NERs like Hyperlipidemia or Turgor either do not occur in the training
sample, or they occur, but in a modified form, but were translated correctly by
our model as well as by the deepl api. Some abbreviations were translated more
correctly by our model. For example, PT (Prothrombin Time), was translated
by deepl api as PTV (since the abbreviation in Russian consists of three letters
«PTV»), our model translated this abbreviation correctly as PT.
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In this paper, we show our different approaches to solving the competition
for the translation of medical texts.We show that data distillation improves
the quality of the machine translation model in any case, even for an ordinary
teacher-student model. We apply the distillation of knowledge to teacher-student
model consisting of ensemble of 6 neural networks. In this case, the distillation
of knowledge gives a good increase to the points of the COMET metric. In
addition to distilling knowledge, we use byte-pair encoding to solve the problem
of specific medical named entities, and at the data preprocessing stage, we get
rid of sentences that have a low TER-score. The final solution was chosen the
teacher-student model with ensemble of 6 models.
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