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Abstract

The aim of this thesis is to investigate the flow, heat transfer and entropy generation

characteristics of thermal systems containing non-Newtonian Powell-Eyring nanofluid

flow. The present research is devoted to the study of flow, heat transfer and en-

tropy generation of non-Newtonian nanofluid including effects of applied magnetic

field, thermal radiation, Joule heating, heat source and variable thermophysical prop-

erties. Cattaneo-Christov heat flux model has also been considered to examine the

heat transfer. The physical model includes unsteady 3D forced convective flow of an

electrically conducting Powell-Eyring nanofluid over a bidirectional stretching surface.

The fundamental equations are obtained from the laws of conservation of mass, mo-

mentum and energy. The partial differential equations are transformed into a system

of coupled nonlinear ordinary differential equations by means of suitable similarity

transformation and then solved by an efficient numerical scheme known as the shoot-

ing method. Two different nanofluids, copper–methanol (Cu–MeOH) and silicon car-

bide–methanol (SiC–MeOH), are considered in the analysis. The numerical results are

presented in the form of graphs and tables for variation in parameters, for example,

non-Newtonian parameter, material parameter, nanoparticle volume fraction param-

eter, velocity slip parameter, thermal radiation parameter, Biot number, Reynolds

number and Brinkman number. The influence of physical parameters on the velocity

profile, temperature distribution, skin friction coefficient, Nusselt number and entropy

generation are studied. The results obtained reveal that there is an enhancement in

the rate of heat transfer with a rise in the nanoparticle volume fraction. The temper-

ature distribution is also influenced by the presence of the relaxation time parameter,

Eckert number, thermal radiation and nanoparticle volume fraction. The entropy pro-

file increases as the nanoparticle volume fraction parameter increases. The entropy

generation rate of Cu-MeOH nanofluid is higher than that of SiC-MeOH nanofluid. It

has been found that increasing the Brinkman number increases the entropy generation.
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Chapter 1

Introduction and Literature Survey

Boundary layer flow has been widely studied in the literature and plays an impor-

tant role in the field of fluid dynamics. Numerous industrial processes, including food

processing, glass fiber production, rubber sheet manufacture and extrusions, metal

spinning, wire drawing, and the cooling of large metallic plates like electrolytes, de-

pend on the recognition of boundary layer flows on horizontal surfaces.

The first person to introduce boundary layer theory was Ludwig Prandtl [1]. Using a

stretching sheet and the shooting approach based on the 6th order RK integration al-

gorithm, Makinde and Onyejekwe [2] solved a boundary layer flow model with variable

electrical conductivity and variable viscosity. They came to the conclusion that the

skin friction coefficient and boundary layer convective heat transfer coefficient decrease

with an increase in the electrical conductivity parameter. Ibrahim and Makinde [3]

investigated the boundary layer flow via a vertically moving sheet with Joule heating

and chemical reaction using the numerical shooting approach.

In addition, in a couple of more research papers, Makinde [4] investigated fluid flow

and thermal boundary layer over a flat plate. They looked at how fluid flow was af-

fected by viscous dissipation and Newtonian heating for a range of geometries with

permeable boundary surfaces. Their research focuses on mathematical models of fluid

flows across a stretched surface, both Newtonian and non-Newtonian. Some important

studies on boundary layer fluid flow by a stretching sheet are presented in [5–15].

1
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The study of heat transfer and fluid flow is of particular importance because in produc-

tion processes, the quality of the final product is determined on the basis of the velocity

gradient (skin friction) and the rate of transfer of heat by convection. Elbashbeshy [16]

numerically studied the flow of heat transfer and viscous fluid by assuming the ascend-

ing continuous stretching sheet. In this work, flow occupies the space over an infinite

horizontal surface and is induced by the non-linear stretching of the surface.

The results indicated that the suction parameter can be used as means for cooling

the continuous moving stretching surface and the thickening level of thermal bound-

ary layer reduced for greater values of suction parameter.

Later, Sanjayanand and Khan [17] extended Elbashbeshy’s work to deal with the

heat and mass transfer in second-order viscoelastic fluids over exponentially stretching

surface. Some recent developments that highlight heat and mass transfer can be found

in [18–22].

Choi and Eastman [23] floated t he i dea o f nanofluids by  mixing additive so lids with

conventional fluids t hat were smaller t han 1 00 n m. Typically, oxide c eramics, metal

oxides, metal nitrides, etc., make up the nanoparticles. The transport and heat con-

duction characteristics of base fluids, such as water, methanol, and ethylene glycol, are

altered by the metallic particles. Among the significant characteristics o f nanofluids,

a significant one i s an enhanced thermal c onductivity. Because they have the ability

to accelerate heat transfer, nanofluids a re u sed i n i ndustrial p rocesses a s h eat flow

controllers in heat valves and coolants in nuclear reactors, among other things.

In the field o f m edicine, i ron-based n anofluids ca n be  us ed to  tr eat ca ncer patients

in addition to medications and radiation [24–26]. Copper-ethylene glycol nanofluids

with enhanced thermal conductivity were studied by Eastman et al. [27]. Furthermore,

they found that Cu-EG is a superior thermal conductor than CuO-EG after comparing

copper-ethylene glycol with copperoxide-ethylene glycol. The physical characteristics

of nanofluids, particularly heat t ransmission and b oundary l ayer fl ow, have be en ex-

tensively studied.
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The research papers of Wang et al. [28] and Keblinski et al. [29] can also be con-

sidered for further knowledge in this area. According to Buongiorno [30], nanofluids

have superior stability compared to regular fluids, exhibiting superior wetting, spread-

ing, and dispersion characteristics on solid surfaces. Some more articles that highlight

the nanofluids’ capability of transferring heat and mass in different physical situations

are [31–36].

Important industrial applications for MHD’s involvement in improving heat trans-

fer of nanofluids beyond a stretched surface include liquid metal flow, optical switches,

geothermal energy extraction, plasma flow, MHD g enerators, and MHD flow meters,

among others. Many researchers intended to discuss MHD flow t heir fl ow models.

Hakeem et al. [37] examined the effects of MHD on the second order partial s lip flow

of nanofluids o n a  s hrinking/stretching s heet w ith t hermal r adiation. They c ame to

the conclusion that, in both the shrinking and stretching scenarios, the skin friction

factor was highest for Al − H2O and lowest for Au − H2O using the analytical hyper-

geometric function and numerical shooting approach. Furthermore, they observed that

increasing the value of the magnetic field parameter caused the lower branch solution

of shrinking sheet.

Using Buongiorno’s mathematical model, Hsiao [38] investigated the impact of Lorentz

force and viscous dissipation of micropolar nanofluids flowing over a stretched surface.

It is found that the temperature profile increment as the Eckert and Prandtle numbers

increase.

In addition, the heat transfer rate also increased for increasing the values of these

numbers. Qayyum et al. [39] studied the magneto flow of 3rd grade nanofluids on  an

stretching surface with different thicknesses and convection boundary c onditions. They

discovered that as the values of the third-grade fluid and thermal conjugate parameters

increased, the velocity and temperature distributions increased correspondingly.

The numerical solutions of inclined magnetohydrodynamic Williamson fluid fl ow on
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a nonlinear stretching sheet with the cumulative impact of increasing viscosity in

the presence of nanoparticles were obtained by Khan et al. [40] using the shooting

approach. They came to the conclusion that a decrease in the velocity profile was

demonstrated by raising the values of the Hartmann number, variable viscosity, and

angle of inclination. Conversely, when the Hartmann number grows, it also increases

the velocity gradient.

The two-dimensional MHD flow o f a  C arreau n anofluid mo ving ov er a permeable

stretching surface with thermal radiation was examined by Eid et al. [41]. They talked

about how various physical characteristics affected the flow and heat transmission and

used the shooting technique for the numerical findings. They d iscovered t hat when

the concentration of nanoparticle volume fraction in the base fluid increases, the ther-

mal boundary layer thickens. In order to solve the Casson nanofluid flow ca used on

by the stretching sheet with the effects o f Lorentz f orces, p ermeability, a nd thermal

radiation, Kho et al. [42] employed the numerical shooting approach. They discovered

that as the fluid’s Casson and magnetic properties increase, the velocity gradient and

the rate of heat transfer decrease near the boundary surface.

It is well known, that the particles used in the preparation of nanofluids h ave im-

pact on heat transfer of the system. However, little attention is given to study the

effect o f n anoparticles s hapes o n h eat t ransfer c haracteristics o f n anofluids. It  was

noted by Choi [23] that spherical nanoparticles increase heat transmission. Because

spherical particles have a bigger surface area than non-spherical particles, he explains

why there is greater heat transmission.

The effect of nanoparticles shape on thermodynamic efficiency of tube and shell shaped

heat exchangers are exhibited by Elias et al. [43]. They observed a better heat transfer

rate for the cylindrical shaped nanoparticles. On the other hand, entropy generation

rate is also higher for cylindrical shaped nanoparticles.

Mahian et al. [44] scrutinized the influence o f nanoparticles shape and tube material

on the performance of at plate mini-channel thermal solar system. Xu and Chen [45]
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presented the heat exchange of Marangoni boundary layer flow for Cattaneo-Christov

heat flux theory. In their results, spherical shaped nanoparticles provide the greatest

performance for heat exchange enhancement. The analysis is based on sphere, hexahe-

dron, tetrahedron, cylinder and lamina shaped nanoparticles and Cu−H2O nanofluid.

Sheikholeslami [46] used the control volume finite e lement m ethod ( CVFEM) and

scrutinized the impact of Lorentz forces on Cu − H2O nanofluid convective flow in  a

porous cavity considering common geometrical shapes for nanoparticles.

The Cattaneo heat flux model f or Maxwell v iscoelastic nanofluids on  a vertical sheet

with natural convection and five d istinct n anoparticle s hapes s phere, hexahedron,

tetrahedron, column, and lamina was introduced by Shen et al. [47]. To get the

answer, they used the L1-algorithm in conjunction with the numerical finite differ-

ence method. The findings indicate that the spherical nanoparticles exhibit the lowest

convective heat exchange rate and the maximum heat transfer rate. The skin fric-

tion factor and convective heat exchange was observed to reduce with an increase in

the magnetic parameter whereas the temperature fractional parameter was noticed to

have an opposite impact. Some more contributions regarding wall-slip condition and

nanoparticle-shapes are presented in [48–53].

In every industrial process, minimizing entropy is an essential requirement. The sci-

entists examine how entropy is created and try to identify ways to lessen it. The de-

velopment of entropy emphasizes the significance of i rreversible e lements in non-ideal

processes such as heat transmission, friction, and others within a system [54]. Qing

et al. [55] investigated the volumetric total entropy production for a Casson nanofluid

flow p assing t hrough a  p ermeable s tretching s heet w ith magnetic e ffects. Us ing se-

quential numerical linearization, they discovered that entropy production increased

with increases in the Hartmann number, permeability parameter, Reynolds number,

and Brinkman number.

Bhatti et al. [56] examined the entropy production of MHD Powell-Eyring nanofluid

across a porous stretched sheet using the Chebyshev spectral collocation numerical
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technique. They came to the conclusion that as Hartmann’s number and radiation

parameter values rise, so does the entropy distribution. The finite volume technique

was utilized by Akbarzadeh et al. [57] to investigate the thermo-hydraulic efficiency

and entropy production of a wavy channel including three distinct corrugation profiles:

sinusoidal, trapezoidal, and triangular forms.

Sithole et al. [58] examined the impact of nonlinear thermal radiation and MHD on

the entropy and chemical reaction of second-grade nanofluids on heated stretching sur-

faces. The findings demonstrate that when the temperature difference ratio parameter

grows, the system’s entropy reduces and increases with larger Hartmann, Reynolds,

and Brinkmann numbers.

For the past two decades, the heat transmission processes have been studied using

Fourier’s law of heat conduction [59]. The instantaneous reaction to initial distur-

bances in the system under study is described by this rule. Fourier’s law was enhanced

by Cattaneo [60] by adding a relaxation time. Furthermore, by attaching the Oldroyld

upper convected derivatives rather than the material derivative, Christov [61] enhanced

this model. The Cattaneo-Christov heat and mass flow model for a  s tretchable sheet

under the combined action of upper convected Maxwell nanofluids was published by

Sui et al. [62]. According to the study’s findings, the temperature profile gets smaller

as the temperature relaxation parameter rises.

Cattaneo-Christov double diffusion f or 3 D n anofluid flow on lin ear str etching sheet

was described by Hayat et al. [63]. It was demonstrated that as thermal and con-

centration relaxation parameters are increased, temperature and concentration drop.

Muhammad et al. [64] has developed a mathematical model for squeezed nanofluid

flow with double diffusion.

The findings demonstrated that when the thermal and s olutal r elaxation parameters

increased, correspondingly increased the concentration and temperature gradients. Do-

gonchi and Ganji [65] examined the MHD nanofluid flow using the Daun-Rach method.

Rather than Fourier’s law, the data demonstrate the low temperature distribution for
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the Cattaneo-Christov model. Using the Keller-box approach, Akmal et al. [66] inves-

tigated the Cattaneo-Christov model for squeezing flow o f n anofluids. Observations

showed that the entropy of the bottom plate is larger than that of the top plate.

Dogonchi et al. [67] have suggested the squeezing nanofluid f or u nsteady fl ows. By

using the Duan-Rach method, they were able to acquire data that demonstrated an

inverse connection for the stretching parameter and a direct link between the Nusselt

number and the shrinking parameter. Dianchen et al. [68] looked at Cattaneo-Christov

and the combined impacts of homogeneous and heterogeneous responses to unsteady

squeezing flow. They f ound that skin f riction and Nusselt number b ehave differently

when considering the squeezing parameter.

In squeezing nanofluid flow, Zubair et  al. [69] described the Cattaneo-Christov model.

This study showed that when the squeezing parameter and Eckert number increased

correspondingly increased the temperature gradient. Ramadevi et al. [70] examined

the influence of Carreau fluid submitted to  the squeezing flow.

The findings demonstrated t hat t emperature and c oncentration p rofiles de creased as

the thermal relaxation parameter was increased. In the case of an unsteady Casson

fluid, Shankar et al. [71] discussed the flow characteristics between parallel pl ates. The

study’s findings d emonstrate t hat, i n c ontrast t o t raditional Fourier’s r ule, t he tem-

perature and concentration distributions are smaller for double diffusivity.

For the convective transport of nanofluids, Newtonian fluid models are taken into

consideration in the majority of the previously stated research. However, in practical

settings, nanofluids behave differently from Newtonian fluids. For nanofluids, it would

therefore be more reasonable to take into account a non-Newtonian fluid model.

Ellahi et al. [72] used Brinkman’s nanofluid model t o o btain t he p recise s olution of

Power law nanofluids c ontaining c opper n anoparticles u sing a n o ptimal homotopy

asymptotic method (OHAM). They discovered that when the volume fraction of the

nanoparticles increased, the velocity characteristics of shear thinning fluids reduced.
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Furthermore, the temperature and heat flux of shear thinning fluid enlarged by im-

provement of particle volume concentration (PVC) while enhancement in temperature

with small size of particle is detected.

The two-dimensional MHD flow o f C arreau n anofluids vi a a no nlinear su rface per-

meable to heat radiation was examined by Eid et al. [41]. They investigated the effects

of various physical factors on heat transfer and nanofluid fl ow us ing th e shooting

method. They came to the conclusion that when thermal radiation increased, the rate

of heat transfer reduced, and when the value of the magnetic parameter increased, the

opposite behavior was seen.

Sravanthi et al. [73] analyzed Maxwell’s nanofluid flow calculations, including Lorentz

force effects on porous surfaces that extend exponentially in the presence of a homogen

eous-heterogeneous heat source. The temperature profile raises and lowers the convec-

tive heat exchange capacity in order to raise the value of the heat source rate. The

temperature of the nanofluid d rops and c onvective h eat e xchange i ntensity increases

as a result of increased heat dissipation.

In order to address the Casson nanofluid fl ow ca used by  th e st retched po rous me-

dia and the impact of thermal radiation, Kho et al. [42] used the shooting approach.

The problem of mixed convective flow of Powell-eyring nanofluids on an inclined sheet

was addressed by Khan and colleagues [74].

It is well known fact that the viscosity and thermal conductivity are not constants

when the temperature of the nanofluid is very high. Irfan et al. [75] numerically

investigated the problem of 3-dimensional convective flow of Carreau nanofluid over

a bidirectional stretching sheet in the existence of heat absorption and temperature

dependent thermal conductivity. In their research, influence of variable thermal con-

ductivity parameter was opposite to unsteadiness parameter on concentration and

temperature profiles for both n < 1 and n > 1 (n is power law index).

Reddy et al. [76] presented the effects o f Lorentz f orces on the Williamson nanofluid
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over a stretching surface with thermal radiation, variable thickness and temperature

dependent thermal conductivity. They used the spectral quasilinearization method

(SQLM) and found that the influence of variable thermal conductivity parameter re-

duces the temperature gradient at the boundary surface.

Furthermore, they noticed that velocity distribution reduces for higher values of

Williamson parameter and its also decease the thinking level of momentum boundary

layer. Khan et al. [77] discussed 3-dimensional flow o f s isko magneto-nanofluid past

a stretching sheet with the impact of heat source and variable thermal conductivity.

They used the Buongiorno nanofluid m odel a nd d etected t hat f or i ncreasing values

of temperature dependent thermal conductivity the local Nusselt number increase for

thinning fluids and shear thickening.

Based on the above studies and a detailed review of the literature on nanofluid flow and

heat transfer, the authors conclude that only limited studies have been conducted to in-

vestigate the non-Newtonian model and variable thermophysical properties of nanoflu-

ids. Keeping the above in mind, this thesis presents analysis of flow, heat transfer

and volumetric entropy generation for a thermal system consisting of non-Newtonian

Powell-Eyring nanofluids. The solution of the mathematical model is obtained through

a numerical scheme called the shooting method. Graphical interpretations were used

to study the numerical solution.

1.1 Thesis Contributions

It turns out that the present study is unique and no such study has yet been reviewed

in the literature. Therefore, the aim of this study is to investigate the influence of Cu

and SiC-MeOH on the unstable three-dimensional flow of Eyring-Powell nanofluids.

The Cattaneo-Christov heat flow model is used to study the heat transfer process. We

have significant investigated the effect of entropy generation on heat transfer. The

PDEs are converted to ODEs using the similarity transformation.
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Furthermore, a numerical solution can be obtained by the shooting method. The

ODEs decreases with the boundary condition being resolved by the shooting method.

The skin friction and mass transport values under the influence of the new parameters

are analyzed by the use of tables. Graphs of temperature and velocity are shown versus

the new research parameters. The present survey is focused on the numerical analysis

of Cattaneo-Christov bases study of three-dimensional unsteady, laminar, incompress-

ible flow o f n on-Newtonian P owell-Eyring n anofluid flo w. The  gov erning equations

of flow, h eat t ransfer and volumetric e ntropy g eneration analysis a re modeled under

boundary layer approximations using Tiwari and Das model [78] for non-Newtonian

nanofluids. T he a nalysis i s c arried o ut c onsidering t he f ollowing p hysical e ffects of

interest:

� Uniform applied magnetic field (MHD).

� Porous medium.

� Variable thermal physical properties.

� Thermal radiation.

� Cattaneo-Christov heat flux model.

� Different types of nanoparticles.

� Nanoparticle shape factor.

� Single phase model.

Similarity transformations are used to transform the provided nonlinear PDEs into a

system of ODEs. Moreover, the numerical solutions of nonlinear ODEs are obtained

using the shooting method. The numerically obtained results are calculated using

MATLAB. Graphs and tables have been used to illustrate the effects of significant

parameters on the velocity distribution
df

dχ
, temperature distribution θ(χ), skin friction

coefficient Cf , and local Nusselt number Nux̄.
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1.2 Thesis Outline

The following chapters comprise the division of this work.

� A brief literature survey in Chapter 1 relating nanofluids, types of nanofluids

and solution methodology have been discussed. The recent trends in nanofluid

research have also been cited.

� Chapter 2 provides basic definitions related to nanofluid, flow and heat transfer.

The thermophysical properties of different nanomaterials are also presented. The

mathematical model used in this study has been discussed in detail as well as

the solution methodology.

� The entropy analysis of a Powell-Eyring nanofluid flowing across a stretched

surface with temperature-dependent thermal radiation and thermal conductivity

is presented in Chapter 3. The impacts of various nanoparticle shapes are also

included in the mathematical model. Using the shooting approach, numerical

results are obtained for the governing flow equations.

� The entropy based analysis of Cu and SiC-MeOH of unsteady three-dimensional

Powell-Erying magneto-nanofluid flow by utilizing Cattaneo-Christov heat flux

model past over a bidirectional stretching surface is carried out in Chapter 4.

� Chapter 5 contains the conclusion of this work.

The work’s references are enumerated in Bibliography.



Chapter 2

Fundamental Concepts and

Governing Equations

Basic ideas, definitions, and governing laws related to fluid dynamics have been dis-

cussed in this chapter. In particular, some important dimensionless quantities have

been described, which appear to be useful in the next chapters. In addition, a brief

review of the numerical method used to solve the governing equations has been con-

ducted.

2.1 Basic Definitions

2.1.1 Fluid [79]

“A fluid is a substance which deforms continuously when subjected to external shearing

force.”

A fluid has the following characteristics:

1. It follows the shape of the containing vessel rather than having a distinct shape

of its own.

2. A liquid or fluid will experience a deformation as long as shear force is applied,

even at very low levels.

12
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2.1.1.1 Classification of Fluids

(i) Liquid:

“A liquid is a fluid which possesses a definite volume (which varies only slightly with

temperature and pressure).”

(ii) Gas:

“It possesses no definite volume and is compressible.”

(iii) Vapour:

“It is a gas whose temperature and pressure are such that it is very near the liquid

state.”

(iv) Ideal fluids:

“An ideal fluid is one which has no viscosity and surface tension and is incompressible.

In true sense no such fluid exists in nature. However fluids which have low viscosities

such as water and air can be treated as ideal fluids under certain conditions.”

(v) Real fluids:

“A real fluid is one which has viscosity, surface tension and compressibility in addition

to the density. The real fluids are actually available in nature.”

2.1.2 Fluid Mechanics [79]

“Fluid mechanics may be defined as that branch of science which deals with the be-

haviour of fluids under the conditions of rest and motion.”
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2.1.2.1 Fluid Kinematics [79]

“Fluid Kinematics is a branch of ‘Fluid mechanics’ which deals with the study of

velocity and acceleration of the particles of fluids in motion and their distribution in

space without considering any force or energy involved.”

2.1.2.2 Fluid Statics [80]

“The study of fluids at rest is called fluid statics.”

2.1.2.3 Fluid Dynamics [80]

“The study of fluid if the pressure forces are considered for the fluids in motion, is

called fluid dynamics.”

2.1.3 Physical Properties of the Fluid

� Mass Density or Density [80]

“Density or Mass Density of a fluid is defined as the ratio of the mass of a fluid to

its volume. Thus mass per unit volume of a fluid is called density. It is denoted

by ρ. The unit of mass density in SI unit is Kg per cubic metre, i.e., Kg/m3.

Mathematically, mass density is written as:

ρ =
Mass of fluid

Volume of fluid
.

The value of density of water is 1 gm/cm3 or 1000 Kg/m3.”

� Specific Volume [80]

“Specific Volume of a fluid occupied by a unit mass or volume per unit mass of

a fluid is called specific volume. Mathematically, it is expressed as:

Specific volume =
Volume of fluid

Mass of fluid
=

1
Mass of fluid

Volume of fluid

.

Thus, specific volume is the reciprocal of mass density.”
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� Pressure [79]

“When a fluid is contained in a vessel, it exerts force at all points on the sides

and bottom and top of the container. The force per unit area is called pressure.

If,

P= The force, and

A= Area on which the force acts; then intensity of pressure,

p =
P

A

The pressure of a fluid on a surface will always act normal to the surface.”

� Viscosity [79]

“Viscosity is defined as the property of a fluid which offers resistance to the

movement of one layer of fluid over another adjacent layer of the fluid.” It is

denoted by τ (called Tau).

Mathematically,

τ ∝ du

dy

or

τ = µ
du

dy
,

where, µ = constant of proportionality and
du

dy
= Rate of shear stress or rate

of shear deformation or velocity gradient.

µ =
τ[
du

dy

] .

Therefore, the shear stress needed to generate a unit rate of shear strain may

also be used to describe viscosity.

� Kinematic Viscosity [79]

“It is defined as the ratio between the dynamic viscosity and density of fl uid. It

is denoted by symbol ν read as “nu”.
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Mathematically,

ν =
µ

ρ
.”

� Newton’s Law of Viscosity [79]

“This law states that the shear stress (τ) on a fluid element layer is directly pro-

portional to the rate of shear strain. The constant of proportionality is called the

co-efficient of viscosity. The fluids which follow this law are known as Newtonian

fluids.”

� Thermal Conductivity [81]

“The Fourier heat conduction law states that the heat flow is proportional to the

temperature gradient. The coefficient of proportionality is a material parameter

known as the thermal conductivity, which may be a function of several variables.”

2.2 Classification of Fluids

Fluids can be classified into five types:

� Ideal Fluid or Inviscid Fluid [80]

“A fluid, which is incompressible and has no viscosity, is known as an ideal fluid.

Ideal fluid is only an imaginary fluid as all the fluids, which exist, have some

viscosity.”

� Real Fluid or Viscous Fluid [80]

“A fluid, which possesses viscosity, is known as a real fluid. In actual practice,

all the fluids are real fluids.”

� Newtonian Fluid [82]

“Fluids for which the applied shear stress and the rate of deformation are linearly

proportional to each other are termed as Newtonian fluids.

In the case of Newtonian fluids, mathematical expression o f τ xy i s g iven by ex-

pression enumerated underneath.

τxy = µ
du

dy
,
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where, µ represents dynamic viscosity and
du

dy
is the rate of deformation. The SI

unit of shear stress τxy is N·s.m2.”

� Non-Newtonian Fluid [83]

“A non-Newtonian fluid is one whose properties are different from Newtonian

fluids i.e. apparent viscosity changes with applied stress or forces. In non-

Newtonian fluid the correlation between the shear stress and the rate of strain

is non-linear. For these types of fluids, the constant of proportionality, viscosity,

may change with time. Many salt solution, solution of polymers as well as liquids

in which fine particles are suspended, are non-Newtonian, as are most commonly

found substances in our everyday life such as ketchup, toothpaste, paint, blood

and shampoo.”

� Ideal Plastic Fluid [80]

“A fluid, in which shear stress is more than the yield value and shear stress is

proportional to the rate of shear strain (or velocity gradient), is known as ideal

plastic fluid.”

2.3 Types of Fluid Flow [79]

2.3.1 Steady and unsteady flows

� Steady flow

“The type of flow in which the fluid characteristics like velocity, pressure, density,

etc. at a point do not change with time is called steady flow. Mathematically,

we have: (
∂u

∂t

)
x0,y0,z0

= 0;

(
∂v

∂t

)
x0,y0,z0

= 0;

(
∂w

∂t

)
x0,y0,z0

= 0;

(
∂p

∂t

)
x0,y0,z0

= 0;

(
∂ρ

∂t

)
x0,y0,z0

= 0; and so on

where (x0, y0, z0) is a fixed point in a fluid field where these variables are being

measured w.r.t. time.”

Example: Flow through a prismatic or non-prismatic conduit at a constant flow
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rate Qm3/s is steady. (A prismatic conduit has a constant size shape and has a

velocity equation in the form u = ax2 + bx+ c, which is independent of time t).

� Unsteady flow

“It is that type of flow in which the velocity, pressure or density at a point change

w.r.t. time. Mathematically, we have:

(
∂u

∂t

)
x0,y0,z0

̸= 0;

(
∂v

∂t

)
x0,y0,z0

̸= 0;

(
∂w

∂t

)
x0,y0,z0

̸= 0;

(
∂p

∂t

)
x0,y0,z0

̸= 0;

(
∂ρ

∂t

)
x0,y0,z0

̸= 0 and so on”

Example: The flow in a pipe whose valve is being opened or closed gradually

(velocity equation is in the form u = ax2 + bx(t) ).

2.3.2 Uniform and non-uniform flows

� Uniform flow

“The type of flow, in which the velocity at any given time does not change with

respect to space is called uniform flow. Mathematically, we have:

(
∂V

∂s

)
t=constant

= 0

where ∂V = Change in velocity, and ∂s = Displacement in any direction.”

Example: Flow through a straight prismatic conduit (i.e. flow through a

straight pipe of constant diameter).

� Non-uniform flow

“It is that type of flow in which the velocity at any given time changes with

respect to space.

Mathematically, (
∂V

∂s

)
̸= 0.”

t=constant

Examples: (i) Flow through a non-prismatic conduit.

(ii) Flow around a uniform diameter pipe-bend or a canal bend.
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2.3.3 One,two and three dimensional flows

� One dimensional flow

“It is that type of flow in which the flow parameter such as velocity is a function

of time and one space co-ordinate only. Mathematically:

u = f(x),

v = 0, w = 0.

where u, v and w are velocity components in x, y and z directions respectively.”

Example:

Flow in a pipe where average flow parameters are considered for analysis.

� Two dimensional flow

“The flow in which the velocity is a function of time and two rectangular space

coordinates is called two dimensional flow. Mathematically:

u = f1(x, y),

u = f2(x, y),

w = 0.”

Examples:

(i) Flow between parallel plates of infinite extent.

(ii) Flow in the main stream of a wide river.

� Three dimensional flow

“It is that type of flow in which the velocity is a function of time and three

mutually perpendicular directions. Mathematically:

u = f1(x, y, z),

v = f2(x, y, z),

w = f3(x, y, z).”
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Examples:

(i) Flow in a converging or diverging pipe or channel.

(ii) Flow in a prismatic open channel in which the width and the water depth

are of the same order of magnitude.

2.3.4 Rotational and irrotational flows

� Rotational flow

“A flow is said to be rotational if the fluid particles while moving in the direc-

tion of flow rotate about their mass centres. Flow near the solid boundaries is

rotational.”

Example: Motion of liquid in a rotating tank.

� Irrotational flow

“A flow is said to be irrotational if the fluid particles while moving in the direction

of flow do not rotate about their mass centres. Flow outside the boundary layer

is generally considered irrotational.”

Example: Flow above a drain hole of a stationary tank or a wash basin.

2.3.5 Laminar and Turbulent flows

� Laminar flow

“A laminar flow is one in which paths taken by the individual particles do not

cross one another and move along well defined paths.”

Examples:

(i) Flow through a capillary tube.

(ii) Flow of blood in veins and arteries.

(iii) Ground water flow.

� Turbulent flow

“A turbulent flow is that flow in which fluid particles move in a zig zag way.”

Example: High velocity flow in a conduit of large size. The majority of fluid

flow issues that arise in engineering practice are turbulent in nature.
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2.3.6 Compressible and incompressible flows

� Compressible flow

“It is that type of flow in which the density ρ of the fluid changes from point to

point (or in other words density is not constant for this flow). Mathematically:

ρ ̸= constant.”

Example: Flow of gases through orifices, nozzles, gas turbines, etc.

�

Incompressible flow

“It is that type of flow in which density is constant for the fluid flow. Liquids

are generally considered flowing incompressibly. Mathematically:

ρ = constant.”

Example: Subsonic aerodynamics.

2.4 Fundamental Laws [81]

2.4.1 Conservation of Mass; the Continuity Equation

“The principle of conservation of mass can be stated as the time rate of change of

mass in a fixed volume is equal to the net rate of flow of mass across the surface. The

mathematical statement of the principle results in the following equation, known as

the continuity (of mass) equation

∂ρ

∂t
+∇.(ρv) = 0 (2.1)

where ρ is the density of the medium, v the velocity vector, and ∇ is the nabla or

del operator. The continuity equation in (2.1) is in conservation (or divergence) form

since it can be derived directly from an integral statement of mass conservation. By
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introducing the material derivative or Eulerian derivative operator
D

Dt

D

Dt
=

∂

∂t
+ v.∇, (2.2)

the continuity equation (2.1) can be expressed in the alternate, non-conservation (or

advective) form
∂ρ

∂t
+ v.∇ρ+ ρ∇.v =

Dρ

Dt
+ ρ∇.v = 0 (2.3)

For steady-state conditions, the continuity equation becomes

∇.(ρv) = 0 (2.4)

When the density changes following a fluid particle are negligible, the continuum is

termed incompressible and we have
Dρ

Dt
= 0. The continuity equation (2.3) then

becomes

∇.v = 0 (2.5)

which is often referred to as the incompressibility condition or incompressibility con-

straint.”

2.4.2 Conservation of Momentum

“The principle of conservation of linear momentum (or Newton’s Second Law of mo-

tion) states that the time rate of change of linear momentum of a given set of particles

is equal to the vector sum of all the external forces acting on the particles of the

set, provided Newton’s Third Law of action and reaction governs the internal forces.

Newton’s Second Law can be written as

∂ρv

∂t
+∇.(ρv⊗ v) = ∇.σ + ρf (2.6)

where ⊗ is the tensor (or dyadic) product of two vectors, σ is the Cauchy stress tensor

(N/m2) and f is the body force vector, measured per unit mass and normally taken to 

be the gravity vector. Equation (2.6) describes the motion of a continuous medium,

and in fluid mechanics they are also known as the Navier e quations. The form of the
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momentum equation shown in (2.6) is the conservation (divergence) form that is most

often utilized for compressible flows. This equation may be simplified to a form more

commonly used with incompressible flows. Expanding the first two derivatives and

collecting terms

ρ

(
∂v

∂t
+ v∇.v

)
+ v

(
∂ρ

∂t
+∇.ρv

)
= ∇.σ + ρf (2.7)

The second term in parentheses is the continuity equation (2.1) and neglecting this

term allows (2.7) to reduce to the non-conservation (advective) form

ρ
Dv

Dt
= ∇.σ + ρf (2.8)

where the material derivative (2.2) has been employed.

The principle of conservation of angular momentum can be stated as the time rate of

change of the total moment of momentum of a given set of particles is equal to the

vector sum of the moments of the external forces acting on the system. In the absence

of distributed couples, the principle leads to the symmetry of the stress tensor:

σ = (σ)T (2.9)

where the superscript T denotes the transpose of the enclosed quantity.”

2.4.3 Conservation of Energy

“The law of conservation of energy (or the First Law of Thermodynamics) states that

the time rate of change of the total energy is equal to the sum of the rate of work done

by applied forces and the change of heat content per unit time. In the general case,

the First Law of Thermodynamics can be expressed in conservation form as

∂ρet

∂t
+∇.ρvet = −∇.q+∇.(σ.v) +Q+ ρf.v (2.10)

where et = e+1/2v.v is the total energy (J/m3), e is the internal energy, q is the heat

flux vector (W/m2) and Q is the internal heat generation (W/m3). The total energy
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equation (2.10) is useful for high speed compressible flows where the kinetic energy is

significant. For incompressible flows, an  internal energy equation is  more appropriate

and can be derived from (2.10) with use of the momentum equation (2.6). Taking the

dot product of the velocity vector with the momentum equation produces an equation

for the kinetic energy; this equation is subtracted from the total energy equation (2.10)

to produce the conservation (divergence) form of the internal energy equation

∂ρe

∂t
+∇.ρve = −∇.q+Q+ Φ (2.11)

where Φ is a dissipation function that is defined by

Φ = σ : ∇v (2.12)

In Eq. (2.12) ∇v is the velocity gradient tensor which will be defined more completely

in the following sections. The thermal energy equation in (2.11) can be simplified

further by expanding the derivatives on the left-hand side of the equation and using

the continuity equation. The resulting equation is the non-conservative (advective)

form of the energy equation

ρ
De

Dt
= −∇.q+Q+ Φ (2.13)

which is the standard form used for incompressible flows. Constitutive relations for e

and q will be defined i n the next s ections and a llow (2.13) to b e expressed i n terms

of the temperature T.”

2.5 Heat and Mass Transfer Phenomenon and Re-

lated Properties

Heat transfer is the phenomenon of transferring energy and entropy from one place to

another. The formal definition of heat transfer and its different types are given below.
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� Heat Transfer [81]

“Heat transfer is a branch of engineering that deals with the transfer of thermal

energy from one point to another within a medium or from one medium to

another due to the occurrence of a temperature difference. Heat transfer may

take place in one or more of its three basic forms: conduction, convection, and

radiation.”

� Mass Transfer [84]

“Mass transfer is the flow of molecules from one body to another when these

bodies are in contact or within a system consisting of two components when the

distribution of materials is not uniform. When a copper plate is placed on a

steel plate, some molecules from either side will diffuse into the otherside. When

salt is placed in a glass and water poured over it, after sufficient time the salt

molecules will diffuse into the water body. A more common example is drying

of clothes or the evaporation of water spilled on the floor when water molecules

diffuse into the air surrounding it. Usually, mass transfer takes place from a

location where the particular component is proportionately high to a location

where the component is proportionately low. Mass transfer may also take place

due to potentials other than concentration difference.”

� Conduction [85]

“Conduction is the transfer of heat from one part of a body at a higher tem-

perature to another part of the same body at a lower temperature, or from one

body at a higher temperature to another body in physical contact with it at a

lower temperature. The conduction process takes place at the molecular level

and involves the transfer of energy from the more energetic molecules to those

with a lower energy level. This can be easily visualized within gases, where we

note that the average kinetic energy of molecules in the higher-temperature re-

gions is greater than that of those in the lower-temperature regions. The more

energetic molecules, being in constant and random motion, periodically collide

with molecules of a lower energy level and exchange energy and momentum. In

this manner, there is a continuous transport of energy from the high-temperature

regions to those of lower temperature. In liquids, the molecules are more closely
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spaced than in gases, but the molecular energy exchange process is qualitatively

similar to that in gases. In the solids that are nonconductors of electricity (di-

electrics), heat is conducted by lattice waves caused by atomic motion. In the

solids that are good conductors of electricity, this lattice vibration mechanism is

only a small contribution to the energy transfer process, the principal contribu-

tion being that due to the motion of free electrons, which move in a similar way

to molecules in a gas.”

� Convection [84]

“The process of heat transfer between a surface and a fluid flowing in contact

with it is called convection.”

Types of Convection:

(i) Natural Convection or Free Convection

(ii) Forced Convection

(iii) Mixed Convection

� Natural Convection or Free Convection [84]

“If the flow is caused by the buoyant forces generated by heating or cooling of

the fluid the process is called as natural or free convection.”

� Forced Convection [84]

“If the flow is caused by an external device like a pump or blower, it is termed

as forced convection.”

� Radiation [85]

“Radiation, or more correctly thermal radiation, is electromagnetic radiation

emitted by a body by virtue of its temperature and at the expense of its internal

energy. Thus thermal radiation is of the same nature as visible light, x-rays,

and radio waves, the difference between them being in their wavelengths and

the source of generation. The eye is sensitive to electromagnetic radiation in

the region from 0.39 to 0.78µm; this is identified as the visible region of the

spectrum. Radio waves have a wavelength of 1× 103 to 2× 1010µm, and x-rays

have wavelengths of 1× 10−5 to 2× 10−2µm, while the bulk of thermal radiation
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occurs in rays from approximately 0.1 to 100µm. All heated solids and liquids, as

well as some gases, emit thermal radiation. The transfer of energy by conduction

requires the presence of a material medium, while radiation does not. In fact,

radiation transfer occurs most efficiently in a vacuum. On the macroscopic level,

the calculation of thermal radiation is based on the Stefan- Boltzmann law, which

relates the energy flux emitted by an ideal radiator (or blackbody) to the fourth

power of the absolute temperature.”

2.6 Dimensionless Numbers

The following dimensionless numbers will appear in the discussion given in the next

chapters.

Prandtl Number [86]

“This number expresses the ratio of the momentum diffusivity (viscosity) to the ther-

mal diffusivity. It characterizes the physical properties of a fluid with convective and

diffusive heat transfers. It describes, for example, the phenomena connected with the

energy transfer in a boundary layer. It expresses the degree of similarity between ve-

locity and diffusive thermal fields or, alternatively, between hydrodynamic and thermal

boundary layers. With Pr = 1 and grad p = 0, the thermal and hydrodynamic fields

are similar. For example, if diverse molten materials have equal Prandtl numbers, they

have similar velocity and temperature fields in crystallization.

Pr =
ηcp
λ
.

where, η represents the dynamic viscosity, cp denotes the specific heat capacity and λ

stands for thermal conductivity.”

Nusselt Number [86]

“It expresses the ratio of the total heat transfer in a system to the heat transfer by

conduction. In characterizes the heat transfer by convection between a fluid and the

environment close to it or, alternatively, the connection between the heat transfer
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intensity and the temperature field in a flow boundary layer. It expresses the dimen-

sionless thermal transference. The physical significance is based on the idea of a fluid

boundary layer in which the heat is transferred by conduction. If it is not so, the

criterion loses its significance. In the expression α (λ/L)−1, it expresses the ratio of

the heat transfer intensity to heat conduction intensity in a boundary layer. In the

expression L (λ/α)−1, it represents the ratio of the characteristic length to the bound-

ary layer thickness. In the expression L/λ (1/α)−1, it expresses the ratio of thermal

resistances by conduction to those by convection in a boundary layer.

Nu =
αL

λ

where, α (W/m2k) − heat transfer coefficient; L (m) − characteristic length;

λ (W/mk) − thermal conductivity.”

Biot Number [86]

“This number expresses the ratio of the heat flow transferred by convection on a

body surface to the heat flow transferred by conduction in a  body. It characterizes

the third-type boundary condition. The equation Bi =L (λα−1)−1 expresses the ratio 

of a characteristic body length to an equivalent environmental thickness adhering to

the surface. With Bi ≥ 100 in the heat transfer on the surface, the thermal resistance

is slight in comparison to the heat transfer by conduction. The temperature field is

characterized by considerable non-uniformity. On the contrary, with Bi ≤ 0.1, differ-

ence (TP − TS) is great on the body surface and slight inside the body and the field

is uniform. With the general shape of body, the ratio L = V S−1 is inserted for the 

characteristic length.”

Brinkmann Number [86]

“It expresses the ratio of the heat arising due to viscous friction of a fluid to the heat

transferred by molecular conduction. It characterizes the heat conduction in viscous

fluid fl ow. Fo r hi gh flu id vis cosity val ues and  low  the rmal con ductivity val ues (e.g.

molten polymers), the value is Br ≫ 1.”
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Skin Friction Coefficient [86]

“It expresses the dynamic friction resistance originating in viscous fluid flow around

a fixed wall. The expression Cf =
0.664√
Rex

is valid for laminar flow along a flat plate

(Blasius’ boundary layer) and the expression Cf = 0.0576 5
√
Rex holds for turbulent

flow.

Cf =
τw

1
2
ρw2

∞
, where τw = η

dw

dy

∣∣∣∣
y=0

.

where, τw (Pa) − shear stress on the wall(y = 0); ρ (kg/m) − fluid density;

w∞ (m/s) − free fluid flow; η (Pas) − dynamic viscosity;

y (m) − coordinate perpendicular to the wall surface; Rex − Reynolds number.”

2.7 Boundary layer [87]

The idea of boundary layer was first introduced by Ludwig Prandtl in 1904. Ludwig

Prandtl gave the basic idea of the boundary layer for moving fluid over a surface. It is

the close layer of fluid flow near solid region where the viscosity effects are significant.

The flow in this layer is usually laminar. The boundary layer thickness is the measure

of the distance apart from the surface.

2.8 Entropy Generation

A system’s entropy is a measure of its disorder. This means that the system is unable

to use 100% of useful energy. The entropy of a system is zero in an ideal system where

we are able to preserve the energy contained in the system precisely, however this is

not the case in the real world. Energy is lost in some way, which causes entropy to

continuously increase. The goal here is to identify strategies for reducing this entropy

loss. Entropy reduction is therefore a crucial problem in every industrial setting. The

scientists have been studying the formation of entropy and trying to find ways to lower

it.
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2.9 Magnetohydrodynamics

The study of electrically conducting fluid motion in the presence of a magnetic field,

such as that of liquid metals and plasmas, is known as magnetohydrodynamics. Magne-

tohydrodynamics’ central premise is that current may be produced by magnetic fields

in conductive fluids in motion, which in turn exerts force on the fluid and modifies the

magnetic field itself.

Hannes Alfven, who understood the significance of the electric currents carried by

a plasma and the magnetic field they create, established the fundamental equations of

magnetohydrodynamics.

Alfven combined the fluid dynamics equations with Ampere and Faraday’s electro-

dynamics rules to create a revolutionary mathematical theory. The physics of the sun,

solar wind, and stellar atmospheres, as well as space plasmas in earth and planetary

magnetospheres, were all explained by this theory.

2.10 Nanofluids [88]

Nanofluid is a suspension or combination of a base fluid with nanosized particles with

sizes ranging from 1 to 100 nanometers. The goal of the science involved in creating

the nanofluids is to increase the basic fluids’ thermal capacity.

Commonly used solid additives in the form of nanoparticles are made of downsized

metals and their oxides, as well as ceramics and oxides, carbides, and metal compos-

ites with extremely high thermal conductivity. Water is the most often used base fluid,

while other options include kerosene oil, engine oil, ethylene glycol, and mixtures of

water and motor oil.

Heat transfer mechanisms may be examined in relation to nanofluids. The primary

characteristic of nanofluids is their improved thermal characteristics.



31

Table 2.1: Thermo-physical properties of Nanofluid

Properties Nanofluid

Dynamic Viscosity µnf = µf (1− Φ)−2.5

Density ρnf = (1− Φ)ρf + Φρs

Heat Capacity (ρCp)nf = (1− Φ)(ρCp)f + Φ(ρCp)s

Thermal conductivity
κnf

κf
=
[
(κs+(q−1)κf )−(q−1)Φ(κf−κs)

(κs+(q−1)κf )+Φ(κf−κs)

]
Electrical conductivity

σ⋆
nf

σf
=
[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]

The thermophysical characteristics of nanofluids are displayed in Table (2.1), (for fur-

ther information, see, for example, [89, 90]).

2.11 Material Properties of Nanofluids

The following table lists the material characteristics of the base fluid and several

nanoparticles that were employed in this thesis.

Table 2.2: Material Properties of Base fluid and Nanoparticles at 293K

Thermophysical Cu SiC MeOH

ρ(kg/m3) 8933 3160 792

Cp(J/kgK) 385.0 1340 2545

k(W/m) 401.00 350 0.2035

σ(S/m) 5.96×107 0.7×102 0.5×10−6
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2.12 Tiwari and Das Model

Two different kinds of models are utilized in mathematics to address issues pertaining

to nanofluids. One type of single phase model is the Tiwari and Das model. The

fluid, velocity, and temperature are assumed to be the same in a single phase model.

In the case of the two-phase model, the temperature and the fluid velocity as well as

the nanoparticles are measured differently. The benefit of the single phase model is

that because we ignore the slip mechanisms so the model is simplified one and it is

easily to solve numerically. However, this method’s drawback is that, occasionally, the

numerical findings don’t match the experimental results. The volume concentration of

nanoparticles in the Tiwari and Das model varies from 3% − 20%.

2.13 Cattaneo-Christov Heat Flux Model [61]

Fourier’s concept of heat conduction remained valid for a century. A shortcoming of

the Fourier’s interpretation of heat transport was that a disturbance in the tempera-

ture gradient at the boundary is felt instantly through the medium which means that

heat energy travels at an infinite speed which is not possible physically. This drawback

of Fourier’s law was addressed by Cattaneo. Cattaneo’s modification to the Fourier’s

law is given as:

(
1 + λ0

∂

∂t

)
q = −k∇T.

Here, λ0 is termed as thermal relaxation time. It is the time lag involved in achiev-

ing the steady state solution once a temperature gradient is applied across a volume

element. Cattaneo’s modification addressed the drawback of the Fourier’s law but

resulted in a coupled system to be solved in order to get knowledge about the energy

distribution in the system. Christov, further modified the Cattaneo’s concept by con-

sidering a material Oldroyds’ upper-convected derivative instead of the ordinary time

derivative. With the help of this modification, a single energy equation was achieved.
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Hence, in terms of Christov’s theory the heat conduction law is written as:

q+ λ0

(
∂q

∂t
+V.∇q− q.∇V+ (∇.V)q

)
= −κ∇T.

2.14 Shooting Method

Consider the following fourth order boundary value problem.

g
′′′′ − (1− x2)g

′′2
+ 5g2 = 0, (2.14)

with boundary condition

g(0) = 1, g
′
(0) = 0, g

′′
(1) = −2, g

′′′
(1) = −3. (2.15)

Equation (2.14) can be transformed into a system of first-order equations by introduc-

ing the following notations.

g = g1, g
′
= g2, g

′′
= g3, g

′′′
= g4. (2.16)

Next, the given BVP is transformed into the subsequent form.

g
′

1 = g2, g1(0) = 1,

g
′

2 = g3, g2(0) = 0,

g
′

3 = g4, g3(1) = −2,

g
′

4 = (1− x2)g23 − 5g21, g4(1) = −3. (2.17)

To obtain the following IVP, denote the missing initial conditions g3(0) and g4(0) by

p and q, respectively.
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g
′

1 = g2, g1(0) = 1,

g
′

2 = g3, g2(0) = 0,

g
′

3 = g4, g3(0) = p,

g
′

4 = (1− x2)g23 − 5g21, g4(0) = q.


(2.18)

Now solve the given IVP across the interval [0, 1] using the RK−4 approach. The

RK−4 solution is then examined for g′′ 
(1) and g′′′ 

(1). The issue is resolved if these 

solutions satisfy the boundary condition specified in Eq. (2.15).

But typically, this doesn’t occur on the first try. As a result, we must repeatedly

improve the first estimations. For this, we solve the following system of non-linear

algebraic equations using Newton’s technique.

g3(x, p, q) + 2 = 0,

g4(x, p, q) + 3 = 0,

 (2.19)

Newton’s approach for the system of non-linear equations Eq.(2.18) has an iterative

strategy that is as follows.

pn+1

qn+1

 =

pn
qn

−


∂

∂p
g3(1, pn, qn)

∂

∂q
g3(1, pn, qn)

∂

∂p
g4(1, pn, qn)

∂

∂q
g4(1, pn, qn)


−1 g3(x, p, q) + 2

g4(x, p, q) + 3

 (2.20)

For simplification, use the following notations,

∂g1
∂p

≡ g5,
∂g2
∂p

≡ g6,
∂g3
∂p

≡ g7,
∂g4
∂p

≡ g8,

∂g1
∂q

≡ g9,
∂g2
∂q

≡ g10,
∂g3
∂q

≡ g11,
∂g4
∂q

≡ g12

 (2.21)
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By differentiating the system of Eq. (2.18) first with respect to p and then with respect

to q and utilizing the new notations, we can determine the Jacobian matrix.

g
′

5 = g6, g5(0) = 0,

g
′

6 = g7, g6(0) = 0,

g
′

7 = g8, g7(0) = 1,

g
′

8 = 2(1− x2)g3g7 − 10g1g5, g8(0) = 0,

g
′

9 = g10, g9(0) = 0,

g
′

10 = g11, g10(0) = 0,

g
′

11 = g12, g11(0) = 0,

g
′

12 = 2(1− x2)g3g11 − 10g1g9, g12(0) = 1.



(2.22)

Utilizing the RK-4 technique, solve the aforementioned system of equations (2.22) and

enter the computed values for g7, g11, g8, and g12 in eq. (2.20). This provides updated

first guesses. Until we have the necessary precision in our solutions, we repeat this

process.



Chapter 3

Computational single phase

comparative study of inclined

MHD in a Powell-Eyring nanofluid

3.1 Introduction

A comprehensive review of [91] has been conducted by using the shooting method.

Powell-Eyring non-Newtonian fluid has been considered as a nanofluid. The non-

linear PDEs are converted into dimensionless ODEs using similarity transformation.

Using the shooting approach and the computational software MATLAB, the ODEs

have been solved.

Results are discussed to study the impact of governing physical parameters on velocity,

temperature, entropy, velocity gradient (skin friction coefficient) and the strength of

convective heat exchange (Nusselt number) of nanofluid made up of Cu-MeOH and

SiC-MeOH.

In addition to this, empirical values of five different nanoparticle shapes have been

utilized to look at their impact on the heat transfer rate as well as the temperature

distribution in the boundary layer.

36
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3.2 Description of Problem

Figure 3.1: Physical flow model.

Consider a non-Newtonian fluid i n 2D t hat i s t ransient, l aminar, i ncompressible and

electrically conducting. For nanofluids, the non-Newtonian Powell-Eyring mathemat-

ical model is adopted. It is assumed that the x̄-axis has a porous surface running

down it, and the ȳ-axis is normal to this, in Cartesian dimensional coordinates. At the

boundary, there are convective conditions and partial slip on the surface of the plate.

Thermal conductivity of the nanofluid varies linearly with the temperature Θ . For the

radiation effects, a Rosseland approximation is employed, and radiative heat transfer is

taken into account. According to [92], the Cauchy stress tensor for the Powell-Eyring
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fluid is as follows:

τij = µnf

(
∂f̄1i
∂x̄j

)
+

1

β̂
sinh−1

(
1

h∗
∂f̄1i
∂x̄j

)
, (3.1)

where, µnf is the dynamic viscosity of the non-Newtonian fluid, whereas β̂ and h∗

are the material constants. A uniformly distributed inclined magnetic field of strength

B(t̃) = B0√
1−ξ̄t̃

is assumed in the present model and the induced magnetic field is seen as

insignificant in comparison to the applied B. The stretching speed and porous surface

temperature are

Ūw(x̄, t̃) =
c∗x̄

1− ξ̄t̃
, Θf (x̄, t̃) = Θ∞ +

c∗x̄

1− ξ̄t̃
. (3.2)

3.2.1 The Governing PDEs

Under the boundary layer assumption and appropriate boundary conditions for Powell-

Eyring nanofluid, the constitutive equations for conservation of mass, momentum, and

energy can be written as [93]:

∂f̄1
∂x̄

+
∂f̄2
∂ȳ

= 0, (3.3)

∂f̄1

∂t̃
+ f̄1

∂f̄1
∂x̄

+ f̄2
∂f̄1
∂ȳ

=

(
νnf +

1

ρnf β̂h∗

)
∂2f̄1
∂ȳ2

− 1

2β̂h∗3ρnf

(
∂f̄1
∂ȳ

)2
∂2f̄1
∂ȳ2

−
σ⋆
nfB

2(t̃)f̄1

ρnf
sin2(Γ), (3.4)

∂Θ

∂t̃
+ f̄1

∂Θ

∂x̄
+ f̄2

∂Θ

∂ȳ
=

knf
(ρCp)nf

(
∂2Θ

∂ȳ2

)
− 1

(ρCp)nf

(
∂qr
∂ȳ

)
+

νnf
(ρCp)nf

(
∂f̄1
∂ȳ

)2

+
σ⋆
nfB

2(t̃)f̄1
2

(ρCp)nf
sin2(Γ). (3.5)

The BCs’ for the contemporary model are:

f̄1(x̄, 0) = Ūw + µnf

(
∂f̄1
∂ȳ

)
, f̄2(x̄, 0) = V̄w,

− k0

(
∂Θ

∂ȳ

)
= hf (Θf −Θ) at ȳ = 0,

f̄1 −→ 0, Θ −→ Θ∞, as ȳ −→ ∞.


(3.6)
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The radiative heat flux is given by

qr = −4σ⋆

3k⋆
∂Θ4

∂ȳ
= −16σ⋆

3k⋆
Θ3∂Θ

∂ȳ
, (3.7)

If the temperature difference is very small, then the temperature Θ4 can be expanded

about Θ∞ using Taylor series, as follows.

Θ4 = Θ4
∞ + 4Θ3

∞(Θ−Θ∞) + 6Θ2
∞(Θ−Θ∞)2 + ...

Ignoring the higher order terms, we have

Θ4 = Θ4
∞ + 4Θ3

∞(Θ−Θ∞) = Θ4
∞ + 4Θ3

∞Θ− 4Θ4
∞

= −3Θ4
∞ + 4Θ3

∞Θ = 4Θ3
∞Θ− 3Θ4

∞.

3.2.2 Similarity Transformations

The nonlinear Partial differential equations will be converted into a  system of dimen-

sionless Ordinary differential equations using the following analogies [94]:

f̄1 =
c∗

1− ξ̄t̃
x̄
df

dχ
, f̄2 = −

√
νfc

∗

1− ξ̄t̃
f(χ),

χ(x̄, ȳ) =

√
c∗

νf (1− ξ̄t̃)
ȳ, ψ(x̄, ȳ) =

√
νfc

∗

1− ξ̄t̃
x̄f(χ),

θ(χ) =
Θ−Θ∞

Θf −Θ∞
.


(3.8)

3.2.3 Physical Quantities of Interest

The dimensional forms of the skin friction coefficient, Nusselt number are shown below

[95]. The dimensionless forms of these parameters will be produced and used in the

subsequent section of this chapter, which will elaborate the solution to our current

situation,

Cfx̄ =
τw
ρf Ū2

w

, Nux̄ =
x̄qw

kf (Θf −Θ∞)
.

}
(3.9)
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3.2.4 Entropy

Entropy is a disorder of a system and its surroundings from a physical perspective.

Entropy often arises in a number of systems, particularly those involving fluid viscous

force, Joule heating, and flow-driven force. Therefore, entropy is also known as the

number of irreversibilities. As a result, heat cannot entirely be converted into work.

The entropy generation is expressed as follows in the dimensional form [96]:

EG =
knf
Θ2

∞

[(
∂Θ

∂ȳ

)2

+
16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

(
∂Θ

∂ȳ

)2
]
+
µnf

Θ∞

(
∂f̄1
∂ȳ

)2

+
σ⋆
nfB

2(t̃)sin2(Γ)f̄1
2

Θ∞
.

(3.10)

3.3 Conversion of Mathematical Model into Dimen-

tionless Form

3.3.1 The Governing ODEs

To get a solution to a problem, we first need a system of equations (3.3), (3.4) and (3.5),

along with boundary conditions (3.6), is converted into a system of ODEs. We use

the transformations (3.11), where ψ be the stream function satisfying the continuity

equation, in the sense:

f̄1 =
∂ψ

∂ȳ
, f̄2 = −∂ψ

∂x̄
.

}
(3.11)

To convert equations (3.3)-(3.5) into the dimensionless form, different derivatives are

required which have been computed in the upcoming part of this sub-section.

∂χ

∂x̄
= 0. (3.12)

∂χ

∂ȳ
=

√
c∗

νf (1− ξ̄t̃)
. (3.13)

f̄1 =
∂ψ

∂ȳ
=
∂ψ

∂χ

∂χ

∂ȳ
=

c∗

1− ξ̄t̃
x̄
df

dχ
. (3.14)
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∂f̄1
∂x̄

=
c∗

1− ξ̄t̃

df

dχ
.

(
∵
∂χ

∂x̄
= 0

)
(3.15)

f̄2 = −∂ψ
∂x̄

= −

√
νfc

∗

1− ξ̄t̃
f(χ). (3.16)

∂f̄2
∂ȳ

= − c∗

1− ξ̄t̃

df

dχ
. (3.17)

f̄1
∂f̄1
∂x̄

=
c∗2

(1− ξ̄t̃)2
x̄

(
df

dχ

)2

. (3.18)

∂f̄1
∂ȳ

=
c∗

1− ξ̄t̃

√
c∗

νf (1− ξ̄t̃)
x̄
d2f

dχ2
. (3.19)

f̄2
∂f̄1
∂ȳ

= − c∗2

(1− ξ̄t̃)2
x̄f(χ)

d2f

dχ2
. (3.20)

∂χ

∂t̃
=
ȳ

2

√
νf (1− ξ̄t̃)

c∗

[
c∗ξ̄

νf (1− ξ̄t̃)2

]
. (3.21)

∂f̄1

∂t̃
=

c∗ξ̄x̄

(1− ξ̄t̃)2
df

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄ȳ
d2f

dχ2
. (3.22)

(
∂f̄1
∂ȳ

)2

=
c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

. (3.23)

∂2f̄1
∂ȳ2

=
c∗2

νf (1− ξ̄t̃)2
x̄
d3f

dχ3
. (3.24)

θ(χ) =
Θ−Θ∞

Θf −Θ∞

⇒ Θ−Θ∞ = (Θf −Θ∞)θ(χ)

⇒ Θ = (Θf −Θ∞)θ(χ) + Θ∞

⇒ Θ =

(
Θ∞ +

c∗x̄

1− ξ̄t̃
−Θ∞

)
θ(χ) + Θ∞

⇒ Θ =

(
c∗x̄

1− ξ̄t̃

)
θ(χ) + Θ∞

∂Θ

∂x̄
=

[
c∗

1− ξ̄t̃

]
θ(χ). (3.25)

∂Θ

∂ȳ
=

[
c∗x̄

1− ξ̄t̃

]
dθ

dχ

√
c∗

νf (1− ξ̄t̃)
. (3.26)
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(
∂Θ

∂ȳ

)2

=
c∗3x̄2

νf (1− ξ̄t̃)3

(
dθ

dχ

)2

. (3.27)

∂2Θ

∂x̄2
= 0. (3.28)

∂2Θ

∂ȳ2
=

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
. (3.29)

f̄1
∂Θ

∂x̄
=

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ). (3.30)

f̄2
∂Θ

∂ȳ
= −

[
c∗2x̄

(1− ξ̄t̃)2

]
f(χ)

dθ

dχ
. (3.31)

∂Θ

∂t̃
=

c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗2x̄ξ̄

νf (1− ξ̄t̃)3
ȳ

2

√
νf (1− ξ̄t̃)

c∗
dθ

dχ
. (3.32)

∂qr
∂ȳ

= −16Θ3
∞σ

⋆

3k⋆
∂2Θ

∂ȳ2
. (3.33)

µnf

ρnf
µf

ρf

=

µf (1− Φ)−2.5

(1− Φ)ρf + Φρs
µf

ρf

=
µf (1− Φ)−2.5

µf

[
(1− Φ) + Φ

(
ρs
ρf

)]
=

1

(1− Φ)2.5
[
(1− Φ) + Φ

(
ρs
ρf

)] =
1

N1N2

,

ρnf
µf

ρf
=

[
(1− Φ)ρf + Φρs

]
× µf

ρf

=

[
(1− Φ) + Φ

ρs
ρf

]
× µf = N2 × µf

σ⋆
nf

σf
=

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
σ⋆
nf =

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
× σf

σ⋆
nf = N5 × σf

ρnf =

[
(1− Φ)ρf + Φρs

]
× ρf
ρf

ρnf =

[
(1− Φ) + Φ

ρs
ρf

]
× ρf

ρnf = N2 × ρf ,

knf
kf

=

[
(ks + (q − 1)kf )− (q − 1)Φ(kf − ks)

(ks + (q − 1)kf ) + Φ(kf − ks)

]
,
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knf =

[
(ks + (q − 1)kf )− (q − 1)Φ(kf − ks)

(ks + (q − 1)kf ) + Φ(kf − ks)

]
× kf ,

knf = N4 × kf .

(ρCp)nf = (1− Φ)(ρCp)f + Φ(ρCp)s,
(ρCp)nf
(ρCp)f

= (1− Φ) + Φ
(ρCp)s
(ρCp)f

,

(ρCp)nf =

[
(1− Φ) + Φ

(ρCp)s
(ρCp)f

]
× (ρCp)f ,

(ρCp)nf = N3 × (ρCp)f .

For convenience, the following notations have been introduced :

N1 = (1−Φ)2.5. (3.34)

N2 =

[
(1− Φ) + Φ

(
ρs
ρf

)]
. (3.35)

N3 =

[
(1− Φ) + Φ

(ρCp)s
(ρCp)f

]
. (3.36)

N4 =

[
(ks + (q − 1)kf )− (q − 1)Φ(kf − ks)

(ks + (q − 1)kf ) + Φ(kf − ks)

]
. (3.37)

N5 =

1 + 3

(
σs

σf
− 1

)
Φ(

σs
σf

+ 2

)
−
(

σs

σf
− 1

)
Φ

 . (3.38)

By the choice of the stream function ψ in (3.11), the continuity equation is already

satisfied. It can again be verified using (3.15) and (3.17), in (3.3) as follows.

∂f̄1
∂x̄

+
∂f̄2
∂ȳ

=
c∗

1− ξ̄t̃

df

dχ
− c∗

1− ξ̄t̃

df

dχ
= 0.

Hence continuity equation (3.3) is identically satisfied.

Now, the dimensionless form of the momentum equation (3.4) can be obtained by us-

ing equations (3.18)- (3.24), (3.34), (3.35) and (3.38) as follows,

⇒ c∗ξ̄

(1− ξ̄t̃)2
x̄
df

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄ȳ
d2f

dχ2
+

c∗2

(1− ξ̄t̃)2
x̄

(
df

dχ

)2

− c∗2

(1− ξ̄t̃)2
x̄

f(χ)
d2f

dχ2
=

(
νnf +

1

ρnf β̂h∗

)
c∗2

νf (1− ξ̄t̃)2
x̄
d3f

dχ3
− 1

2β̂h∗3ρnf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

c∗2

νf (1− ξ̄t̃)2
x̄
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

(
√

(1− ξ̄t̃))2

c∗x̄

(1− ξ̄t̃)

df

dχ
sin2(Γ).
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⇒ ξ̄

c∗
df

dχ
+

1

2

ξ̄

c∗

√
c∗

νf (1− ξ̄t̃)
ȳ
d2f

dχ2
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
=

(
νnf +

1

ρnf β̂h∗

)
1

νf

d3f

dχ3

− 1

2β̂h∗3ρnf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2
1

νf

d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).

⇒ ξ̄

c∗

[
df

dχ
+

1

2

√
c∗

νf (1− ξ̄t̃)
ȳ
d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
=

(
νnf
νf

+
1

ρnfνf β̂h∗

)
d3f

dχ3

−

 c∗3x̄2x̄

(1− ξ̄t̃)3

2ν2f β̂h
∗3ρnf x̄

(d2f
dχ2

)2
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).

⇒ A

[
df

dχ
+
χ

2

d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
=


µnf

ρnf
µf

ρf

+
1

µf

ρf
ρnf β̂h∗

 d3f

dχ3

−
[

Ū3
wx̄

(2νfh∗2)(ρnf
µf

ρf
β̂h∗)

](
d2f

dχ2

)2
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).

The dimensionless momentum equation gets the following form :

A

[
df

dχ
+
χ

2

d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2

=

(
1

N1N2

+
1

N2µf β̂h∗

)
d3f

dχ3
−
[

∆

N2µf β̂h∗

](
d2f

dχ2

)2
d3f

dχ3
− N5 × σf
N2 × ρf

B2
0

c∗
df

dχ
sin2(Γ).(

1

N1N2

+
w

N2

)
d3f

dχ3
− A

[
df

dχ
+
χ

2

d2f

dχ2

]
−
(
df

dχ

)2

+ f
d2f

dχ2
− ∆w

N2

(
d2f

dχ2

)2
d3f

dχ3

−N5

N2

M
df

dχ
sin2(Γ) = 0. (3.39)

Now, the dimensionless form of the energy equation (3.5) can be obtained by us-

ing equations (3.25)- (3.33), (3.34), (3.36), (3.37) and (3.38) as follows,

∂Θ

∂t̃
+ f̄1

∂Θ

∂x̄
+ f̄2

∂Θ

∂ȳ
=

knf
(ρCp)nf

(
∂2Θ

∂ȳ2

)
− 1

(ρCp)nf

(
∂qr
∂ȳ

)
+

νnf
(ρCp)nf

(
∂f̄1
∂ȳ

)2

+
σ⋆
nfB

2(t̃)f̄1
2

(ρCp)nf
sin2(Γ).

⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗2x̄ξ̄

νf (1− ξ̄t̃)3
ȳ

2

√
νf (1− ξ̄t̃)

c∗
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2
f(χ)

dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
− 1

(ρCp)nf

[
−16Θ3

∞σ
⋆

3k⋆

(
∂2Θ

∂ȳ2

)]
+

νnf
(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
σ⋆
nf

(ρCp)nf

B2
0

(
√
(1− ξ̄t̃))2

(c∗x̄)2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).
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⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗ξ̄

2(1− ξ̄t̃)2

√
νfc

∗2(1− ξ̄t̃)

ν2fc
∗(1− ξ̄t̃)2

x̄ȳ
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2

f(χ)
dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

νnf
(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
σ⋆
nf

(ρCp)nf

B2
0

(
√
(1− ξ̄t̃))2

(c∗x̄)2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).

⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄ȳ
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2

f(χ)
dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

νnf
(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
σ⋆
nf

(ρCp)nf

B2
0

(
√
(1− ξ̄t̃))2

(c∗x̄)2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).

⇒ ξ̄

c∗
θ(χ) +

ξ̄

c∗
χ

2

dθ

dχ
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
=

knf
(ρCp)nf

1

νf

d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
1

νf

d2θ

dχ2

+
νnf

(ρCp)nf

c∗x̄

νf (1− ξ̄t̃)

(
d2f

dχ2

)2

+
σ⋆
nf

(ρCp)nf

B2
0 x̄

(1− ξ̄t̃)

(
df

dχ

)2

sin2(Γ).

⇒ A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
=

knf
(ρCp)nf

1

νf

d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
1

νf

d2θ

dχ2

+
νnf

(ρCp)nf

Ūw

νf

(
d2f

dχ2

)2

+
σ⋆
nf

(ρCp)nf

B2
0

c∗
c∗x̄

(1− ξ̄t̃)

(
df

dχ

)2

sin2(Γ).

⇒ A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
=

N4 × kf
N3 × (ρCp)f

1

νf

d2θ

dχ2
+

16Θ3
∞σ

⋆

N3(ρCp)f3k⋆
1

νf

d2θ

dχ2

+

µf

N1
µf

ρf

Ūw

N3(ρCp)f

(
d2f

dχ2

)2

+
N5σf

N3(ρCp)f

B2
0

c∗
Ūw

(
df

dχ

)2

sin2(Γ).

⇒ A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
=

N4

N3Pr

d2θ

dχ2
+
Nr

N3

d2θ

dχ2
+

Ec

N1N3

(
d2f

dχ2

)2

+
N5

N3

M
Ūw

(Cp)f

(
df

dχ

)2

sin2(Γ).

⇒ N3Pr

N4

[
A

[
θ(χ)+

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)−f(χ) dθ

dχ

]
=
d2θ

dχ2
+
PrNr

N4

d2θ

dχ2
+
EcPr

N1N4

(
d2f

dχ2

)2

+

PrN5

N4

EcM

(
df

dχ

)2

sin2(Γ).

⇒ d2θ

dχ2
+
PrNr

N4

d2θ

dχ2
−N3Pr

N4

[
A

[
θ(χ)+

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)−f(χ) dθ

dχ

]
+
EcPr

N1N4

(
d2f

dχ2

)2

+

PrN5

N4

EcM

(
df

dχ

)2

sin2(Γ) = 0.
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⇒

(
1 +

PrNr

N4

)
d2θ

dχ2
− N3Pr

N4

[
A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
− Ec

N1N3

(
d2f

dχ2

)2

− N5

N3

MEc

(
df

dχ

)2

sin2(Γ)

]
= 0.

⇒

(
1 +

PrNr

N4

)
d2θ

dχ2
+
N3Pr

N4

[
f
dθ

dχ
− df

dχ
θ − A

[
θ +

χ

2

dθ

dχ

]
+

Ec

N1N3

(
d2f

dχ2

)2

+
N5

N3

MEc

(
df

dχ

)2

sin2(Γ)

]
= 0. (3.40)

The boundary conditions corresponding to PDEs have been transformed into the di-

mensionless form through the following procedure:

f̄2(x̄, 0) = V̄w, at ȳ = 0.

⇒ V̄w = −
√

νfc
∗

1− ξ̄t̃
f(χ), at χ = 0.

⇒ f(χ) = −V̄w

√
1− ξ̄t̃

νfc∗
, at χ = 0.

⇒ f(0) = S.

f̄1(x̄, 0) = Ūw+µnf

(
∂f̄1
∂ȳ

)
, at ȳ = 0.

⇒ c∗x̄

1− ξ̄t̃

df

dχ
=

c∗x̄

1− ξ̄t̃
+

c∗x̄

1− ξ̄t̃

√
c∗

νf (1− ξ̄t̃)

µf

N1

d2f

dχ2
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

df

dχ
=

c∗x̄

1− ξ̄t̃

(
1 +

√
c∗

νf (1− ξ̄t̃)

µf

N1

d2f

dχ2

)
, at χ = 0.

⇒ df

dχ
= 1+

Λ

N1

d2f

dχ2
, at χ = 0.

⇒ df

dχ
(0) = 1 +

Λ

N1

d2f

dχ2
(0).

− k0

(
∂Θ

∂ȳ

)
= hf (Θf −Θ), at ȳ = 0.

⇒ − k0
c∗x̄

1− ξ̄t̃

√
c∗

νf (1− ξ̄t̃)

dθ

dχ
= hf

(
Θ∞ +

c∗x̄

1− ξ̄t̃
−Θ

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
=

−hf
k0

√
νf (1− ξ̄t̃)

c∗

(
Θ∞ +

c∗x̄

1− ξ̄t̃
− c∗x̄

1− ξ̄t̃
θ(χ)−Θ∞

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
= −hf

k0

√
νf (1− ξ̄t̃)

c∗

(
c∗x̄

1− ξ̄t̃
− c∗x̄

1− ξ̄t̃
θ(χ)

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
= −hf

k0

√
νf (1− ξ̄t̃)

c∗
c∗x̄

1− ξ̄t̃
(1− θ(χ)), at χ = 0.

⇒ dθ

dχ
= −Bi(1− θ(χ)), at χ = 0.

⇒ dθ

dχ
(0) = −Bi(1− θ(0)).
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f̄1 → 0, as ȳ → ∞.

⇒ c∗x̄

1− ξ̄t̃

df

dχ
→ 0, as ȳ → ∞.

⇒ df

dχ
→ 0, as χ→ ∞.

Θ → Θ∞, as ȳ → ∞.

⇒ Θ∞ +
c∗x̄

1− ξ̄t̃
θ(χ) → Θ∞, as ȳ → ∞.

⇒ θ(χ) → 0, as χ→ ∞.

By combining (3.39) and (3.40),(
1

N1N2

+
w

N2

)
d3f

dχ3
− A

[
df

dχ
+
χ

2

d2f

dχ2

]
−
(
df

dχ

)2

+ f
d2f

dχ2
− ∆w

N2

(
d2f

dχ2

)2
d3f

dχ3

− N5

N2

M
df

dχ
sin2(Γ) = 0, (3.41)

(
1 +

PrNr

N4

)
d2θ

dχ2
+
N3Pr

N4

[
f
dθ

dχ
− df

dχ
θ − A

[
θ +

χ

2

dθ

dχ

]
+

Ec

N1N3

(
d2f

dχ2

)2

+
N5

N3

MEc

(
df

dχ

)2

sin2(Γ)

]
= 0.

(3.42)

The dimentionless form of BCs corresponding to (3.6), are given below:

f(0) = S,
df

dχ
(0) = 1 +

Λ

N1

d2f

dχ2
(0),

df

dχ
(χ) → 0, as χ→ ∞,

dθ

dχ
(0) = −Bi(1− θ(0)), θ(χ) → 0, as χ→ ∞

 (3.43)

Moreover, A =
ξ̄

c∗
is the unsteady flow parameter, w =

1

µf β̂h∗
and ∆ =

Ū3
wx̄

2h∗2νf
are

the material parameter, M =
σfB

2
0

c∗ρf
is the magnetic parameter, and Pr =

νf
αf

is

the Prandtl number, αf =
kf

(ρCp)f
is the thermal diffusivity parameter, Nr =

16

3

σ⋆T 3
∞

k⋆νf (ρCp)f
is the thermal radiation parameter, S = −V̄w

√
(1− ξ̄t̃)

νfc∗
is the mass

transfer parameter, Λ =

√
c∗

νf (1− ξ̄t̃)
µf is the velocity slip parameter, Ec =

Ūw

(Cp)f
is

the Eckert number and Bi =
hf
k0

√
νf (1− ξ̄t̃)

c∗
is the Biot number.
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3.3.2 Physical Quantities of Interest

The local Nusselt number Nux̄ and the skin friction coefficient Cf x̄ are of significance

to us at this point. These physical quantities have the following descriptions:

3.3.2.1 Skin Friction Coefficient:

The dimensional form of coefficient of skin friction is given as:

Cf =
τw
ρf Ū2

w

. (3.44)

In order to obtain the dimensionless form of Cf , the following procedure will be

adopted:

τw =

[(
µnf +

1

β̂h∗

)(
∂f̄1
∂ȳ

)
− 1

6β̂h∗3

(
∂f̄1
∂ȳ

)3
]∣∣∣∣∣

ȳ=0

. (3.45)

By using (3.19) in (3.45), we get

τw = −

[(
µnf +

1

β̂h∗

) c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3

(
c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

ȳ=0

.

Putting τw in (3.44), we get

Cf =

−

[(
µnf +

1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3

(
c∗

(1−ξ̄t̃)

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

ȳ=0

ρf Ū2
w

=

−

[(
µf

N1
+ 1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3
c∗3

(1−ξ̄t̃)3

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

ȳ=0

ρf Ū2
w

=

−

[(
µf

N1
+ 1

β̂h∗

)
Ūw

√
c∗

νf1−ξ̄t̃
x̄
d2f

dχ2
− 1

6β̂h∗3 Ū
3
w

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3]∣∣∣∣∣
ȳ=0

ρf Ū2
w

=

−

[(
µf

N1µf
+ 1

β̂h∗µf

)
Ūw

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3µf
Ū3
w

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3]∣∣∣∣∣
ȳ=0

ρf
µf
Ū2
w
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=

−

[( 1

N1

+
1

β̂h∗µf

)d2f
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗x̄2

νf (1−ξ̄t̃)

(
d2f

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

N1

+
1

β̂h∗µf

)d2f
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗x̄.x̄
νf (1−ξ̄t̃)

(
d2f

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

N1

+
1

β̂h∗µf

)d2f
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wx̄

2h∗2νf

(
d2f

dχ2

)3

(0)

]√
c∗x̄

νf x̄(1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

N1

+
1

β̂h∗µf

)d2f
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wx̄

2h∗2νf

(
d2f

dχ2

)3

(0)

]√
Ūwx̄2

νf x̄

Ūwx̄

νf

=

−

[( 1

N1

+ ω
)d2f
dχ2

(0)− 1

3
ω∆

(
d2f

dχ2

)3

(0)

]√
Ūwx̄
νf

Rex̄

=

−

[( 1

N1

+ ω
)d2f
dχ2

(0)− ω∆

3

(
d2f

dχ2

)3

(0)

]
√
Rex̄

Rex̄

=

−

[( 1

N1

+ ω
)d2f
dχ2

(0)− ω∆

3

(
d2f

dχ2

)3

(0)

]
√
Rex̄

.

Hence, the dimentionless form of the coefficient of skin friction is

CfRex̄
1
2
= −

[( 1

N1

+ ω
)d2f
dχ2

(0)− ω∆

3

(
d2f

dχ2

)3

(0)

]
, (3.46)

where Rex̄ represents the Reynolds number defined as Rex̄ =
Ūwx̄

νf
.
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3.3.2.2 Nusselt Number:

The dimensional form of the local Nusselt number is defined as:

Nux̄ =
x̄qw

kf (Θf −Θ∞)
, (3.47)

where qw is formulated as

qw = −knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
∂Θ

∂ȳ

)∣∣∣∣∣
ȳ=0

. (3.48)

Using (3.26) in (3.48), we get

qw = −knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ

√
c∗

νf (1− ξ̄t̃)

)∣∣∣∣∣
ỹ=0

.

Putting qw in (3.47), we get

Nux̄ = −

x̄knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ

√
c∗

νf (1− ξ̄t̃)

)∣∣∣∣∣
ȳ=0

kf (Θw −Θ∞)

= −
x̄knf

(
1 +

4(4)

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ
(0)

√
c∗

νf (1− ξ̄t̃)

)
kf

c∗x̄

1− ξ̄t̃

= −
x̄knf

(
1 +

4(4)

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)
dθ

dχ
(0)

√
c∗

νf (1− ξ̄t̃)

kf

= −knf
kf

(
1 +

4(4)

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)
dθ

dχ
(0)

√
c∗x̄

νf x̄(1− ξ̄t̃)
x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0)

√
Ūwx̄

2

νf x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0)

√
Rex̄.

⇒ Nux̄

Re
1
2
x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0).

⇒ Nux̄Re
− 1

2
x̄ = −knf

kf
(1 +Nr)

dθ

dχ
(0). (3.49)
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Finally,

CfRe
1
2
x̄ = −

[( 1

N1

+ ω
)d2f
dχ2

(0)− ω∆

3

(
d2f

dχ2

)3

(0)

]
,

Nux̄Re
−1
2

x̄ = −knf
kf

(1 +Nr)
dθ

dχ
(0).

 (3.50)

3.3.3 Entropy Generation

Using (3.23), (3.27), (3.34) (3.37) and (3.38), the dimensionless form of EG, is:

EG =
knf
Θ2

∞

[
(1 +Nr)

c∗3x̄2

νf (1− ξ̄t̃)3

(
dθ

dχ

)2]
+
µnf

Θ∞

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
σ⋆
nfB

2
0

Θ∞

sin2(Γ)

(
√

(1− ξ̄t̃))2

[
c∗x̄

(1− ξ̄t̃)

df

dχ

]2
.

⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)

c∗2x̄2

(1− ξ̄t̃)2

(
dθ

dχ

)2]
c∗x̄

νf x̄(1− ξ̄t̃)
+
µnf

Θ∞

c∗2x̄2

(1− ξ̄t̃)2
c∗x̄

νf x̄(1− ξ̄t̃)(
d2f

dχ2

)2

+
N5σfB

2
0sin

2(Γ)

Θ∞(1− ξ̄t̃)

c∗2x̄2

(1− ξ̄t̃)2

(
df

dχ

)2

.

⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+
µnf

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0

Θ∞

sin2(Γ)

(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2

.

⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+

µf

N1

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0

Θ∞

sin2(Γ)

(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2

.

The dimensionless entropy generation is denoted by NG and is defined as:

NG =
Θ2

∞c
∗2EG

kf (Θf −Θ∞)2
. (3.51)

NG =
Θ2

∞c
∗2

kf (Θf −Θ∞)2

[
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+

µf

N1

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0sin

2(Γ)

Θ∞(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2
]
.
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=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Θ∞

(Θf −Θ∞)

µf Ū
2
w

kf (Θf −Θ∞)

(
d2f

dχ2

)2
]
Ūwc

∗2

νf x̄
+

Θ∞Ū
2
w

kf (Θf −Θ∞)2
N5σfB

2
0sin

2(Γ)c∗2

(1− ξ̄t̃)

(
df

dχ

)2

=

[
N4(1+Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

Θ∞N5

(Θf −Θ∞)

Ū2
w

kf (Θf −Θ∞)

σfB
2
0

ρfc∗
ρfc

∗

sin2(Γ)c∗2x̄

(1− ξ̄t̃)x̄

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5

Ω

Ū2
wµf

kf (Θf −Θ∞)

σfB
2
0

c∗ρf

c∗x̄

(1− ξ̄t̃)

sin2(Γ)
c∗2

νf x̄

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5

Ω
BrM

Ūwc
∗2

νf x̄
sin2(Γ)

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5BrMResin2(Γ)

Ω

(
df

dχ

)2

= Re

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

((
d2f

dχ2

)2

+N1N5Msin2(Γ)

(
df

dχ

)2)]
,

where Re =
Ūwc

2

νf x̄
, Br =

µf Ū
2
w

kf (Θf−Θ∞)
and Ω = Θ∞

(Θf−Θ∞)
.

3.4 Solution Methodology

To find a numerical solution for the system of ODEs (3.41) and (3.42), subject to

boundary conditions (3.43), the shooting method has been used. From equations (3.41)

and (3.42),

d3f

dχ3
=

A

[
df
dχ

+ χ
2
d2f
dχ2

]
+

(
df
dχ

)2

− f d2f
dχ2 +

N5

N2
M df

dχ
sin2(Γ)(

1
N1N2

+ w
N2

− ∆w
N2

(
d2f
dχ2

)2
) , (3.52)

d2θ

dχ2
=

−N3Pr
N4

[
f dθ

dχ
− df

dχ
θ − A

[
θ + χ

2
dθ
dχ

]
+ Ec

N1N3

(
d2f
dχ2

)2

+ N5

N3
MEc

(
df
dχ

)2

sin2(Γ)

]
(
1 + PrNr

N4

) .

(3.53)
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First, the equation (3.52), is solved numerically, and then the calculation results are

obtained for f ,
df

dχ
and

d2f

dχ2
will be used in (3.53), as a known input. To apply shooting

method, we first convert the equations (3.52) and (3.53) into a system of first-order

ordinary differential equations by using the following new variables:

f = y1,
df

dχ
= y

′

1 = y2,
d2f

dχ2
= y

′′

1 = y
′

2 = y3,
d3f

dχ3
= y

′′′

1 = y
′′

2 = y
′

3.

The momentum equation is therefore transformed into the system of first order ODEs

that follows:

y
′

1 = y2, y1(0) = S,

y
′

2 = y3, y2(0) = 1 +
Λ

N1

y3(0),

y
′

3 =

A

[
y2 +

χ

2
y3

]
+ y22 − y1y3 +

N5

N2

My2sin
2(Γ)(

1

N1N2

+
w

N2

− ∆w

N2

y23

) , y3(0) = γ.

Here, γ is the assumed missing condition
d2f

dχ2
(0) = y3(0). To solve the initial value

problem above, we use the fourth-order Runge-Kutta method. An approximate so-

lution to (3.52), can be obtained by converting the unbounded domain [0,∞) to the

bounded domain [0, χ∞], where χ∞ is a suitable finite positive real number. The miss-

ing condition γ must be chosen such that the component y2 satisfies the following

boundary condition:

y2(χ∞, γ) = 0.

Newton’s technique was applied in the following iterative phases to solve the previous

equation.

γ(n+1) = γ(n) −
(

y2(χ∞, γ)
∂
∂γ
(y2(χ∞, γ))

)∣∣∣∣
r=rn

.

In order to obtain the derivatives w.r.t. γ, following new notations will be used:

∂y1
∂γ

= y4,
∂y2
∂γ

= y5,
∂y3
∂γ

= y6.
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Consequently, the Newton’s iterative technique takes on the subsequent form:

γ(n+1) = γ(n) −
(
y2(χ∞, γ)

y5(χ∞, γ)

)(n)

.

Now differentiating the system of first order ordinary differential equations with respect

to γ, three more equations will be appeared, which are:

y
′

4 = y5, y4(0) = 0,

y
′

5 = y6, y5(0) =
Λ

N1

,

y
′

6 =
1(

1

N1N2

+
w

N2

− ∆w

N2

y23

)2

[(
1

N1N2

+
w

N2

− ∆w

N2

y23

)(
A

[
y5 +

χ

2
y6

]

+ 2y2y5 − y1y6 − y4y3 +
N5

N2

My5sin
2(Γ)

)
−

(
A

[
y2 +

χ

2
y3

]
+ y22 − y1y3

+
N5

N2

My2sin
2(Γ)

)(
− ∆w

N2

2y3y6

)]
. y6(0) = 1.

The stopping criteria for the Newton’s iterative technique is given below:

|y2(χ∞, γ)| < ϵ,

where ϵ > 0 is an arbitrarily small positive number. The value of ϵ has been taken as

10−9. Equation (3.53) will be treated in a similar way.

3.5 Numerical Results and Discussions

In this section, the impact of the dimensionless parameters of interest on the skin

friction coefficient CfRe
1
2
x , nusselt number NuxRe

− 1
2

x and entropy generation NG has

been thoroughly discussed through different graphs and t ables. In Table 3 .3, T f1 and 

Tf2 are the intervals for the choice of missing condition γ and Table 3.3 shows the 

intervals Iθ1 and Iθ2 for the choice of missing condition β while computing the skin 

friction coefficient an d Nu sselt number re spectively. Ta bles 3. 2 an d 3. 4 ex plain the
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effect of the material parameters ω and ∆, unsteady parameter A, magnetic param-

eter M , nanoparticle volume fraction Φ, velocity slip parameter Λ, thermal radiation

parameter Nr, Eckert number Ec, Biot number Bi and mass transfer parameter S

with fixed Prandtl number Pr = 6.2 and q = 3 on the fluid motion, temperature

fluctuation and total volumetric entropy generation in Powell-Eyring nanofluids.

Figures 3.2–3.4 illustrate how the material fluid parameter ω  affects the temperature,

velocity, and entropy production profiles of non-Newtonian Powell-Eyring nanofluids,

SiC-MeOH and Cu-MeOH. Computations were performed with ω = 0.1, 0.3, 0.5 at a

uniform nanoparticle concentration Φ = 0.2. The velocity profile i n F igure 3 .2 in-

creases as the value of ω increases and thus leads to an increase in the thickness of the

momentum boundary layer. Moreover, the BL thickness of the SiC-MeOH nanofluid

is comparatively greater than that of the Cu-MeOH nanofluid, w ith a  fixed va lue of

ω = 0.1.

A reduction in the fluid’s r esistance i s t he c ause o f t he u pward s hift i n t he veloc-

ity profile. At the border, this likewise translates into a higher skin friction coefficient.

From Figure 3.3, we can observe that the temperature of the nanofluid decreases as the

value of the parameter ω increments. This decreasing trend indicates that the thermal

boundary layer thickness is decreasing and the heat transfer coefficient is  increasing.

The reason behind this temperature profile is due to the reduced elastic stress param-

eter.

The heat transfer rate increases for SiC-MeOH and Cu based nanofluids. Finally,

Figure 3.4 shows the effect o f t he m aterial p arameter ω  o n t he e ntropy o f t he sys-

tem. We found that as the material parameters increase, the entropy of the system

decreases. The irreversibility of the system peaks near the surface and decreases to

zero away from the surface. Also, the irreversibility of Cu-MeOH nanofluid i s higher

than that of SiC-MeOH nanofluid.

Figures 3.5-3.7 show the impact of the unsteady parameter A on the velocity, temper-

ature and entropy generation profiles of Powell-Eyring n anofluids. Note that the fluid
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flows slowly, as in Figure 3.5, and the temperature of the boundary layer decreases

as the value of parameter A increases in Figure 3.6. This is due to the fact that un-

steadiness parameter A is inversely proportional to stretching rate, so increasing A

reduces the stretching of the surface and less stretching means less velocity. Increasing

the value of parameter A reduces the thickness of both the momentum and thermal

boundary layers.

Figure 3.7 shows the effect of variation of unsteadiness parameter A on entropy gener-

ation. The changeover point for the entropy profile i s estimated at about χ = 0 .3. In

other words, the thermal process is converging towards the case of reversible process.

From Table 3.2 and 3.4, we see a tendency for the velocity and temperature gradients

at the boundary to increase. The unsteadiness absorbs boundary layer energy and

increases heat transfer at the boundary surface.

The behavior of temperature distribution, entropy production, and nanofluid motion

with increasing material-fluid parameter ∆ are depicted in Figures 3 .8–3.10. ∆ has the

opposite effect on fluid ve locity and boundary layer th ickness as  ω.  As  ∆ grows, the

momentum boundary layer thickness drops and the velocity profile i n F igure 3 .8 di-

minishes. Figure 3.9 shows that the temperature of the nanofluid increases as the value

of the fluid p arameter ∆  i ncreases. This i ncreasing t rend s uggests t hat t he thermal

boundary layer thickness is increasing and the heat transfer coefficient is  decreasing.

Additionally, Figure 3.10 shows the influence of the fluid parameter ∆ on  the entropy

of the system. It is evident that raising the fluid parameters causes the system’s en-

tropy to rise.

The effects of the inclination angle Γ of the magnetic field on the velocity, temperature,

and entropy profiles a re s hown i n F igures 3 .11-3.13 r espectively. I t i s o bserved that

as the values of the Γ increases,the flow r esistance t ends t o i ncrease, r esulting i n a

decrease in the boundary layer velocity and an increase in temperature. The effects of

Γ on the entropy of the system is depicted in Figure 3.13. Based on observation, the

added Γ tends to increase entropy. From a physical point of view, the greater the Γ of

the magnetic field, the greater the Lorentz force and the greater the energy dissipation
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in the fluid. This c learly shows the effect on  en tropy. Furthermore, at  the boundary,

increasing and decreasing trends in velocity and temperature gradients are recognized

with increasing Γ Table 3.2 and 3.4.

Figures 3.14-3.16 show the motion, temperature distribution and entropy generation

behavior of the nanofluid as the s trength o f the applied t ransverse magnetic field in-

creases. Similar behavior is observed in the velocity, temperature, and entropy profiles

as the value of the parameter M increases. When a magnetic field i s applied perpen-

dicular to the direction of flow, i t c reates a  d rag f orce k nown a s t he L orentz force,

which reduces the movement of the fluid within the boundary layer.

The influence o f t he L orentz f orce i n t he f orm o f a  d ecreasing t rend i n t he veloc-

ity profile c an b e c learly s een i n F igure 3 .14. S ince t he p arameter M  i s inversely

proportional to the density of the nanofluid, increasing the applied magnetic field de-

creases the density and consequently increases the temperature profile in the boundary

layer Figure 3.15. This increases the thermal boundary layer thickness and reduces the

Nusselt number. As the strength of the parameter M increases, the velocity gradient

increases but the rate of heat transfer decreases. Figure 3.15 shows that the entropy

of the system increases with increasing magnetic field.

By changing the nanoparticle volume concentration parameter Φ, Figures 3.17-3.19 dis-

play the dynamics of fluid motion, t emperature d istribution, a nd e ntropy formation

in the boundary layer of Powell-Eyring nanofluids. The parameter Φ  c orresponds to

the volume of solid particles in the basefluid. Solid particles are known to have higher

thermal conductivity than fluids. T herefore, i ncreasing Φ  d ecreases t he v elocity of

the fluid a nd i ncreases t he t emperature i n t he b oundary l ayer r egion, a s s hown in

Figure 3.17. The temperature and thickness of the thermal boundary layer rise as

the overall thermal conductivity of the nanofluid i ncreases, a s s hown i n F igure 3.18.

Nusselt number and velocity gradient patterns show increasing and declining trends

with increasing Φ parameter. Figure 3.19 shows that the entropy profile i ncreases as

the nanoparticle volume fraction parameter increases. The entropy generation rate is

higher for Cu-MeOH nanofluids than for SiC-MeOH nanofluids.
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Figures 3.20-3.22 showed that a positive value of the slip parameter Λ reduces fluid

motion and entropy generation in Powell-Eyring nanofluids. In contrast, the tempera-

ture of Powell-Eyring nanofluids increases as the value of the Λ parameter increases. In

Figure 3.20 the decrease in velocity is consistent with the fact that slip velocity slows

down the motion of the boundary surface. In other words, velocity slip act opposite

to stretching pull of the surface and resists its transmission to the fluid. As a result,

as the parameter Λ increases, the momentum boundary layer decreases. Figure 3.21

shows the boundary layer temperature distribution for the parameter Λ.

Since the temperature distribution and velocity slip are inversely correlated, raising the

parameter Λ results in a thicker thermal boundary layer and a lower Nusselt number.

Table 3.2 and 3.4 show that the positive increase in velocity slip affects t he velocity

gradient and heat transfer coefficient of both Cu-MeOH and SiC-MeOH na nofluids. It

shows that it leads to a decrease. Boundary slip lowers the friction at the solid-fluid

contact, which lowers the heat transfer coefficient and causes the desired effect.

From Figure 3.22 it is easy to see that the entropy decreases as the value of Λ in-

creases. Larger values of Λ slow down the boundary layer. This reduction in velocity

reduces frictional forces within the fluid. Reducing friction also reduces the irreversibil-

ity of friction. As a result, the contribution to entropy within entropy becomes weaker,

reducing the entropy of the system.

Figures 3.23-3.28 show temperature profiles o f m ethanol-based n anofluids wi th dif-

ferent thermal radiation parameters Nr, Biot number Bi, and Eckert number Ec.

Physically, the fluid receives more heat as the N r value is raised, thickening the ther-

mal boundary layer. The ratio of conduction in a fluid t o c onvection a t i ts surface

is expressed as the Biot number, also known as the sheet convective parameter. A

rise in the sheet convective parameter indicates that conduction-based heat transfer

is more important at the fluid s urface t han t he c onvective c oefficient. The  stretched

surface is heated by the hot fluid in the boundary layer, which raises the temperature

of the thermal system, as indicated by the increase in Bi. Consequently, the rise in
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the Nusselt number at the boundary is closely correlated with the increases in the

parameters Nr and Bi.

Figures 3.24 and 3.26 show the entropy increase with increasing thermal radiation

parameter Nr and Biot number Bi. In Figures 3.24 and 3.26 the intersection of the

entropy profiles i s e stimated a round χ  =  0 .3. B efore t his b ehavior o ccurs, entropy

increases and then begins to decrease. In other words, the thermal process approaches

that of a reversible process. Moreover, the ratio of the boundary layer’s kinetic en-

ergy to its enthalpy difference, o r E c, describes t he d issipation o f heat transmission.

Greater kinetic energy is indicated by Ec values. As a result, frictional heating raises

the liquid’s temperature at the surface. Figure 3.27 illustrates how the fluid tem-

perature rises as Ec does. The growing Nr and Ec parameters of NG are seen in

Figures 3.24 and 3.28, respectively. Additionally, a crossover point was visible in the

entropy profile at χ = 0 .3. The entropy generation increased before this behavior, but

started to decrease after the behavior.

Figures 3.29-3.31 show the influence o f t he p arameter S  o n t he fl uid ve locity, tem-

perature, and entropy. An increase in the mass transfer parameter S > 0 shows a

decreasing trend in velocity and temperature profiles, l eading to a  contraction o f the

boundary layer.

During suction, more fluid fl ows to  th e ou tside of  th e wa ll, sl owing th e movement

and reducing the thickness of both boundary layer. Both velocity and temperature

gradients were observed to increase with increasing values of S and are listed in ta-

bles 3.2 and 3.4. Increasing the suction impact, will increase the entropy of the system

as more fluid will be displaced.

The influence o f Φ  =  0 .2 i s s een i n F igure 3 .32, w hich d isplays t he h eat transfer

characteristics of boundary layer flow i n Cu and S iC-MeOH nanofluids at  nanoparti-

cle concentrations with varying nanoparticle shapes (sphere, hexahedron, tetrahedron,

column, and lamina).
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The dimensionless temperature of the nanofluid rises as the form factor q rises, as

this graphical illustration demonstrates. Spherical nanoparticles have the lowest di-

mensionless temperature at the border, followed by tetrahedron, hexahedron, column,

and lamina. Because spherical particles have a larger surface area, they tend to remove

more heat from the boundary layer. Spherical particles exhibit the greatest temper-

ature reduction in the boundary layer, since this impact is less noticeable for other

forms. Furthermore, Figure 3.33 showed that the entropy of the system increased,

with the lowest entropy production rate observed for spherical particles.

The effects of the Reynolds number Re and the Brinkman number Br on the entropy

generation profile are shown in this section. Higher values of Re are associated with

an increase in entropy, as indicated by numerical computations. Physically, this means

that inertial forces dominate viscous effects See Figure 3.34. Figure 3.35 discussed the

effect of Br on the entropy. Increasing the Brinkmann number is known to increase

entropy generation. This is due to the fact that the Brinkmann number is the ratio

of heat dissipation to heat conduction at a surface. An increase in Br value therefore

means that more heat is dissipated at the surface compared to conduction, resulting

in an increase in entropy.

Table 3.1: Missing conditions of
d2f

dχ2
(0) for Pr = 6.2, q = 3.

ω A ∆ Γ M Φ Λ S Tf1 Tf2
(Cu-MeOH) (SiC-MeOH)

0.1 0.2 0.2 π/2 0.1 0.2 0.3 0.1 [-0.77, -0.69] [-0.66, -0.50]
0.3 [-0.75, -0.70] [-0.64, -0.50]
0.5 [-0.73, -0.70] [-0.62, -0.49]

0.0 [-0.73, -0.52] [-0.63, -0.35]
0.1 [-0.75, -0.60] [-0.64, -0.41]

5 [-0.78, -0.75] [-0.66, -0.60]
10 [-0.80, -0.78] [-0.68, -0.62]

π/4 [-0.76, -0.67] [-0.64, -0.47]
π/6 [-0.75, -0.67] [-0.64, -0.45]

0.0 [-0.75, -0.66] [-0.63, -0.43]
0.2 [-0.78, -0.71] [-0.68, -0.52]

0.1 [-0.84, -0.74] [-0.74, -0.55]
0.15 [-0.81, -0.72] [-0.70, -0.54]

0.0 [-1.53, -1.33] [-1.13, -0.82]
0.1 [-1.13, -1.0] [-0.90, -0.67]

0.3 [-0.83, -0.69] [-0.70, -0.48]
0.4 [-0.87, -0.69] [-0.72, -0.46]
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Table 3.2: Results of
d2f

dχ2
(0) for Pr = 6.2, q = 3.

ω A ∆ Γ M Φ Λ S CfRe
1
2
x CfRe

1
2
x

(Cu-MeOH) (SiC-MeOH)

0.1 0.2 0.2 π/2 0.1 0.2 0.3 0.1 1.3854 1.1599

0.3 1.4879 1.2427

0.5 1.5873 1.3227

0.0 1.3223 1.1064

0.1 1.3543 1.1335

5 1.3425 1.1370

10 1.2925 1.1112

π/4 1.3729 1.1396

π/6 1.3665 1.1291

0.0 1.3600 1.1184

0.2 1.4095 1.1981

0.1 1.1473 1.0014

0.15 1.2708 1.0797

0.0 2.7489 1.9996

0.1 2.0416 1.5962

0.3 1.4899 1.2268

0.4 1.5435 1.2612
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Table 3.3: Missing conditions of θ(0) for Pr = 6.2, q = 3.

ω A ∆ Γ M Φ Λ Nr Bi Ec S Iθ1 Iθ2

(Cu-MeOH) (SiC-MeOH)

0.1 0.2 0.2 π/2 0.1 0.2 0.3 0.3 0.2 0.2 0.1 [-1.0, 0.83] [-1.0, 1.1]

0.3 [-1.0, 0.88] [-1.0, 1.1]

0.5 [-1.0, 0.89] [-1.0, 1.2]

0.0 [-1.0, 0.86] [-1.0, 2.0]

0.1 [-1.0, 0.85] [-1.0, 2.0]

5.0 [-1.0, 0.81] [-1.0, 1.0]

10.0 [-1.0, 0.80] [-1.0, 1.0]

π/4 [-1.0, 0.84] [-1.0, 1.1]

π/6 [-1.0, 0.82] [-1.0, 1.1]

0.0 [-1.0, 0.86] [-1.0, 1.1]

0.2 [-1.0, 0.80] [-1.0, 1.0]

0.1 [-1.0, 0.93] [-1.0, 1.0]

0.15 [-1.0, 0.85] [-1.0, 1.1]

0.0 [-1.0, 1.1] [-1.0, 1.4]

0.1 [-1.0, 0.89] [-1.0, 1.3]

0.5 [-1.0, 0.89] [-1.0, 1.1]

0.8 [-1.0, 0.99] [-1.0, 1.2]

0.1 [-1.0, 0.77] [-1.0, 1.0]

0.6 [-1.0, 1.0] [-1.0, 1.3]

0.4 [-1.0, 0.84] [-1.0, 1.1]

0.6 [-1.0, 0.90] [-1.0, 1.1]

0.3 [-1.0, 1.1] [-1.0, 1.5]

0.4 [-1.0, 1.3] [-1.0, 1.9]
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Table 3.4: Results of θ(0) for Pr = 6.2, q = 3.

ω A ∆ Γ M Φ Λ Nr Bi Ec S NuxRe
− 1

2
x NuxRe

− 1
2

x

(Cu-MeOH) (SiC-MeOH)

0.1 0.2 0.2 π/2 0.1 0.2 0.3 0.3 0.2 0.2 0.1 0.3638 0.3771

0.3 0.3657 0.3786

0.5 0.3674 0.3800

0.0 0.3558 0.3720

0.1 0.3600 0.3746

5.0 0.3634 0.3768

10.0 0.3631 0.3765

π/4 0.3655 0.3793

π/6 0.3664 0.3805

0.0 0.3672 0.3816

0.2 0.3606 0.3730

0.1 0.2825 0.2891

0.15 0.3206 0.3306

0.0 0.3201 0.3567

0.1 0.3456 0.3678

0.5 0.4111 0.4270

0.8 0.4792 0.4993

0.1 0.1947 0.2003

0.6 0.8644 0.9161

0.4 0.3328 0.3532

0.6 0.3018 0.3292

0.3 0.3719 0.3845

0.4 0.3759 0.3879
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Figure 3.2: Velocity profile against ω
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Figure 3.3: Temperature profile against ω
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Figure 3.4: Entropy profile against ω
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Chapter 4

Unsteady 3D Powell-Eyring Flow of

Cu and SiC/MeOH for a Boundary

Layer Using Cattaneo-Christov

Model with Entropy Analysis

4.1 Introduction

The objective of the present study is to explore the numerical simulations performed for

Copper-Methanol (Cu-MeOH) and Silicon Carbide-Methanol (SiC-MeOH) nanofluids.

The mathematical results are presented for considering velocity slip at the boundary

and inducing the effect of thermal radiation for optically thick nanofluid. A uniformly

distributed inclined magnetic field of strength is also assumed in the present model. To

study the heat transfer, the Cattaneo-Christov heat flux model was considered. The

influence of entropy generation on heat transfer was investigated numerically. Similar-

ity transformations’ utilization is carried out to reduce governing PDEs to ODEs and

then numerical simulations are performed using the shooting technique to approximate

the solutions for the velocity, temperature and entropy profiles. Additionally, the ve-

locity gradient and heat exchange rate at the boundary were calculated and discussed

graphically.
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4.2 Description of Problem

Figure 4.1: The physical geometry of the problem.

Consider an unsteady magnetohydrodynamics (MHD) three dimensional boundary

layer flow of an incompressible Powell-Eyring nanofluid past a bidirectional stretching

surface. It is assumed that the sheet is stretched along x̄ and ȳ directions with velocities

f̄1 = Ūw(x̄, t̃) =
a∗x̄

(1− ξ̄t̃)
and f̄2 = V̄w(x̄, t̃) =

b∗ȳ

(1− ξ̄t̃)
respectively, where a∗ and b∗

are positive constants relating to the stretching speed and t̃ is the time. The x̄ and

ȳ axes are directed along the continuous stretching sheet and the z̄ axis normal to it.

The sheet coincides with the plane z̄ = 0 and the flow takes place in the domain z̄ > 0.

A uniform inclined magnetic field of strength B0 is applied in z̄-direction. In addition,

the heat transfer analysis is carried out in the presence of nonlinear thermal radiation

and heat generation. Heat transfer phenomenon is taken into account by incorporating

the Cattaneo-Christov heat flux model. The surface temperature is maintained at a
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certain value Θf such that Θf > Θ∞, where Θ∞ is the ambient temperature. The

Cauchy stress tensor Θ in the Powell-Eyring fluid model is given as [97]:

Θ = −pI + τ, (4.1)

ρfai = −∇p+∇.(τij) + σ∗(J ×B). (4.2)

Here, p is the pressure, I is the identity tensor, σ∗ is the electrical conductivity of the

fluid, and τij is extra stress tensor of the Eyring–Powell fluid model and is defined as:

τij = µ

(
∂f̄1i
∂x̄j

)
+

(
1

β̂

)
sinh−1

[(
1

γ

)(
∂f̄1i
∂x̄j

)]
,

where µ is the viscosity coefficient, and β̂ and γ are characteristics of the Eyring-Powell

fluid such that:

sinh−1

(
1

γ

∂f̄1i
∂x̄j

)
∼=

1

γ

(
∂f̄1i
∂x̄j

)
− 1

6γ

(
∂f̄1i
∂x̄j

)3

and

∣∣∣∣1γ ∂f̄1i∂x̄j

∣∣∣∣ < 1. (4.3)

4.2.1 Governing Equations

The governing equations for the conservation of mass, momentum, and energy under

the boundary layer assumption and appropriate boundary conditions for Powell-Eyring

nanofluid can be expressed as [98, 99]:

∂f̄1
∂x̄

+
∂f̄2
∂ȳ

+
∂f̄3
∂z̄

= 0,

(4.4)

∂f̄1

∂t̃
+ f̄1

∂f̄1
∂x̄

+ f̄2
∂f̄1
∂ȳ

+ f̄3
∂f̄1
∂z̄

=

(
νnf +

1

ρnf β̂h∗

)
∂2f̄1
∂z̄2

− 1

2β̂h∗3ρnf

(
∂f̄1
∂z̄

)2
∂2f̄1
∂z̄2

−
σ⋆
nfB

2(t̃)f̄1

ρnf
sin2(Γ), (4.5)
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∂f̄2

∂t̃
+ f̄1

∂f̄2
∂x̄

+ f̄2
∂f̄2
∂ȳ

+ f̄3
∂f̄2
∂z̄

=

(
νnf +

1

ρnf β̂h∗

)
∂2f̄2
∂z̄2

− 1

2β̂h∗3ρnf

(
∂f̄2
∂z̄

)2
∂2f̄2
∂z̄2

−
σ⋆
nfB

2(t̃)f̄2

ρnf
sin2(Γ), (4.6)

∂Θ

∂t̃
+ f̄1

∂Θ

∂x̄
+ f̄2

∂Θ

∂ȳ
+ f̄3

∂Θ

∂z̄
=

knf
(ρCp)nf

(
∂2Θ

∂z̄2

)
− 1

(ρCp)nf

(
∂qr
∂z̄

)
+

νnf
(ρCp)nf(

∂f̄1
∂z̄

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)− λ

[
f̄1
∂f̄1
∂x̄

∂Θ

∂x̄

+ f̄2
∂f̄1
∂ȳ

∂Θ

∂x̄
+ f̄3

∂f̄1
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∂Θ

∂x̄
+ f̄1

∂f̄2
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∂ȳ
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+ f̄3
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∂x̄

∂Θ
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∂ȳ
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+ f̄3
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∂z̄2
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∂2Θ

∂x̄∂z̄

]
+
σ⋆
nfB

2(t̃)f̄1
2

(ρCp)nf
sin2(Γ).

(4.7)

The associated BCs of the governing PDEs are [97]:

f̄1 = Ūw(x̄) +K1

(
∂f̄1
∂z̄

)
, f̄2 = V̄w(ȳ) +K2

(
∂f̄2
∂z̄

)
,

f̄3 = 0, − k

(
∂Θ

∂z̄

)
= hf (Θf −Θ)

 at z̄ = 0,

f̄1 −→ 0, f̄2 −→ 0, Θ −→ Θ∞ as z̄ −→ ∞.


(4.8)

where f̄1, f̄2 and f̄3 are velocities in x̄, ȳ and z̄ directions, t̃ is the time, Θ is the fluid

temperature, Γ is the inclination angle of the magnetic field. The radiative heat flux

qr is given by

qr = −4σ⋆

3k⋆
∂Θ4

∂z̄
= −16σ⋆

3k⋆
Θ3∂Θ

∂z̄
. (4.9)

where σ⋆ is the Stefan-Boltzman constant and k⋆ is the mean absorption coefficient.

If the temperature difference is very small, then the temperature Θ4 can be expanded
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about Θ∞ using the Taylor series, as follows:

Θ4 = Θ4
∞+4Θ3

∞(Θ−Θ∞)+6Θ2
∞(Θ−Θ∞)2+ ...

Ignoring the higher order terms, we have

Θ4 = Θ4
∞ + 4Θ3

∞(Θ−Θ∞)

= −3Θ4
∞ + 4Θ3

∞Θ

= 4Θ3
∞Θ− 3Θ4

∞.

4.2.2 Similarity Transformations

The nonlinear partial differential equations are converted to dimensionless ordinary

differential equations using the following analogy:

f̄1 =
c∗

1− ξ̄t̃
x̄
df

dχ
, f̄2 =

c∗

1− ξ̄t̃
ȳ
dg

dχ
,

f̄3 = −

√
c∗νf

1− ξ̄t̃
[f(χ) + g(χ)],

χ(x̄, ȳ) =

√
c∗

νf (1− ξ̄t̃)
z̄, θ(χ) =

Θ−Θ∞

Θf −Θ∞
.


(4.10)

4.2.3 Transformation of Physical Quantities

The dimensional forms of the skin friction coefficient, Nusselt number are shown be-

low. The dimensionless form of these parameters will be produced and used in the

subsequent section of this chapter, which will examine the solution to our current

problem.

Cfx̄ =
τw
ρf Ū2

w

, Cfȳ =
τw
ρf Ū2

w

, Nux̄ =
x̄qw

kf (Θf −Θ∞)
.

}
(4.11)
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4.2.4 Entropy Generation Formulations

Entropy is a disorder of a system and its surroundings from a physical perspective.

Entropy often arises in a number of systems, particularly those involving fluid viscous

force, Joule heating, and flow-driven force. Therefore, entropy is also known as the

number of irreversibilities. As a result, heat cannot entirely be converted into work.

The dimensional form of entropy generation is expressed as follows:

EG =
knf
Θ2

∞

[(
∂Θ

∂z̄

)2

+
16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

(
∂Θ

∂z̄

)2
]
+
µnf

Θ∞

(
∂f̄1
∂z̄

)2

+
σ⋆
nfB

2(t̃)sin2(Γ)f̄1
2

Θ∞
.

(4.12)

4.3 PDEs to ODEs Transformation

4.3.1 Transformation of the Governing PDEs

To solve the governing system of PDEs (4.4)-(4.7) into a system of ODEs, we introduce

similarity variables which are given in equation (4.10).

∂χ

∂x̄
= 0. (4.13)

∂χ

∂ȳ
= 0. (4.14)

∂χ

∂z̄
=

√
c∗

νf (1− ξ̄t̃)
. (4.15)

∂f̄1
∂x̄

=
c∗

1− ξ̄t̃

df

dχ
. (4.16)

∂f̄2
∂ȳ

=
c∗

1− ξ̄t̃

dg

dχ
. (4.17)

∂f̄3
∂z̄

= − c∗

1− ξ̄t̃

[
df

dχ
+
dg

dχ

]
. (4.18)

f̄1
∂f̄1
∂x̄

=
c∗2

(1− ξ̄t̃)2
x̄

(
df

dχ

)2

. (4.19)
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∂f̄1
∂ȳ

= 0. (4.20)

∂χ

∂t̃
=
z̄

2

√
νf (1− ξ̄t̃)

c∗

[
c∗ξ̄

νf (1− ξ̄t̃)2

]
. (4.21)

∂f̄1

∂t̃
=

c∗ξ̄x̄

(1− ξ̄t̃)2
df

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄z̄
d2f

dχ2
. (4.22)

∂f̄1
∂z̄

=
c∗x̄

1− ξ̄t̃

d2f

dχ2

√
c∗

νf (1− ξ̄t̃)
. (4.23)

f̄3
∂f̄1
∂z̄

= − c∗2x̄

(1− ξ̄t̃)2
[f(χ) + g(χ)]

d2f

dχ2
. (4.24)

(
∂f̄1
∂z̄

)2

=
c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

. (4.25)

∂2f̄1
∂z̄2

=
c∗2

νf (1− ξ̄t̃)2
x̄
d3f

dχ3
. (4.26)

∂f̄2
∂x̄

= 0. (4.27)

f̄2
∂f̄2
∂ȳ

=
c∗2

(1− ξ̄t̃)2
ȳ

(
dg

dχ

)2

. (4.28)

∂f̄2

∂t̃
=

c∗ξ̄ȳ

(1− ξ̄t̃)2
dg

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
ȳz̄
d2g

dχ2
. (4.29)

∂f̄2
∂z̄

=
c∗ȳ

1− ξ̄t̃

d2g

dχ2

√
c∗

νf (1− ξ̄t)
. (4.30)

f̄3
∂f̄2
∂z̄

= − c∗2ȳ

(1− ξ̄t̃)2
[f(χ) + g(χ)]

d2g

dχ2
. (4.31)

(
∂f̄2
∂z̄

)2

=
c∗3ȳ2

νf (1− ξ̄t̃)3

(
d2g

dχ2

)2

. (4.32)

∂2f̄2
∂z̄2

=
c∗2

νf (1− ξ̄t̃)2
ȳ
d3g

dχ3
. (4.33)

θ(χ) =
Θ−Θ∞

Θf −Θ∞

⇒ Θ−Θ∞ = (Θf −Θ∞)θ(χ)

⇒ Θ = (Θf −Θ∞)θ(χ) + Θ∞

⇒ Θ =

(
Θ∞ +

c∗x̄

1− ξ̄t̃
−Θ∞

)
θ(χ) + Θ∞
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⇒ Θ =

(
c∗x̄

1− ξ̄t̃

)
θ(χ) + Θ∞

∂Θ

∂x̄
=

[
c∗

1− ξ̄t̃

]
θ(χ). (4.34)

∂Θ

∂ȳ
= 0. (4.35)

∂Θ

∂z̄
=

[
c∗x̄

1− ξ̄t̃

]
dθ

dχ

√
c∗

νf (1− ξ̄t̃)
. (4.36)

∂2Θ

∂x̄2
= 0. (4.37)

∂2Θ

∂z̄2
=

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
. (4.38)

f̄1
∂Θ

∂x̄
=

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ). (4.39)

f̄3
∂Θ

∂z̄
= − c∗2x̄

(1− ξ̄t̃)2
f(χ)

dθ

dχ
− c∗2x̄

(1− ξ̄t̃)2
g(χ)

dθ

dχ
. (4.40)

∂Θ

∂t̃
=

c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗2x̄ξ̄

νf (1− ξ̄t̃)3
z̄

2

√
νf (1− ξ̄t̃)

c∗
dθ

dχ
. (4.41)

∂qr
∂ȳ

= −16Θ3
∞σ

⋆

3k⋆
∂2Θ

∂z̄2
. (4.42)

∂f̄3
∂x̄

= 0. (4.43)

∂f̄3
∂ȳ

= 0. (4.44)

f̄1
∂f̄1
∂x̄

∂Θ

∂x̄
=

c∗3 × x̄

(1− ξ̄t̃)3

(
df

dχ

)2

θ(χ). (4.45)

f̄3
∂f̄1
∂z̄

∂Θ

∂x̄
= − c∗3x̄

(1− ξ̄t̃)3
f(χ)

d2f

dχ2
θ(χ)− c∗3x̄

(1− ξ̄t̃)3
g(χ)

d2f

dχ2
θ(χ). (4.46)

f̄3
∂f̄3
∂z̄

∂Θ

∂z̄
=

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
. (4.47)

f̄3
2∂2Θ

∂z̄2
=

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]2

d2θ

dχ2
. (4.48)
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µnf

ρnf
µf

ρf

=

µf (1− Φ)−2.5

(1− Φ)ρf + Φρs
µf

ρf

=
µf (1− Φ)−2.5

µf

[
(1− Φ) + Φ

(
ρs
ρf

)]
=

1

(1− Φ)2.5
[
(1− Φ) + Φ

(
ρs
ρf

)] . (4.49)

ρnf
µf

ρf
=

[
(1− Φ)ρf + Φρs

]
× µf

ρf

=

[
(1− Φ) + Φ

ρs
ρf

]
× µf . (4.50)

σ⋆
nf

σf
=

[
1 +

3( σs

σf
− 1)Φ

( σs

σf
+ 2)− ( σs

σf
− 1)Φ

]

σ⋆
nf =

[
1+

3( σs

σf
− 1)Φ

( σs

σf
+ 2)− ( σs

σf
− 1)Φ

]
×σf . (4.51)

ρnf =

[
(1− Φ)ρf + Φρs

]
× ρf
ρf

ρnf =

[
(1− Φ) + Φ

ρs
ρf

]
× ρf . (4.52)

knf
kf

=

[
(ks + (q − 1)kf )− (q − 1)Φ(kf − ks)

(ks + (q − 1)kf ) + Φ(kf − ks)

]

knf =

[
(ks + (q − 1)kf )− (q − 1)Φ(kf − ks)

(ks + (q − 1)kf ) + Φ(kf − ks)

]
× kf . (4.53)

(ρCp)nf = (1− Φ)(ρCp)f + Φ(ρCp)s

(ρCp)nf
(ρCp)f

= (1− Φ) + Φ
(ρCp)s
(ρCp)f

(ρCp)nf =

[
(1− Φ) + Φ

(ρCp)s
(ρCp)f

]
× (ρCp)f . (4.54)

By using (4.16), (4.17) and (4.18), in (4.4) as follows.
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∂f̄1
∂x̄

+
∂f̄2
∂ȳ

+
∂f̄3
∂z̄

=
c∗

1− ξ̄t̃

df

dχ
+

c∗

1− ξ̄t̃

dg

dχ
− c∗

1− ξ̄t̃

df

dχ
− c∗

1− ξ̄t̃

dg

dχ
= 0.

Hence continuity Equation (4.4) is identically satisfied.

Now, the dimensionless form of the momentum equation (4.5) can be obtained by

using equations (4.19)-(4.26) and (4.49)-(4.52) as follows,

∂f̄1

∂t̃
+ f̄1

∂f̄1
∂x̄

+ f̄2
∂f̄1
∂ȳ

+ f̄3
∂f̄1
∂z̄

=

(
νnf +

1

ρnf β̂h∗

)
∂2f̄1
∂z̄2

− 1

2β̂h∗3ρnf

(
∂f̄1
∂z̄

)2
∂2f̄1
∂z̄2

−
σ⋆
nfB

2(t̃)f̄1

ρnf
sin2(Γ),

⇒ c∗ξ̄

(1− ξ̄t̃)2
x̄
df

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄z̄
d2f

dχ2
+

c∗2

(1− ξ̄t̃)2
x̄

(
df

dχ

)2

+ 0

− c∗2

(1− ξ̄t̃)2
x̄f(χ)

d2f

dχ2
− c∗2

(1− ξ̄t̃)2
x̄g(χ)

d2f

dχ2
=

(
νnf +

1

ρnf β̂h∗

)
c∗2

νf (1− ξ̄t̃)2

x̄
d3f

dχ3
− 1

2β̂h∗3ρnf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2
c∗2

νf (1− ξ̄t̃)2
x̄
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

(
√
(1− ξ̄t̃))2

c∗x̄

(1− ξ̄t̃)

df

dχ
sin2(Γ).

⇒ ξ̄

c∗
df

dχ
+

1

2

ξ̄

c∗

√
c∗

νf (1− ξ̄t̃)
z̄
d2f

dχ2
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
− g(χ)

d2f

dχ2
=

(
νnf+

1

ρnf β̂h∗

)
1

νf

d3f

dχ3
− 1

2β̂h∗3ρnf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2
1

νf

d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).

⇒ ξ̄

c∗

[
df

dχ
+

1

2

√
c∗

νf (1− ξ̄t̃)
z̄
d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
− g(χ)

d2f

dχ2
=

(
νnf
νf

+

1

ρnfνf β̂h∗

)
d3f

dχ3
−

 c∗3x̄2x̄

(1− ξ̄t̃)3

2ν2f β̂h
∗3ρnf x̄

(d2f
dχ2

)2
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).
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⇒A

[
df

dχ
+
χ

2

d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
− g(χ)

d2f

dχ2
=


µnf

ρnf
µf

ρf

+
1

µf

ρf
ρnf β̂h∗

 d3f

dχ3

−
[

Ū3
wx̄

(2νfh∗2)(ρnf
µf

ρf
β̂h∗)

](
d2f

dχ2

)2
d3f

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
df

dχ
sin2(Γ).

⇒ A

[
df

dχ
+
χ

2

d2f

dχ2

]
+

(
df

dχ

)2

− f(χ)
d2f

dχ2
− g(χ)

d2f

dχ2
=

(
1

(1− Φ)2.5[(1− Φ) + Φ ρs
ρf
]

+
1

[(1− Φ) + Φ ρs
ρf
]µf β̂h∗

)
d3f

dχ3
−
[

∆1

[(1− Φ) + Φ ρs
ρf
]µf β̂h∗

](
d2f

dχ2

)2
d3f

dχ3

−

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
σf

[(1− Φ) + Φ ρs
ρf
]ρf

B2
0

c∗
df

dχ
sin2(Γ).

⇒
(

1

(1− Φ)2.5[(1− Φ) + Φ ρs
ρf
]
+

w

[(1− Φ) + Φ ρs
ρf
]

)
d3f

dχ3
− A

[
df

dχ
+
χ

2

d2f

dχ2

]
−
(
df

dχ

)2

+ f
d2f

dχ2
+ g

d2f

dχ2
−
[

∆1w

[(1− Φ) + Φ ρs
ρf
]

](
d2f

dχ2

)2
d3f

dχ3
−

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
[(1− Φ) + Φ ρs

ρf
]

M

df

dχ
sin2(Γ) = 0.

Now, the dimensionless form of the momentum equation (4.6) can be obtained by us-

ing equations (4.27)-(4.33) and (4.49)-(4.52) as follows:

∂f̄2

∂t̃
+ f̄1

∂f̄2
∂x̄

+ f̄2
∂f̄2
∂ȳ

+ f̄3
∂f̄2
∂z̄

=

(
νnf +

1

ρnf β̂h∗

)
∂2f̄2
∂z̄2

− 1

2β̂h∗3ρnf

(
∂f̄2
∂z̄

)2
∂2f̄2
∂z̄2

−
σ⋆
nfB

2(t̃)f̄2

ρnf
sin2(Γ).

⇒ c∗ξ̄

(1− ξ̄t̃)2
ȳ
dg

dχ
+

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
ȳz̄
d2g

dχ2
+ 0 +

c∗2

(1− ξ̄t̃)2
ȳ

(
dg

dχ

)2

− c∗2

(1− ξ̄t)2
ȳf(χ)

d2g

dχ2
− c∗2

(1− ξ̄t̃)2
ȳg(χ)

d2g

dχ2
=

(
νnf +

1

ρnf β̂h∗

)
c∗2

νf (1− ξ̄t̃)2

ȳ
d3g

dχ3
− 1

2β̂h∗3ρnf

c∗3ȳ2

νf (1− ξ̄t̃)3

(
d2g

dχ2

)2
c∗2

νf (1− ξ̄t̃)2
ȳ
d3g

dχ3
−
σ⋆
nf

ρnf

B2
0

(
√
(1− ξ̄t̃))2

c∗ȳ

(1− ξ̄t̃)

dg

dχ
sin2(Γ).
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⇒ ξ̄

c∗
dg

dχ
+

1

2

ξ̄

c∗

√
c∗

νf (1− ξ̄t̃)
z̄
d2g

dχ2
+

(
dg

dχ

)2

− f(χ)
d2g

dχ2
− g(χ)

d2g

dχ2
=

(
νnf +

1

ρnf β̂h∗

)
1

νf

d3g

dχ3
− 1

2β̂h∗3ρnf

c∗3ȳ2

νf (1− ξ̄t̃)3

(
d2g

dχ2

)2
1

νf

d3g

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
dg

dχ
sin2(Γ).

⇒ ξ̄

c∗

[
dg

dχ
+

1

2

√
c∗

νf (1− ξ̄t̃)
z̄
d2g

dχ2

]
+

(
dg

dχ

)2

− f(χ)
d2g

dχ2
− g(χ)

d2g

dχ2
=

(
νnf
νf

+

1

ρnfνf β̂h∗

)
d3g

dχ3
−

 c∗3ȳ2ȳ

(1− ξ̄t̃)3

2ν2f β̂h
∗3ρnf ȳ

( d2g
dχ2

)2
d3g

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
dg

dχ
sin2(Γ).

⇒A

[
dg

dχ
+
χ

2

d2g

dχ2

]
+

(
dg

dχ

)2

− f(χ)
d2g

dχ2
− g(χ)

d2g

dχ2
=


µnf

ρnf
µf

ρf

+
1

µf

ρf
ρnf β̂h∗

 d3g

dχ3

−
[

Ū3
wȳ

(2νfh∗2)(ρnf
µf

ρf
β̂h∗)

](
d2g

dχ2

)2
d3g

dχ3
−
σ⋆
nf

ρnf

B2
0

c∗
dg

dχ
sin2(Γ).

⇒ A

[
dg

dχ
+
χ

2

d2g

dχ2

]
+

(
dg

dχ

)2

− f(χ)
d2g

dχ2
− g(χ)

d2g

dχ2
=

(
1

(1− Φ)2.5[(1− Φ) + Φ ρs
ρf
]

+
1

[(1− Φ) + Φ ρs
ρf
]µf β̂h∗

)
d3g

dχ3
−
[

∆2

[(1− Φ) + ϕ ρs
ρf
]µf β̂h∗

](
d2g

dχ2

)2
d3g

dχ3
−[

1 +
3( σs

σf
−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
σf

[(1− Φ) + Φ ρs
ρf
]ρf

B2
0

c∗
dg

dχ
sin2(Γ).

⇒

(
1

(1− Φ)2.5[(1− Φ) + Φ ρs
ρf
]
+

w

[(1− Φ) + Φ ρs
ρf
]

)
d3g

dχ3
− A

[
dg

dχ
+
χ

2

d2g

dχ2

]
−
(
dg

dχ

)2

+ f
d2g

dχ2
+ g

d2g

dχ2
−
[

∆2w

[(1− Φ) + Φ ρs
ρf
]

](
d2g

dχ2

)2
d3g

dχ3
−

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
[(1− Φ) + Φ ρs

ρf
]

M

dg

dχ
sin2(Γ) = 0.
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Now, the dimensionless form of the energy equation (4.7) can be obtained by using

equations (4.41)-(4.48), and (4.53),(4.54) as follows:

∂Θ

∂t̃
+ f̄1

∂Θ

∂x̄
+ f̄2

∂Θ

∂ȳ
+ f̄3

∂Θ

∂z̄
=

knf
(ρCp)nf

(
∂2Θ

∂z̄2

)
− 1

(ρCp)nf

(
∂qr
∂z̄

)
+

νnf
(ρCp)nf(

∂f̄1
∂z̄

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)− λ

[
f̄1
∂f̄1
∂x̄

∂Θ

∂x̄

+ f̄2
∂f̄1
∂ȳ

∂Θ

∂x̄
+ f̄3

∂f̄1
∂z̄

∂Θ

∂x̄
+ f̄1

∂f̄2
∂x̄

∂Θ

∂ȳ
+ f̄2

∂f̄2
∂ȳ

∂Θ

∂ȳ

+ f̄3
∂f̄2
∂z̄

∂Θ

∂ȳ
+ f̄1

∂f̄3
∂x̄

∂Θ

∂z̄
+ f̄2

∂f̄3
∂ȳ

∂Θ

∂z̄
+ f̄3

∂f̄3
∂z̄

∂Θ

∂z̄

+ f̄1
2∂2Θ

∂x̄2
+ f̄2

2∂2Θ

∂ȳ2
+ f̄3

2∂2Θ

∂z̄2
+ 2f̄1f̄2

∂2Θ

∂x̄∂ȳ

+ 2f̄1f̄3
∂2Θ

∂ȳ∂z̄
+ 2f̄1f̄3

∂2Θ

∂x̄∂z̄

]
+
σ⋆
nfB

2(t̃)f̄1
2

(ρCp)nf
sin2(Γ).

⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗2x̄ξ̄

νf (1− ξ̄t̃)3
z̄

2

√
νf (1− ξ̄t̃)

c∗
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2
f(χ)

dθ

dχ
− c∗2x̄

(1− ξ̄t̃)2
g(χ)

dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
− 1

(ρCp)nf

[
−16Θ3

∞σ
⋆

3k⋆

(
∂2Θ

∂z̄2

)]

+
νnf

(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)− λ

[
c∗3x̄

(1− ξ̄t̃)3

(
df

dχ

)2

θ(χ)−

c∗3x̄

(1− x̄t̃)3
f(χ)

d2f

dχ2
θ(χ)− c∗3x̄

(1− ξ̄t̃)3
g(χ)

d2f

dχ2
θ(χ) +

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]2

d2θ

dχ2

]
+

σ⋆
nf

(ρCp)nf

B2
0

(
√

(1− ξ̄t̃))2

(c∗x̄)2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).

⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗ξ̄

2(1− ξ̄t̃)2

√
νfc

∗2(1− ξ̄t̃)

ν2fc
∗(1− ξ̄t̃)2

x̄z̄
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2

f(χ)
dθ

dχ
− c∗2x̄

(1− ξ̄t)2
g(χ)

dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t)2
d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2

+
νnf

(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)− λ

[
c∗3x̄

(1− ξ̄t̃)3

(
df

dχ

)2

θ(χ)−

c∗3x̄

(1− ξ̄t̃)3
f(χ)

d2f

dχ2
θ(χ)− c∗3x̄

(1− ξ̄t̃)3
g(χ)

d2f

dχ2
θ(χ) +

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]2

d2θ

dχ2

]
+

σ⋆
nf

(ρCp)nf

B2
0

(1− ξ̄t̃)

c∗2x̄2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).
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⇒ c∗x̄ξ̄

(1− ξ̄t̃)2
θ(χ) +

c∗ξ̄

2(1− ξ̄t̃)2

√
c∗

νf (1− ξ̄t̃)
x̄z̄
dθ

dχ
+

c∗2

(1− ξ̄t̃)2
x̄
df

dχ
θ(χ)− c∗2x̄

(1− ξ̄t̃)2
f(χ)

dθ

dχ
− c∗2x̄

(1− ξ̄t̃)2
g(χ)

dθ

dχ
=

knf
(ρCp)nf

c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

16Θ3
∞σ

⋆

(ρCp)nf3k⋆
c∗2x̄

νf (1− ξ̄t̃)2
d2θ

dχ2
+

νnf
(ρCp)nf

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)− λ

[
c∗3x̄

(1− ξ̄t̃)3

(
df

dχ

)2

θ(χ)−

c∗3x̄

(1− ξ̄t̃)3
f(χ)

d2f

dχ2
θ(χ)− c3x̄

(1− ξ̄t̃)3
g(χ)

d2f

dχ2
θ(χ) +

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+

c∗3x̄

(1− ξ̄t̃)3
[f(χ) + g(χ)]2

d2θ

dχ2

]
+

σ⋆
nf

(ρCp)nf

B2
0

(1− ξ̄t̃)

c∗2x̄2

(1− ξ̄t̃)2

(
df

dχ

)2

sin2(Γ).

⇒ ξ̄

c∗
θ(χ) +

ξ̄

c∗
χ

2

dθ

dχ
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
− g(χ)

dθ

dχ
=

knf
(ρCp)nf

1

νf

d2θ

dχ2
+

4(4)Θ3
∞σ

⋆

(ρCp)nf3k⋆
1

νf

d2θ

dχ2
+

νnf
(ρCp)nf

c∗x̄

νf (1− ξ̄t̃)

(
d2f

dχ2

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)θ(χ)− λ

[
c∗

(1− ξ̄t̃)

(
df

dχ

)2

θ(χ)− c∗

(1− ξ̄t̃)
f(χ)

d2f

dχ2
θ(χ)− c∗

(1− ξ̄t̃)
g(χ)

d2f

dχ2
θ(χ) +

c∗

(1− ξ̄t̃)
[f(χ) + g(χ)][

df

dχ
+
dg

dχ

]
dθ

dχ
+

c∗

(1− ξ̄t̃)
[f(χ) + g(χ)]2

d2θ

dχ2

]
+

σ⋆
nf

(ρCp)nf

B2
0

c∗
c∗x̄

(1− ξ̄t̃)

(
df

dχ

)2

sin2(Γ).

⇒A

[
θ(χ) +

χ

2

df

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
− g(χ)

dθ

dχ
=

knf
(ρCp)nf

1

νf

d2θ

dχ2
+

4(4)Θ3
∞σ

⋆

(ρCp)nf3k⋆
1

νf

d2θ

dχ2
+

νnf
(ρCp)nf

Ūw

νf

(
d2f

dχ2

)2

+
Q0

(ρCp)nf
(Θ−Θ∞)θ(χ)− λ0(1− ξ̄t̃)

c∗

(1− ξ̄t̃)

[(
df

dχ

)2

θ(χ)− f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) + [f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+ [f(χ) + g(χ)]2

d2θ

dχ2

]
+

σ⋆
nf

(ρCp)nf

B2
0

c∗
Ūw

(
df

dχ

)2

sin2(Γ).

⇒ A

[
θ(χ) +

χ

2

d2θ

dχ2

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
− g(χ)

dθ

dχ
=

[
(ks+(q−1)kf )−(q−1)Φ(kf−ks)

(ks+(q−1)kf )+Φ(kf−ks)

]
×kf[

(1−Φ)+Φ
(ρCp)s
(ρCp)f

]
×(ρCp)f

1

νf

d2θ

dχ2
+

4(4)Θ3
∞σ

⋆[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
(ρCp)f3k⋆

1

νf

d2θ

dχ2
+

µf

(1− Φ)2.5
µf

ρf

Ūw[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
(ρCp)f(

d2f

dχ2

)2

+
Q0[

(1− Φ) + Φ (ρCp)s
(ρCp)f

]
× (ρCp)f

(Θf −Θ∞)θ(χ)− ξ

[(
df

dχ

)2

θ(χ)−

f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) + [f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+ [f(χ) + g(χ)]2

d2θ

dχ2

]
+
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[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
σf[

(1− Φ) + Φ (ρCp)s
(ρCp)f

]
× (ρCp)f

B2
0

c∗
Ūw

(
df

dχ

)2

sin2(Γ).

⇒ A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)− f(χ)

dθ

dχ
− g(χ)

dθ

dχ
=

knf
kf[

(1−Φ)+Φ
(ρCp)s
(ρCp)f

]
Pr

d2θ

dχ2
+

Nr[
(1− Φ) + Φ (ρCp)s

(ρCp)f

] d2θ
dχ2

+
Ec

(1− Φ)2.5
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

](d2f
dχ2

)2

+

Q[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]θ(χ)− ξ

[(
df

dχ

)2

θ(χ)− f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) +

[f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+ [f(χ) + g(χ)]2

d2θ

dχ2

]
+

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
M

Ūw

(Cp)f

(
df

dχ

)2

sin2(Γ).

Multiplying by

kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf
on both sides, we get

⇒
kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf

[
A

[
θ(χ)+

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)−f(χ) dθ

dχ
−g(χ) dθ

dχ

]
=
d2θ

dχ2
+

kfPrNr

knf

d2θ

dχ2
+

kfEcPr

(1− Φ)2.5knf

(
d2f

dχ2

)2

+
kfPr

knf
Qθ(χ)− ξ

kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf[(
df

dχ

)2

θ(χ)− f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) + [f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+

[f(χ) + g(χ)]2
d2θ

dχ2

]
+

kfPr

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
knf

EcM

(
df

dχ

)2

sin2(Γ).

⇒ d2θ

dχ2
+
kfPrNr

knf

d2θ

dχ2
−
kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf

{
A

[
θ(χ) +

χ

2

dθ

dχ

]
+

df

dχ
θ(χ) −

f(χ)
dθ

dχ
−g(χ) dθ

dχ

}
+

kfEcPr

(1− Φ)2.5knf

(
d2f

dχ2

)2

+
kfPr

knf
Qθ(χ)−ξ

kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf[(
df

dχ

)2

θ(χ)− f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) + [f(χ) + g(χ)]

[
df

dχ
+
dg

dχ

]
dθ

dχ
+
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[f(χ) + g(χ)]2
d2θ

dχ2

]
+

kfPr

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
knf

EcM

(
df

dχ

)2

sin2(Γ) = 0.

⇒

(
1 +

kfPrNr

knf

)
d2θ

dχ2
−
kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf

{
A

[
θ(χ) +

χ

2

dθ

dχ

]
+
df

dχ
θ(χ)−

f(χ)
dθ

dχ
− g(χ)

dθ

dχ
− Ec

(1− Φ)2.5
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

](d2f
dχ2

)2

− Q[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
θ(χ) + ξ

[(
df

dχ

)2

θ(χ)− f(χ)
d2f

dχ2
θ(χ)− g(χ)

d2f

dχ2
θ(χ) + [f(χ) + g(χ)]

[
df

dχ
+

dg

dχ

]
dθ

dχ
+ [f(χ) + g(χ)]2

d2θ

dχ2

]
−

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

] EcM

(
df

dχ

)2

sin2(Γ)

}
= 0.

⇒

(
1+

kfPrNr

knf
−
kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf
ξ(f+g)2

)
d2θ

dχ2
−
kf

[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]
Pr

knf{
A

[
θ +

χ

2

dθ

dχ

]
+
df

dχ
θ − f

dθ

dχ
− g

dθ

dχ
− Ec

(1− Φ)2.5
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

](d2f
dχ2

)2

−

Q[
(1− Φ) + Φ (ρCp)s

(ρCp)f

]θ + ξ

[(
df

dχ

)2

θ − f
d2f

dχ2
θ − g

d2f

dχ2
θ + [f + g]

[
df

dχ
+
dg

dχ

]
dθ

dχ

]

−

[
1 +

3( σs
σf

−1)Φ

( σs
σf

+2)−( σs
σf

−1)Φ

]
[
(1− Φ) + Φ (ρCp)s

(ρCp)f

] EcM

(
df

dχ

)2

sin2(Γ)

}
= 0.

The boundary conditions corresponding to PDEs at z̄ = 0 are transformed into the

dimensionless form through the following procedure. [100]

f̄3(x̄, ȳ, z̄) = W̄w̄, at z̄ = 0.

⇒ W̄w̄ = −
√

c∗νf

1− ξ̄t̃
[f(χ) + g(χ)], at χ = 0.

⇒ [f(χ) + g(χ)] = −W̄w̄

√
1− ξ̄t̃

c∗νf
, at χ = 0.

⇒ f(0) = S1, g(0) = S2.

f̄1(x̄, ȳ, z̄) = Ūw(x̄) + µnf

(
∂f̄1
∂z̄

)
, at z̄ = 0.

⇒ c∗x̄

1− ξ̄t̃

df

dχ
=

c∗x̄

1− ξ̄t̃
+

c∗x̄

1− ξ̄t̃

√
c∗

νf (1− ξ̄t̃)

µf

(1− Φ)2.5
d2f

dχ2
, at χ = 0.
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⇒ c∗x̄

1− ξ̄t̃

df

dχ
=

c∗x̄

1− ξ̄t̃

(
1 +

√
c∗

νf (1− ξ̄t̃)

µf

(1− Φ)2.5
d2f

dχ2

)
, at χ = 0.

⇒ df

dχ
= 1 +

Λ1

(1− Φ)2.5
d2f

dχ2
, at χ = 0.

⇒ df

dχ
(0) = 1 +

Λ1

(1− Φ)2.5
d2f

dχ2
(0).

f̄2(x̄, ȳ, z̄) = V̄w(ȳ) + µnf

(
∂f̄2
∂z̄

)
, at z̄ = 0.

⇒ c∗ȳ

1− ξ̄t̃

dg

dχ
=

c∗ȳ

1− ξ̄t̃
+

c∗ȳ

1− ξ̄t̃

√
c∗

νf (1− ξ̄t̃)

µf

(1− Φ)2.5
d2g

dχ2
, at χ = 0.

⇒ c∗ȳ

1− ξ̄t̃

dg

dχ
=

c∗ȳ

1− ξ̄t̃

(
1 +

√
c∗

νf (1− ξ̄t̃)

µf

(1− Φ)2.5
d2g

dχ2

)
, at χ = 0.

⇒ dg

dχ
(0) = 1 +

Λ2

(1− Φ)2.5
d2g

dχ2
, at χ = 0.

⇒ dg

dχ
(0) = 1 +

Λ2

(1− Φ)2.5
d2g

dχ2
(0).

− k

(
∂Θ

∂z̄

)
= hf (Θf −Θ), at z̄ = 0.

⇒ − k

[
c∗x̄

1− ξ̄t̃

]
dθ

dχ

√
c∗

νf (1− ξ̄t̃)
= hf

(
Θ∞ +

c∗x̄

1− ξ̄t̃
−Θ

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
=

−hf
k

√
νf (1− ξ̄t̃)

c∗

(
Θ∞ +

c∗x̄

1− ξ̄t̃
−
(

c∗x̄

1− ξ̄t̃

)
θ(χ)−Θ∞

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
= −hf

k

√
νf (1− ξ̄t̃)

c∗

(
c∗x̄

1− ξ̄t̃
− c∗x̄

1− ξ̄t̃
θ(χ)

)
, at χ = 0.

⇒ c∗x̄

1− ξ̄t̃

dθ

dχ
= −hf

k

√
νf (1− ξ̃t̃)

c∗
c∗x̄

1− ξ̄t̃
(1− θ(χ)), at χ = 0.

⇒ dθ

dχ
(0) = −Bi(1− θ(χ)), at χ = 0.

⇒ dθ

dχ
(0) = −Bi(1− θ(0)).

f̄1 → 0, as z̄ → ∞.

⇒ c∗x̄

1− ξ̄t̃

df

dχ
→ 0, as z̄ → ∞.

⇒ df

dχ
→ 0, as χ→ ∞.

f̄2 → 0, as z̄ → ∞.

⇒ c∗ȳ

1− ξ̄t̃

dg

dχ
→ 0, as z̄ → ∞.

⇒ dg

dχ
→ 0, as χ→ ∞.

Θ → Θ∞, as z̄ → ∞.
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⇒ Θ∞ +
c∗x̄

1− ξ̄t̃
θ(χ) → Θ∞, as z̄ → ∞.

⇒ θ(χ) → 0 as χ→ ∞.

Moreover, A=
ξ̄

c∗
is the unsteady flow parameter, ω =

1

µf β̂h∗
and ∆1 =

Ū3
wx̄

2h∗2νf
, ∆2 =

Ū3
wȳ

2h∗2νf
are the material parameters, M =

σfB
2
0

c∗ρf
is the magnetic pa-

rameter, and Pr =
νf
αf

is the Prandtl number, αf =
kf

(ρCp)f
is the thermal diffusivity

parameter, Nr =
16

3

Θ3
∞σ

⋆

k⋆νf (ρCp)f
is the thermal radiation parameter,Q =

Q0

(ρCp)f
(Θf−

Θ∞) is the heat generation parameter, S1 = −W̄w

√
1− ξ̄t̃

c∗νf
, S2 = −W̄w

√
1− ξ̄t̃

c∗νf
, are

the mass transfer parameters, Λ1 =

√
c∗

νf (1− ξ̄t)
µf , Λ2 =

√
c∗

νf (1− ξ̄t̃)
µf are the

velocity slip parameters, Ec =
Ūw

(Cp)f
is the Eckert number, λ = λ0(1 − ξt) is the

Thermal relaxation time and Bi =
hf
k

√
νf (1− ξ̄t̃)

c∗
is the Biot number.

By using (3.34), (3.35), (3.36), (3.37) and (3.38) in the dimensionless form of the

governing model is given below.

(
1

N1N2

+
w

N2

)
d3f

dχ3
− A

[
df

dχ
+
χ

2

d2f

dχ2

]
−
(
df

dχ

)2

+ f
d2f

dχ2
+ g

d2f

dχ2
−
[
∆1w

N2

](
d2f

dχ2

)2

d3f

dχ3
− N5

N2

M
df

dχ
sin2(Γ) = 0, (4.55)

(
1

N1N2

+
w

N2

)
d3g

dχ3
− A

[
dg

dχ
+
χ

2

d2g

dχ2

]
−
(
dg

dχ

)2

+ f
d2g

dχ2
+ g

d2g

dχ2
−
[
∆2w

N2

](
d2g

dχ2

)2

d3g

dχ3
− N5

N2

M
dg

dχ
sin2(Γ) = 0, (4.56)

(
1 +

kfPrNr

knf
− kfN3Pr

knf
ξ(f + g)2

)
d2θ

dχ2
− kfN3Pr

knf

{
A

[
θ +

χ

2

dθ

dχ

]
+
df

dχ
θ − f

dθ

dχ

− g
dθ

dχ
− Ec

N1N3

(
d2f

dχ2

)2

− Q

N3

θ + ξ

[(
df

dχ

)2

θ − f
d2f

dχ2
θ − g

d2f

dχ2
θ + [f + g][

df

dχ
+
dg

dχ

]
dθ

dχ

]
− N5

N3

EcM

(
df

dχ

)2

sin2(Γ)

}
= 0. (4.57)
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The dimensionless form of BCs corresponding to (4.8), are given below.

f(χ) = S1, g(χ) = S2,
df

dχ
= 1 +

Λ1

N1

d2f

dχ2
,

dg

dχ
= 1 +

Λ2

N1

d2g

dχ2
,
dθ

dχ
= −Bi(1− θ(χ)),

 at χ = 0,

df

dχ
−→ 0,

dg

dχ
−→ 0, θ(χ) −→ 0, as χ −→ ∞.


(4.58)

4.3.2 Non-dimensional Quantities of Interest

The non-dimensionalization of the local Nusselt number Nux̄ and the skin friction

coefficients Cfx̄ , Cfȳ have particular significance for our purposes at this point.

4.3.2.1 Skin Friction Coefficient

The dimentional form of coefficient of skin friction is given as:

Cfx̄ =
τw
ρf Ū2

w

. (4.59)

In order to obtain the dimentionless form of Cfx̄ , the following procedure will be

adopted:

τw =

[(
µnf +

1

β̂h∗

)(
∂f̄1
∂z̄

)
− 1

6β̂h∗3

(
∂f̄1
∂z̄

)3
]∣∣∣∣∣

z̄=0

. (4.60)

By using (4.23) in (4.60), we get

τw = −

[(
µnf +

1

β̂h∗

) c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3

(
c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

z̄=0

.

Putting τw in (4.59), we get

Cf =

−

[(
µnf +

1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3

(
c∗

(1−ξ̄t̃)

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

z̄=0

ρf Ū2
w

=

−

[(
µf

(1−Φ)2.5
+ 1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3
c∗3

(1−ξ̄t̃)3

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3
]∣∣∣∣∣

z̄=0

ρf Ū2
w
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=

−

[(
µf

(1−Φ)2.5
+ 1

β̂h∗

)
Ūw

√
c∗

νf1−ξ̄t̃
x̄
d2f

dχ2
− 1

6β̂h∗3 Ū
3
w

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3]∣∣∣∣∣
z̄=0

ρf Ū2
w

=

−

[(
µf

(1−Φ)2.5µf
+ 1

β̂h∗µf

)
Ūw

√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2
− 1

6β̂h∗3µf
Ū3
w

(√
c∗

νf (1−ξ̄t̃)
x̄
d2f

dχ2

)3]∣∣∣∣∣
z̄=0

ρf
µf
Ū2
w

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

)d2f
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗x̄2

νf (1−ξ̄t̃)

(
d2f

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

)d2f
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗x̄.x̄
νf (1−ξ̄t̃)

(
d2f

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

)d2f
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wx̄

2h∗2νf

(
d2f

dχ2

)3

(0)

]√
c∗x̄

νf x̄(1−ξ̄t̃)
x̄

Ūwx̄

νf

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

)d2f
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wx̄

2h∗2νf

(
d2f

dχ2

)3

(0)

]√
Ūwx̄2

νf x̄

Ūwx̄

νf

=

−

[( 1

(1− Φ)2.5
+ ω

)d2f
dχ2

(0)− 1

3
ω∆1

(
d2f

dχ2

)3

(0)

]√
Ūwx̄
νf

Rex̄

=

−

[( 1

(1− Φ)2.5
+ ω

)d2f
dχ2

(0)− ω∆1

3

(
d2f

dχ2

)3

(0)

]
√
Rex̄

Rex̄

=

−

[( 1

(1− Φ)2.5
+ ω

)d2f
dχ2

(0)− ω∆1

3

(
d2f

dχ2

)3

(0)

]
√
Rex̄

.

Hence, the dimentionless form of the coefficient of skin friction is

CfRex̄
1
2
= −

[( 1

(1− Φ)2.5
+ω
)d2f
dχ2

(0)−ω∆1

3

(
d2f

dχ2

)3

(0)

]
, (4.61)

where Rex̄ represents the Reynolds number defined as Rex̄ =
Ūwx̄

νf
.
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The dimentional form of coefficient of skin friction is given as:

Cfȳ =
τw
ρf Ū2

w

. (4.62)

In order to obtain the dimentionless form of Cfȳ , the following procedure will be

adopted:

τw =

[(
µnf +

1

β̂h∗

)(
∂f̄2
∂z̄

)
− 1

6β̂h∗3

(
∂f̄2
∂z̄

)3
]∣∣∣∣∣

z̄=0

. (4.63)

By using (4.30) in (4.63), we get

τw = −

[(
µnf +

1

β̂h∗

) c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2
− 1

6β̂h∗3

(
c∗

1− ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2

)3
]∣∣∣∣∣

z̄=0

.

Putting τw in (4.62), we get

Cf =

−

[(
µnf +

1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2
− 1

6β̂h∗3

(
c∗

(1−ξ̄t̃)

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2

)3
]∣∣∣∣∣

z̄=0

ρf Ū2
w

=

−

[(
µf

(1−Φ)2.5
+ 1

β̂h∗

)
c∗

1−ξ̄t̃

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2
− 1

6β̂h∗3
c∗3

(1−ξ̄t̃)3

(√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2

)3
]∣∣∣∣∣

z̄=0

ρf Ū2
w

=

−

[(
µf

(1−Φ)2.5
+ 1

β̂h∗

)
Ūw

√
c∗

νf1−ξ̄t̃
ȳ
d2g

dχ2
− 1

6β̂h∗3 Ū
3
w

(√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2

)3]∣∣∣∣∣
z̄=0

ρf Ū2
w

=

−

[(
µf

(1−Φ)2.5µf
+ 1

β̂h∗µf

)
Ūw

√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2
− 1

6β̂h∗3µf
Ū3
w

(√
c∗

νf (1−ξ̄t̃)
ȳ
d2g

dχ2

)3]∣∣∣∣∣
z̄=0

ρf
µf
Ū2
w

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

) d2g
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗ȳ2

νf (1−ξ̄t̃)

(
d2g

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
ȳ

Ūwȳ

νf

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

) d2g
dχ2

(0)− 1

6β̂h∗3µf

Ū2
w

c∗ȳ.ȳ
νf (1−ξ̄t̃)

(
d2g

dχ2

)3

(0)

]√
c∗

νf (1−ξ̄t̃)
ȳ

Ūwȳ

νf

=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

) d2g
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wȳ

2h∗2νf

(
d2g

dχ2

)3

(0)

]√
c∗ȳ

νf ȳ(1−ξ̄t̃)
ȳ

Ūwȳ

νf
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=

−

[( 1

(1− Φ)2.5
+

1

β̂h∗µf

) d2g
dχ2

(0)− 1

3

1

β̂h∗µf

Ū3
wȳ

2h∗2νf

(
d2g

dχ2

)3

(0)

]√
Ūw ȳ2

νf ȳ

Ūwȳ

νf

=

−

[( 1

(1− Φ)2.5
+ ω

) d2g
dχ2

(0)− 1

3
ω∆2

(
d2g

dχ2

)3

(0)

]√
Ūw ȳ
νf

Reȳ

=

−

[( 1

(1− Φ)2.5
+ ω

) d2g
dχ2

(0)− ω∆2

3

(
d2g

dχ2

)3

(0)

]√
Reȳ

Reȳ

=

−

[( 1

(1− Φ)2.5
+ ω

) d2g
dχ2

(0)− ω∆2

3

(
d2g

dχ2

)3

(0)

]
√
Reȳ

.

Hence, the dimentionless form of the coefficient of skin friction is

CfReȳ
1
2
= −

[( 1

(1− Φ)2.5
+ω
) d2g
dχ2

(0)−ω∆2

3

(
d2g

dχ2

)3

(0)

]
, (4.64)

where Reȳ represents the Reynolds number defined as Reȳ =
Ūwȳ

νf
.

4.3.2.2 Nusselt Number

The dimentional form of the local Nusselt number is defined as:

Nux̄ =
x̄qw

kf (Θw −Θ∞)
, (4.65)

where qw is formulated as

qw = −knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
∂Θ

∂z̄

)∣∣∣∣∣
z̄=0

. (4.66)

Using (4.36) in (4.66) we get

qw = −knf

(
1 +

4(4)

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ

√
c∗

νf (1− ξ̄t̃)

)∣∣∣∣∣
z̃=0

.

Putting qw in (4.65), we get
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Nux̄ = −
x̄knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ

√
c∗

νf (1− ξ̄t̃)

)∣∣∣∣∣
z̄=0

kf (Θf −Θ∞)

= −
x̄knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)(
c∗x̄

1− ξ̄t̃

dθ

dχ
(0)

√
c∗

νf (1− ξ̄t̃)

)
kf

c∗x̄

1− ξ̄t̃

= −
x̄knf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)
dθ

dχ
(0)

√
c∗

νf (1− ξ̄t̃)

kf

= −knf
kf

(
1 +

16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

)
dθ

dχ
(0)

√
c∗x̄

νf x̄(1− ξ̄t̃)
x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0)

√
Ūwx̄

2

νf x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0)

√
Rex̄.

⇒ Nux̄

Re
1
2
x̄

= −knf
kf

(1 +Nr)
dθ

dχ
(0).

⇒ Nux̄Re
− 1

2
x̄ = −knf

kf
(1 +Nr)

dθ

dχ
(0). (4.67)

Finally,

CfRe
1
2
x̄ = −

[( 1

(1− Φ)2.5
+ ω

)d2f
dχ2

(0)− ω∆1

3

(
d2f

dχ2

)3

(0)

]
,

CfRe
1
2
ȳ = −

[( 1

(1− Φ)2.5
+ ω

) d2g
dχ2

(0)− ω∆2

3

(
d2g

dχ2

)3

(0)

]
,

Nux̄Re
−1
2

x̄ = −knf
kf

(1 +Nr)
dθ

dχ
(0).


(4.68)

4.3.3 Entropy Generation

Now, using (4.26), (3.34), (3.37), and (3.38), the dimensionless form of EG, is:

EG =
knf
Θ2

∞

[
(1 +Nr)

c∗3x̄2

νf (1− ξ̄t̃)3

(
dθ

dχ

)2]
+
µnf

Θ∞

c∗3x̄2

νf (1− ξ̄t̃)3

(
d2f

dχ2

)2

+
σ⋆
nfB

2
0

Θ∞

sin2(Γ)

(
√

(1− ξ̄t̃))2

[
c∗x̄

(1− ξ̄t̃)

df

dχ

]2
.
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⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)

c∗2x̄2

(1− ξ̄t̃)2

(
dθ

dχ

)2]
c∗x̄

νf x̄(1− ξ̄t̃)
+
µnf

Θ∞

c∗2x̄2

(1− ξ̄t̃)2
c∗x̄

νf x̄(1− ξ̄t̃)(
d2f

dχ2

)2

+
N5σfB

2
0sin

2(Γ)

Θ∞(1− ξ̄t̃)

c∗2x̄2

(1− ξ̄t̃)2

(
df

dχ

)2

.

⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+
µnf

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0

Θ∞

sin2(Γ)

(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2

.

⇒ EG =
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+

µf

N1

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0

Θ∞

sin2(Γ)

(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2

.

The dimensionless entropy generation is denoted by NG and is defined as:

NG =
Θ2

∞c
∗2EG

kf (Θf −Θ∞)2
. (4.69)

The dimensionless form of NG can be produced through the following procedure:

NG =
Θ2

∞c
∗2

kf (Θf −Θ∞)2

[
N4kf
Θ2

∞

[
(1 +Nr)(Θf −Θ∞)2

(
dθ

dχ

)2]
Ūw

νf x̄
+

µf

N1

Θ∞
Ū2
w

Ūw

νf x̄

(
d2f

dχ2

)2

+
N5σfB

2
0sin

2(Γ)

Θ∞(1− ξ̄t̃)
Ū2
w

(
df

dχ

)2
]

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Θ∞

(Θf −Θ∞)

µf Ū
2
w

kf (Θf −Θ∞)

(
d2f

dχ2

)2
]
Ūwc

∗2

νf x̄
+

Θ∞Ū
2
w

kf (Θf −Θ∞)2
N5σfB

2
0sin

2(Γ)c∗2

(1− ξ̄t̃)

(
df

dχ

)2

=

[
N4(1+Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

Θ∞N5

(Θf −Θ∞)

Ū2
w

kf (Θf −Θ∞)

σfB
2
0

ρfc∗
ρfc

∗

sin2(Γ)c∗2x̄

(1− ξ̄t̃)x̄

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5

Ω

Ū2
wµf

kf (Θf −Θ∞)

σfB
2
0

c∗ρf

c∗x̄

(1− ξ̄t̃)

sin2(Γ)
c∗2

νf x̄

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5

Ω
BrM

Ūwc
∗2

νf x̄
sin2(Γ)

(
df

dχ

)2

=

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

(
d2f

dχ2

)2
]
Re+

N5BrMResin2(Γ)

Ω

(
df

dχ

)2
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= Re

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

((
d2f

dζ2

)2

+N1N5Msin2(Γ)

(
df

dχ

)2)]
.

4.4 Solution Methodology

In order to acquire the numerical solution for the ordinary differential equation sys-

tem (4.55), (4.56) and (4.57) subject to the boundary conditions (4.58), the shooting

method has been used. From (4.55), (4.56) and (4.57),

d3f

dχ3
=

1(
1

N1N2

+
w

N2

−
[
∆1w

N2

](
d2f

dχ2

)2
){A[ df

dχ
+
χ

2

d2f

dχ2

]
+

(
df

dχ

)2

− f
d2f

dχ2

− g
d2f

dχ2
+
N5

N2

M
df

dχ
sin2(Γ)

}
(4.70)

d3g

dχ3
=

1(
1

N1N2

+
w

N2

−
[
∆2w

N2

](
d2g

dχ2

)2
){A[ dg

dχ
+
χ

2

d2g

dχ2

]
+

(
dg

dχ

)2

− f
d2g

dχ2

− g
d2g

dχ2
+
N5

N2

M
dg

dχ
sin2(Γ)

}
(4.71)

d2θ

dχ2
=

1(
1 +

kfPrNr

knf
− kfN3Pr

knf
ξ(f + g)2

){kfN3Pr

knf

{
A

[
θ +

χ

2

dθ

dχ

]
+
df

dχ
θ − f

dθ

dχ

− g
dθ

dχ
+

Ec

N1N3

(
d2f

dχ2

)2

− Q

N3

θ + ξ

[(
df

dχ

)2

θ − f
d2f

dχ2
θ − g

d2f

dχ2
θ + [f + g][

df

dχ
+
dg

dχ

]
dθ

dχ

]
− N5

N3

EcM

(
df

dχ

)2

sin2(Γ)

}}
(4.72)

The ordinary differential equations (4.70) and (4.71), are coupled in f and g. For nu-

merical solution of these coupled ODEs, we will use the shooting method by assuming
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that the values of f and g is known. For this, we utilize the following notations:

f = Y1,
df

dχ
= Y

′

1 = Y2,
d2f

dχ2
= Y

′′

1 = Y
′

2 = Y3,
d3f

dχ3
= Y

′′′

1 = Y
′′

2 = Y
′

3 ,

g = Y4,
dg

dχ
= Y

′

4 = Y5,
d2g

dχ2
= Y

′′

4 = Y
′

5 = Y6,
d3g

dχ3
= Y

′′′

4 = Y
′′

5 = Y
′

6 ,

As a result, the coupled ODEs (4.70) and (4.71), are converted into the following

system of 1st order ODEs.

Y
′

1 = Y2, Y1(0) = S1,

Y
′

2 = Y3, Y2(0) = 1+
Λ1

N1

Y3,

Y
′

3 =
1

1
N1N2

+ w
N2

− ∆1w
N2

Y 2
3

{
A

[
Y2 +

χ

2
Y3

]
+ Y 2

2 − Y1Y3 − Y3Y4 +
N5

N2

MY2sin
2(Γ)

}
,

Y3(0) = s1,

Y
′

4 = Y5, Y4(0) = S2,

Y
′

5 = Y6, Y5(0) = 1+
Λ2

N1

Y6,

Y
′

6 =
1

1
N1N2

+ w
N2

− ∆2w
N2

Y 2
6

{
A

[
Y5 +

χ

2
Y6

]
+ Y 2

5 − Y1Y6 − Y4Y6 +
N5

N2

MY5sin
2(Γ)

}
,

Y6(0) = s2.

where s1 and s2 are the missing conditions which will initially be guessed. To solve

the initial value problem above, we use the fourth-order Runge-Kutta method. An

approximate solution of (55) and (56) transforms the unbounded domain [0,∞) into

the bounded domain [0, χ∞], where χ∞ is a suitable finite positive real number that

should be chosen such that there is no large variation in the solution of χ > χ∞.

The updation of the missing conditions s1 and s2 is made such that the following

conditions must be verified:

(Y2(s1, s2))χ∞ = 0, (Y5(s1, s2))χ∞ = 0.

In order to solve the above two algebraic equations for the missing conditions s1 and
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s2 in a systematic way, the Newton’s iterative method will be used. The method used

the following iterative scheme for finding missing conditions.

s(n+1)
1

s
(n+1)
2

 =

s(n)1

s
(n)
2

−

∂Y2(s1, s2)∂s1

∂Y2(s1, s2)

∂s2
∂Y5(s1, s2)

∂s1

∂Y5(s1, s2)

∂s2


−1

(s1=s
(n)
1 ,s2=s

(n)
2 )

Y2(s1, s2)
Y5(s1, s2)

 (4.73)

Let us further introduce the new notations that will be helpful for finding the numerical

solution of ODEs.

∂Y1
∂s1

= Y7,
∂Y2
∂s1

= Y8
∂Y3
∂s1

= Y9,
∂Y4
∂s1

= Y10,
∂Y5
∂s1

= Y11,
∂Y6
∂s1

= Y12,

∂Y1
∂s2

= Y13,
∂Y2
∂s2

= Y14,
∂Y3
∂s2

= Y15,
∂Y4
∂s2

= Y16,
∂Y5
∂s2

= Y17,
∂Y6
∂s2

= Y18.

The above mentioned notations will change the form of Newton’s iterative scheme as

follows:s(n+1)
1

s
(n+1)
2

 =

s(n)1

s
(n)
2

−

 Y8 Y14

Y11 Y17

−1

(s1=s
(n)
1 ,s2=s

(n)
2 )

Y2(s1, s2)
Y5(s1, s2)

 (4.74)

Now, differentiating the system of Six first ODEs w.r.t. to the missing conditions s1

and s2 respectively. We will get another system of Twelve first order ODEs as follows:

Y
′

7 = Y8, Y7(0) = 0,

Y
′

8 = Y9, Y8(0) =
Λ1

N1

,

Y
′

9 =
1(

1
N1N2

+ w
N2

−
[
∆1w
N2

]
Y 2
3

)2

{(
1

N1N2

+
w

N2

−
[
∆1w

N2

]
Y 2
3

)[
A

[
Y8 +

χ

2
Y9

]

+ 2Y2Y8 − Y1Y9 − Y7Y3 − Y3Y10 − Y9Y4 +
N5

N2

MY8sin
2(Γ)

]
−

[
A

[
Y2 +

χ

2
Y3

]

+ Y 2
2 − Y1Y3 − Y3Y4 +

N5

N2

MY2sin
2(Γ)

](
1

N1N2

+
w

N2

−
[
∆1w

N2

]
2Y3Y9

)}
,

Y9(0) = 1,
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Y
′

10 = Y11, Y10(0) = 0,

Y
′

11 = Y12, Y11(0) = 0,

Y
′

12 =
1(

1
N1N2

+ w
N2

−
[
∆2w
N2

]
Y 2
6

)2

{(
1

N1N2

+
w

N2

−
[
∆2w

N2

]
Y 2
6

)[
A

[
Y11 +

χ

2
Y12

]

+ 2Y5Y11 − Y1Y12 − Y7Y6 − Y4Y12 − Y10Y6 +
N5

N2

MY11sin
2(Γ)

]
−

[
A

[
Y5+

χ

2
Y6

]
+ Y 2

5 − Y1Y6 − Y4Y6 +
N5

N2

MY5sin
2(Γ)

](
1

N1N2

+
w

N2

− ∆2w

N2

2Y6Y12

)}
,

Y12(0) = 0,

Y
′

13 = Y14, Y13(0) = 0,

Y
′

14 = Y15, Y14(0) = 0,

Y
′

15 =
1(

1
N1N2

+ w
N2

−
[
∆1w
N2

]
Y 2
3

)2

{(
1

N1N2

+
w

N2

−
[
∆1w

N2

]
Y 2
3

)[
A

[
Y14 +

χ

2
Y15

]
+

2Y2Y14 − Y1Y15 − Y13Y3 − Y3Y16 − Y15Y4 +
N5

N2

MY14sin
2(Γ)

]
−

[
A

[
Y2 +

χ

2
Y3

]

+ Y 2
2 − Y1Y3 − Y3Y4 +

N5

N2

MY2sin
2(Γ)

](
1

N1N2

+
w

N2

−
[
∆1w

N2

]
2Y3Y15

)}
,

Y15(0) = 0,

Y
′

16 = Y17, Y16(0) = 0,

Y
′

17 = Y18, Y17(0) =
Λ2

N1

,

Y
′

18 =
1(

1
N1N2

+ w
N2

−
[
∆2w
N2

]
Y 2
6

)2

{(
1

N1N2

+
w

N2

−
[
∆2w

N2

]
Y 2
6

)[
A

[
Y17 +

χ

2
Y18

]
+

2Y5Y17 − Y1Y18 − Y13Y6 − Y4Y18 − Y16Y6 +
N5

N2

MY17sin
2(Γ)

]
−

[
A

[
Y5 +

χ

2
Y6

]

+ Y 2
5 − Y1Y6 − Y4Y6 +

N5

N2

MY5sin
2(Γ)

](
1

N1N2

+
w

N2

−
[
∆2w

N2

]
2Y6Y18

)}
,

Y18(0) = 1.
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The stoping criteria for shooting method is given below:

max{|Y2(χ∞, s1, s2)|, |Y5(χ∞, s1, s2)|} < ϵ,

where ϵ > 0 is an arbitrarily small positive number. The value of ϵ has been taken as

10−9. Equation (4.72), will be treated in a similar way, by considering f and g as the 

known functions calculated through the above procedure.

4.5 Numerical Results and Discussions

In this section, the numerical results for momentum and energy equations for the phys-

ical quantities for unsteady three-dimensional Powell-Erying magneto-nanofluid flow

by utilizing Cattaneo-Christov heat flux model have been discussed through tables

and graphs. The numerical data that has been shown through tables and graphs is

produced by varying the influence of different physical quantities used in the ODEs.

The effect of the dimensionless parameters of interest on the skin friction coefficient

CfxRe
1
2
x , CfyRe

1
2
y , Nusselt number NuxRe

− 1
2

x and Entropy generation NG has been

thoroughly discussed through different graphs and tables.

In Table 4.1, 4.3 shows that If1 and If2 are the intervals for the choice of missing 

conditions s1 and s2 while computing the Skin friction coefficient for nanofluid respec-

tively. It is observed that for the computation of Nusselt number, there is a great

flexibility in the choice of the missing initial condition.

Tables 4.2, 4.4 and 4.6 explain the effect o f t he material p arameters ω , ∆ 1 a nd ∆2,

unsteady parameter A, magnetic parameter M , nanoparticle volume fraction Φ, veloc-

ity slip parameters Λ1 and Λ2, thermal radiation parameter Nr, Eckert number Ec,

Biot number Bi and mass transfer parameters S1 and S2 with fixed Prandtl number

P r = 6.2 and q = 3 on the fluid motion, temperature variation and the total volumet-

ric entropy generation of Powell-Eyring nanofluid. The obtained r esults a re relevant

for the non-Newtonian Powell-Eyring nanofluids Cu-MeOH and SiC-MeOH.

Standard values of physical parameters have been set as ω = 0.1, A = 0.2, ∆1 = 0.2,

∆2 = 0.2, Γ = π/2, M = 0.1, Φ = 0.2, Λ1 = 0.1, Λ2 = 0.2, Nr = 0.3, Ec = 0.2,
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Bi = 0.2, S1 = 0.1, S2 = 0.3, Re = 5, Br = 5, and q = 3 unless otherwise mentioned.

At the end of this section, the phenomenon of entropy generation corresponding is

explained through graphs for numerous dimensionless parameters.

4.5.1 Velocity Profile

Here, through the analysis of different graphs of the velocity profile, the dynamics of

the fluid motion, will be observed.

� Figures 4.2-4.3 represent the impact of ω on the velocity profile of the Powell-

Eyring nanofluid. For ω = 0.0, 0.1, 0.2, 0.21, computations are carried out with

nanoparticles’ volume fraction Φ = 0.2. The velocity profile in Figures 4.2 and 4.3

increases with the increasing values of ω and hence augments the thickness of the

momentum boundary layer. The SiC–MeOH nanofluid’s boundary layer thickness

is comparatively greater than the Cu–MeOH nanofluid’s, as seen by these two

pictures.

� The influence of nanofluid motion with increasing material fluid parameter ∆1 is

shown in Figures 4.4-4.5. In contrast to the influence of ω, ∆1 affects fluid velocity

and the extent of boundary layer thickening. The velocity profiles depicted in

Figures 4.4-4.5 exhibit a reduction in thickness due to increasing values of ∆1.

� Figures 4.6-4.7 depict the impact of the velocity profile due to variation in the

non-Newtonian fluid ∆2. For the increasing values of ∆2, Figures 4.6-4.7 shows

an increasing trend in the velocity profile.

� The effects of the inclination angle Γ of the magnetic field on the velocity profile

is illustrated in Figures 4.8-4.9. It is found that higher values of the inclination

Γ tend to decrease the velocity profile. These two figures demonstrate that the

SiC–MeOH nanofluid’s boundary layer thickness is comparatively higher than

the Cu–MeOH nanofluid’s.

� Figures 4.10-4.11 show the effect of the magnetic parameter M on the veloc-

ity profile. The velocity of the nanofluids decreases as the magnitude of the
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magnetic parameter M increases gradually. The applied inclined magnetic field

produces a resistive force called the Lorentz force which offers resistance to

the flow. These two figures demonstrate that the boundary layer thickness of

SiC–MeOH nanofluid is greater higher than that of the Cu–MeOH nanofluid.

� Figures 4.12-4.13 display the nature of fluid motion within boundary layer for

Powell-Eyring nanofluid due to variations in the nanoparticle volume concentra-

tion parameter Φ. The parameter Φ corresponds to the volume of solid particles

in the basefluid. As per expectations, an increase in Φ reduces the fluid velocity

as observed from Figures 4.12-4.13. These two figures reflect that the bound-

ary layer thickness of SiC–MeOH nanofluid is relatively greater than that of the

Cu–MeOH nanofluid.

� Figures 4.14-4.15 illustrated that the positive values of slip parameter Λ1 reduces

fluid movement. In Figures 4.14-4.15 the decrease in velocity is consistent with

the fact that slip velocity retards the motion of the boundary surface. In other

words, velocity slip act opposite to stretching pull of the surface and resists its

transmission to the fluid. As a result, momentum boundary layer decreases with

rise in parameter Λ1.

� Figures 4.16-4.17 depict the impact of the velocity profile due to variation in

the non-Newtonian fluid velocity slip parameter Λ2. For the increasing values

of velocity slip parameter Λ2, Figures 4.16-4.17 shows an increasing trend in the

velocity profile.
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Table 4.1: Results of
d2f
dχ2 and

d2g
dχ2 at χ = 0 for P r = 6.2 and q = 3.

(Cu-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 If1 If2

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 [-1.42, -1.12] [-0.93, -0.30]

0.0 [-1.58, -1.00] [0.68, 2.00]

0.2 [-1.48, -1.00] [-0.66, -0.13]

0.21 [-1.47, -1.00] [-0.83, -0.84]

0.0 [-1.46, -1.02] [-0.50, 0.19]

0.1 [-1.48, -1.03] [-0.66, -0.00]

0.3 [-1.47, -1.01] [-0.91, -0.89]

0.3 [-1.52, -1.00] [-0.79, -0.18]

0.5 [-1.53, -1.00] [-0.80, -0.20]

0.9 [-1.55, -1.00] [-0.90, -0.18]

4 [-1.44, -0.88] [-0.60, -0.29]

7 [-1.39, -0.99] [-0.58, -0.44]

9 [-1.35, -1.05] [-0.66, -0.43]

π/4 [-1.50, -1.00] [-0.73, -0.99]

π/6 [-1.49, -1.01] [-0.76, -0.10]

π/8 [-1.49, -0.89] [-0.59, -0.01]

0.0 [-1.48, -0.92] [-0.57, 0.20]

0.2 [-1.52, -0.98] [-0.70, -0.14]

0.4 [-1.50, -0.97] [-0.84, -0.86]
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Table 4.1: Results of
d2f
dχ2 and

d2g
dχ2 at χ = 0 for P r = 6.2 and q = 3.

(Cu-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 If1 If2

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 [-1.42, -1.12] [-0.93, -0.30]

0.1 [-1.59, -1.00] [-0.68, -0.08]

0.15 [-1.58, -1.00] [-0.74, -0.14]

0.17 [-1.57, -0.98] [-0.74, -0.14]

0.0 [-2.00, -1.14] [-1.00, -0.71]

0.2 [-1.18, -1.12] [-0.75, -0.40]

0.11 [-1.48, -0.98] [-0.69, -0.02]

0.0 [-1.28, -1.00] [-0.08, 0.79]

0.1 [-1.51, -1.00] [-0.34, 0.30]

0.11 [-1.52, -1.00] [-0.47, 0.11]

0.2 [-1.62, -0.95] [-0.65, 0.11]

0.4 [-1.81, -0.99] [-0.60, 0.11]

0.5 [-1.91, -1.08] [-0.54, 0.22]

0.6 [-1.83, -1.05] [-0.57, 0.12]

0.8 [-2.00, -1.00] [-0.29, 0.48]

0.9 [-2.20, -1.02] [-0.34, 0.49]
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Table 4.2: Results of
d2f
dχ2 and

d2g
dχ2 at χ = 0 for P r = 6.2 and q = 3.

(Cu-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 CfxRe
1
2
x CfyRe

1
2
y

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 2.5007 1.9868

0.0 2.4299 1.9207

0.2 2.5705 2.0519

0.21 2.5774 2.0583

0.0 2.4300 1.9388

0.1 2.4655 1.9629

0.3 2.5357 2.0105

0.3 2.4971 1.9867

0.5 2.4899 1.9864

0.9 2.4749 1.9857

4 2.4946 1.8919

7 2.4884 1.7972

9 2.4830 1.7152

π/4 2.4848 1.9760

π/6 2.4768 1.9705

π/8 2.4735 1.9682

0.0 2.4687 1.9649

0.2 2.5319 2.0081

0.4 2.5921 2.0487



115

Table 4.2: Results of
d2f
dχ2 and

d2g

dχ2 at χ = 0 for P r = 6.2 and q = 3.

(Cu-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 CfxRe
1

2
x CfyRe

1

2
y

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 2.5007 1.9868

0.1 1.9346 1.6131

0.15 2.2226 1.8079

0.17 2.3347 1.8811

0.0 3.5165 2.0214

0.2 1.9660 1.9600

0.11 2.4332 1.9843

0.0 2.5817 3.5682

0.1 2.5309 2.5309

0.11 2.5273 2.4622

0.2 2.6027 2.0546

0.4 2.8110 2.1899

0.5 2.9166 2.2570

0.6 2.8110 2.1899

0.8 3.0227 2.3234

0.9 3.1290 2.3889
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Table 4.3: Results of
d2f
dχ2 and

d2g
dχ2 at χ = 0 for P r = 6.2 and q = 3.

(SiC-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 If1 If2

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 [-0.94, -1.00] [-0.65, -0.02]

0.0 [-0.99, -1.00] [1.74, 1.76]

0.2 [-1.02, -1.11] [-0.96, -1.00]

0.21 [-1.02, -1.11] [-0.96, -1.00]

0.0 [-1.01, -1.26] [-0.94, -1.00]

0.1 [-1.03, -1.19] [-0.96, -1.00]

0.3 [-0.97, -1.00] [-0.88, -0.20]

0.3 [-1.05, -1.10] [-1.00, -1.00]

0.5 [-1.05, -1.10] [-1.00, -1.00]

0.9 [-1.05, -1.11] [-1.00, -1.00]

4 [-0.97, -1.00] [-0.65, -0.31]

7 [-1.01, -0.96] [-0.56, -0.31]

9 [-1.09, -0.89] [-0.45, -0.25]

π/4 [-1.07, -1.16] [-0.96, -1.00]

π/6 [-1.05, -1.16] [-0.95, -1.00]

π/8 [-1.03, -1.18] [-0.94, -1.00]

0.0 [-1.02, -1.20] [-0.93, -1.00]

0.2 [-1.00, -1.01] [-0.75, -1.00]

0.4 [-1.10, -1.02] [-0.96, -0.83]
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Table 4.3: Results of
d2f

dχ2 and
d2g

dχ2 at χ = 0 for P r = 6.2 and q = 3.

(SiC-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 If1 If2

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 [-0.94, -1.00] [-0.65, -0.02]

0.1 [-1.20, -1.03] [-0.63, 0.00]

0.15 [-1.08, -1.00] [-0.61, 0.07]

0.17 [-1.03, -1.10] [-0.65, 0.02]

0.0 [-1.24, -1.13] [-0.81, 0.08]

0.2 [-0.76, -1.09] [-0.62, -0.12]

0.11 [-1.03, -1.11] [-0.97, -1.00]

0.0 [-1.31, -1.09] [-0.10, -1.00]

0.1 [-1.16, -1.02] [-0.41, 0.29]

0.11 [-1.15, -1.09] [-0.44, 0.29]

0.2 [-1.01, -1.00] [-0.60, 0.12]

0.4 [-1.24, -1.00] [-0.39, 0.32]

0.5 [-1.25, -1.00] [-0.23, 0.49]

0.6 [-1.24, -1.01] [-0.54, 0.20]

0.8 [-1.31, -1.05] [-0.42, 0.38]

0.9 [-1.38, -1.09] [-0.29, 0.58]
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Table 4.4: Results of
d2f
dχ2 and

d2g
dχ2 at χ = 0 for P r = 6.2 and q = 3.

(SiC-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 CfxRe
1
2
x CfyRe

1
2
y

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 1.9078 1.5887

0.0 1.8525 1.5364

0.2 1.9006 1.9550

0.21 1.9055 1.9624

0.0 1.7665 1.9200

0.1 1.8104 1.8943

0.3 1.9371 1.6102

0.3 1.8494 1.8810

0.5 1.8468 1.8807

0.9 1.8415 1.8801

4 1.9049 1.5462

7 1.9023 1.5078

9 1.9003 1.4787

π/4 1.8229 1.8608

π/6 1.8088 1.8502

π/8 1.8029 1.8458

0.0 1.7945 1.8394

0.2 1.9561 1.6242

0.4 2.0472 1.6903
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Table 4.4: Results of
d2f
dχ2 and

d2g

dχ2 at χ = 0 for P r = 6.2 and q = 3.

(SiC-MeOH)

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 CfxRe
1

2
x CfyRe

1

2
y

0.1 0.2 0.2 0.2 π/2 0.1 0.2 0.1 0.2 0.1 0.3 1.9078 1.5887

0.1 1.5879 1.3625

0.15 1.7439 1.4745

0.17 1.8084 1.5199

0.0 2.4570 1.6115

0.2 1.5733 1.5733

0.11 1.8122 1.8774

0.0 1.9597 2.4882

0.1 1.9286 1.9286

0.11 1.9262 1.8875

0.2 1.9673 1.6317

0.4 2.0892 1.7187

0.5 2.1514 1.7625

0.6 2.0892 1.7187

0.8 2.2144 1.8064

0.9 2.2780 1.8504
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Figure 4.2: Velocity profile against ω
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Figure 4.3: Velocity profile against ω
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Figure 4.8: Velocity profile against Γ
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Figure 4.10: Velocity profile against M
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Figure 4.12: Velocity profile against Φ
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Figure 4.14: Velocity profile against Λ1
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Figure 4.16: Velocity profile against Λ2
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4.5.2 Temperature Profile

In this subsection, the temperature distribution will be discussed through the graphs

for different values of certain parameters of interest.

� The influence of the material-fluid parameter ω on the temperature profile of the

non-Newtonian Powell-Eyring Cu-MeOH and SiC-MeOH is shown in Fig. 4.18-

4.19. Calculations were performed with ω = 0.0, 0.1, 0.2, 0.21, at a uniform

nanoparticle concentration of 0.2. From the Figures 4.18-4.19, it can be seen

that the temperature of the nanofluids decreases as the value of the parameter

ω increases. This decreasing trend indicates a decrease in the thickness of the

thermal boundary layer and an improved heat transfer rate. The reason behind

this behaviour of the temperature profile is due to the reduced elastic stress

parameter. Heat transfer rate (Nusselt number) increases for both Cu and SiC-

MeOH based nanofluids Table 4.6.

� Figures 4.20-4.21 depicted the impact of unsteady parameter A on tempera-

ture profiles of Powell-Eyring nanofluid. The temperature in the boundary layer

decreases as the value of parameter A is increased. This due to the fact that un-

steadiness parameter A is inversely proportional to stretching rate, so increasing

A reduces the stretching of the surface. The effect of increasing the parameter

A value is to reduce the thickness of the thermal boundary layer.

� It can be seen in the Figures 4.22-4.25 that the temperature of the nanofluid

increases with the values of the fluid parameters ∆1 and ∆2 ascending. This

upward trend shows that the thickness of the thermal boundary layer increases

and the heat transfer rate decreases.

� For increasing values of Φ, Figures 4.26-4.27 show an increased temperature

profile θ(χ) due to higher thermal conductivity of solid particles, which increases

the overall thermal conductivity of nanofluids. These two figures reflect that the

boundary layer thickness of SiC–MeOH nanofluid i s r elatively l arger t han that

of the Cu–MeOH nanofluid.
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� The Figures 4.28-4.29 represent the temperature profile of Λ1. Figure 4.28-4.29

shows that profiles gradually decrease near the surface and show the opposite

effect, then reaching zero asymptote for sufficiently large boundary conditions.

� Figure 4.30-4.31 shows the temperature distribution in the boundary layer for

parameter Λ2. The velocity slip is inversely proportional to the temperature

distribution and increasing the parameter Λ2 will increase the thickness of the

thermal boundary layer and decrease the Nusselt number. Table 4.6 shows that

a positive increase in velocity slip leads to a decrease in velocity gradient and heat

transfer rate for Cu-MeOH and SiC-MeOH nanofluids. This expected behavior is

due to the fact that the boundary slip reduces friction at the solid-fluid interface

and thus reduces the rate of heat transfer.

� Figures 4.32-4.33 demonstrate that the temperature profile and the thickness of

the thermal boundary layer are lower for the larger unsteady parameter ξ. To

increase the values of ξ, the temperature configuration θ(χ) will decrease. These

two figures reflect that the boundary layer th ickness of  SiC–MeOH nanofluid is

relatively larger than that of the Cu–MeOH nanofluid.

� Figures 4.34-4.35 illustrate the effect of heat generation Q on θ (χ). It is observed

that increasing the values of Q, more heat is generated, so θ(χ) and the thick-

ness of the boundary layer increase. These two figures reflect that the boundary

layer thickness of the Cu–MeOH nanofluid i s r elatively l arger t han t hat o f the

SiC–MeOH nanofluid.

�Figures 4.36-4.37 illustrate the influence o f d ifferent sh apes of  nanoparticles

(sphere, hexahedron, tetrahedron, column, and lamina) on the heat transfer char-

acteristics of the boundary layer flow in Cu-MeOH and SiC-MeOH nanofluids at

nanoparticle concentration Φ = 0.2. The graphical view shows that the dimen-

sionless temperature of the nanofluid i ncreases a s t he s hape f actor q  increases.

The geometrical shapes for different values o f q  h ave b een mentioned i n Table

4.5. The dimensionless temperature is lowest for the spherical nanoparticles, fol-

lowed by hexahedron, tetrahedron, column and lamina. Spherical shape particles

tend to draw more heat from the boundary layer due to their larger surface area,
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while this effect is less pronounced for particles of other shapes. Therefore, the

temperature drop in the boundary layer is more visible for spherical particles.

Table 4.5: Empirical shape factors for different particle shapes

Nanoparticles type Shape Factor

Sphere 3.0

Hexahedron 3.7221

Tetrahedron 4.0613

Column 6.3698

Lamina 16.1576
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Table 4.6: Results of θ(0) for P r = 6.2, q = 3

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 NrBi Ecξ Q Cu-MeOH SiC-MeOH

0.1 0.20.20.2π/20.10.2 0.1 0.20.10.30.30.20.20.010.1 0.3539 0.3783

0.0 0.3519 0.3769

0.2 0.3559 0.3796

0.21 0.3561 0.3798

0.0 0.3493 0.3749

0.1 0.3517 0.3768

0.3 0.3561 0.3795

0.3 0.3539 0.3782

0.5 0.3538 0.3782

0.9 0.3536 0.3781

4 0.3538 0.3782

7 0.3536 0.3781

9 0.3534 0.3781

π/4 0.3553 0.3805

π/6 0.3561 0.3817

π/8 0.3563 0.3822

0.0 0.3568 0.3828

0.2 0.3512 0.3747

0.4 0.3459 0.3681

0.1 0.2794 0.2909

0.15 0.3143 0.3320

0.17 0.3296 0.3499

0.0 0.3166 0.3622

0.2 0.3702 0.3867

0.11 0.3561 0.3792
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Table 4.6: Results of θ(0) for P r = 6.2, q = 3

ω A ∆1 ∆2 Γ M Φ Λ1 Λ2 S1 S2 NrBi Ecξ Q Cu-MeOH SiC-MeOH

0.10.20.20.2π/20.10.20.10.2 0.10.30.30.20.20.010.1 0.3539 0.3783

0.0 0.3563 0.3798

0.1 0.3548 0.3789

0.11 0.3547 0.3788

0.2 0.3571 0.3809

0.4 0.3633 0.3857

0.5 0.3663 0.3880

0.6 0.3633 0.3857

0.8 0.3693 0.3901

0.9 0.3722 0.3922

0.5 0.4018 0.4303

0.8 0.4703 0.5059

0.9 0.4923 0.5305

0.1 0.1857 0.1973

0.6 0.8934 0.9729

0.9 1.1977 1.3183

0.4 0.2961 0.3398

0.5 0.2672 0.3205

0.6 0.2383 0.3012

0.04 0.3555 0.3795

0.09 0.3581 0.3815

0.10 0.3586 0.3819

0.3 0.3445 0.3733

0.5 0.3301 0.3673

0.9 0.2612 0.3495



133

0 1 2 3 4 5 6 7
-0.05

0

0.05

0.1

0.15

0.2

0.25

Cu-MeOH,  = 0.0

Cu-MeOH,  = 0.1

Cu-MeOH,  = 0.2

Cu-MeOH,  = 0.21
0.49 0.5 0.51 0.52

0.1158

0.1159

0.116

0.1161

Cu-MeOH,  = 0.0

Cu-MeOH,  = 0.1

Cu-MeOH,  = 0.2

Cu-MeOH,  = 0.21

 = 0.0,0.1,0.2,0.21

Figure 4.18: Temperature profile against ω
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Figure 4.19: Temperature profile against ω
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Figure 4.20: Temperature profile against A
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Figure 4.21: Temperature profile against A
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Figure 4.22: Temperature profile against ∆1
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Figure 4.24: Temperature profile against ∆2
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Figure 4.26: Temperature profile against Φ
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Figure 4.28: Temperature profile against Λ1
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Figure 4.30: Temperature profile against Λ2
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Figure 4.32: Temperature profile against ξ
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Figure 4.34: Temperature profile against Q
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Figure 4.36: Temperature profile against q
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4.5.3 Entropy Profile

Entropy is a disorder of a system and its surroundings from a physical perspective and is

also known as the number of irreversibilities. As a result of entropy, heat cannot entirely

be converted into work. Entropy often arises in a number of systems, particularly those

involving fluid viscous force, Joule heating, and flow-driven force. The dimensional

form of entropy generation is expressed as follows [91]:

EG =
knf
Θ2

∞

[(
∂Θ

∂z̄

)2

+
16

3

σ⋆Θ3
∞

k⋆νf (ρCp)f

(
∂Θ

∂z̄

)2
]
+
µnf

Θ∞

(
∂f̄1
∂z̄

)2

+
σ⋆
nfB

2(t̃)sin2(Γ)f̄1
2

Θ∞
.

The dimensionless entropy generation after applying the similarity transformation,

is denoted by NG and formulated as:

NG = Re

[
N4(1 +Nr)

(
dθ

dχ

)2

+
1

N1

Br

Ω

((
d2f

dζ2

)2

+N1N5Msin2(Γ)

(
df

dχ

)2)]
.

� Figures 4.38-4.41 depict the entropy generation behavior due to the variation

of the non-Newtonian fluid material parameters ∆1 and ∆2. As an illustration,

random values are taken for ∆1 = 0.2, 0.3, 0.5, 0.9 and ∆2 = 0.2, 4, 7, 9 at Φ = 0.2.

To increase the values of ∆1 and ∆2, Figures 4.38-4.41 show a decreasing trend

in the entropy generation NG.

� Figures 4.42-4.43 exhibit the influence of Cattaneo-Christov parameter ξ on the

entropy profile, respectively. For the increasing values of the Cattaneo-Christov

parameter ξ, the entropy profile NG is observed to increase. These two figures

reflect that the entropy for Cu-MeOH near the surface is higher than that of

SiC-MeOH but the other way round, away from the surface.

� The influence of heat generation parameter Q on NG is elaborated through

Figures 4.44-4.45. It is evident that NG gets enhanced for increasing the values

of the heat generation parameter Q. These two figures reflect that the entropy

for Cu-MeOH near the surface is higher than that of SiC-MeOH but away from

the surface, an different behavior can also be seen.

� In Figures 4.46-4.47, it has been shown that for the increasing values of Re,

the entropy generation NG increases. Through Figures 4.48-4.49, the effect of



144

the Brinkman number on the entropy generation is depicted. According to the

definition of the Brinkman number, molecular absorption causes viscous heating,

which slows down the rate of heat transfer. The generation of large quantity

of heat between the layers of the non-Newtonian fluid is the real cause of the

increased entropy generation.
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Figure 4.38: Entropy profile against ∆1
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Figure 4.40: Entropy profile against ∆2
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Figure 4.42: Entropy profile against ξ
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Figure 4.44: Entropy profile against Q
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Figure 4.46: Entropy profile against Re
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Figure 4.48: Entropy profile against Br
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Chapter 5

Conclusion

In this thesis, we studied the flow, heat transfer and entropy generation for contain-

ing non-Newtonian nanofluids. Nanofluids have countless applications in fields like

biomedical devices, tumor treatment, solar collectors, nuclear reactor, crystal growth,

heat exchangers and cooling radiators etc. When nanoparticles are added to a base

fluid that is Newtonian in nature, the fluid’s behavior often changes to one that is

not Newtonian. However, the amount of nanoparticles in the base fluid, their size,

shape, and interactions with one another all play a role in this. As a result, heat

transfer and nanofluid flow are better understood using non-Newtonian models. Keep-

ing above in view this thesis aims to understand the non-Newtonian nanofluids flow,

heat transfer and entropy generation along with variable thermophyiscal properties.

The most significant fundamental equations are derived from the conservation laws of

mass, momentum, and energy. By applying the proper similarity transformations,

these equations are converted into a system of associated nonlinear ordinary differen-

tial equations. The shooting method, an effective numerical technique, is then used

to solve the ODE. Numerical results are also presented in the form of graphs and ta-

bles showing the influence of physical parameters such as non-Newtonian parameters,

thermal radiation parameter, mass transfer parameter, Biot number, Reynolds num-

ber and Brinkman number, nanoparticle volume concentration parameter, velocity slip

parameters, etc. The study of the physical behavior of dimensionless quantities such

as velocity, temperature, and entropy generation. The entire study can be concluded

with the following observations.
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� When M is increased, the temperature profile rises and the velocity profile falls.

� As the Prandtl number values rise, the temperature profile suffers a reduction.

� As the Cattaneo-Christov temperature parameter ξ increases, the temperature

profile decreases.

� As the value of the Eckert number Ec rises, the temperature profile also rises.

� As unsteady parameter A increases, the temperature profile decreases.

� As the Brinkman number Br rises, correspondingly rises the rate at which entropy

is generated.

� The increasing values of the magnetic parameter M lead to a rise in the entropy

generation rate.

� It is shown that velocity profiles progressively diminish as the value of A rises.

� Each parameter, M, Br and Bi, individually increase the irreversibility of thermal

energy.

� Increasing the values of Φ, the velocity profile decreases while the temperature

profile increases.

� On increment of physical parameter ω, there is increases in velocity profile.

� Temperature profile rises while extending the radiation parameter.

� The fluid energy accelerates effectively with an increase in the Biot number.
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