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“An analog computer is a thing of beauty and a joy forever.”!

1 JouN H. McLEOD, SUZETTE MCLEOD, “The Simulation Council Newsletter”, in Instruments
and Automation, Vol. 31, March 1958, p. 488.
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This second edition of “Analog and Hybrid Computer Programming” has been
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recent years. The errors and typos found in the first edition have been corrected
and additional topics have been included in the book.

The author is especially indebted to Dr. CHRIS GILES for his invaluable sup-
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port. He not only did a terrific job proofreading this
great discussion partner when it came to the nitty-gritty details. NICOLE MATJE
and OLIVER BACH also did a great job proofreading. STEFAN WOLFRUM also
spotted and corrected quite some errors.

The author is also indebted to NICK BABERUXKI and MAIKEL HAJIABADI for
the hybrid computing examples shown in chapters 7.6 and 7.7 and their valuable
overall feedback.

Since the first edition was published, a new analog computer, THE ANALOG
THING (THAT), has been brought to the market as an open hardware project.
Consequently, many examples found in this book have been implemented on this
small analog computer, which is also described in detail in the introductory chap-
ters.

The following new topics and examples have been included in this second
edition:

—  Minimum/maximum circuits
— STIELTJES integral

—  Transfer functions

—  Exponentially mapped past
—  SEIR model



X

——  Preface to the 2" edition

BESSEL functions

The SQ s model

EULER spiral

The HINDMARSH-ROSE model of neuronal bursting and spiking
The simulation of the flight of a glider

Elastic pendulum

Making music with analog computers

Neutron kinetics

Analog sorting

Solving systems of linear equations with a hybrid computer approach
Solving partial differential equations with random walks

A simple hybrid controller for THE ANALOG THING



1

1.1
1.2
1.3
1.4

21
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9

4
4.1
4.1.1
4.1.2
4.1.3
4.2

Introduction — 1
What is an analog computer? — 1
Direct vs. indirect analogies — 2
A short history of analog computing — 3
Characteristics of analog computers — 8
Computing elements — 11

Machine units — 11
Summer — 12
Integrators — 17

Free elements — 24
Potentiometers — 25

Function generators — 30
Multiplication — 33
Comparators and switches — 35

Input/output devices — 36

Analog computer operation — 39
Basic programming — 47
Radioactive decay — 49
Analytical solution — 50
Using an analog computer — 51
Scaling — 54
Harmonic functions — 56

Contents



XIV —— Contents

43 Sweep — 61

4.4 Mathematical pendulum — 62

441 Straightforward implementation — 63
442 Variants — 64

45 Mass-spring-damper system — 65
451 Analytical solution — 66

45.2 Using an analog computer — 69
45.3 RLC-circuit — 70

5 Special functions — 73

5.1 STIELTJES integral — 73

5.2 Inverse functions — 74

5.2.1 Square root — 75

5.2.2 Division — 76

5.3 fO)y=1/t — 77

5.4 Powers and polynomials — 77

5.5 Low pass filter — 78

5.6 Triangle/square wave generator — 80
5.7 Ideal diode — 80

5.8 Absolute value — 82

5.9 Limiters — 83

5.10 Dead zone — 84

5.11 Hysteresis — 85

5.12 Maximum and minimum — 85

5.13 Bang-bang — 86

5.14 Minimum/maximum holding circuits — 87
5.15 Sample & Hold — 88

5.16 Time derivative — 89

5.17 Time delay — 91

5.17.1 Historic approaches to delay — 92
5.17.2 Digitization — 93

5.17.3 Sample and hold circuits — 94
5.17.4 Analog delay networks — 96

5.18 Transfer functions — 103

5.19 Exponentially mapped past — 103

6 Examples — 109

6.1 Displaying polynomials — 109

6.2 Chemical kinetics — 110

6.3 SEIR model — 114

6.4 Damped pendulum with external force — 117

6.5 MATHIEU's equation — 119



Contents
6.6 VAN DER PoOL's equation — 122
6.7 Generating BESSEL functions — 125
6.8 Solving the one-dimensional SCHRODINGER equation — 127
6.9 Ballistic trajectory — 130
6.10 Charged particle in a magnetic field — 131
6.11 RUTHERFORD-scattering — 135
6.12 Celestial mechanics — 138
6.13 Bouncing ball — 141
6.14 Zombie apocalypse — 144
6.15 ROSSLER attractor — 146
6.16 LORENZ attractor — 148
6.17 Another LORENZ attractor — 149
6.18 CHUA attractor — 151
6.19 Nonlinear chaos — 155
6.20 A1ZAWA attractor — 156
6.21 NosE-HOOVER oscillator — 157
6.22 The SQj;r model — 160
6.23 The DUFFING oscillator — 161
6.24 Rotating spiral — 163
6.25 Generating an EULER spiral — 165
6.26 HINDMARSH-ROSE model — 168
6.27 Simulating the flight of a glider — 171
6.28 Flow around an airfoil — 176
6.29 Heat transfer — 180
6.30 Two-dimensional heat transfer — 186
6.31 Systems of linear equations — 187
6.32 Human-in-the-loop — 193
6.33 Inverted pendulum — 198
6.34 Elastic pendulum — 204
6.35 Double pendulum — 206
6.36 Making Music — 210
6.37 Neutron kinetics — 214
6.38 Smooth sorting — 216
7 Hybrid computing — 219
7.1 Hybrid controllers — 220
7.2 Basic operation — 222
7.3 Shell trajectory — 224
7.4 Data gathering — 227
7.5 Training an Al with an analog computer — 230
7.6 Hybrid solution of systems of linear equations — 236

7.7 Solving PDEs with random walks — 238

— XV



Xvi

A
Al
All
Al2
Al3
Al4
A2
A3
A4
A5
A6

= Contents

Summary and outlook — 243

The Laplace transform — 247
Basic functions — 247
Step function — 248
Delta function — 249
Ramp function — 249

Exponential and trigonometric functions — 250
LAPLACE transforms of basic operations — 251
Further characteristics — 252
Inverse LAPLACE transform — 252
Example — 253
Block diagrams and transfers functions — 254

Solving the heat equation with a passive network — 256

A simple hybrid controller for THE ANALOG THING — 261
An oscilloscope multiplexer — 265

A log() function generator — 269

A sine/cosine generator — 271

A simple joystick interface — 273

The Analog Paradigm bus system — 275

HyCon commands — 277



AC
ADC
Al
BBD
DAC
DC
DEQ
DDA
DVM
EMP
FET
FPGA
GND
HPC
IC
LF
NG
ODE
OoP
PDE
RAM
RC
RLC
SEIR
SJ
THAT

Alternating Current

Analog to Digital Converter
Artificial Intelligence

Bucket Brigade Device

Digital to Analog Converter
Direct Current

Differential Equation

Digital Differential Analyzer
Digital Voltmeter
Exponentially Mapped Past
Field Effect Transistor

Field Programmable Gate Array
Ground

High Performance Computing
Initial Condition

Line Feed

Noise Generator

Ordinary Differential Equation
Operate

Partial Differential Equation
Random Access Memory
Resistor Capacitor

Resistor Inductor Capacitor
Susceptible Exposed Infected Recovered
Summing Junction

The Analog Thing

Acronyms






Introduction

1.1 What is an analog computer?

A book about programming analog and hybrid computers may seem like an
anachronism in the 21%% century — why should one be written and, even more
important, why should you read it? As much as analog computers seem to have
been forgotten, they not only have an interesting and illustrious past but also an
exciting and promising future in many application areas, such as high performance
computing (HPC for short), the field of dynamic systems simulation, education
and research, artificial intelligence (biological brains operate, in fact, much like
analog computers), and, last but not least, as coprocessors for traditional stored-
program digital computers, thereby forming hybrid computers.

From today’s perspective, analog computers are mainly thought of as being
museum pieces and their programming paradigm seems archaic at first glance. This
impression is as wrong as can be and is mostly caused by the classic patch field
or patch panel onto which programs are patched in form of an intricate maze of
wires, resembling real spaghetti “code”. .. On reflection, this form of programming
is much easier and more intuitive than the algorithmic approach used for stored-
program digital computers (which will be just called digital computers from now
on to simplify things). Future implementations of analog computers, especially
those intended as coprocessors, will probably feature electronic cross-bar switches
instead of a patch field. Programming such machines will resemble the program-
ming of a field programmable gate array (FPGA), i.e., a compiler will transform
a set of problem equations into a suitable setup of the crossbar-switches, thus
configuring the analog computer for the problem to be solved.

The notion of an analog computer has its roots in the Greek word dvéroyov
(“analogon”), which lives on in terms like “analogy” and “analogue”. This aptly
characterizes an analog computer and separates it from today’s digital computers.
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The latter have a fixed internal structure and are controlled by a program stored
in some kind of random access memory.

In contrast, an analog computer has no program memory at all and is pro-
grammed by actually changing its structure until it forms an analogue, a model,
of a given problem. This approach is in stark contrast to what is taught in pro-
gramming classes today (apart from those dealing with FPGAs). Problems are
not solved in a step-wise (algorithmic) way but instead by connecting the various
computing elements of an analog computer in a suitable manner to form a cir-
cuit that serves as a model of the problem under investigation. Figures 1.1 and
1.2 illustrate these two fundamentally different approaches to computing. While
a classic digital computer works more or less in a sequential fashion, the comput-
ing elements of an analog computer work in perfect parallelism with none of the
synchronization issues that are often encountered in digital computing.

1.2 Direct vs. indirect analogies

When it comes to analogies in general, it is necessary to distinguish between direct
and indirect analogies, which depend on the underlying principles of the problems
being solved and the analogies used to solve them. In short, a direct analogy has
its roots basically in the same physical principles as the corresponding problem,
i.e., a soap-bubble being used to model a minimal surface, a metal sheet with
heaters and thermocouples to investigate heat-flow patterns, etc. If the physical
principles underlying the problem and analog computer differ, the computer is
called an indirect analog computer.

For the remainder of this book only indirect analogies will be considered,
as these are much more versatile in application than their direct counterparts.
Typically, such machines are based on analog-electronic computing elements such
as summers, integrators, multipliers, and the like.

Although it sounds like a contradiction, analog computers can be imple-
mented using purely digital components. Two such types of machines are dig-
ital differential analyzers (DDAs) and stochastic computers, examples of which
have been built over many years and whilst they enjoy periodic renaissances,
they have never entered the mainstream of computing. Programming these ma-
chines follows basically the same lines as programming analog-electronic ana-
log computers (simply called analog computers). These digital analog com-
puters will not be discussed further in the book. More information on DDAs
may be found in [FORBES 1957], [FORBES 1972], [WINKLER 1961, p. 215 et
seq.], [BECK et al. 1958], [KLEIN et al. 1957, p. 1105 et seq.], [GOLDMAN 1965],
[JACKSON 1960, p. 578 et seq.], [ULMANN 2010, p. 157 et seq.], [SHILEIKO 1964],
and [BYWATER 1973]. Stochastic computers are covered in [MASSEN 1977].
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Fig. 1.1. Principle of operation of a stored-program Fig. 1.2. Structure of an analog computer
digital computer (see [TRUITT et al. 1960, p. 1- (see [TRUITT et al. 1960, p. 1-41])
40])

1.3 A short history of analog computing

The idea of analog computing is, of course, much older than today’s predominantly
algorithmic approach. In fact, the very first machine that might aptly be called
an analog computer is the Antikythera mechanism, a mechanical marvel that was
built around 100 B. C. It has been named after the Greek island Avtuxdbnpa (An-
tikythera), where its remains were found in a Roman wreck by sponge divers in
1900. At first neglected, the highly corroded lump of gears aroused the interest of
DEREK DE SOLLA PRICE, who summarized his scientific findings as follows:2

“It is a bit frightening to know that just before the fall of their great civilization the
ancient Greeks had come so close to our age, not only in their thought, but also in their
scientific technology.”

Research into this mechanism, which defies all expectations with respect to an an-
cient computing device, is still ongoing. Its purpose was to calculate sun and moon
positions, to predict eclipses and possibly much more. The mechanism consists of
more than 30 gears of extraordinary precision yielding a mechanical analogue for
the study of celestial mechanics, something that was neither heard of or even

thought of for many centuries to come.3

2 See [FREETH 2008, p. 7].
3 See [FREETH 2010].
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Slide rules can also be regarded as simple analog computers as they allow the
execution of multiplication, division, rooting, etc., by shifting of (mostly) loga-
rithmic scales against each other. Nevertheless, these are rather specialized analog
computers, just as planimeters, which were (and to some extent still are) used to
measure the area of closed figures, a task that frequently occurs in surveying but

also in all branches of natural science and engineering.

gth Oth

Things became more interesting in the 19*" and early 20" centuries with the
development and application of practical mechanical integrators. Based on these
developments, WILLIAM THOMSON, later Lord KELVIN, developed the concept
of a machine capable of solving differential equations. Although no usable com-
puter evolved from this, his ideas proved very fruitful. Specifically, his approach
to programming such machines is still used today and called the KELVIN feedback
technique.*

Figure 1.3 shows a mechanical analog computer, called a differential analyzer.
On both sides of the long table-like structure in the middle of the picture, various
computing elements such as integrators (discernible by the small horizontal disks),
differential gears, plotter tables, etc., can be seen. The elongated structure in the
middle is the actual interconnect of these computing devices, which consists of a
myriad of axles and gears. Programming such a machine was a cumbersome and
time consuming process as the interconnection structure had to be more or less
completely dismantled and rebuilt every time the machine was configured to solve
the differential equations which describe the new problem.

Figure 1.4 shows a simple setup of a differential analyzer to integrate a function
given in graphical form. A central motor, shown on the left, drives all computing
elements of the machine. On the upper left an input table is visible. It consists of
a magnifier with crosshairs, which is mounted in such a way that it will be moved
by the central motor horizontally while its vertical position is controlled manually
by a hand crank, which is turned so that the crosshairs always follow the line of
the input function.®

At the heart of this setup is an integrator shown at the bottom of the figure.
Basically, it consists of a rotating flat disk driven by the central motor and a
friction-wheel rolling on the surface of the disk. The radial position of this wheel
on the disk is now controlled by the vertical component of the crosshairs on the
input table. Given some angular velocity of the rotating disk, the angular velocity

4 Lord KELVIN is often cited as having proposed the use of analog computers for fire control,
but although mechanical differential analyzer techniques were successfully employed for pur-
poses such as naval gun fire control in the early 1900s, it took VANNEVAR BUSH to realize that
these components could be configured into a general purpose computer.

5 A steady hand is required for this task, which was quickly automated in order to eliminate
this rather unpredictable source of error during a computation.
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Fig. 1.3. VANNEVAR BUSH's mechanical differential analyzer (source: [Meccano 1934, p. 443])

Fig. 1.4. A simple differential analyzer setup for integration (cf. [KARPLUS et al. 1958, p. 190],
[SorokaA 1962, p. 8-10])
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Fig. 1.5. Integrator from the Oslo differential analyzer (see [WILLERS 1943, p. 237])

of the friction-wheel depends on its radial position. If it were located directly
above the disk’s axis, it would not rotate at all while its angular velocity would
be at its maximum if it were positioned at the edge of the disk. Thus, this device
effectively performs an integration operation of the basic form

T
0/ f(r)dr,

where 7 represents the machine time (more about that later) — in this case the
rotation of the horizontal disk —and f(7) controls the radial position of the friction-
wheel. The integrator is running during the time interval [0, T]. Figure 1.5 shows
an actual implementation of the integrator which was used in the Oslo differential
analyzer.

The output from the friction-wheel is then used in this setup to control the
vertical position of the output table’s® (upper right of the picture) pen position,
while its horizontal position is controlled by the central motor. The resulting figure
is the graph of the integral over the input function.

Mechanical differential analyzers like this one were only used for a short period
of time as their disadvantages could not easily be overcome. Their setup is cumber-
some and time-consuming, the many mechanical parts require a lot of maintenance
work, and their speed of computation is limited due to the non-negligible inertias
of the rotating and moving parts.

There were some attempts to build electro-mechanical differential analyzers
in which basic computing elements were still purely mechanical while their in-

6 Today, this device would be called a plotter.
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terconnection was accomplished by servo-motors and synchros.” The outputs of
the synchros could be connected to the inputs of the servo-motors by means of
a central electric patch field, thus at least simplifying the basic setup of such a
computer.

Mechanical and electro-mechanical analog computers were used in staggering
numbers in the form of fire control systems during World War II. Being very
specialized analog computers, these machines had no direct influence on the further
development of the art.

Analog-electronic analog computers were developed independently, beginning
in the early 1940s by HELMUT HOELZER in Germany, GEORGE A. PHILBRICK,
and A. B. MACNEE in the United States. Their goals were very different.

HOELZER worked in Peenemiinde, Germany, on the development of the famous
A4 rocket (also known as the V2) and was responsible for what would be called
its om-board computer in today’s terms. The result of his work was the world’s
first electronic stabilization and control system for a rocket. In addition to this,
he developed the world’s first true general purpose analog computer, which was
used during the A4 development. After World War II this unique computer was
transferred to the United States and was used at the Redstone Arsenal for further
rocket developments well into the 1950s. This machine is shown in figure 1.6.

On the other side of the Atlantic, PHILBRICK’s electronic analog computer,
named Polyphemus due to its peculiar appearance with a single oscilloscope
mounted in the top position of its rack, was not aimed at military applications at
all. His machine was designed and used to solve problems that typically arise in
process control in the chemical industry.

MACNEE’s machine, developed at MIT, was a purely academic research in-
strument and probably the first high-speed electronic analog computer capable of
repetitive operation, in which a problem is solved over and over again at such high
speed that a (nearly) flicker-free picture of the solution can be displayed on an
oscilloscope screen.

From today’s perspective, these early analog computers seem quite familiar.
Except for their particular implementation with vacuum tubes, they already fea-
tured all of the typical analog computing elements such as summers, integrators,
multipliers, function generators, etc. Furthermore, they were programmed employ-

7 A synchro (also known as a Selsyn) is basically a rotary transformer with its primary
winding on a rotor, which is surrounded by typically three secondary windings. When the
primary is fed with an AC signal, signals corresponding to the angular position of the rotor
are induced in the stator windings, which can then be used to determine the angle of the rotor.
Two synchros can be connected back to back, forming a Transmitter and Control Transformer
pair, which can form the heart of a servo system to perform torque multiplication, one of the
biggest challenges in building a mechanical differential analyser. ARNOLD NORDSIECK used
these devices in his differential analyzer, see [NORDSIECK 1953] and [BROCK 2019].
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ing the same techniques that are still used today. More information on the history
of analog computing can be found in [ULMANN 2023]® and [SMALL 2001].

1.4 Characteristics of analog computers

Although computing by setting up indirect analog computers by myriads of inter-
connecting wires looks like a disadvantage at first sight, it is probable that this
method of programming will soon be replaced by intricate and highly integrated
cross-bar switches controlled by an accompanying digital computer. But even a
traditional patch panel interconnecting a variety of computing elements has some
tremendous advantages over having an algorithm stored in a memory.

First of all, there is no need for memory lookup operations at all in an analog
computer, speeding up the overall computation considerably. Further, without
any memory there is nothing like a critical section, no need to synchronize things,
no communications overhead, nothing of the many trifles that haunt traditional
parallel digital computers. There is no equivalent to AMDAHL’s law® in the realm
of analog computation. All computing elements work in perfect parallelism.

Another basic advantage of analog computers is their extremely low power con-
sumption, which easily outperforms classic digital computers. This makes analog
computing attractive for applications where low power consumption is of utmost
importance, such as medical application, embedded devices powered by energy
harvesting, etc. Furthermore, analog computers are ideal for high performance
computing (HPC) where power is available in abundance and sheer computing
power is required.

Finally, analog computers are not prone to problems such as poor stability
as is sometimes the case with numerical algorithms for classic digital computers
operating on floating point numbers. Even stiff differential equations are normally
easily solvable by an analog computer whilst many numerical procedures require
at least excessive run-times for such problems.

These characteristics of analog computers have led to the recent and impres-
sive increase in interest in this particular approach to computation. The most
common form of an analog computer in the near future will be as part of a hybrid
computer setup, i.e., closely coupled with a digital computer, thereby relieving it
from calculations involving differential equations, etc.

8 German readers might want to refer to [ULMANN 2010] instead.
9 See [AMDAHL 1967].
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Fig. 1.6. HELMUT HOELZER's general purpose analog computer after World War Il






Computing elements

The following sections introduce the basic elements which comprise an electronic
analog computer. Furthermore, the notion of the machine unit will be introduced,
because the representation of values is of central importance for all of the following
concepts. The examples shown have been implemented on an Analog Paradigm
Model-1 analog computer.

2.1 Machine units

Voltages or currents are the natural way of representing values within a calcu-
lation on an analog computer. Since the majority of historic and modern analog
computers use voltages instead of currents, the following sections are restricted to
this technique.

Obviously, values represented by voltages are limited by some minimum /maxi-
mum voltages, known as machine units, m_ and my, which are fixed for a given
analog computer. Historic vacuum tube based machines often used units of £100 V
and sometimes +50 V, while later and modern analog computers feature machine
units of £10 V and sometimes even as low as +5 V.

All voltages representing variables in a computer setup are bound by these
machine units, so it is normally necessary to scale a problem to be solved on an
analog computer to avoid an overload condition in which a variable exceeds the
machine unit voltage. If this happens, typically an overload indicator will be lit,
identifying the affected computer element. In addition to this, the computer run
can be halted automatically to determine the cause of the overload condition.
Overloads normally result from erroneous scaling or patching and do not harm
the computer but will impair or invalidate the computed results.
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Since the machine units are of utmost importance in an analog computer, they
are typically highly stabilized with temperature compensated reference elements.
With machine units of £10 V the computing elements are typically powered by a
+15 V supply to leave some headroom to detect overloads, etc. So in the case of
an overload, the output voltage of the affected element can reach values as high
as about +15 V on a modern analog computer.

Scaling a problem to be solved on an analog computer has two objectives:

1. Guarantee that no variable exceeds the limits imposed by the machine units.
Make the best use of the available interval [m_, my] for each variable of a
computer setup to minimize the unavoidable errors caused by the computing

elements.

Consequently, it is necessary to distinguish between the problem variables in which
the problem itself is stated, and the machine variables which are the scaled versions
of the problem variables. The underlying scaling process is called variable scaling.
A second scaling process concerns the speed at which the machine will solve a
problem in contrast to the speed at which the original problem will act. This is
called time scaling as it affects the speed of integration and typically does not
directly affect the scaling of variables.10

Generally, it is a good idea to abstract further from the actual machine units
m_ and my and to think within the interval [—1,1] instead. Analog computers
featuring voltmeters as their output devices have those typically scaled accordingly
so that the machine units correspond to a display of £1 machine units instead of
£10 or £100 Volts.

2.2 Summer

The simplest active element of an electronic analog computer is the summer. Its
abstract symbol is shown in figure 2.1. A summer yields the negative sum of the
voltages applied to its inputs at its output, labeled e, in the figure. Each input
has a weight, a fixed multiplicative factor applied to the input. Typical weights
are 1 and 10, while some machines also feature values of 4 or 5. If no weight is
noted next to an input, it is assumed to be 1. Accordingly, all three inputs ey, es,
and es in figure 2.1 are weighted by 1.

To understand the behavior of a summer a look at its implementation is
necessary. Like most other analog computer elements, it is based on an operational
amplifier, opamp for short, the graphical symbol of which is shown in figure 2.2.

10 See section 2.3.
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€3
€o
€2
€1
Fig. 2.1. Abstract symbol of a summer with Fig. 2.2. Graphical symbol of an operational
three inputs e, e1, e2 and summing junction amplifier

input SJ

An operational amplifier has two inputs, one inverting and one non-inverting,
denoted by — and + in the figure. It yields the sum of the values applied to
these inputs, amplified by its large (ideally infinite) open-loop gain A that is
characteristic for a particular operational amplifier. Typically, gains of 10° to 10°
can be achieved.!! The use of this type of amplifier in analog computers gave rise
to the name operational amplifier, as they form the basis of computing elements
implementing certain mathematical operations.

In a typical analog computer circuit, the non-inverting input of the operational
amplifiers is grounded, i.e., connected to the analog ground rail, usually denoted
by GND, which is at the potential representing the value zero; this effectively
disables this input.?

To build a summer based on an operational amplifier the concept of negative
feedback is essential. This technique was pioneered by HAROLD STEPHEN BLACK
in 1927. The basic idea is to use part of the signal at the output of the operational
amplifier and feed it back to its inverting input, thus basically controlling the
overall behavior of the resulting circuit by the feedback circuit, instead of relying
on the characteristics of the bare amplifier. This idea is central to nearly all oper-
ational amplifier circuits, including analog computing elements, such as summers
and integrators. Figure 2.3 shows the basic circuit of an operational amplifier with
negative (resistive) feedback.

This simple circuit has a single input e;j, which is connected to the inverting
input of the operational amplifier by the resistor R;. The output signal e, is also
connected to the inverting input via a feedback resistor Rg. Since all inputs as well
as the feedback path are connected to the inverting input, this is called summing

11 Operational amplifiers are rather complex devices. More in-depth information can be found
in [JuNG 2006].

12 In classical analog computers, this non-inverting input was normally not connected to
ground directly but used to implement an active drift-compensation. More details on this can
be found in [GOLDBERG et al. 1954], [KORN et al. 1964, p. 137 et seq.], [ULMANN 2023, p. 80 et
seq.], etc.
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Fig. 2.3. Operational amplifier with negative feedback

junction, SJ or sometimes just S for short. Most implementations of summers
(and integrators) make this summing junction available at the patch panel so that
additional feedback circuits or additional input resistors, etc., can be connected.
With A denoting the open-loop gain of the operational amplifier (i.e., the
gain it exhibits without any negative feedback), and egj representing the voltage
at the summing junction,
€o = —At’iSJ
can be derived for the output voltage of the circuit in figure 2.3.13 This implies
es1 =~ (2.1)
for the voltage at the summing junction itself. Accordingly, the following currents
flow into and out of the summing junction:

i = % (input current due to R;)
i

if = Ie%—o (feedback current due to Ry)
£

i~107Y A (input current of the amplifier)

Due to KIRCHHOFF’s first law, the sum of the currents flowing into and out of
a junction must be zero, yielding

¢ €s1 Co— 8]
Ry Ry

Since the input current i_ of a typical operational amplifier is less than a few nA

Q=i+ = (2.2)

at most, it can be neglected, so that (2.2) simplifies to

€i—€s] _ _ €o—€s]
Ry Ry
Substituting (2.1) into this yields
e e
e+ ot v
R; Ry

13 All voltages are measured with respect to GND.
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Some rearranging results in

1 n 1 n 1 e;
€o —t— | = ——
AR; Ry AR: R;

which can then be solved for e,:

—E —E.ARin —&61
60 = Ri = Ri = Ri . (23)
Re+ AR; + R; R+ AR; + R; 1 1 [ R 1
AR Ry Ta\m "

Since A is typically very large'* and R¢/R; is typically < 10, the denominator
of (2.3) can normally be neglected, yielding the simplified form
R
€0 = ——¢€; 2.4
o 7O (2.4)
describing the output voltage of the feedback circuit shown in figure 2.3.1°
This shows that the behavior of this circuit is basically determined by the
resistors at the input and in the feedback path. If more input resistors are added
as shown in figure 2.4, a useful summing circuit results whose overall behavior is
readily described by

" €; €
Si _ _Co 2.
>E- & (2:5)

The voltage at the output of this circuit is thus the negative of the sum of the
voltages at its inputs. The ratios

_ &
-7

i

define the weights of the various inputs. Typical values for a; are 1 and 10. If
unusual values are required for a certain setup, the necessary resistors can be
connected to the summing junction SJ, thus effectively extending the number of
inputs of the summer.

14 In fact, classical high-precision operational amplifiers used in analog computers had gains
of up to A = 10°.

15 A more informal approach to the behavior of such circuits is to assume that the open-loop
gain of the operational amplifier is extremely large, therefore, the voltage at the summing
junction is approximately zero. Since the input current of the amplifier is negligible, applying
KIRCHHOFF’s law to the currents at the summing junction shows that the current through
the feedback element is minus the sum of the currents through the input resistors. Applying
OHM’s law then readily yields the output voltage of the computing element.
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e1 €o
Fig. 2.4. Summer with several inputs based Fig. 2.5. Graphical representation of an open
on an operational amplifier with negative feed- amplifier

back

Summer basics:
The behavior of an (ideal) summer is described by

n
€o = — E a;€;
i=1

with the weights a; being typically 1 or 10. It yields the negative sum of the
weighted voltages applied to its inputs. Typical summers have about six inputs,
three of which have input weight 1, while the remaining three inputs are weighted
by 10.

In some cases it is necessary to disconnect the resistive feedback loop of a
summer in order to introduce an external feedback circuit. This case is represented
by the symbol shown in figure 2.5. This element is no longer called summer but
open amplifier or high gain amplifier instead. This element always requires some
external feedback in order to be stable.

To show the application of summers in a typical analog computer setup, con-
sider the circuit shown in figure 2.6. It solves the equation

€o = — (10 (—%) + 63) = 5(e1 + e2) — e3. (2.6)

The connection between the output of the first summer and one of its inputs!®
introduces a second feedback resistor parallel to Ry, thus effectively doubling the
effect of the feedback loop. This, in turn, halves all other input weights of the

summer yielding
er + ez

2

16 Since no explicit weight is denoted next to the input, its weight is equal to 1.
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€3

[~

Fig. 2.6. Computer setup according to equation (2.6)

€1
€2

€o

at the output of the left summer. This output is now connected to an input of
the right summer, weighted with 10. Another input of this summer is fed with e3
finally yielding e, = 5(e1 + e2) — es.

Figure 2.7 shows the front panel of an Analog Paradigm SUMS8 This module
contains eight summers, each featuring five inputs, three of which have weight 1
and two have weight 10. The four summers in the top row have a special feature
which allows the built-in feedback resistor path to be opened by patching a con-
nection between the two jacks labeled FB and L (this symbol denotes ground),
thus turning a summer into an open amplifier.!” The summing junction SJ is also
available on all eight summers.

2.3 Integrators

At first sight it is astonishing that an analog computer features integration as
one of its basic operations. This makes it the ideal machine to solve problems
that can be described by differential equations and systems thereof. But there is a
catch: Integration on an analog-electronic analog computer is always with respect
to time, so all integrations are basically of the form

t n
€o = — /Zaiei dr + e(0) (2.7)
o =1

with some constant e(0) called the initial condition. In particular, this means that
partial differential equations, i.e., differential equations in which derivatives with
respect to more than one variable occur cannot be handled directly on an analog
computer without explicit discretization or other techniques!

17 On these four summers, the feedback resistor Ry is split into a series connection of two
resistors of half the size of R¢. The connection between these two resistors is connected to
the FB jack. Grounding FB prohibits the current flowing through this path from reaching the
summing junction of the operational amplifier, thus effectively disabling the feedback path.
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Fig. 2.7. Analog Paradigm SUM8 module

Obviously, the output of an integrator depends on the history of its input
values, so this computing element is a kind of memory. In contrast to a simple
summer, this necessitates some control of its operation as an integration has
a start and an end point in time. It also has to take the initial condition into
account. Accordingly, a typical integrator has three modes of operation:

Initial condition: In this mode, often just called IC for short, the integrator is
reset so that its output takes on the negative of the initial condition e(0) that is
applied as a voltage to a special input jack of the integrator, which is typically
denoted by IC. This mode is normally the first step of each computation run
on an analog computer. It is important to note that due to time required to
charge the capacitor there is a minimum time required by an integrator to
take on that initial value.'®

Operate: The actual computation is done in operate mode, OP for short. Here
the integrators integrate with respect to time over the negative sum of their
inputs as shown in (2.7).

Halt: In some cases it is useful to halt the analog computer for a short period of
time (typically of the order of some seconds) to read out values, etc. This is
done by switching all of its integrators into HALT-mode, HALT for short. In
this mode the outputs of all affected integrators are held constant — at least

18 This minimum time depends on the particular setup of the integrator with respect to its
time scale factor (see below) and the actual analog computer being used.
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Fig. 2.8. Behavior of a typical integrator Fig. 2.9. Graphical representation of an integrator

in theory. Due to technical imperfections some drift is unavoidable, so that
the time spent in this mode should be as short as possible to keep errors low.
Tolerable HALT-times can be of the order of several tens of seconds.

Figure 2.8 shows the behavior of a typical integrator during these three modes
of operation. Here, the IC-input is connected to +1 (+10 V for example) while
one of the integrator inputs weighted with 1 is connected to —1. During IC-mode
the output is reset to the negative initial condition, —1. When the OP-mode
is activated the actual integration operation with respect to time starts. With
this particular setup the integration takes place over a constant value of —1.
Accordingly, the output yields a voltage ramp with a slope of 1. After two seconds
the analog computer is switched to HALT-mode and the integrator output stays
at its last value, +1.

The slope depicted in this figure needs some explanations as it is deeply con-
nected to time scaling as mentioned before: A typical integrator features several
time scale factors kg that can be selected by either setting a switch or by placing
jumpers between certain plugs on the patch panel. A time scale factor ky = 1
results in a slope of 1 when integrating over a constant value —1, i.e., with an
initial condition of e(0) = 0 the integration over —1 will yield an output value
of +1 after one second in OP-mode. Accordingly, the time scale factor kg = 10
results in a slope of 10 and so forth. Typical analog computers feature integrators
with time scale factors kg = 10™ with n € N typically ranging from 0 to 3 although
some large historic systems, such as the EAI 680,'° feature time scale factors up
to 10°.

19 Short for Electronic Associates Inc.
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By changing the time scale factors of the integrators in a computer setup
it is possible to speed up a calculation or slow it down. This is known as time
scaling. Consequently, it is necessary to distinguish between problem time t, the
time scale the problem under investigation runs in, and machine time 7, the time
scale the computer operates in, as determined by the time scale factors set on the
integrators.

Figure 2.9 shows the graphical representation of an integrator as it is used in
analog computer programming. It differs from the symbol for a summer by the
addition of a rectangle on its left-hand side, with a vertical bar on its top to which
the initial condition value e(0) is connected (this input is always drawn vertically).
Like the summer it has a number of inputs with associated weights of typically 1
and 10.

Figure 2.10 shows the front panel of an Analog Paradigm INT4 quad integrator
module. Each of its integrators can be set to a time scale factor of 1, 10, 102, or
103 by a rotary switch and features three inputs weighted by 1 as well as three
inputs weighted by 10. In addition to this, each integrator has an initial condition
input labeled IC, and a jack yielding +1 or —1 in its vicinity as these values are
often used as initial conditions.

The two rightmost integrators have two jacks ModelC and ModeOP, which
allow for direct mode control by feeding appropriate control signals to these jacks.
If left unconnected, all integrators are controlled by the central control panel.2°

The implementation of an integrator is quite similar to a summer with the
difference that its feedback path does not consist of a resistor Ry but of a capacitor
C instead, as shown in figure 2.11. The feedback current through C' is

de,
if:C’d—et:CéO

where é, is a short form for
deo

dt’
a notation that will be used extensively in the following chapters.
Similar to the reasoning in section 2.2 this yields

t

€o = f/aiei dr (2.8)

0

with a; = C'/R; under the assumption of sufficiently large open loop gain A of the
operational amplifier. In fact, a high open-loop gain and small input currents are
even more important for a practical integrator than for a summer to keep its error
as low as possible, since errors due to the finite gain and to the non-zero amplifier

20 For more information about these control inputs see section 5.15.
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Fig. 2.10. Quad integrator module
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Fig. 2.11. Basic schematic of an integrator Fig. 2.12. Detailed schematic of an integrator

with full mode control

input current naturally accumulate in a circuit like this. As a rule of thumb the
condition

(1 + .A)RC > ko

should hold for an integrator.

Equation (2.8) already looks quite similar to (2.7) but still lacks the multiple
inputs as well as the initial condition e(0). These are introduced in the more
detailed schematic shown in figure 2.12 which can actually be used as a blueprint
to build a working integrator. Mode control is implemented by the two (preferably
electronic) switches denoted by IC and OP and supports the following three modes
of operation:

IC: In IC-mode, the switch labeled OP connects the input resistor array to ground,
thus effectively disabling all inputs, while the IC-switch is in the position
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shown in the figure. Accordingly, the operational amplifier operates basically
as a summer with only one input, IC. The voltage over the temporary feedback
resistor Ryc equals —IC which in turn precharges the capacitor to the negative
value of what is present at the IC input jack. The time required to charge the
capacitor in this mode of operation now depends on its capacity and the input
resistor being active during this mode.

OP: In OP-mode both switches reverse their positions: The IC-switch now
grounds the junction between the two resistors labeled Rjc, thus disabling
the IC-input while the OP-switch connects the input resistor array to the
inverting input of the operational amplifier. The capacitor now integrates the
weighted sum of the voltages applied to the inputs e;.

HALT: In this mode, IC is still disabled while the OP-switch ties the input resistor
network to ground. Accordingly, the charge of C stays basically constant apart
from errors caused by capacitor leakage and the small current flowing into the
inverting input of the operational amplifier. These error sources determine the
practical length of HALT-times as noted before. HALT mode is typically used
to read out values from a computation by means of a digital voltmeter, etc.

It is clearly important for all control switches used by the integrators of an ana-
log computer to switch in perfect synchronism and with no contact bounce at
all. Electromechanical relays are only advisable in small, cheap, low-speed analog
computers and even there the variation of switching times between different relays
can be quite detrimental. Today, electronic switches based on field effect transis-
tors, FETSs for short, are normally used.

Integrator:
The behavior of an integrator is described by

t n
€o = — /Zaieidr + ¢(0)
o =1

with the weights a; being typically 1 or 10 times the time scale factor. The in-
tegrator is reset to its initial condition e(0) by activating IC-mode. The actual
integration with respect to time takes place during OP-mode. An integration can
be temporarily halted by switching the computer to HALT.

The simplest operation cycle of an analog computer consists of the mode-
sequence IC-OP-HALT with the time spent in OP-mode either determined man-
ually or by a precision timer. This is typically called manual control and is often
used on low-speed computations.
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Nevertheless, in many cases it is desirable to display a more or less flicker-free
image of variables vs. time on an oscilloscope display and this requires an auto-
mated mode of operation called repetitive operation. Here a precision timer cycles
the integrators repetitively through the mode-sequence 1IC-OP-IC-OP-... With
sufficiently high time scale factors it is possible to repeat a full simulation run
every couple of milliseconds, thus making it possible to display a set of graphs on
an oscilloscope.

Since it is, of course, possible to change the coefficients and initial conditions
of a computer setup manually at every instant, repetitive operation can give an
immediate insight into the behavior of a problem with respect to its parameter-
ization as one can see the effects of parameter changes instantaneously on the
display.

A variant of this mode of operation is called single run and consists of a
single sequence IC-OP-HALT with preset IC- and OP-times. This is especially
useful when using a pen plotter as output device where a single run will draw a
particular solution of a problem.

The computer setup shown in figure 2.13 illustrates repetitive operation. It
consists of two integrators in series where the leftmost integrator is fed with the
constant +1. A summer with only one input is used to invert the sign of the output
of this first integrator.?!

Setting both integrators to the same time scale factor kg = 10™ and setting the
OP-time to 2-103~" milliseconds, e. g., kg = 100 and OP-time 20 ms, yields a linear
voltage ramp ranging from +1 to —1 at the output of the leftmost integrator. This
signal is then fed into two inputs with weight 1 of the second integrator. These
two paralleled inputs result in a combined input weight of 2. Since the IC-input
of this integrator is connected to —1, too, its output voltage starts at +1 at the
beginning of the OP-period and follows a parabola afterwards.

This setup is described mathematically by y; = 1 and the voltage ramp

t
0

at the output of the leftmost integrator which is fed into the second integrator
finally yielding

t
Y3 = — 2/(1—T)d7’—1 =1-2t+t*=(t—1)>
0

21 Such a summer is often called an inverter.
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Fig. 2.13. Generating a parabola by double inte- Fig. 2.14. Parabola generated by integrating
gration over a constant twice over a constant function

Figure 2.14 shows an oscilloscope screenshot with the analog computer running
in repetitive mode containing all three functions 1, y2, and y3.22

2.4 Free elements

Using the summing junction input of summers and integrators, free elements such
as resistors, diodes, and capacitors may be employed to extend the input capabili-
ties of these computing elements. In addition to that they can be used to establish
specialized feedback paths in order to setup computer circuits yielding functions
such as absolute value, hysteresis, signum function, etc., as will be shown later.

Figure 2.15 shows the front panel of three typical Analog Paradigm free el-
ement modules. The module on the far left is called XIR as it contains two free
resistor networks which can be connected to the summing junction of any summer
or integrator in order to extend the number of available inputs. In addition to the
standard input with weights of 1 and 10, this module also features input resistors
with weights 0.1 and 100.

The module in the middle, XID, contains six SCHOTTKY diodes as well as two
10 V ZENER-diodes, sometimes called Z-diodes, which are often used to implement
limiters, etc.

22 The actual display is, of course, bright on a dark background which has been postprocessed
for printing here.
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The module on the right, XIBNC, holds four BNC jacks which can be used
to connect peripheral equipment such as oscilloscopes, function generators, etc.,
to the analog computer system.

2.5 Potentiometers

A machine without the possibility of setting coefficients in a setup would be pretty
useless as soon as problems get even slightly more complicated than the simple
parabola shown above. In analog-electronic analog computers coefficient poten-
tiometers (also called just potentiometers or colloquially “pots”) are used as ad-
justable attenuators to introduce coefficients. The simplest form of such a device
is just a potentiometer used as a voltage divider.

Figure 2.16 shows the two basic circuits for coefficient potentiometers at the
top as well as the graphical representation used in analog computer programming.
A simple voltage divider as shown on the left allows setting coefficients ranging
from 0 to 1. In some cases a free potentiometer as shown on the right half of the
figure is employed to continuously cross-fade between two input values.

A voltage divider basically can be seen as consisting of an upper resistor R,
and a lower resistor Ry connected in series between the input signal and ground.
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Fig. 2.17. Voltage divider with loads Rjpa.qg = 00, Rjoad = R and Rjoag = R/10

The output is connected to the connection between both resistors. The propor-
tion between the two resistors is determined by the angular position a of the
potentiometer dial:

Ry=(1-a)R
RezaR

Obviously, a = 0 yields no output signal at all since the output connection is then
effectively tied to ground.
Since the overall resistance of this setup is Ry + Ry = R, the output voltage

e, will be
fo _ 1

€i R

in the unloaded case for an input voltage e;. In this context unloaded means that
no current flows out of the voltage divider, thus the same current flows through
both resistors. In this unusual yet idealized case the coefficient can be directly
set to up to three decimal places by means of a precision ten-turn potentiometer
fitted with a multi-turn dial.

Since most computing elements typically have a finite input resistance between
104 Q and 10° Q, the output of such a voltage divider is loaded resulting in a non-
negligible setup error as shown in figure 2.17. The linear solid line shows the
behavior of an unloaded potentiometer with respect to «, while the dashed and
dotted lines show the effect of external loading with R and R/10 respectively.

A loaded voltage divider is described by

RéRload

RZ || Rload = m



2.5 Potentiometers =—— 27

with || denoting a parallel circuit. Accordingly, the overall resistance of this setup

1S
RyRigaq

Ry + Rioaa

yielding the following expression for the output voltage of a voltage divider loaded

Riotal = Ru + Ry || Ripaqa = By +

by Rjoaq for a given setting a:

RyRioaq
670 — RZ || Rload — Ré + Rload _ RZRload
e Riotal R+ RyRioad Ry(R¢ + Rioad) + ReRioaa
" Ry + Rioad
_ Ry _ aR _ «
Bl  pvr, - iR (-0 +1
Rload Rload load

This makes potentiometer setting a rather tedious process on most analog
computers as the value shown on the precision dial typically deviates quite sub-
stantially from the actual value with the deviation depending on the actual com-
puter setup, i.e., the load connected to the slider of the potentiometer.

Therefore, most analog computers feature an additional mode of operation
called potentiometer setting, POTSET for short, in which the integrators are
switched to IC- or HALT-mode and all input resistor networks are disconnected
from the inverting inputs of their associated operational amplifiers and connected
to ground instead. Thus, all inputs show the correct load resistance to their feeding
computing elements without any computation being performed.

In this mode the input of a potentiometer selected to be setup is automatically
connected to +1. Its output value — with its correct load — can then be read out
by means of a high-impedance digital voltmeter, or DVM for short. Instead of
a DVM a compensation voltmeter is often used by many early or small analog
computers. Here, the output voltage of the potentiometer to be setup is compared
against a precision voltage source. The difference between these two values is
then fed to a null-detector. With both voltages being equal, no current flows
between the potentiometer being setup and the reference source, thus no additional
error is introduced. Nevertheless, this method is quite time-consuming as one has
to setup the precision voltage source first and then adjust the actual coefficient
potentiometer until the null-detector shows that the adjustments match.

With the advent of affordable operational amplifiers it became possible to
employ a impedance converter in order to unload the potentiometer, as shown in
figure 2.18. The only load at the potentiometer slider is then due to the negligible
current iy . The potentiometer is said to be buffered in this case.
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Fig. 2.18. Potentiometer with impedance converter

The clever circuit extending this idea shown in figure 2.19 makes it possible
to set a coefficient —1 < a < +1 instead of restricting its value to the interval [0, 1]
as in a simple voltage divider. The behavior of this circuit is described by

eo =e1(2a—1)

with 0 < a < 1.
Figure 2.20 shows an example of the application of a coefficient potentiometer
in an analog computer program for computing the integral

t t

eo:f/5eidrzf5/eid7'.

0 0

It should be noted that the classic graphical symbol for a potentiometer does
not distinguish between its input and output, since this will always be clear from
the surrounding circuitry.?3 Some classic analog computer programs rely on the
fact that the potentiometers used are unbuffered. Such programs may have to be
adapted when being ported to a machine featuring only buffered potentiometers.

Figure 2.21 shows a typical PT8 module from an Analog Paradigm analog
computer containing eight buffered potentiometers, the last of which can be used
as a free potentiometer. While the first seven potentiometers each feature one
input and two paralleled outputs, this eighth potentiometer has two input jacks
labeled INa and INb. If it is to be used as a standard coefficient potentiometer, a
connection between INb and L must be patched. All of these potentiometers are
of the ten-turn type and are fitted with precision dials, allowing them to be set
up to a maximum of three decimal places. Due to their associated buffers, the dial
readings are accurate.

23 Connecting a potentiometer erroneously may result in its destruction or at least blow a
tiny fuse which protects the potentiometer against overloads in classic analog computers. On
modern machines with impedance converters following the voltage dividers there is typically
no risk of damaging something by a patching error.
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Fig. 2.19. Extended coefficient circuit allowing Fig. 2.20. Using a coefficient potentiometer
for factors —1 <a <1

Fig. 2.21. Potentiometer module

Potentiometers:

Potentiometers always have a distinct input and output, which must not be
reversed although their graphical symbol in computer programs won’t distinguish
explicitly between input and output. In classic analog computers the sliders of the
precision ten-turn potentiometers are typically protected by either incandescent
light bulbs or by microfuses. Be careful not to blow these microfuses as these are
hard to get nowadays. More recent implementations usually employ an operational
amplifier as impedance converter to unload the potentiometer’s slider and protect
it from patching errors. Typically potentiometers can only be used to set coeffi-
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cients 0 < a < 1. Some designs give a parameter range of —1 < a < 1, but these
normally require a DVM for setup as no suitable precision dials are available.

2.6 Function generators

Sometimes it is necessary to generate arbitrary functions as part of an analog
computer setup to solve a complex problem. It is always advantageous if such
functions can be generated by solving some auxiliary function or by using an
abbreviated TAYLOR series to give a local approximation. Unfortunately, this is
sometimes not possible, for example when functions are based on experimental
data, etc. In these cases, (arbitrary) function generators are employed. Figure
2.22 shows the graphical symbol of such a device.

Although there is a wide variety of approaches to generating arbitrary func-
tions,24 the following section is limited to the most widely used approach: the
polygonal approximation. Generally, arbitrary functions of more than one vari-
able are not easily implemented on an analog computer and are often subject to
a high degree of approximation errors.

Figure 2.23 shows a simplified schematic of a typical polygon function genera-
tor. The idea is to use biased diodes that start conducting at different values of the
input variable e;. In this example there are three diodes, which start conducting
at voltages determined by the settings of the potentiometers R1, R2, and R3. The
respective currents they contribute to the summing junction of the operational
amplifier are determined by the potentiometers R4, R5, and R6 respectively.

It is assumed in the following that the voltages at which the diodes start to
conduct are set so that the topmost diode starts conducting first, followed by the
diode in the middle, and finally the bottom one while e; runs from —1 to +1.
With only the topmost diode conducting, the output of the operational amplifier
is a voltage depending linearly on e;, its slope being controlled by the setting of
R4. As soon as the second diode starts conducting, the operational amplifier will
yield the (negative) sum of both input currents contributed by these two diodes
depending on e, etc.

The potentiometers R1, R2, and R3 thus control the break-points while R4,
R5, and R6 control the slope of each of the linear functions to be added by the
operational amplifier yielding a polygonal line approximating the desired function.

The diodes acting as electronic switches are not perfect diodes, i.e., they do
not start conducting immediately at the desired break-point but instead exhibit

24 Cf. [KORN et al. 1964, p. 207 et seq.].
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Fig. 2.22. Graphical represen- Fig. 2.23. Simplified schematic of a function generator with biased
tation of a function generator diodes

a parabolic behavior for values in a small interval about the break-point; this is
normally not a problem. In addition to this, the kinks of a polygonal line are
sometimes undesirable. These can be smoothed out by superimposing a small
high-frequency sinusoidal signal on e;, if required.

Figure 2.24 shows a typical example of such a function generator (of course
having many more diodes than shown in the schematic of figure 2.23) made in
the 1960s by EAI. It features ten diode segments, each with adjustable break-
point and slope. The potentiometers on the left side control the break-points,
while those on the right set the slope of each segment. The rotary switches in the
middle control the basic direction of the slope (positive, negative, or off). Such an
arrangement has the advantage that the break-points can be located according to
the “complexity” of the function being approximated.

Another widespread implementation variant of such diode function generators
features equally spaced fixed break-points. While EAI always used variable break-
points, the German company Telefunken mainly used function generators with
fixed break-points arguing that this makes their setup simpler since only the slope
potentiometers have to be set. Giving up the freedom of choosing break-points
freely is, indeed, not too much of a loss as most functions are relatively well-
behaved, not requiring excessive slopes for a polygonal approximation. The device
shown in figure 2.25 contains four distinct function generators, each having 21
slope potentiometers.

Some functions are used frequently enough to justify the construction of fixed
function generators. Among these functions are sin(), cos(), tan(), exp(), and log().
Figure 2.26 shows a module from a Telefunken analog computer of the 1960s
featuring eight such special functions.

Setting up such diode function generators is quite time-consuming and some-
times better approximations or even functions of more than one variable, which
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Fig. 2.25. Telefunken function generator with fixed break-points

Fig. 2.24. Diode function Fig. 2.26. Example of a classic fixed function generator (Tele-
generator with adjustable funken)
break-points (EAI)

cannot be realized with reasonable effort by purely analog electronic means, are
required. In cases like these, a digital computer can be coupled to the analog
computer by means of analog-digital- and digital-analog-converters.?® The digital
computer may then perform simple and fast table-lookups based on the values
read from its ADC(s) and output the corresponding function values by means of
a DAC. This, in fact, is a first step towards a hybrid computer.

Function generators:

Most function generators are based on using biased diodes to approximate func-
tions by polygonal lines. If possible, it is advisable to create special functions by
other means such as TAYLOR approximation, etc. Function generators are some-
thing of a last resort due to their time-consuming setup and the errors introduced
by approximating typically smooth functions by polygons.

25 ADCs and DACSs for short.
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2.7 Multiplication

Interestingly, multiplication is much more complicated to implement with analog-
electronic circuits than integration. Multiplication of two variables x-y can be seen
as a function of z and y and is thus not easily amenable to the simple function
generator approach as described above. Over the past 50 years many ingenious
multiplication circuits have been devised,2® but today the GILBERT cell multiplier
is most often used as it offers high precision and can be easily implemented in an
integrated circuit (1C).

Figure 2.27 shows the most commonly used graphical symbols for multipliers.
Modern multipliers only need two inputs, « and y, to compute z -y, which applies
to the symbol in the upper left and the two symbols in the second row. If a
certain multiplier performs a sign-inversion, the symbol in the lower left is used
to emphasize this behavior. The symbol in the upper right is included for mostly
historic reasons, as it applies to the quarter-square multiplier, which requires both
variables  and y with positive and negative signs each.

One of the most straightforward approaches to implementing a multiplier is
the use of two logarithm- and one antilog-functions as shown in figure 2.28. This is
analogous to the technique on which slides rules are based. The input values must
obviously satisfy eg,e1 > 0 4+ ¢ with € determined by the log function generators
used to avoid an overload. Furthermore, special precautions are necessary to deal
with negative signs of the arguments. Under these constraints, this circuit can
also be used to implement division by subtracting one logarithmic value from the
other.

Another, historically more widely employed, implementation of a multiplier
made use of the fact that

zy=—((z+y)° - (z—y)?).

=~ =

26 Cf. [KORN et al. 1964, p. 254 et seq.] for more information.
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Fig. 2.29. Multiplier module MLT8 Fig. 2.30. Generating a parabola with an inte-
grator and a multiplier

This requires only two function generators instead of the three required for the
logarithm-technique described above. Likewise, the arguments are no longer re-
stricted to a positive interval. Due to its use of two squaring functions in conjunc-
tion with the factor of 1/4, this type of multiplier became known as quarter square
multiplier. Its implementation typically required positive and negative versions of
both of its arguments eg and e;. Often these values were readily available in the
surrounding computer setup. If not, dedicated inverters (summers with only one
input) were used.

Multipliers allowing arguments —1 < eg < +1 and —1 < e; < +1 are generally
called four quadrant multipliers in contrast to two quadrant multipliers, which only
yield results in two of the four quadrants of a Cartesian coordinate system.

Figure 2.29 shows a modern Analog Paradigm MLT8 multiplier module con-
taining eight individual four quadrant GILBERT-cell multipliers.

A simple application is shown in Figure 2.30 where a multiplier in conjunction
with an integrator is used to generate a parabola. The integrator yields a linear
voltage ramp running from +1 to —1 which is fed into both inputs of a multiplier,
which in turn yields a parabola function at its output.
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Multiplication, etc.:

Many traditional analog computers feature quarter square multipliers which need
both input variables with positive and negative signs. By reversing the two inputs
for either x or y a sign-reversal of the result can be achieved without the need for
an additional inverter.

2.8 Comparators and switches

A comparator is used to compare two analog signals ey and e; and to yield a logic
output signal for the condition ey + e; > 0.27 Typically, a relay or preferably an
electronic switch is controlled by this logic output signal. This makes it possible
to implement switching functions in an analog computer setup.

Figures 2.31 and 2.32 show the graphical symbols used to denote a comparator-
switch combination as well as a pure comparator. In contrast to a relay switch,
which has no dedicated inputs and outputs, an electronic switch may not be
reversed with respect to its input/output connections.

Figure 2.33 shows a simplified schematic of a typical comparator driving a
relay. An operational amplifier is fed with the two analog inputs to be compared
via two resistors R of equal value. Its feedback path consists of two biased diodes
which start conducting at certain output voltages of the operational amplifier as
determined by the two bias sources, which are depicted here as batteries. The
purpose of these two diodes is to limit the output voltage in order to avoid driving
the output stage of the amplifier into saturation. Classic implementations often
controlled high-speed polarized telegraph relays with this circuit.

Figure 2.34 shows an Analog Paradigm CMP4 module with four comparators
with four associated electronic switches. The left half of each row belongs to the
comparators with their two inputs and the output while the right half is associated
with the electronic SPDT-switches. The output of each comparator as well as the
control input of each associated electronic switch are available at the front panel.
If the input jack of an electronic switch is left unconnected, it is automatically
connected to its associated comparator’s output. If the output of a comparator is
explicitly patched to the input of an electronic switch, it will take over control of
this switch. This makes it possible to control more than one switch with a single
comparator output without requiring additional connections for normal operation.

27 It should be noted that a typical comparator does not perform a comparison like eg > e;.
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Comparators and switches:

Comparators employing electromechanical relays as their switching parts should
be used with care and not in conjunction with high-speed computations as the
time-lag and the time variation in closing and opening the switches of different
relays triggered at the same time can introduce substantial errors into a compu-
tation. Wherever possible electronic switches should be used in conjunction with
comparators.

The relays used in conjunction with the comparators in many classic analog
computers are quite fragile and can be damaged by patching errors such as shorting
m_ to m4 or to ground by its contacts. Electronic switches typically have dedicated
inputs and outputs, in contrast to electromechanical relays.

2.9 Input/output devices

Analog-electronic analog computers are ideally suited to be interfaced directly
with sensors and actuators that operate with analog signals. Consequently, there
is a plethora of possible input/output devices that can be employed with analog
computers. The two most common output devices are the pen-plotter and the
oscilloscope. While the pen-plotter is normally used with the analog computer set
to single run mode, allowing one trace of a function to be plotted in x,y-mode,
the oscilloscope is typically used in conjunction with either repetitive operation or
with the analog computer being in OP-mode for an extended period of time. This
makes it possible to create a more or less flicker-free picture on the oscilloscope
screen, which, together with the possibility of changing any coefficient during a
computer run manually, often gives great insight into the behavior of the problem
being investigated.

Figures 2.35 and 2.36 show typical outputs generated by a pen-plotter and an
oscilloscope.
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Fig. 2.34. Quad comparator module

Fig. 2.35. Example of a pen-plotter output

Fig. 2.36. Typical oscilloscope screenshot
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Analog computer operation

Although, at first sight, using an analog computer to solve a problem may appear
to be a daunting prospect, in practice it is a relatively straightforward process.
Figures 3.1 and 3.2 show two classic analog computers — an EAI-580 and a Tele-
funken RA 770 precision analog computer.

The most obvious feature of both machines is the large, central patch panel,
which contains several thousand jack sockets; these are typically shielded on high
precision analog computers. Whilst most manufacturers developed their own cable
and connector system, small table-top analog computer use standard 4 mm or
2 mm banana plugs for interconnecting their computing elements. The analog
computer program is set up by linking the jacks on the patch panel with the patch
leads to create a circuit which is an analogue for the problem being investigated.

Figure 3.3 shows a patch panel being removed from such a classic machine.
Programs were typically pre-patched and the patch panels stored in a cabinet
when not in use. As archaic as this seems from today’s perspective, it is a viable
means of storing and “loading” analog programs.

A more detailed look at the EAI-580 in figure 3.1 shows that its left half
is divided into four subunits. At the bottom is the main control panel allowing
the operator to select the desired mode of operation (IC, OP, HALT, repetitive
operation). It also contains the push-button controls for setting up the servo-set
potentiometers, which were normally fitted in medium to large analog computers.
These replaced most of the manual precision potentiometers and consist of a po-
tentiometer mechanically coupled to a small motor that is in turn controlled by
a simple servo-loop. Using such an arrangement it is possible to set up these po-
tentiometers by selecting a potentiometer address and entering the desired value
on this control panel. Without servo-set potentiometers the number of manual
potentiometers and variable function generators, which had to be set up, made
program changes time-consuming and cumbersome.
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Fig. 3.1. EAI-580 analog computer
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Fig. 3.2. Telefunken RA 770 precision analog computer
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Fig. 3.3. Removing a patch panel from an EAI 231RV analog computer (cf. [EAlI PACE 231R,
p. 6])

The leftmost panel in the middle section contains the central overload in-
dicator panel, which features one incandescent light bulb for every operational
amplifier in the system, as well as a four-digit digital voltmeter and a traditional
moving coil instrument. The rightmost panel contains ten manual potentiometers
and a number of switches and display lights, which show the respective states of
the computer’s comparators and relays.

On top is a digital expansion unit that consists of a number of logic gates,
flip-flops, and delay elements, which can be interconnected by means of a small
dedicated removable patch panel. Using these digital elements, it is possible to
extend the simple repetitive mode of operation by controlling the modes of indi-
vidual integrators, etc. This facility is useful for solving complex problems such as
process optimization.

The Telefunken RA 770 computer shown in figure 3.2 contains basically the
same elements. The operator controls and an oscilloscope are located in the middle
section of the computer. On the left side is a large digital expansion group, similar
to that of the EAI-580 system. The expansion chassis on the bottom left contains
variable and fixed function generators.

An example of a modern analog computer, the Analog Paradigm Model-1,
is shown in figure 3.4. Compared with classic machines it is tiny and does not
have a central patch panel due to the fact that the overall system is fully modular
and thus can be equipped with the modules that any given problem requires. The
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Fig. 3.4. Analog Paradigm Model-1 analog computer (picture by JAMES BALL)

system shown is the most basic configuration consisting of eight summers, four
integrators with four time scale factors each, eight multipliers, four comparators
with electronic switches, eight manual precision potentiometers, a power supply,
and a control unit. Since modern analog computers are not normally shared be-
tween different users, the absence of a central patch panel is not a significant
drawback and is more than compensated for by the inherent flexibility of the
modular system design.

The control unit, CU for short, of this system is shown in more detail in figure
3.5. It controls the operation of the integrators in the computer either in manual
or automatic mode. In manual mode the computer can be switched into the modes
IC, OP, and HALT by means of the push-button INITIAL and the toggle-button
OP/HALT.

Automatic mode allows either single or repetitive operation of the analog
computer by activating the SINGLE or REPEAT button respectively. In both of these
cases, OP-time is set in 10 ms steps by the push-button precision potentiometer
on the top of the CU. The push-button ICTIME selects one of two preset IC-times,
suitable for integrators operating with a time constant of 1 or 10 and 10% or 103
respectively. Pushing OVLOAD will cause the computer to automatically enter its
HALT-state when an overload is detected in any computing element during an
OP-cycle.

The jacks on the bottom of the control unit provide trigger signals that can
be used in conjunction with external devices such as oscilloscopes or plotters.
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Fig. 3.5. Control unit of a Model-1 analog computer

The jack labeled EXTHALT can be used to halt the current OP-cycle by applying
an external signal, typically the output of a comparator or a signal derived from
external equipment.

An even more recent analog computer is THE ANALOG THING?® (THAT)
which was introduced as an open hardware project?? in late 2021 and is shown in
figure 3.6. This system cannot compete with large classic analog computers with
respect to precision or its sheer number of computing elements, but it is powerful
enough to implement really interesting analog computer programs.

It features eight coefficient potentiometers, five integrators3?, four summers,
four inverters, two multipliers, two comparators, two sets of free resistor networks,
which can be used to extend the number of inputs of the integrators, summers,
and inverters, as well as several free capacitors and diodes. When larger problems
are to be tackled, several THATs can be cascaded in a master/minion mode of
operation by means of connectors on the back.

28 See https://the-analog-thing.org, retrieved December 15¢, 2022.

29 The complete hardware documentation of THE ANALOG THING can be found on github:
https://github.com/anabrid/the-analog-thing, retrieved on December 15, 2022.

30 Each of these integrators features two time scaling factors of kg = 10 and ko = 103 with
the latter being the default setting. If kg = 10 is required, OUT of this integrator must be
connected with its SLOW jack.
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Fig. 3.6. THE ANALOG THING (see [FISCHER 2022, p. 8])

Integrators, summers, and inverters have their summing junctions accessible
through jacks labeled SJ. This can be used to connect to an external resistor
network such as the two denoted by XIR on the left, thus adding further inputs
to a computing element. Connecting a diode or Z-diode between the output of a
computing element and its summing junction implements a limiter function.

On the back of the system a variety of connectors can be found. On the left
is the power connector (a USB-C jack), following by MINION IN, which allows the
computer to be part of a chain of THATs. The RCA-jacks3! labeled X, Y, Z, and
U are connected to the corresponding jacks on the front panel by means of 1: 10
voltage dividers. This makes it possible to use a standard sound card to gather
data from this analog computer. The TR jack yields a trigger signal, which can be
used to start data gathering by a data logger or oscilloscope. The next connector,
HYBRID, can be used to control the operation of THE ANALOG THING by an

31 These are often called phono jacks.
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attached digital computer, while MASTER OUT connects to MINION IN of the next
system in a master/minion setup.

Operation of THE ANALOG THING is straightforward. The switch on the
lower right controls the mode of operation. When set to MINION the mode of
operation of this THAT is controlled by the master in a chain, OFF turns the device
off. Coefficients are set in COEFF mode. Since no precision 10-turn potentiometers
are used in this little analog computer, the coefficient to be set is selected by the
switch labeled COEFFICIENT. Its corresponding value is then displayed on the panel
voltmeter.

IC sets the machine to initial condition, while 0P and HALT select operating
and halt mode respectively. The two switch positions labeled REP and REPF allow
repetitive operation with the operation time set by the OP-TIME potentiometer.
REP allows for operation times of up to several seconds, while REPF is used for
fast repetition times. In both cases, the panel voltmeter gives an indication of the
selected operational time.






Basic programming

Although solving a problem on an analog computer has basically the same pre-
requisites as programming a digital computer, the actual process of programming
differs significantly from the now-predominant algorithmic approach. Figure 4.1
shows the main steps involved. First, the problem under investigation has to be
examined and a mathematical representation, typically a system of coupled dif-
ferential equations, DE@s for short, has to be derived. From here on the digital
and analog ways of programming quickly diverge. On a digital computer these
equations form the basis for an algorithm which will be executed in a stepwise
fashion. When programming an analog computer the very same equations will be
transformed into a patching setup which determines how the various computing
elements are connected to each other. This setup is called an analog computer
program.

Since differential equations are of utmost importance in analog computer pro-
gramming, a few words about these mathematical objects might be appropriate.
Basically, a differential equation is an equation in which the unknown is not a
simple value but rather a function. A differential equation is made up from this
unknown function as well as various derivatives of this function. To simplify things
a bit3? it will be assumed that the function and all of its required derivatives are
with respect to a single independent variable. This independent variable is often

32 Differential equations are by no means really simple — many of them, often those of great
relevance for practical applications, have no closed form solution at all and are thus only
accessible to numerical or — in our case preferably — analog simulation techniques.
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A PHYSICAL SYSTEM
can be SIMULATED BY
AN ANALOG COMPUTER

A graphic description of the system:
dynamic performance

Fig. 4.1. How to program an analog computer (cf. [TRUITT et al. 1960, p. 1-108])
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time. Differential equations of this type are commonly called ordinary differential
equations or ODEs and are of the general form

dy d2y d™y
= — ..., — | = 4.1
f <t’y7 dt’ dt27 7dtn 0 ( )

where y denotes the unknown function, not a “simple” variable! If the independent
variable is time ¢, y depends on ¢ and thus should be always thought of as y(¢),
although this is almost never written explicitly to avoid unnecessary clutter in the
equations. This time dependency makes differential equations very interesting and
powerful, as they can be used to describe dynamic systems.

The highest derivative of y determines the order of the ODE. As is customary,
derivatives with respect to time will be denoted by simply placing a dot over the
function as shown in the following:

oy Py oy
yidt’ yfdt27 y 7dt37"'

Typically, physical systems with y representing some position of an object require

derivatives y (velocity), 4 (acceleration), and sometimes ¥y (jerk or jolt).
Differential equations can also contain functions and derivatives thereof with

more than one independent variable. A typical example for this is the well known

one-dimensional wave equation

0%u 5 0%u
=2
ot2 P92
which describes how a wave travels through a medium. Differential equations of

this type are called partial differential equations (PDES) and are normally much
more complicated to solve, even by using an analog computer, than ODEs.

4.1 Radioactive decay

As an introductory example, the behavior of radioactive decay will be investi-
gated in some detail using an analog computer. Most chemical elements appear
in different isotopes, which have the same number of protons in the nucleus but
differ in their respective numbers of neutrons. Not all of these isotopes are stable.
Some are unstable and these typically emit particles such as an a- or -particle
(a Helium nucleus and an electron, respectively) or electromagnetic y-radiation.
These are the most common, but by no means the only ways in which unstable
isotopes can transmute into other isotopes through radioactive decay.

Regardless of the actual mechanism of the decay, the number of atoms decay-
ing in a given time interval is always proportional to the amount of the isotope
at the start of the interval. As radioactive decay is a stochastic process, the focus
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will typically be on large numbers of atoms of any given isotope. With the dot

notation as introduced before, this can be written as®3

]\'/'0(]\/'7

where o denotes proportionality which can be expressed by a multiplicative factor
A, the decay rate, as follows:
N = —)\N. (4.2)

This is a typical, yet very simple, ODE describing how an unstable isotope
decays over time. As before, N is a function of time. The obvious question now is
which function will satisfy the ODE (4.2) in general?

4.1.1 Analytical solution

This equation is simple enough to allow an analytical solution, which will be

derived below. ODEs simple enough to be solved by such analytical means are

quite rare, but fortunately the existence of such a solution is not necessary for

programming an analog computer.3* However, the analytical solution derived here

can be used later to verify the solutions obtained by the analog computer.3®
Rearranging (4.2) yields

==
N

Integrating with respect to ¢ on both sides gives

N
/th:—/)\dt:—)\t—t—c

with ¢ denoting the constant of integration. The left side of this equation equals
In(N)36 yielding
In(N) =M +ec.
Applying exp() on both sides and explicitly writing the argument ¢ this results
in
N(t) = e MHe = e Aee,

33 In this book, time as an argument to a function is typically not explicitly shown, so N
and N have to be read as N(t) and N(t) respectively.

34 Nevertheless, appendix A gives a short overview of the methods of the operational calculus,
which can be used to solve differential equations analytically under certain circumstances.
35 The approach used here lacks the rigor required from a mathematician’s point of view.
36 This can be shown by explicit differentiation:

d d N
a(1n(N)+c) =V = S oN =
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With N(0) denoting the number of atoms existing at ¢t = 0 we get
N(0) = €% = e,

finally yielding
N(t) = N(0)e ™, (4.3)

the universal law of radioactive decay3” with X denoting the decay rate.
Typically, the half-life T} /5 is found in isotope tables instead of A. T} ;, denotes
the time in which half of the atoms available at ¢ = 0 have decayed. It is linked to

A by
In(2
Ty = §)7

yielding the following form for the exponential decay that is typically found in
textbooks:
- ln(2)t
N(t) = N(0)e Ti2".

4.1.2 Using an analog computer

As previously noted, it is unusual that a differential equation describing a “real”
problem is so simple that it can be easily solved analytically. In cases where no
analytical solution is possible or if the work required to do so is too great, an
analog computer can be used to simulate the behavior of the dynamic system
described by the DEQ under investigation. To accomplish this the equation or the
system of equations have to be transformed into a computer setup or program
as will be shown in the subsequent sections. This can be done in two main ways,
using either the KELVIN feedback technique or the substitution technique.3®

In the following example, the KELVIN feedback technique, which is quite
straightforward, will be used. Here, the differential equation is first rearranged
so that its highest derivative is isolated on the left side of the equation. It is
then assumed that this derivative is known. Feeding it to a chain of integrators,
with summers where necessary to invert signs, etc., all lower derivatives on the
right-hand side of the equation will be obtained. These lower derivatives are then
combined using suitable computing elements to yield this highest derivative from
which the successive integrations started. This output is then connected to the
input of the integrator chain, thus forming a feedback loop.

37 Another derivation, lacking the mathematical rigor, can be found in standard texts such
as [SCHWANKNER 1980, p. 111 f.].
38 Cf. [SCHWARZ 1971, p. 168 et seq.] for more information.
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Fig. 4.2. Initial computer setup for the decay Fig. 4.3. Final computer setup for the decay
problem problem

In the case of radioactive decay the DEQ already has its highest derivative on
the left-hand side:
N = —\N. (4.4)

Pretending that N is known, it can be fed to an integrator which readily yields
—N at its output.?® Multiplying this value by A results in —AN, which is the
right-hand side of (4.4). Since the left and right sides have to be equal, —AN can
now be used as the input for the integrator used to derive — N, effectively forming
the central feedback loop shown in figure 4.2.

This setup is not yet complete as it lacks a way to set the initial condition
N(0). It is also desirable to have N as output value instead of —N, which can be
easily achieved by changing the signs of the left and right side of equation (4.4).
The program shown in figure 4.3 satisfies both of these requirements.

The resulting setup of these two subcircuits on THE ANALOG THING is
shown in figure 4.4. Shown is the upper left corner of the patch panel. The input
of the first coefficient potentiometer is connected to —1 and yields the desired
initial condition N(0) at its output which is in turn connected to the IC input of
the first integrator. One of the two outputs of this integrator is connected to the
second coefficient potentiometer, the output of which is connected to an integrator
input with weight 1. Using this potentiometer A can be set. The second output*®
is connected to the X jack on the lower right of the patch panel (not shown here).
The corresponding output at the rear of THE ANALOG THING is connected to
an oscilloscope.

A typical solution curve can be seen in the oscilloscope screenshot shown in
figure 4.5. The solution displayed is clearly of the form exp(—x) as expected from
the analytical solution (4.3).

39 The implicit change of sign caused by integrators and summers must always be accounted
for.
40 All output jacks of these computing elements are connected to each other.
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ECOEFFE

Fig. 4.4. Setup for the simulation of radioac- Fig. 4.5. Simulation of radioactive decay
tive decay

In order to obtain deeper insight into the behavior of a dynamic system like
this, the computer can be run in repetitive mode. If the OP-time is short enough,
a (nearly) flicker-free picture of solution curves can be obtained on an oscilloscope
screen. The effects of changing the settings of the coefficient potentiometers will
immediately show on the display. This mode of operation typically requires a
simple linear ramp 7 for the z-deflection of the oscilloscope.4! This can be easily
generated by a single integrator, as shown in figure 4.6. The setting of S controls
the position at which the oscilloscope beam will start, while o controls the speed
at which the ramp increases, thus controlling the width of the resulting picture.

Figure 4.7 shows a long-term exposure screenshot with the analog computer
running in repetitive mode using a linear voltage ramp for x-deflection, while the
parameter A was varied manually during the exposure. The exponential character
of the decay function can be seen clearly.*2

While a high time scale factor kg of the integrators is required for an oscil-
loscope output, kg must be much lower if a plotter is used as output device in
order to not exceed the maximum writing speed of the plotter. In this case single
run operation would be used to obtain a single graph of the solution function per
computer run.

41 It would also be possible to use the built-in sweep generator of a standard oscilloscope,
but this would require triggering the oscilloscope from the analog computer’s control unit in
order to obtain a stable picture.
42 The faint trace running from the lower right to the upper left is the result of the periodic
reset of the integrators. Ideally the oscilloscope’s beam should be switched off by its z-input
under control of the control unit.
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Fig. 4.6. Generation of a sweep signal Fig. 4.7. Simulation of radioactive decay in
repetitive mode of operation with varying pa-
rameter \

4.1.3 Scaling

The solutions obtained in the previous section were only qualitative — the settings
of A and kg were chosen arbitrarily to obtain a feeling for the behavior of the expo-
nential decay. To get quantitative solutions the problem must be scaled properly.
Scaling is a central part of any analog computer programming and is often the
most difficult aspect.

As a rule of thumb, all variables within a computation should span as much
of the permissible range of values [—1,1] as possible in order to keep the effects
of unavoidable errors in the computing elements as small as possible. Therefore,
N(0) might be scaled so that it corresponds to —1.43 If, for example, 0.12 mols**
of 234Th are given, this would be represented by a setting of N(0) = 1 in the
computer setup shown in figure 4.3. If the output N of the inverter reads 0.4 after
some time, this would correspond to 0.4 - 0.12 = 0.048 mols.

So, it is necessary to distinguish between problem variables, which are the vari-
ables appearing in the mathematical representation of the problem, and machine
variables, which are the corresponding scaled variables as they occur in a given
scaled computer setup. Machine variable are often denoted by a hat:

~ 1
N = aN with ¢« = ——
aN with o max(N)’

43 It does not matter what the actual voltage of the machine unit is — be it 5, 10, 50, 100 V
or something completely different. As long as everything is scaled to +1 the actual machine
unit only has to be taken into account during readout if a standard DVM or other instrument
is used.

44 One mol of a substance contains about 6.022 - 1023 atoms or molecules (AVOGADRO’s
constant) and weighs as many grams as the atomic/molecular weight of that substance is. So
one mol of éZC weighs 12 grams.
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where « is the scale factor for this variable. In the example above it is

1

This amplitude scaling of variables is only one side of the coin. It is also nec-
essary to distinguish between problem time, i.e., the time in which the actual
problem runs, and machine time, the time at which the current simulation runs.
The process of transforming problem time to machine time is called time scaling.
To distinguish between both times the symbols ¢ and 7 are commonly used, repre-
senting problem and machine time; these are coupled by a scale factor 8 yielding
7 = fBt. B is determined as the product of kg of the integrators in a given setup
and their respective input weights.

Machine time is running faster than problem time if 8 > 1. This is suitable
for simulating processes which change too slowly with time for direct observation.
Radioactive decay of some long-lived isotope is a typical example of such a process.
In other cases where the problem time is too short to make useful observations,
choosing § < 1 suitably will slow down machine time accordingly.

In the case of 33*Th having a half-life of T}/, = 24.1 days, a substantial
speedup of machine time as compared to problem time is desirable. To get a
flicker-free display on an oscilloscope, machine time will be scaled so that 2.41 ms
will correspond to the half-life T1/2 =24.1 d with 0 <7 <20 ms. This results in

~ 0.287,

which will be set using the coefficient potentiometer labeled A in figure 4.3. Setting
the time scale factor of the integrator to kg = 103 will scale everything from
seconds to milliseconds, yielding the desired time-compression.

Scaling:
Scaling often isn’t as easy as in the example above. The following approach
should be generally used:
1. Determine the interval for each variable in a computer setup. This can be done
by either
— guestimating (possible only if the underlying differential equations are not
too complicated) or
— by solving the problem numerically, or
— experimentally, by running the analog computer and observing the vari-
ables on an oscilloscope, etc. If a variable causes an overload, it is a good
idea to scale it down by a constant factor such as 2. If a variable is con-
tained in a small subinterval of [—1, 1], it should be scaled up accordingly
to minimize errors due to the implementation of the computing elements.
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2. Variables to be scaled are typically the outputs of a summer or integrator.
In case of division, both enumerator and denominator have to be taken into
account during the scaling process. To scale a variable x by a factor £ the
following steps are necessary (£ < 1 scales down while £ > 1 scales up):

— Scale all inputs to the summer or integrator yielding x by &.

— In all places where z is used as input to following summers or integrators,
a scale factor of 1/€ has to be introduced. This is not directly possible
with multipliers, dividers, etc., as these computing elements do not feature
inputs with weights > 1. In these cases the inverse scaling factor must be
taken into account at a later stage.

3. These steps have to be performed for all variables in a given problem. Eventu-
ally, most of the scaling factors introduced in the steps above will cancel out
yielding the final computer setup.

There also exists software, such as the DEQscaler,* to perform problem scal-
ing for analog computers. This package basically solves the equations in question
numerically, determines maximum values and then derives suitable scale factors
for an analog computer implementation.

4.2 Harmonic functions

The next example is a bit more complicated and is based on the following second
order differential equation
i+ w?y=0. (4.5)

In order to apply KELVIN’s feedback technique equation (4.5) has to be rearranged
so that its highest derivative appears on the left side yielding

j=—wy.

This differential equation is still simple enough that analytic solutions can be
“guessed”. Functions y for which the second derivative is equal to the negative of
the function with some weight w? are required. One such function is, of course,

45 See https://github.com/bernd-ulmann/DEQscaler, retrieved December 14th 2022. This
page also contains an introductory example showing the application of the automatic scaler.
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+1

sin(7)

—sin(7)

Fig. 4.8. Basic computer setup for equation (4.5) with w =1

the constant O-function, which is quite trivial. Two more interesting solutions are
based on sine and cosine as
d? sin(wt) 9 d? cos(wt) 9

@ v sin(wt) and —q2 - cos(wt).

So just by inspection, three basic solutions of this differential equation have been
identified. These are called particular solutions, but which solution is the correct
one? This cannot be decided from just (4.5) as this equation does not contain any
information about the initial conditions. Since this DEQ is of order two there are
two initial conditions involved, one for y, called y(0), and one for ¢, denoted by
(0).

To keep things simple assume that w = 1. This results in the basic computer
setup shown in figure 4.8. The leftmost integrator has an output signal of —1 at the
start of the simulation run, ¢ = 0. The second integrator implicitly has an initial
condition of 0, therefore, its output is 0 at ¢ = 0 and will initially rise during the
simulation due to the input values delivered by the output of the first integrator.

With w = 1, 7 is controlled solely by kg, which has to be set equal for both
integrators. Setting ko = 103 results in an output signal with a period of 6.28 ms,
which is exactly what would be expected for w = 1.

Using a different initial condition scheme such as 0 for the leftmost integrator
and —1 for the second integrator would have yielded cos(7) instead of sin(7). By
applying initial conditions # 0 to both integrators, linear combinations of these
two particular solutions can be achieved.

Since this basic circuit yields & cos(7) as well as £sin(7) for suitable initial
conditions, it is commonly called a quadrature generator. It is the basis of many
more complex computer setups and is especially useful when figures based on
closed loops need to be displayed on an oscilloscope, as will be shown in later
sections.

Now, what about 0 < w < 1?7 Wouldn’t a simple solution just require a sin-
gle coefficient potentiometer after the inverter in the setup shown in figure 4.87
Unfortunately, this is not the case as w effectively affects the time scaling of both
integrators! Just using one potentiometer following the inverter, thus preceding
the input of the leftmost integrator, would just change its time scale factor to
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+1

— sin(w)

Fig. 4.9. Basic computer setup for equation Fig. 4.10. Output of the second integrator in
(4.5) with variable w the computer setup shown in figure 4.9 with

k0:103andw:%

wko while the second integrator would still run at kg. Therefore, it is typically
necessary to change the time scale factor of both integrators at once, as shown in
figure 4.9.

Figure 4.10 shows the resulting output signal of the leftmost integrator for
w= % One z-division of the screen corresponds to 2 ms as before. So one period
of the displayed sine-signal is about 12.55 ms, which is a good approximation to
47 as would be expected for this particular value for w.

The results shown so far have been generated with the computer set to repet-
itive operation and a OP-interval of 20 ms. In some cases a circuit like that shown
in figure 4.9 has to run for an extended period of time, for example to display a ball
(a scaled-down unit circle based on a sine/cosine signal pair) on an oscilloscope as
it bounces around in a box. In such cases a simple computer setup like this nor-
mally won’t suffice as the amplitude of the resulting sine/cosine signal pair will
not be constant over extended periods of time. This results from the unavoidable
imperfections of real computing elements. Depending on the computer used the
amplitude may decrease or increase over time, either collapsing to zero or causing
an overload condition of the integrators and the inverter.

Therefore, some additional circuitry is required for amplitude stabilization. The
idea behind this is fairly simple. On one hand, to avoid a decreasing amplitude,
some positive feedback must be introduced. This then makes a limiter circuit
necessary to avoid the ever-increasing amplitude that would otherwise inevitably
result. These two measures will, of course, cause some, but normally negligible,
distortion of the resulting waveform, especially when the sine/cosine signals are
used to drive some sort of display.

Figure 4.11 shows a typical setup of a quadrature generator with amplitude
stabilization: At its heart is the circuit shown before, with the difference that
the central feedback loop uses integrator inputs weighted with 10, so that the
overall time scale factor is 10wkg. The potentiometer labeled « introduces some
positive feedback into the loop thus steadily increasing the amplitude of the output
signal. Depending on the analog computer used this positive feedback may be
unnecessary. If the amplitude decreases without it, it is sufficient to set a to a
very small value (less than 1072, typically). To avoid running into an overload
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@

— cos(10wT)

sin(10wT)

— sin(10wT)

Fig. 4.11. Basic computer setup for equation (4.5)

some negative feedback is necessary to keep the overall amplitude stabilized. This
is implemented by the potentiometer a*, which is one of the rare cases where a free
potentiometer is required. The output (wiper) of that potentiometer is connected
to a diode that is in turn connected to an integrator input weighted with 1.

The idea here is to apply a negative bias to the diode so that it starts con-
ducting only when the output of the leftmost integrator is higher than this bias
voltage. Then the diode will start conducting, essentially implementing a negative
feedback loop (with negative exponential characteristics). It is important that the
weight of the input connected to the diode is at least a factor 10 smaller than the
input for the main feedback loop.

This setup works well on analog computers with buffered coefficient poten-
tiometers, such as the Analog Paradigm Model-1 used here. If a classic analog
computer without buffered potentiometers is used, the cathode of the diode con-
nected to the potentiometer a* should be connected to the summing junction of
the leftmost integrator.*6

There is some interplay between the settings of the potentiometers labeled a
and a*. As a determines the initial amplitude of the output signal, a* should be
set so that the diode bias voltage is of the same size as this initial amplitude. If
a > a*, the amplitude stabilization circuit will kick in directly after setting the
computer to OP-mode. This will result in a quickly decreasing amplitude which
is normally undesirable.

46 An even simpler implementation saves the potentiometer a* and connects the output of
the leftmost integrator to its summing junction by means of two ZENER-diodes in anti-series.
These diodes will start conducting when the amplitude reaches their combined threshold level,
thus effectively limiting the output amplitude of the integrator.
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Fig. 4.12. Output of the second integrator in the computer setup shown in figure 4.11 with kg = 103

and w = % resulting in a time scale factor of 10kgow = 5000

Pscalpatos
R %

@ Output

GND GND

Fig. 4.13. A different approach to an amplitude stabilized oscillator

Figure 4.12 shows the output of this circuit with the analog computer set to
1

continuous operation with w = 5 and ko = 103. The oscilloscope’s 2-deflection is

set to 2 ms per division as before.

A variation of this circuit, which is shown in figure 4.13, has been devised
by EDWARD L. KORTE*". At first sight, this circuit looks quite similar to that
described above, but there are two subtle differences:

— The amplitude is stabilized by a negative linear feedback on the leftmost
integrator as controlled by the setting of the potentiometer labeled a*.

— It requires some positive feedback to keep the amplitude up. This is imple-
mented by the resistor R and two limiting diodes. The resistor should be of
the same order as the input resistors of the leftmost integrator. This results
in a small positive rectangular feedback signal which will keep the amplitude

from falling to zero.

47 See [KORTE 1964].
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Fig. 4.14. Basic sweep circuit

This circuit is extremely useful when a high-frequency harmonic signal or signal
pair with constant frequency is required in a computation. Nevertheless, it is not
well-suited as the basis for a sweep generator, as described in the following section,
since the amplitude setting a* is quite frequency dependent.

4.3 Sweep

Sometimes it is useful to have a harmonic function sweep over a frequency range.
In a laboratory environment this is typically done with a sweep generator, also
known as wobbulator. Solving the differential equation

§j=-—wy

with w varying linearly from 0 to 1 readily yields a harmonic sweep function.
This is a particular useful variation of the computer setup shown in the preceding
section. The basic setup is shown in figure 4.14.

The underlying idea is simple. The bottom integrator generates a voltage
running linearly from —1 to +1. Scaling this down by a factor of 0.5 and adding 0.5
yields a linear ramp running from 0 to —1 at the output of the summer connected
to the output of this integrator. The two potentiometers used in figure 4.9 to set
w have been replaced by two multipliers in this circuit, which are fed with this
voltage ramp as the time-varying value for w.
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A

Fig. 4.15. Waveform generated by solving i = —w?y with 0 < w < 1

The resulting output signal is shown in figure 4.15. It should be noted that the
amplitude could use some stabilization, as shown before, because the amplitude
visibly increases with time.*8

Basically, the subcircuit in the upper half of figure 4.14 can be used to generate
sin(y) and cos(y) if ¢ is given and fed to the two multipliers. This is actually a
very useful circuit since many problems require harmonic functions for a wide
range of the parameter ¢ and have ¢ available elsewhere in the setup, as in the

following example.

4.4 Mathematical pendulum

This section describes the simulation of the movement of the tip of a mathematical
pendulum as shown in figure 4.16. It consists of a weightless rod which is pivoted
at point 0 around which it can swing without friction. Mounted at the other end of
the rod is a punctiform mass m. The angle ay denotes the maximum displacement
of the pendulum, i.e., its initial condition, while o represents the current angle
with respect to the vertical running through the pivot located at 0.49

The mass is subjected to the force F, = mg which is caused by the acceleration
due to gravity. This can be resolved into in two forces acting tangentially (F};) and

radially (Fy) on the mass:
Fy = —mgsin(«)

Fy

mg cos(a)

48 The output signal should be taken from the integrator following the one with the amplitude
stabilization circuitry. This will yield a less distorted signal due to the roll-off effect of the
integration.

49 Since a changes with time, a(t) would be more accurate, but it would clutter the following
derivations. Furthermore, the time-dependency of this angle will show in the dot-notation used
for its derivatives.
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M

Fig. 4.16. Mathematical pendulum (cf. [HORT 1910, p. 1])

F} is the restoring force, which will drive the mass back to its position of rest. It
causes a tangential acceleration

m

Qy =la
with  denoting the length of the pendulum rod and & being the angular acceler-
ation. This readily yields

mlad = —mgsin(a)

and thus the following differential equation of second order describing the dynamic
behavior of the pendulum:
&+ % sin(a) =0 (4.6)

4.4.1 Straightforward implementation

If it wasn’t for the term sin(«) in this equation, it could be easily solved by an
analog computer using only summers, integrators, and coefficient potentiometers.
This sine term makes things a little bit more complicated. If a sine function gen-
erator is available, it can be used to mechanize this equation. Otherwise one has
to resort to one of the following two approaches:
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Fig. 4.17. Pendulum simulation with sine generator circuit

If « is sufficiently small,®" sin(a) can be approximated as
sin(a) = «a,

which simplifies (4.6) to
o= fgog

[
which is just (4.5) with w? = g/I, so the pendulum can be simulated with the
computer setup already shown above in figure 4.9.

If « is not sufficiently small, either a sine function generator is required or one
can resort to using the sweep circuit described above to generate the sine function
based on & as its argument instead of a. Fortunately, & is already available as &
has to be integrated anyway. Figure 4.17 shows the resulting computer setup with
a sine generator controlled by d.

A word of caution: As useful as such a sine/cosine generator subcircuit is, it
is subject to drift and to multiplier balance errors. Generally, it should not be
used for extended simulation runs and is best employed with the computer set to
repetitive operation with short OP-times.

4.4.2 Variants

Although this implementation is quite elegant, it comes at a cost as it requires
two multipliers, two integrators, and one summer just for the generation of the
sine function. In cases like this mathematical pendulum, where the argument of
the trigonometric function is restricted (which is the case as long as the pendulum
does not flip over), other implementation variants may be advantageous.

50 What sufficiently small means actually depends on the precision required for a solution
of this problem. Typically, —7/8 < a < 7/8 can be considered small enough as the error will
stay below 1%.



4.5 Mass-spring-damper system =—— 65

A straightforward approach would be to use the TAYLOR series

oo 2n+1

sin(ip) = Y (~1)"

|
s 2n+ 1)!

to approximate the required harmonic function. Depending on the desired accu-
racy, which in turn depends on the range of the argument ¢, it will typically suffice

to set
. ©3
sin(p) &~ ¢ — 5 (4.7)

for arguments restricted to —w/4 < ¢ < /4.

This function can be readily generated by two multipliers, a summer, and a
coefficient potentiometer, thus not only saving some additional computing ele-
ments but also eliminating drift problems that might accumulate over time using
the method described in the preceding section.

Certain powers of time-dependent variables can be easily generated using two
integrators with appropriate time scale factors in series without requiring any
multipliers at all. In this case one could start from

J(frw)r-te

yielding the second term of (4.7). Changing the sign of this solution and adding ¢
will then yield the required sine approximation, an approach that will be detailed
in section 5.4.

4.5 Mass-spring-damper system

Apart from the amplitude stabilization scheme shown in section 4.2, the prob-
lems shown so far have exhibited oscillating behavior with no damping. The next
example introduces damping using the simple mass-spring-damper system shown
in figure 4.18. In this example y denotes the vertical position of the mass with
respect to its position of rest. Neglecting any gravitational acceleration acting on
the mass, there are three forces to be taken into account:

—  The force due to the moving mass, F,, = ma = mgj,

— the force caused by the spring which is assumed to depend linearly on the
strain applied to the spring, Fy = sy, and

— the force due to the velocity-linear damper, Fy = dv = dy.
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Fn+Fa+Fs=0

9 mij+ dj+ sy = 0
&

Fig. 4.18. Simple mass-spring-damper system

Since this is a closed physical system all forces add up to zero yielding the
following second order differential equation, which describes the dynamic behavior
of this mass-spring-damper system:

my+dy+sy=0 (4.8)

Here, m denotes the mass, d is the damper constant, and s the spring constant.
Without the damping force Fy this would just be an undamped harmonic oscilla-

tor, as in the previous examples.

4.5.1 Analytical solution

This mechanical system is still simple enough to be solved analytically, which is
useful as this solution can be compared later with the solutions obtained by means
of an analog computer. Dividing (4.8) by m yields

d s
j+—y+—y=0. (4.9)
m m
With the following definitions of the damping coefficient
d
= o

and the (undamped) angular eigenfrequency®’
S
wo = Ev

i+ 28y + wiy = 0. (4.10)

this can be rewritten as

51 The eigenfrequency, sometimes also called natural frequency, is the frequency at which a

system oscillates without any external forces acting on it.
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A classic approach to tackle such a differential equation is the exponential function.
“Guessing”
y= aett

yields
§ = paett and § = p2aett.

Substituting these into (4.10) yields
paet 4 2Buaett + wiaett = 0.
Dividing by ae”! results in the following quadratic equation
12 + 2B+ wy =0,
which can be readily solved by applying the quadratic formula

2
p p
== 77i _—
b2 2 4 1

with p =20 and ¢ = wg yielding the solutions
pie=—B+4/B2—wi. (4.11)

w2=wg—62

With the definition of

(4.11) can be rearranged to
p12 = —B*iw.
The solution of (4.9) is thus given by the linear combination
y = aettt 4 per2t
= ge—(BHW)t 4 po—(B—iw)t
_ aefﬁteiwt + befﬁtefiwt
=Pt (aei“t + be_i“t) . (4.12)
As known from complex analysis®?
e“! = cos(wt) + isin(wt) and
e @ = cos(wt) — isin(wt).

Applying this to (4.12) yields

y=ebt (a( cos(wt) + isin(wt)) + b( cos(wt) — isin(wt)))

52 The function cos(¢) + isin(p) is sometimes denoted by cis(¢) in the literature.
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=Pt ((a + b) cos(wt) +i(a —b) sin(wt)). (4.13)

The e~ #* term is the damping term of this oscillating system while a + b and
a — b are determined by the initial conditions. If it is assumed that the mass
has been deflected by an angle ag at ¢ = 0, this will obviously be the maximum
amplitude of its movement. If the mass is then just released at ¢ = 0 without any
initial velocity given to it, the following initial conditions hold:

a(0) = ap and
&(0) = 0.

From cos(wt) = 1 and sin(wt) = 0 for ¢t = 0 it follows that
a(0) = (a+b) = ap.

Differentiating (4.13) with respect to t and applying the same arguments yields
&(0) = (a —b)iw =0

and thus a — b = 0 for this case. So a mass released from a deflected position at
t = 0 with no initial velocity given to it, is described by

y = e Ptag cos(wt),

which is exactly what would have been expected from a practical point of view.
The position of the mass follows a simple harmonic function and its amplitude is
damped by an exponential term with negative exponent.
The term
w=/wi — B2,

describing the angular eigenfrequency, yields

o
w

for the period and is quite interesting as three cases have to be distinguished with

respect to wg and (:

wo > B: Suberitical damping, (underdamped) the mass oscillates.

wo = B2 Critical damping — the systems returns to its position of rest in an expo-
nential decay movement without any overshoot.

wo < B: In this case the system is said to be overdamped. It will return to its
position of rest without any overshoot but more slowly than with critical
damping.

It should be noted that the damped eigenfrequency w is always lower than wq
depending on the amount of damping, which can be observed directly when the
system is simulated on an analog computer, as shown in the following section.



4.5 Mass-spring-damper system =—— 69

Fig. 4.19. Mass-spring-damper system

e e

Fig. 4.20. s=.2, d=.8 Fig. 4.21. s=.6, d=.8 Fig. 4.22. s=.8, d=.6 Fig. 4.23. s=.8, d=1

4.5.2 Using an analog computer

Equation (4.8) is used as the basis to derive a computer setup for this mass-spring-
damper system. Rearranging yields

_dy+sy

)
m

which can be readily transformed into the computer setup shown in figure 4.19.
Instead of dividing by m it is much simpler to multiply by 1/m, although this
requires a little calculation before setting the corresponding potentiometer.

Using the two potentiometers labeled —¢(0) and y(0) the initial conditions
of the mass-spring-damper system can be set. y(0) controls the initial deflection
of the mass while —g(0) sets its initial velocity at the start of a simulation run.
Figures 4.20 to 4.23 show the qualitative results of four simulation runs with the
mass set to 1 (i.e., omitting the potentiometer following the rightmost summer
altogether) and different settings for the spring and damper constants s and d. As
can be clearly seen a stiffer spring requires a stronger damper in order to bring the
oscillation down quickly. Furthermore, a stiffer spring results in a higher resonance
frequency of the oscillating system.

The setup shown in figure 4.19 has the advantage that all three parameters
can be set independently from each other. This comes at a cost, though, as two
summers, one acting as an inverter, are required. Taking into account that inte-
grators typically feature multiple inputs and that integrators and summers both
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-1

Parac
®

Fig. 4.24. Simplified mass-spring-damper setup

+1

perform an implicit sign inversion, the simplified computer setup shown in figure
4.24 saves one summer.

This, however, has a drawback. The parameters s and d can no longer be set
independently from m as

and

M:

SEENEN

This does match nicely with (4.9) above.

4.5.3 RLC-circuit

A physical system exhibiting similar behavior to the mass-spring-damper system
can be set up from a resistor R, a capacitor C' and an inductance L, as shown in
figure 4.25. This system, which can also be seen as an analogue for a mass-spring-
damper system, will be used here as an example for scaling an analog computer
program.®3

This circuit is described by the differential equation
. .1
LQ+RQ+6Q:O (4.14)

with @ denoting the charge. This is structurally identical to (4.8), so everything
derived so far can be applied to this RLC-circuit as well. Rearranging yields

R R. 1
Q=-70- 750

53 Cf. [Yokogawa, p. 14 et seq.].
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Fig. 4.25. Simple RLC-circuit

The following example is based on the computer setup shown above in figure
4.24 with —y = 0. The following component values will be assumed:

C=12uF
L =5.1mH
R=200Q

E=694V

with E representing the voltage delivered by the battery in the circuit. A fully
charged capacitor at ¢t = 0 yields the initial condition

Q(0) = CE =8.328-107° As,

which is also the maximum amplitude of the charge variable that can be exhibited
by the oscillating system.
This readily yields the following amplitude scaling factor

1

=~ 120077 (As)" L.
T 8328106 As (As)

Sacrificing some of the machine unit range of [—1, 1]
a=0.1-10° (As)~!

will be chosen as this greatly simplifies the scaling process.
Applying this to (4.14) yields the following scaled equation:>*

O =-392-10°0 — 1.63-108Q
The initial condition Q(0) must be scaled accordingly yielding (approximately)

Q(0) = 0.833.

54 As before, the hats denote (scaled) machine variables. Units will be left out from now on

to simplify notation.
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With these scaled amplitudes the remaining step is time scaling. The (un-
damped) angular frequency® of the basic RLC-circuit shown in figure 4.25 is

~ 12783 s~ 1

5
Q

resulting in
v~ 2 kHz

since v = w/2m. A time scaling factor of 8 = 10* is chosen which finally yields

&*Q dQ 5
e —0.3925 —1.63Q.
The coeflicients 0.392 and 1.63 can now be readily set as y and v in the computer
setup shown in figure 4.24 with 1.63 represented by v = 0.163 feeding an integrator
input weighted by 10.

This example concludes the introductory section on analog computer program-
ming. The following chapter presents a number of useful special-purpose circuits,

which also serve as additional programming examples.

55 Since the undamped angular frequency is always larger than the damped frequency it is a
good upper limit of what is to be expected from the circuit.



Special functions

As in classic digital computer programming, there are special functions that fre-
quently occur in analog computer setups, such as inverse functions (like (square)
roots), limits, hysteresis, etc. This chapter describes typical “library” functions
which can be used as building blocks for more complex programs. As in the al-
gorithmic domain, especially among Perl programmers, the saying “there is more
than one way to do it” holds true for analog computer programs. The functions
described here are typically neither the only possible implementations nor neces-
sarily the best.

In case of doubt or when searching for other functions, the vast classic
literature should be consulted. The definitive books [KORN et al. 1964] and
[GILor et al. 1963] (German) as well as [HAUSNER 1971], [GILLILAND 1967],
[AMMON 1966], and [CARLSON et al. 1967] are highly recommended for further
reading.

5.1 Stieltjes integral

Integration on an analog computer only works with time as the variable of inte-
gration. In some cases it is necessary to compute a more general integral of the

7}“(90) dz,

form
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which can be understood as a STIELTJES integral of the form

[ a

x
/f(t)adt
0

with = z(t), 2(0) = o, and x(T) = 21.%% This can be easily implemented by
an integrator and a multiplier as shown in figure 5.1. It should be noted that the
multiplier should have a minimum zero point error since the integration amplifies

any such error over time linearly, depending in the time scaling factor kq.

5.2 Inverse functions

A very powerful technique for function generation is that of inverse functions, for
example obtaining a square root based on the function f(z) = x2. Recalling the
basic setup of summers and integrators, the idea of a setup yielding an inverse
function is simple and relies on the fact that the operational amplifier tries to keep
its inverting input, SJ, at zero. Figure 5.2 shows the basic setup to generate an
inverse function.

At the heart of this circuit is a function generator that forms the feedback
element of an open amplifier. With an input signal of x the summing junction will
be at zero if —x = f(—y) with y = f~1(x) being the value at the output of the
amplifier.

If the inverse function is not defined over the full range of [—1, 1], some precau-
tions are necessary to prevent the amplifier from overloading. It is also sometimes
necessary to connect a small capacitor, typically 10s of pF, between the output of

y=f"1(z)

Fig. 5.1. Implementation of a STIELT- Fig. 5.2. Basic setup for generating an inverse function
JES integral

56 See [GILOI et al. 1963, p. 164 et seq.].
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-
SJ
68 pF
Fig. 5.3. Typical square root circuit Fig. 5.4. Function generated by the computer setup

shown in figure 5.3 with —1 < x <1

the operational amplifier and its summing junction if the basic setup shows signs
of instability.?”

5.2.1 Square root

A good example of an inverse function is the square root circuit shown in figure
5.3. This is basically the same as the setup shown in figure 5.2 with two additional
parts. A diode and a small capacitor are connected between the output of the open
amplifier and its summing junction. The diode prevents saturation of the amplifier
when the input becomes positive as in this case the input to the amplifier and the
output of the multiplier will both be positive, thus driving the amplifier’s output
to its maximum negative level.

Although this does not harm the amplifier, driving it into saturation will gen-
erate an overflow in addition to yielding a nonsensical output value. Furthermore,
the amplifier may take some time to recover from this condition. This is especially
true for classic analog computers, which can exhibit recovery times of up to several
seconds. Note that the diode will keep the amplifier’s output a tad below zero due
to its forward threshold voltage — which is about 0.7 V for a standard silicon diode
and as low as 0.2 V for a SCHOTTKY diode.

The small capacitor prevents ringing when the amplifier’s output is near zero.
In some cases it could be omitted, depending on the behavior of the open amplifier
used. Figure 5.4 shows the behavior of this circuit. The input value has been
generated by a single integrator yielding a ramp running from —1 to +1. This
ramp has also been used for the z-deflection of the oscilloscope.

57 The capacitor provides a high frequency roll-off. Another approach to generating inverse
functions, which can also be applied to division, will be shown in section 5.16.
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Fig. 5.5. Division as inverse function of multiplication

a
' Fig. 5.7. MDS2 module
— . containing two computing
»
elements, each capable of
performing either multipli-
cation, division, or square
Fig. 5.6. Symbol for a divider rooting

5.2.2 Division

The square root circuit shown above can be easily modified to implement a division
operation. Figure 5.5 shows the basic setup: With the multiplier connected to the
output of the amplifier and to the input variable y, the open amplifier will drive
its output towards —x/y, so that the output of the multiplier yields —z which
cancels the current delivered through the z-input and its associated input resistor
to the inverting input of the amplifier.

As noted before, a small capacitor of about 68 pF should be connected between
the output of the amplifier and its summing junction to prevent unstable behavior
of the circuit. It should be also noted that this circuit does not perform a four-
quadrant division operation.

Some systems feature pre-wired modules to compute common inverse func-
tions such as square roots and divisions. Figure 5.7 shows an Analog Paradigm
MDS2 module containing two computing elements that can be switch selected to
perform either multiplication, division, or square rooting.



53 f(t) =1/t = T7

5.3 f(t) =1/t

Some important time-dependent functions such as a time-linear ramp, e~* (cf.
section 4.1.2), and sine/cosine (section 4.2) have already been introduced. Another
useful function is 1/¢, which is a good example of how functions can be generated
by solving differential equations.

The basic idea is generally to find a differential equation that has the desired
function as a particular solution for certain initial conditions. The function 1/¢ is
thus readily generated by the differential equation

i = —g? (5.1)

as the following consideration shows: Assuming 2 = t~! results in & = —t~2 which
satisfies (5.1). The resulting computer setup is shown in figure 5.8. Since the
machine time depends on the time scale factor set on the integrator it effectively
computes 1/7.

Figure 5.9 shows the result of a typical computer run with the initial condition
771(0) = 1, ko = 100, and OP-time set to 20 ms.

5.4 Powers and polynomials

Powers of 7 and/or polynomials built from such powers are often required within
a computer setup. At first glance such powers can, of course, be generated by
means of multipliers fed with a linear ramp signal such as —1 < 7 < 1, but this is
not always realistic as multipliers are expensive and analog computers, especially
historic ones, typically have only few of them. Furthermore, many multipliers such
as quarter square multipliers show non-negligible errors when their input values
approach zero.

Consequently, it is often more advisable to generate powers of a linearly time
varying variable 7 by means of successive integration as shown in figure 5.10. This
setup yields the powers 7, —72, and 73 for —1 < 7 < 1.58

This circuit can obviously be extended for higher powers of 7 and some of
the coefficient potentiometers can readily be replaced by joining inputs of the
following integrator, i.e., a factor 0.2 in front of an input weighted with 10 can
be replaced by feeding the value into two connected inputs, each with weight 1,
etc. The successive powers of 7 generated by such a setup can also be added
together (with optional changes of sign by means of summers) and coefficients to
form arbitrary polynomials. This is a useful technique to generate functions which

58 A similar setup has already been shown in figure 2.13 in section 2.3.
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Fig. 5.8. Generating % Fig. 5.9. Generation of 7=1 with 771(0) = 1
and 2.5 V per division

Fig. 5.10. Generating successive powers of T Fig. 5.11. Successive powers of 7 gen-
erated by successive integrations

can be represented by a TAYLOR polynomial or the like. Figure 5.11 shows the
time-dependent functions generated by the setup shown above.

5.5 Low pass filter

Sometimes, for instance when processing data gathered from experiments, a low
pass filter is useful. From a rather simplified point of view such a device lets only
frequencies below a certain threshold pass.®”

Another application for such a circuit is the filtering of a (white) noise signal
obtained from a noise generator. Such signals, filtered and possibly shaped into a
suitable distribution (e.g., GAussian), are extremely useful when the behavior of

mechanical systems exposed to random excitation is to be analyzed.

59 A more detailed analysis would take the shape of the filter’s passband as well as the
induced phase-shift, etc., into account.
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Fig. 5.12. Basic circuit of a low pass filter Fig. 5.13. Typical behavior of two low pass
filters in series — note the mirror image rela-
tionships between successive traces due to a
sign change upon integration

Although some classic analog computers such as the EAI-231(RV) or the Tele-
funken RA 770 feature noise generators yielding a normally-distributed output
signal, such devices are rare nowadays. Noise generators intended for audio pur-
poses feeding a low pass filter may be used instead; this is described below. If a
normal distribution of the output signal is required, it can be readily obtained by
using a suitable function generator.

Implementing a low pass filter on an analog computer is extremely simple as
it just resembles a 15%-order time lag with the general transfer function

1

Flp) = ——
() T T

where T represents the time constant of the delay line.%? This setup, shown in
figure 5.12, basically yields a time varying mean value of its input signal. This
mean gets “better” as the time constant of the circuit increases — but this also
implies that the circuit needs a longer time span to settle on the mean value.

Typically, both coefficient potentiometers are set to identical values although
sometimes a certain deviation from the “ideal” setting may be advantageous de-
pending on the desired output signal.

Figure 5.13 shows a white noise signal ranging from 0 Hz to 100 kHz obtained
from a professional noise generator in the upper third of the screen. The curve
in the middle is the result of applying one low pass filter of the structure shown
above, while the lower trace results represents the output signal of a second low
pass filter connected to the output of the first filter.

60 Cf. [GILOI et al. 1963, p. 308] and appendix A for more details. p is an operator imple-

menting a time derivative.
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Fig. 5.14. DC block

A variation of this approach is shown in figure 5.14.51 This implements a DC
block, i.e., it removes any DC component of its input signal. 1/ determines the
time constant of the filter. This circuit should be used for values Ty > 1 second.

5.6 Triangle/square wave generator

Sometimes it is desirable to have a triangle or square wave signal available. Typical
applications for a triangle wave are the z-deflection for an oscilloscope or plotter,
while square waves are often handy to control electronic switches to display more
than one curve or figure on an oscilloscope.®?

A simple computer setup for the generation of a pair of triangle and square
wave signals is shown in figure 5.15. At its heart is an integrator with its input
connected to the output of a switch controlled by a comparator. This switch yields
either +1 or —1 depending on the current slope of the triangle wave. The unlabeled
coefficient potentiometer is used to set the time scale factor of the integrator.

Figure 5.16 shows a typical output signal pair generated by this circuit. With
the integrator set to kg = 103 and the switch output connected to an input
weighted with 10, a period of 400 us is readily obtained.

5.7 ldeal diode

Diodes are very useful components as they let current pass only in one direction —
at least that is what an ideal diode should do. Real diodes have some nasty traits.
Most importantly they exhibit some forward threshold voltage, i.e., they won’t
start conducting exactly when their input crosses zero but only when it exceeds
the small voltage that is an intrinsic characteristic of every diode. These threshold

61 See [KORN 1966, p. 4-8].
62 Cf. [KORN et al. 1964, ch. 9-5].
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Fig. 5.15. Simple triangle/square wave generator
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Fig. 5.16. Triangle and square wave signal gen- Fig. 5.17. ldealized diode circuit
erated by the circuit shown in figure 5.15

voltages are typically between 0.2 V for SCHOTTKY diodes and can go up to 0.7 V
for a classic silicon diode.3

Using an open amplifier a real diode can be readily transformed into an almost
ideal diode using the setup shown in figure 5.17. The amplifier has two feedback
paths. One connects its output via a diode to its summing junction, thus limiting
its output to (near) zero when this diode starts conducting. The second path runs
through a second diode to one of the inputs of the summer, causing it to behave
like a classic inverter when this diode starts conducting. Accordingly, the output
of the amplifier will be higher than the output of the overall circuit by the amount
of threshold voltage of the diode used.

Figure 5.18 shows the behavior of this circuit with the diodes oriented as
shown. If both diodes are reversed, the circuit will behave as shown in figure 5.19.
In some cases it may be necessary to connect a small capacitor (about 68 pF)
between the summer’s output and its summing junction to avoid instabilities.

Obviously, a comparator with an associated (electronic) switch can also be
used to implement an ideal-diode look-alike. In this case, one input of the switch

63 SCHOTTKY diodes typically exhibit a larger reverse leakage current than classic silicon
diodes and should be avoided in this application.
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Fig. 5.18. Behavior of the circuit shown in Fig. 5.19. Behavior of the circuit shown in
figure 5.17 figure 5.17 with both diodes reversed
~ 68 pF
|_
||
~ 68 pF
Fig. 5.20. Absolute value function with ideal Fig. 5.21. Absolute value

diode circuit

is left open or is grounded while the other is connected to the input signal, which
is also connected to the comparator input. Since all comparators exhibit some
hysteresis to ensure stable operation, this setup may result in non-negligible errors
of the diode-approximation. This setup should be avoided on a classic machine
which uses electro-mechanical relays in conjunction with its comparators because
relays exhibit significant variations in their closing time as well as contact bounce.

5.8 Absolute value

An idealized diode can now be used to implement an absolute value function. A
typical setup is shown in figure 5.20. The left half of the circuit is the ideal diode
circuit shown before. Its output feeds two paralleled inputs of a second summer.
These two inputs behave like a single input weighted with 2. A third input of the
second summer is directly connected to the input of the overall circuit.

When the output of the diode circuit is at zero, which is the case for a negative
input value, the second summer acts as a simple inverter yielding a positive output.
As soon as x > 0 the idealized diode starts conducting and yields —z. The summer
on the right now computes x — 2x = —x again yielding a positive output. Figure
5.21 shows the behavior of this circuit. As before, it might be necessary to add
one or two small capacitors to improve the stability of the circuit.
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Fig. 5.22. Absolute value circuit based on a comparator
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Fig. 5.23. Simple limiter circuit Fig. 5.24. Precision limiter circuit

If comparators with electronic switches are available an absolute value func-
tion can also be implemented in as much simple way as shown in figure 5.22.
Nevertheless, due to the unavoidable tiny hysteresis of the comparator, the circuit
shown before should be preferred.

5.9 Limiters

A limiter function limits a signal to an upper and lower bound. This is particularly
useful for the simulation of mechanical systems with stops or systems exhibiting
saturation effects. A very simple limiter circuit is shown in figure 5.23. At its heart
is a summer which acts as an inverter as long as neither of the two forward-biased
diodes conducts. This is the linear region of the limiter — its output follows the
input (with the typical sign-reversal). If its output reaches the threshold of either
of the two diodes shown, these will short-circuit the built-in feedback resistor of
the summer and thus limits its output to the forward-bias voltage set on the two
free potentiometers.

This circuit has two disadvantages. First, since it requires two free potentiome-
ters without output buffers, it is best suited for classic analog computers which
use simple voltage dividers as coefficient potentiometers. Second, the limits are
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Fig. 5.25. Behavior of the precision limiter circuit

not really “flat” — they exhibit some slope that may be detrimental to the overall
setup using this limiting function.

A much better limiter circuit is shown in figure 5.24. At its heart is a diode
bridge controlled by two voltages representing the upper and lower limits. The two
resistors should be about a tenth of the value of the input resistor of the inverter
following the bridge circuit. This circuit exhibits excellent flatness of its output
signal in the limited state, as shown in figure 5.25, and is highly recommended.

A very simple, yet often practical limiter circuit just employes two suitable
ZENER-Diodes with their cathodes (or anodes) connected between the output of
a summer or integrator and its respective summing junction.

5.10 Dead zone

Many mechanical systems, such as gear trains, linkages, etc., exhibit a phe-
nomenon called backlash, which is caused by unavoidable gaps between moving
parts. A dead zone circuit is used to model this behavior on an analog computer.

The literature contains a plethora of such circuits — the basic idea is to use
a pair of suitably forward-biased diodes feeding a summer. The simplest form of
such a circuit consists of just two diodes, two free potentiometers and a summer.
This simplicity comes at a cost because the setup of the potentiometers is not
straightforward and the diodes are far from being ideal.

The circuit shown in figure 5.26 replaces these two real diodes by idealized
diodes as shown in section 5.7. The parameters r and [ define the right and left
break-point of the dead zone. It may be necessary to parallel the two diodes
connected to the summing junctions of their associated open amplifiers with small
capacitors to avoid unstable behavior of the circuit.

Figure 5.27 shows the behavior of this dead zone setup. A linear voltage ramp
was used for input. The left and right gradient of the curve are determined by the
weights w, and w; of the output summer’s inputs.

Here, too, ZENER-diodes may be employed, if a very simple dead zone circuit is
sufficient. In this case two of these diodes with their cathodes or anodes connected
are just placed before a suitable input of a summer or integrator.
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Fig. 5.26. Precision dead zone circuit Fig. 5.27. Behavior of the dead zone circuit

shown in figure 5.26

5.11 Hysteresis

A system exhibiting a hysteresis has some kind of “memory”, i.e., its output does
not only depend on its current input but also on its previous state(s). Many nat-
ural systems, such as some magnetic materials, exhibit a hysteresis effect, which
is also deliberately built into devices such as simple thermostats, etc. Regard-
ing dead zone functions, the literature contains a wealth of circuits implement-
ing various forms of hysteresis; see for example [HOWE 1961, p. 1482 et seq.],
[GILOI et al. 1963, p. 210], or [HAUSNER 1971, p. 142/145 et seq.].

The circuit shown in figure 5.29 implements rectangular hysteresis. It is simple
but requires an electronic switch. The inherent hysteresis of the comparator is
typically negligible but should at least be considered. The parameters a and b
define the upper and lower limits of the output while « shifts the hysteresis “box”
around the origin. As simple as this circuit is it has a flaw. The summer can (and
will) go into overload. Accordingly, it is advisable to limit its output by a pair of
ZENER-diodes connected between its output and its summing junction to suppress
an overload condition which might halt the computer operation, depending on the

run mode.

5.12 Maximum and minimum

Some problems require functions maz(x,y) or min(x,y) which can be easily im-
plemented using a comparator with electronic switch and an inverter as shown in
figure 5.28.
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Fig. 5.29. Simple hysteresis with comparator  Fig. 5.30. Bang-bang circuit
and electronic switch

5.13 Bang-bang

The bang-bang circuit gives one of two values at its output depending on its input
voltage. This can be readily implemented by means of a comparator with an asso-
ciated (electronic) switch as shown in figure 5.30. The inputs to the comparator’s
switch are connected to potentiometers which define the upper and lower limit
of the circuit’s output. One input of the comparator is connected to the input
signal while the other one is fed with a threshold value ~. If this second input is
grounded or omitted, the circuit will switch when the input x crosses zero. In this
case the circuit effectively implements the sign(x) function.

Figure 5.31 shows the dynamic behavior of this simple bang-bang circuit. It is
fed with a triangle wave generated by the circuit shown in section 5.6. The value
v is set to 0.75 and defines the duty cycle of the rectangular output signal, so to
speak. If v is a variable, this setup can be used as a simple modulation circuit.
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circuit

5.14 Minimum/maximum holding circuits

During the study of stochastic systems, but not restricted to this, it is often useful
to have a minimum/maximum holding circuit to store extreme values of a signal
for later analysis or for use in a subsequent computer run. A plethora of circuits to
accomplish this can be found in the literature, see [AMMON 1966, p. 114 et seq.] or
[HAUSNER 1971, p. 146], etc. These circuits often make use of idealized diodes as
described in section 5.7 requiring an open amplifier with the associated stability
problems.

If the computer being used has comparators with (fast) electronic switches,
very simple minimum /maximum holding circuits can be devised. Figure 5.32 shows
a typical minimum holding circuit — the electronic switch connects the input of
the integrator to the output of the inverting summer whenever the value at the
integrators output is larger than the value at the summer’s output. By interchang-
ing the two inputs of the electronic switch, the minimum holding circuit can be
transformed into a maximum holding device.

Generally, it is advisable to have the integrator set to a time scale factor
as large as possible, so that it will take on new values as quickly as possible.
Depending on the behavior of the integrator it may show quite significant drift with
a setting like ko = 103 and using an input weighted by 10. Most electronic switches
will also exhibit some small error increasing the drift in this setup. Connecting
the free input of the switch to ground as shown can lessen this error.

Figure 5.33 shows a typical output yielded by this setup. The upper trace is a
random input signal, the middle trace shows the output of the minimum holding
circuit while the lower trace shows the signal controlling the electronic switch.

Nevertheless, if computations take place at high-speed, the tiny but unavoid-
able hysteresis of any comparator circuit will render this simple circuit pretty
useless as the integrators will tend to overshoot. A much better but more complex
circuit is shown in figure 5.34. At its heart is an idealized diode.®* It is often a

64 Changing the direction of both diodes will change this circuit from a peak detector to a
floor detector, so to speak.
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Fig. 5.33. Behavior of the simple minimum holding circuit shown in figure 5.32
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Fig. 5.34. Improved peak detector Fig. 5.35. Simple sample and hold circuit

good idea to keep kg as low as possible with kg = 10% being a typical value and
use inputs (or a parallel circuit of several inputs) with as large an input weight as
possible. Increasing kg instead may yield unstable behavior.

5.15 Sample & Hold

A sample and hold circuit is used to sample an input signal and hold this value
until another sample is requested. A simple circuit for such a device is shown in
figure 5.35.5% It relies on an (electronic) switch that is triggered by an external
signal (in this case applied to its associated comparator) feeding an integrator. The
input of this switch is driven by an error signal which results from the difference
between the current input signal and the value stored in the integrator. When the
switch is closed the integrator will drive this error signal to zero, thus yielding the
last input value at its output.

It is desirable to have the integrator set to a very large time scale factor such
as ko = 103 or larger using inputs weighted by 10 or even 100 in order to follow

65 Cf. [AMMON 1966, p. 108 et seq.].
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ModeOP ModelC

Input
| OP | OP | IC_ | HALT
Output ModelC 1| 4+1 ] -1 F1
ModeOP | —1 | —1 | +1 +1

Fig. 5.36. Sample and hold circuit with an integrator individually controlled according to the table

the input signal with as little time lag as possible. The electronic switch may be
substituted by a multiplier as long as this element has a negligible balance error.

If the analog computer being used allows individual mode control of integra-
tors, a sample and hold circuit can be setup even more easily, as shown in figure
5.36. Many classic analog computers have a digital expansion system where the
mode control lines of at least some of the computer’s integrators are available.
The Analog Paradigm INT4 module shown previously has four integrators, two of
which can be externally controlled by means of jacks labeled ModeIlC and Mode-
OP. The table included in the figure shows the four control signal combinations
that can be applied to an integrator regardless of the current mode of operation
selected on the computer’s control unit.

To use an integrator as sample and hold circuit the ModeOP input should be
tied to +1. Setting ModelC to —1 will then track the input signal while applying
+1 to this input will hold the last value. Typically this works well because the
initial condition circuitry features an input weight of at least 100 resulting in an
overall time scale factor of 10° with kg = 105.

In some cases where the tracking behavior of the integrator while being in IC-
mode is undesirable, two integrators can be connected in series with the output
of the first one feeding the IC input of the second. Using clever external mode
controls this forms a simple bucket brigade circuit which yields a step-wise signal
at its output.

5.16 Time derivative

In rare cases it can be necessary to compute the time derivative of a variable. How-
ever, this operation should generally be avoided at all costs because — in contrast
to integration — it increases the signal noise considerably.®® Nevertheless, when

66 That is one of the main reasons why analog computers feature integrators instead of
differentiators although solving differential equations is possible either way.
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Fig. 5.37. Precision time derivative circuit

processing experimental data generating time derivatives may become necessary,
e.g., to obtain acceleration from velocity.5”

Although the integration circuit shown in figure 2.11 in section 2.3 can be
converted into a differentiator by exchanging the input resistor and the feedback
capacitor. Such an arrangement will exhibit excessive noise and requires at least a
low pass filter to remove high frequency noise contained in the input signal. Using
a summer and a free capacitor a simple yet useful differentiator can be set up by
connecting the capacitor to the input of the summer. The time scale factor of this
circuit is then determined by the values of the capacitor and the feedback resistor
of the summer. Generally, for the input and feedback resistors R; and Ry of the

summer, the relation R
£
R; < 0
should hold. Since the summers of an Analog Paradigm SUMS8 module use 200 k{2
feedback resistors, a 4.7 nF capacitor connected to an input weighted with 10
would result in a usable circuit with a time scale factor of about 103.
A much more sophisticated approach is shown in figure 5.37.%% Here the upper

frequency limit can be set continuously by the parameter . according to

ko
1—a

fmax =

The two amplifiers in series with the coefficient potentiometer o providing
feedback implement the equivalent of an open amplifier with adjustable positive
feedback, in contrast to the individual negative feedbacks of each of the single
amplifiers.

Figure 5.38 depicts the behavior of this circuit for different settings of «.
Generally, a should be as close to 1 as possible. Values which normally work well
without causing instabilities are a = 0.85...0.95. Variations of this setup can be
found in [HAUSNER 1971, p. 296 et seq.].

67 Cf. [GILOI et al. 1963, p. 160 et seq.] for details on differentiation using analog computers.
68 This circuit is quite similar to the DC block circuit described in section 5.5.
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Fig. 5.38. Time derivatives of a triangle signal generated by the setup shown in figure 5.15 with
upper frequency limit set correctly (second from top), too low (second from bottom), and too high
(bottom)

This circuit can be used more generally to replace an open amplifier when
creating an inverse function such as square rooting, division, etc. A setup for
division using this approach is described in [GILOI et al. 1963, p. 168].

5.17 Time delay

Many dynamic problems exhibit delay characteristics, such as delayed neutron
generation in nuclear chain reactions, transport delays in biological systems, and
the transport of materials on a conveyor belt, etc. Systems like these are mod-
elled by delay differential equations or systems thereof. Tackling such problems
on an analog computer requires some means of introducing delay in a computer
setup. The following sections describe three basic approaches for implementing
delay functions as well as discussing some design considerations for their practical
implementation.

Figure 5.39 shows the behavior of an ideal delay-circuit. A time-varying func-
tion (thick line) is delayed by a time 7" > 0 (thin line). An ideal delay with a
function f(t) as input yields a delayed function f*(¢) as its output according to
the following definition:

0 0<t<T
(1) = (5.2)
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t=20 T

Fig. 5.39. Delaying a time-varying function

Generally, delay-circuits can be grouped into three classes depending on their
behavior that results from their actual implementation:

1. Delays exhibiting discrete time and discrete values,
2. those working in discrete time and on continuous values, and finally
3. delays operating in continuous time and on continuous values.

Although delays belonging to the third class would seem to be the most desirable
in an analog computer setup their implementation is quite demanding. In addition
to that, these approaches exhibit a number of deficiencies (which will be discussed
below) that have to be taken into account in an actual simulation setup. Delays
of the first or second class are often preferred, despite their shortcomings.

5.17.1 Historic approaches to delay

In the early days of analog computation an obvious way of implementing a delay
was to use a magnetic tape drive. An adjustable time delay could be implemented
by either varying the tape-speed or the distance between a pair of write and
read heads. Apart from the high initial cost of the tape drive itself the required
frequency modulators and demodulators feeding the write heads and driven by
the read heads were extremely expensive and accordingly only a few installations
could afford to employ this technique.5?

Another much simpler classical approach is based on a capacitor wheel which
is an extension of today’s sample and hold circuits. It basically consists of a large
number of storage capacitors which are selected by motor-driven switches as shown
in figure 5.40. Here the switches labeled 1 and 2 are driven in synchronism by a
single shaft while the actual time delay is controlled by the switch labeled 3. This
setup clearly belongs to the second class of delay circuits with continuous value

69 More details on this can be found in [HOWE 1961, p. 225 et seq., p. 261].
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Fig. 5.40. Time delay circuit according to [THOMAS et al. 1969, p. 638]

representation but operating in discrete time. Its modern equivalent is the bucket
brigade device, described in section 5.17.3.

The following sections will discuss the three basic classes of delay circuits and
provide some practical implementation examples which are suitable for modern
high-speed analog computers.

5.17.2 Digitization

Today, the apparently obvious way to implement a (variable) delay is to convert
the analog signal to be delayed to a digital value using an analog-digital-converter,
ADC for short. This ADC will typically contain a sample and hold circuit to make
sure the signal does not change during conversion. The ADC output is connected
to a microcontroller which stores the values into successive memory locations
of a suitable random access memory (RAM). These values are then read out
with suitable address offset and fed to a digital-analog-converter, a DAC, thereby
achieving the desired delay, which is determined by the sampling rate and the
address offset. Using off-the-shelf hardware like an Arduino®, such a digital delay
can be implemented easily and cheaply. If more than one channel is to be delayed,
special precautions must be taken to trigger all input sample and hold circuits in
parallel and to employ similar stages following the DACs to avoid data skew.
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Cycle Group | Group 11
IC  HALT IC HALT
0 v
1 v
EAl ; ’
TIME DELAY UNIT 3 ‘/
4 v
5 v
Fig. 5.41. Classic EAIl time delay unit Fig. 5.42. Clock control of a sample

and hold circuit

The main disadvantage of this approach is that time as well as the signal
values are necessarily quantized. The time discretization is determined mainly by
the speed of the ADCs/DACs, the amount of available memory, and the maxi-
mum required delay time T'. The signal value discretization is determined by the
resolution of the ADCs/DACs. Although such circuits are readily available with
16 bits of resolution, careful layout of the printed circuit board is required. If
these discretizations are acceptable, an Arduino®-based digital delay circuit can
be considered.

A classic example of such a digital delay unit dating back to the late 1970s
is shown in figure 5.41. If such a device is readily available, it should be given
precedence over all other implementation variants because these typically require
a lot of computing elements and will also exhibit signal distortion that in some
cases may not be acceptable.

5.17.3 Sample and hold circuits

The sample and hold circuits shown in figure 5.43 are representative of the second
class of delay systems. Such delay networks consist of an even number of individ-
ually controlled integrators (denoted by the small black stripe) grouped in two
groups, labeled I and II. These two integrator groups are then alternately toggled
between IC and HALT mode by means of a two-phase clock signal as shown in
figure 5.42.

Each group alternately cycles through the IC- and HALT-modes, thus moving
the value at the input of this integrator chain in a step-wise fashion from left to
right with the delay time T" depending on the clock frequency and the number of
double integrator stages. Circuits like these have been used extensively to imple-
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Fig. 5.44. Basic bucket brigade circuit as implemented in the MN 3007 integrated circuit (cf.
[Panasonic 3007, p. 35])

ment sampled data systems and difference equations,” but they are not directly
suitable to implement a highly granular delay circuit due to the staggering number
of integrators that would be required.

A more suitable implementation of such an integrator chain is called a bucket
brigade device, BBD for short. This name is quite descriptive as they are imple-
mented by a number of capacitors connected as shown in figure 5.44.”1 These
capacitors are interconnected by field effect transistors (FETSs), which are con-
trolled by a two-phase clock signal, CP1 and CP2, controlling the odd and even
numbered FETs respectively. A voltage applied to the input IN is stored in the
first capacitor of the bucket brigade by a clock pulse on CP2. This pulse is fol-
lowed by a pulse on CP1 which transfers this value from the first capacitor to the
second and so on. Since the number of capacitor stages is fixed”? the desired delay
is achieved by adjusting the frequency of the two-phase clock signal.”™

The complementary output stage shown in figure 5.44 is noteworthy. Although
one of the two output connections would suffice, the output signal is typically
derived from this device by adding both output currents from OUT1 and OUT2

70 Cf. [KORN et al. 1972, p. 34 et seq.].

71 The integrated circuit MN3007 is taken as a representative example of a bucket brigade
device in this context.

72 Typical implementations contain 512, 1024, or 2048 storage capacitors.

73 A typical device for generating this two-phase clock is the MN3101, see [Panasonic 3101].
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before feeding the combined signal to an output filter to suppress any spurious
high-frequency components introduced by the two-phase switching processes in
the bucket brigade.

The delay obtained by a certain clock frequency is given by

N
2fclock ’

where N denotes the number of bucket brigade stages and is typically of the form
N = 2" with n € N, 8 < n < 11. The clock frequency is limited by fiin <
felock < fmax- In the case of the MN3007 integrated circuit funin = 10 kHz and
fmax = 100 kHz with N = 1024. The upper clock frequency limit is mainly due

to the high capacitance of the clock inputs CP1 and CP2 whilst the lower limit is
4

tdclay =

due to the inevitable leakage currents of the FET-controlled capacitors.”
With these constraints a MN3007 based delay circuit is nominally capable of
delay times 5.12 ms < tqelay < 51.2 ms.™®

5.17.4 Analog delay networks

To implement a delay circuit operating in continuous time with continuous values,

first the LAPLACE transform of (5.2) is required, which can be derived as follows:7%

o0 oo

Fr(s)=L(f*) = [estf t)dt= [ e s f(t—T)dt
[rrrons]
= / e f()dt = / e Te st f(t)dt = e *TF(s)
0 0

The resulting term e=57

is called the LAPLACE delay operator. Practical de-
lay circuits can now be implemented by interpreting this operator as a transfer
system”” which is described by its transfer function. Generally, given a time-
dependent input/output signal pair y;(t) and yo(¢) the behavior of the transfer

system can be described by

F(s) = %) (5.3)

with
Yo(s) = L(yo(t)) and yi(s) = L(wi(t))

74 If some degree of signal degradation is acceptable, fmin = 1 kHz may be acceptable, too.
75 With fimin = 1 kHz the maximum delay time can be as long as 512 ms.

76 Cf. [CARSLAW et al. 1941, p. 7].

77 The following sections are largely based on [GILOI et al. 1963, p. 288 et seq.].
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being the LAPLACE transforms of the time varying input and output signals. Such
transfer systems can be grouped into two classes:

1. Systems which can be described by ordinary differential equations and
2. systems which must be described by partial differential equations.

Only systems of the first class will be considered here. These can be described by
a rational function of the form

Z bksk
F(s) =2

n

ST agsk

k=0

(5.4)

Combining (5.3) and (5.4) and rearranging yields

Zaks yo Zbks y1

Proceeding in a rather informal way, s can be interpreted as the differential opera-
tor d/d¢. Replacing the LAPLACE transforms yi(s) and y,(s) by their corresponding
time based functions then yields

Z agk tkyo Zbk tkyl

which can now be used to derive an analog computer program for a given transfer
system like the delay function.
Unfortunately, the naive approach

o

_sT —1)k(sT)F
o :Z( )k;g )

k=0

is not particularly well suited for an analog computer program since it requires
an exorbitant amount of circuitry, even for a rough approximation. AMELING®
gives some interesting additional series expansions which, unfortunately, are also
not very useful for a practical implementation.

An interesting approach is to abandon the direct implementation of a power
series representation of the delay operator and to use its macroscopic behavior in-
stead to derive a suitable approximation. With s = iw the LAPLACE delay operator
satisfies

|e—in‘ _ 17

78 See [AMELING 1963, p. 242 et seq.].
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i.e., it exhibits a constant unit gain. Furthermore, it is

arg (e*i‘*’T) = —wTl = =2xfT

with w = 27 f as usual, so e™*T

yields a frequency-proportional phase shift for a
pure sinusoidal input. Accordingly, this operator can be seen as an all-pass filter.
Based on this observation a different approach to its implementation on an analog
computer is possible.

The required unit gain forces the enumerator of (5.3) to be the complex con-
jugate of its denominator yielding a transfer function of the general form

o0
Z (71)kakSka
k=0
F(s) = —=
> apskTk
k=0
The LAPLACE delay operator may now be approximated quite simply by the

following first-order PADE approximation: ™

Yo(s) 11— 24T
vi(s) 1+ L 24T

P1 (8) =

Cross multiplying the two fractions yields
Yo(5)(2 4 sT) = yi(s)(2 — sT).

Treating s as the differentiation operator as before this equation can be interpreted
as follows:80

2yo + TYo = 2y; — Ty

Rearranging terms yields

T (9o + 91) = 2(¥i — Yo)- (5.5)

Unfortunately, this differential equation cannot readily be implemented as an
analog computer program using the well-known KELVIN-feedback technique. Be-
cause there are two derivatives of degree one there is no single highest derivative
to solve (5.5) for. Although time-derivatives can be generated on an analog com-
puter,®! this is generally not advisable. Instead, integrating over both sides yields

t t
T/(yo+yi)dt:2/(yi_yo)dt
0 0

79 A thorough treatment of PADE approximations from a numerical point of view can be
found in [SACHS 2016] and [PRESS et al. 2007, p. 245 et seq.].

80 The argument (¢) will be omitted here to avoid unnecessary clutter in the equations.

81 See section 5.16 for a typical circuit.
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Fig. 5.45. 15t-order PADE approximation for the  Fig. 5.46. Simplified 15t-order PADE approxima-
delay operator tion

from which .
T
5(2/0 +ui) = /(yi — o) dt
0

follows. This equation can readily be converted to an analog computer setup as
shown in figure 5.45.32 The coefficient % obviously cannot be represented directly
by a potentiometer setting restricted to 0 < a < 1. Accordingly, the output of
the potentiometer will be connected to an input suitably weighted®3 by « of the
summer on the right, as shown in the figure.

Taking into account the implicit sign inversion caused by every integrator and
summer, this basic circuit can be further simplified as shown in figure 5.46. The
inverting summer has been eliminated and a second path of y; to the integrator is
provided. Note that the direct feedback path from the coefficient potentiometer,
too, requires an integrator input weighted with «.

The response of this 15¢-degree delay operator approximation to three different
input signals is shown in figure 5.47. The results are not bad given the extreme
simplicity of the computer setup. In those infrequent cases where step inputs
are unavoidable and less ringing of the time delay is desired, higher order PADE
approximations can be used, as shown below for a 2"d-order system.

The 2"-order PADE approximation of e~*7 has the form

sT s2T2
-5+
Py(s) = Yo(s) _ 2 12

vils) 14+ oL 4 =2

82 A comprehensive treatment of the implementation of transfer systems on analog computers
can be found in [GILOI et al. 1963, p. 288 et seq.].
83 Typically a factor of 10, 20, or 100 will turn out to be suitable.
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Fig. 5.47. Response of the 1t-order PADE approximation to three different input signals, sin(wt),

—At

1 —e~?, and a step-function (from left to right, actual measurements)

which is then readily transformed into a differential equation by again interpreting
s as the time derivative operator:

T T2 T T2

gyi'i‘ Ui = Yo + Yo +

Yi — kD) B ﬁy@

Rearranging terms yields
2
o o =) = (o) — & (o + ).
Multiplying by 12/7? yields
12
T2
which can then be integrated twice to get rid of the time derivatives. Solving for

. . 6 . .
Yo —Yi = (yl_yo)_f(yo'i‘yl)v
Yo finally yields

t

t
6 12
yo:yi_f/(yo‘f‘yi)dt"‘ﬁ//(yi_yo)dtg-
0 0

The resulting computer setup is shown in figure 5.48 and its behavior for three
basic input signals can be seen in figure 5.49.

In cases where the behavior of these two simple PADE approximations (espe-
cially for the case of a step input function) are not adequate for a given problem,
higher order PADE approximations can be found in the literature.®* An interesting
alternative approach is to drop the strict linear frequency dependent phase shift
mentioned above. If some minor deviations from this frequency/phase shift rela-
tionship are allowed, good delay approximations can be derived. [GILOI et al. 1963,
p- 298 et seq.] shows an interesting approach using a fourth degree approximation
of the experimentally derived form

ooT o (194 T635T + s2T?\ (54.9 — 5.94sT + s>T?
T \19.4 4+ 7.63sT + 272 ) \ 54.9 + 5.94sT + s2T2 |

84 See [GILOI et al. 1963, p. 297], [CARLSON et al. 1967, p. 225 et seq.], or [CUNNINGHAM 1954]
for a collection of suitable analog computer setups.
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Fig. 5.48. 2"d-order PADE approximation for the delay operator — typical values for o and 8 are
20 and 100, respectively

//\ ﬂ /Ax/ [ /
A \ v |

Fig. 5.49. Response of 2"d-order PADE approximation to three different input signals, sin(wt),

1 —e~*, and a step-function (from left to right, actual measurements)

Another high-quality analog delay circuit is based on a STUBBS-SINGLE ap-
proximation which tends to get quite complicated, if high signal fidelity is to be
achieved. The 4*"-order STUBBS-SINGLE approximation shown in figure 5.50 is
based on the transfer function

1 15 13.55

1-2 19 9.9 1999 3 3 4.4

TS 5™t 131 02" * T ¢
=1 5 13.55

14 = 22 20 1999 3.3 44

Tt T T e T T ®

and requires four integrators, two summers, and six potentiometers.

Further details of time delay approximations can be found in various
sources such as [GILOI et al. 1963, p. 294 et seq.], [STUBBS et al. 1954], [CARLSON
et al. 1967, p. 225 et seq.], and [KENNEDY 1962, p. 6-5 et seq.].
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5.18 Transfer functions

Transfer functions of the form

m
Z bksk
k=0

3

> agsk

k=0

F(s) = (5.6)

as introduced before are an extremely useful tool in many branches of science and
technology. Accordingly it is of interest to find an easy way of deriving an analog
computer program from these. Stable systems satisfy m <n and a; > 0.

Following the reasoning outlined in section 5.17 transfer functions can be
mechanized generally as shown in figure 5.51.%°

5.19 Exponentially mapped past

It is often desirable to compute something like an arithmetic mean

n
T

=1

n

?

T =

for a (time) continuous variable x(t). A very simple approach could look like this:

t1

1
T = t)dt
v t1—t0/x()

to

Although this approach works fine on an analog computer it requires fixed times
to and t1, which is only practical in few cases.

To overcome this problem [OTTERMAN 1960] introduced exzponentially-mapped-
past (EMP) variables in order to extend the idea of an arithmetic mean to con-
tinuous variables in continuous time on which the classic EAI application note
[EAI 1.3.2 1964] is based.®6 The basic idea is to introduce a weighting function
ensuring that recent values influence the result more strongly than past values.

85 Cf. [GILOI et al. 1963, p. 288 et seq.].
86 OTTERMAN’s work has its roots in [FANO 1950]. This section closely follows these sources
as well as [EAI 1.3.2 1964] and [GILOI et al. 1963, p. 308 et seq.].
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The following equation demonstrates this technique with the integral running

from the most distant past —oo to 0 (=“now”):%7
0
z(0) =« / x(t)e dt
— 00
Here, o denotes a normalization factor:
0
1
/ et dt = —
@
— o0

Implementing this scheme on an analog computer is straightforward and guar-
antees that the integrator will not overload even during long operating times (given
that z(t) remains in suitable bounds).

This can be further generalized as

T T
Z(T) = / ()1 a4t = ae=T / z(t)e®t dt, (5.7)

a convolution integral of the input function x(¢) and an exponentially decaying
weigthing function, the derivative of which with respect to T is

T
dii =a|—-aeT / z(t)et dt + e TeTx(T) | = ax(T) — aZ(T). (5.8)
— 00
Based on (5.8) the analog computer setup shown in figure 5.52 can be directly
derived. This basically implements a leaky integrator, which can also be seen as a
low-pass RC filter. It should be noted that this only works if no exact estimation
of the mean value is required during the startup time of the computation. After a
step input, the output will reach 95% of the step height in the time interval 3/c.
This must be taken into account for the startup time.
This approach can be extended to the calculation of an EMP variance. In the
discrete case the variance is defined by

1 ~
JQ:n_lz(:vi—x)Q.

i=1

This can be extended to continuous variables analogously to (5.7) as

87 7z denotes the EMP mean.
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Fig. 5.52. EMP mean circuit — the parameter o determines how quickly the weigthing function
“forgets” past input values
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Fig. 5.53. EMP variance circuit

T T
o2(T) = a / (z(t) — 2(t))? D) 4t = ae=T / (z(t) — T(t))? e dt.

This yields the analog computer setup shown in figure 5.53.
Equally straightforward is the computation of an EMP autocorrelation p(7)

based on
T

pr)=a / z(t)z(t —7)e T ¢
— 00
as shown in figure 5.54 where 7 represents the time delay used for the correlation.
The time delay function shown can be implemented using various techniques such
as those shown in section 5.17.

The WIENER-KHINCHIN theorem states that the spectral decomposition of the
autocorrelation function of a suitable function is given by the power spectrum of
that function.8® Thus, it is possible to compute an EMP power spectrum based
on p(7).

The EMP FOURIER transform is defined as

T T
Fv(w) = / x(t)efoz(Tft)efiwt dt = aefiwt / l_(t)efa(Tft)eiw(Tft) dt.

88 Questions regarding convergence criteria are beyond the scope of this section.
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I p(7)
Time delay M

Fig. 5.54. EMP autocorrelation circuit

Fig. 5.55. EMP FOURIER circuit

The power spectrum is P(w) = |[F(w)|?, i.e., in the EMP case it is

T 2

P(w) = a? / 2(t)e™ T cos(w(T —t))dt | +

— 00

T 2

/ 2(t)e” T sin(w(T —t)) dt

— 0o

The corresponding analog computer setup is shown in figure 5.55. At its heart is a
simple quadrature oscillator consisting of two integrators and a summer in a loop.
This yields the sine and cosine components, the squares of which are summed to
yield the desired output.






Examples

The following chapter describes a variety of problems of differing complexity which
have been solved using an analog computer. Reproducing these solutions on an
analog computer is not only highly instructive but also very rewarding and, last
but not least, fun.

6.1 Displaying polynomials

This first example is based on the idea outlined in section 5.4 and details how a
polynomial
p(z) = az® +ba® +cx +d

with coefficients a, b, ¢, and d in [—1, 1] can be displayed on an oscilloscope allowing
a user to change the coefficients while immediately observing the effects on the
polynomial.

This requires a little trick circuit to implement coefficients in [—1, 1] as shown
in figure 6.1, which will be used in the polynomial circuit multiple times. With
0 < a < 1 the output of this circuit will vary linearly between [—x, x].

The necessary terms x, x2, and 2® can be obtained by successive integration
over a suitable constant 7, which is linked to the OP-time of the analog computer
running in repetitive mode. Figure 6.2 shows the overall program for displaying
a polynomial of third degree. Ideally, an oscilloscope in x/y-mode is used with x
and p(x) as its respective input voltages. Figure 6.3 shows three representative
screenshots obtained with this program.
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7> e L [—z, z] with
0<a<l1

Fig. 6.1. Generating coefficients within [—1, 1]
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[ ax?
%% p(w)

Fig. 6.2. Generating p(z) = az® + bz? + cz + d with a,b,c,d € [-1,1]

6.2 Chemical kinetics

A central problem in chemistry, biology, pharmacy, etc., is to describe and analyse
the rates at which chemical reactions occur. Two general terms are important in
this context. First, the speed of a reaction in which a substance A is transformed
into a product X, a process typically denoted by A — X. The second term is
the order of the reaction, which describes the dependency of the reaction speed
on the concentration of the various substances within the reaction:

Order 0: The speed of the reaction is constant. This is typically the case when
the substances involved are available in abundance.
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Fig. 6.3. Basic terms z, 22, and z3

Order 1: This describes a reaction A — X, following the equation —a = ka
where k is a constant describing the speed of the reaction.

Order 2: A reaction of the form A+ B — X or A+ A — X following —a = kab
or —a = ka?, if only reagent A is involved.

The simple reaction

k1

can be described by the two coupled differential equations
a = —kia+ kob and
b= kia — kab.
These can be readily transformed into the computer setup shown in figure 6.4,%°

which yields simulation results like those shown in figure 6.5.
A slightly more complicated reaction is described by

A+B -5 0

yielding the equation @ = b = —¢ = —kab which is easily converted into the
program shown in figure 6.6. This gives the typical results shown in figure 6.7.99
A two step reaction system such as

k1

Al g o

can be described by the following set of coupled differential equations

a= —kla
b= kia — kob and
é = kob.

Figures 6.8 and 6.9 show the program and typical results for this problem.%!

89 Cf. [ROPKE et al. 1969, p. 71 et seq.].
90 See [ROPKE et al. 1969, p. 51 et seq.].
91 See [ROPKE et al. 1969, p. 75 et seq.].
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;

i

Fig. 6.4. Computer setup for the system Fig. 6.5. Typical simulation result for the reaction

A%B AkZQB
k1 k1

-1

Fig. 6.6. Setup for the equation @ = b = —¢ = —kab  Fig. 6.7. Typical simulation result

@\ —
b\
() . b
/ T
a ————
Fig. 6.8. Computer setup for the reaction A g Fig. 6.9. Simulation result for the reaction

B2 ¢ ArL B0
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MICHAELIS-MENTEN kinetics is a classic enzyme kinetics model of the form

S+E=—a: b pip

ko
with S, F, ¢, and P denoting the concentrations of a substrate, the enzyme, the
enzyme-substrate complex, and the final product of the reaction. The free enzyme
on the right-hand side is available for new enzyme-substrate complexes, i.e., the

enzyme is not consumed during the overall process.?? This system is described by

the following set of equations:?3

§$ = —kies + koce
€= —kies+ (ko + k3)e
¢ =kies — (ko + k3)e
]5 = k‘3€

Setup and result are shown in figures 6.10 and 6.11.

Another complex chemical reaction model is the process of methane chlorina-
tion.?* The basic idea is to react methane, CHy, with chlorine, Cls:

CH,4 + Cly % CH;Cl + HCI
CH;Cl + Cly 225 CH,Cl, + HCI
CH.Cls + Cly *2 CHCI; + HCI
CHCl; + Cly 2% CHCL, + HCI

These reactions are governed by the reaction constants ki, ke, ks, and k4
with a, b, ¢, and d representing the respective concentrations of CH3Cl, CH2Cls,
CHCIl3, and CHCly. The overall proportion of Cly to CHy is represented by A in
the following system of coupled differential equations, which can be implemented
as shown in figure 6.12:

a=—kia

b= kia\ — kob\ = N(k1a — kab)
¢ = kob\ — ksch = A(kob — k3c)
d = kse — kgd\ = A(ksc — kad)
é = kqd

A= —A(k1a + kab + kzc + kyd)

92 See [ROPKE et al. 1969, p. 105 et seq.] and [KNORRE 1971, p. 105 et seq.| for more details.
93 In a typical scaled computer setup, k1 is about 20.
94 This example is based on [WAGNER 1972, p. 23 et seq.].
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Fig. 6.10. Computer setup for the MicHAELIS- Fig. 6.11. Typical simulation result for the
MENTEN kinetics MICHAELIS-MENTEN kinetics

6.3 SEIR model

The classic SEIR model of an infectious disease consists of four sets of subpop-
ulations: The set of susceptible persons S, the set of exposed persons E, the
infected persons I, and the recovered (or removed, in case of death) persons R.
This model? is described by

S =—BSI

E =BSI —aF
I=aE—~I
Rz’y[

95 See [SCHABACK 2020] for a recent example of this and other systems to model COVID-19.
[BRACHER et al. 2021] details on the problems of predictions for epidemics.
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Fig. 6.12. Computer setup for the multi-stage methane chlorination reaction
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S =—8SI 5
E =BSI —aE E
I =aF — I
R=~I R

Fig. 6.13. Implementation of an SEIR model

with g representing the chance for a susceptible person to be exposed to an infected

ne,”® o describing the chance of an exposed person to get ill, and v describing the
recovery (or death) rate of infected persons. The corresponding straightforward
analog computer program is shown in figure 6.13.

Initially all but a few already infected persons are susceptible. This is rep-
resented by the initial conditions of the integrators yielding S and I with I(0)
representing the amount of persons already infected at the start of the simulation.
The effects of parameter changes can be directly observed on an oscilloscope with
the analog computer running in repetitive mode. A typical result is shown in figure
6.14.

96 Social distancing would decrease .
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S R

Fig. 6.14. Typical simulation result of a SEIR model

6.4 Damped pendulum with external force

The mathematical pendulum described in section 4.4 is well-behaved, because it
obeys a simple linear combination of trigonometric functions once started. The
following example is more complex as it not only involves an external ezcitation
or forcing function but also includes a damping term. The forcing function e(t)
describes an external force to which the pendulum is subjected during its move-
ments. A damped pendulum exposed to e(t) exhibits chaotic behavior for certain
sets of parameters.97

As before, a punctiform mass m on a massless pendulum rod of length r
is assumed. The angle between this rod and a vertical line crossing its hinge is
denoted by . As usual, g denotes the acceleration of gravity, 8 represents the
damping factor while A is the amplitude of the forcing function. The following
derivation takes a slightly different path to the one adopted in section 4.4.

With I denoting the rotational inertia it is
I=mr?.

Since the sum of all forces in a closed system must be zero it follows that
p=> = (6.1)
i

where the 7; denote the various torques acting in the system. These torques are

Ty = —rmgsin(y) (torque due to g) (6.2)
T8 = —f¢ (torque due to 3)
Te = A cos(wt) (torque due to excitation)

Combining these with (6.1) results in

mr2gb = —rmgsin(p) — B¢ + A cos(wt)

97 This example was inspired by the numerical simulation of such a driven pendulum shown
in https://wuw.myphysicslab.com/pendulum/pendulum/chaotic-pendulum-en.html, retrieved
on June 160, 2019.
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>

Fig. 6.15. Generating the forcing function e(t)

Fig. 6.16. Computer setup for pendulum simulation

which can be rearranged to give

Acos(wt) — B¢

. 9.
p=—Lsin(p) + =2

As the highest derivative is now isolated on the left-hand side, this form is ideally
suited to applying KELVIN’s feedback technique to derive an analog computer
setup.

First, a harmonic forcing function with a variable frequency, such as the sweep
circuit described in section 4.2, is required. The circuit used is shown in figure 6.15.

The sine-term in the expression (6.2) can be generated either by the subcircuit
shown in figure 4.17 in section 4.4 or by a TAYLOR approximation, as already
described in section 4.4.98 The overall analog computer program for the damped
pendulum subjected to a forcing function is shown in figure 6.16.

This setup invites playing with the parameters 3, A/mr?, g/r, and w. Gener-
ally, the behavior of such an oscillatory system can be visualized best by a phase
space plot, or phase diagram, which visualizes all possible states of the system.
Figure 6.17 shows the chaotic behavior of the system for a certain parameter set-

98 In the case of a TAYLOR approximation, ¢ is restricted to a certain interval, so the pendulum
cannot flip over in the simulation.
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Fig. 6.17. Typical simulation result showing chaotic behavior

ting. Here ¢ and —¢ were plotted “against” each other, i.e., these variables were
to the z- and y-inputs of the oscilloscope.

6.5 Mathieu’s equation

This following section is based on another oscillating system described by the
well-known MATHIEU equation — a linear homogenous second order differential

equation with many applications. It can be used to describe the vibrations in an

elliptic drum, the behavior of an inverted pendulum, and much more.??

The general form of MATHIEU’s equation is
g+ (a—2gcos(2t))y=0

with the initial conditions y(0) = 1 and ¢(0) = 0. Following [EAI 1964], the pa-
rameter a is removed by letting a := 2¢. Defining a function

x(t) = 1 — cos(2t) (6.3)
simplifies the equation considerably yielding
i +axy = 0. (6.4)

As usual, the time ¢ as parameter of the function z(¢) has been omitted here and
below.

99 Cf. [RUBY 1996], [Yokogawa, p. 17 et seq.], and [GILOI et al. 1963, p. 196 et seq.] for more
examples and details. This section is mainly based on [EAI 1964].
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At first sight, one might be tempted to implement the function x using a diode
function generator or a suitable approximation, but due to the fixed argument
range of a function generator this approach is not viable. As is frequently the
case, it is much better to generate the required function by solving a suitable
differential equation. Differentiating (6.3) twice yields

& = 2sin(2t) and
& = 4 cos(2t).

This results in the following differential equation which has (6.3) as a solution
i+ da = 4. (6.7)
This is demonstrably correct, as (6.5) and (6.6) can be substituted into (6.7) to

give
4cos(2t) +4 (1 — cos(2t)) = 4.

As a first step in deriving a computer setup for (6.4) equation (6.7) first must
be converted into an unscaled analog computer program. It can be written as a
system of equations which quite closely resemble a program:

i:/i&
w:/i& (6.8)

i=4—4x (6.9)

Obviously, 0 < 2 < 2 due to (6.3), so (6.8) can be scaled by 1/2, which must
be compensated for by doubling the factor 4 in (6.9) accordingly, yielding

iz/i&, (6.10)
3= [ Liat, and
T = 533 , an
i=4- 8. (6.11)

From (6.6) it is clear that —4 < & < 4, so (6.11) must be scaled by 1/4, which
will be compensated for by quadrupling & in (6.10):

i:/ﬁ&
1
[ La

F=1-27 (6.12)

)
I
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Now, only # is still unscaled and must lie in the range of [—2,2] due to (6.5):

E:/ﬁm
iz/Edt

i=1-27 (6.13)

The resulting computer setup for these equations where no function exceeds the

interval [—1,1] is shown in figure 6.18. Keep in mind that the output signal has

been scaled down from the interval [0,2] to [0 : 1] — a fact that has to be taken
into account during the scaling of (6.4).

Now, equation (6.4) must be scaled accordingly. With 0 < z < 2 a static

variant § + 2ay = 0 suitable for the further scaling process is obtained. This is a
harmonic oscillator with a solution like

y = y(0) cos(wt)
with w? = 2a. The first derivative of this solution is then
¥ = —y(0)wsin(wt).
Thus, 0 < |y| < y(0)w. Restricting the parameter a to 0 < a < 10 yields
w=12a=~5.

Accordingly, a scaling factor of 1/5 is required for . Due to the fractious behaviour
of the MATHIEU equation, another factor of 1/5 is taken into account yielding an
overall scaling factor of 1/25 and thus

1 .
Y= % gdt
1/5 [ . R
g=—— [ ydt=5 [ ydt
Y 1/25/y /y
ij = 10ag. (6.14)

The factor 10 in (6.14) can now be distributed over the equation. Introducing
an additional scaling factor 1/10 for a to simplify setting this parameter finally
yields the program shown in figure 6.19, which allows for values 0 < a < 10 except
for the regions where the system is unstable.

Figures 6.20 shows a collection of typical solutions for MATHIEU’s equation
for increasing values for a. These solutions were obtained with the integrator time
scale factor set to ko = 103 and the computer running in repetitive operation.
The oscilloscope was set to 2 ms per division horizontally and 2 V per division
vertically.



122 — 6 Examples

)

Fig. 6.18. Scaled setup for equation (6.7) Fig. 6.19. Scaled setup for equation (6.4)

6.6 Van der Pol’s equation

The VAN DER POL equation, named after BALTHASAR VAN DER PoOL in 1920 as a re-
sult of his pioneering work on vacuum tubes, describes an oscillator with damping
behavior which depends on the amplitude of its output. For small amplitudes the
damping is negative, so the amplitude will rise until it reaches a certain threshold
at which the damping term becomes positive resulting in an automatic amplitude
stabilization. 00

The basic form of the VAN DER POL equation is
j+n(y®=1)g+y=0

which can be rearranged to give
j=—y—n(y’—1)3

Damping is controlled by the term y? — 1, which is negative for y < 1, thus
increasing the amplitude. If the amplitude y > 1, the damping term becomes
positive and decreases the amplitude, thereby effectively stabilizing it.

This can be readily transformed into the unscaled computer setup shown in
figure 6.21. The parameter u controls the overall behavior of the oscillator and is
assumed to be in the interval [0, 2] without loss of generality.

Scaling this program is not trivial, because the parameter p complicates things
significantly. A bit of experimentation and guesstimating values shows that —2 <
y < 2 is a good starting point. To scale this down to the interval [—1,1], the
integrand of the second integrator is scaled by a factor of 1/2. To compensate for
this the output of the first multiplier must be scaled by 4, while the upper input
to the summer feeding the leftmost integrator must be scaled by 2.

100 See [VAN DER PoL et al. 1928] for more details on this type of oscillator. In this paper,
VAN DER POL and his co-author J. VAN DER MARK develop an electronic model for a heart.



Fig. 6.20. Typical solutions of MATHIEU's equation for some values 0 < a/10 < 1
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O,

Fig. 6.21. Unscaled computer setup for the VAN DER POL equation

B
10

ST

Fig. 6.22. Final computer setup for the VAN DER POL equation

The next step involves scaling of 42, which lies in the interval [0,4]. Accord-
ingly, the scale factor of 4 at the output of the multiplier just introduced above
will be removed and this will be compensated for at the input of the following

summer and so forth.

Executing this process for all variables within the program yields the following
set of equations with auxiliary variables y;, y2, and y3, which can be readily

converted into a scaled computer setup as shown in figure 6.2

2.101

101 Please note that the sign-inverting feature of integrators and summers has already been

taken into account in this set of equations.
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Fig. 6.23. Typical phase space plot of the solution of VAN DER PoOL'’s differential equation

As before, a phase space plot will be used to show the behavior of the oscillat-
ing system. 75 and ¥ were used to create the display shown in figure 6.23. It can
be seen clearly how the amplitude builds up over only one period starting from a
small initial value for § near the origin of the display. Running the computer in
repetitive mode allows the observation of the influence of various settings for pu.

6.7 Generating Bessel functions

Figure 6.24 shows a classic exercise problem regarding the generation of BESSEL
functions on an analog computer.!92 These functions were first described by
DANIEL BERNOULLI'®3 and later generalised by FRIEDRICH BESSEL.!* BESSEL
functions of the first kind are usually denoted by J,(¢) and are solutions of the
BEsSEL differential equation

g +ty+ (12 —n?)y=0. (6.15)

Sometimes these are called cylindrical harmonics. The parameter n in the equation

above defines the order.19°

102 This example problem was provided by Dr. CHRIS GILES.

103 01/27/1700-03/27/1782

104 07/22/1784-03/17/1846

105 See [BowMAN 1958] and [MCLACHLAN 1961] for an introduction to BESSEL functions and
their applications.
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ANAYOG COMPUTERS
Laboratory Experiment No. 5

Solution of Bessel's Differential Equation

By programming the Analog Computer to solve Bessel's Differential
Equation, plot J o(x) and Jl(x) using the Variplotter. Determine from
the plot the first four zeros of Jo(x) and Jl(x) and compare with
tabulated values of these quantities. Note that there is a relationship
between J,(x) and Jl(x) which should be taken advantage of in this
problem.

Discuss the solvtion and any unusual features of your solution,

Fig. 6.24. Classic exercise regarding analog computer solutions for BESSEL functions

In the following, n = 0 and n = 1 are assumed. For n = 0 equation (6.15) can

be written as 1

y:*Ey*y

after dividing by t?> and solving for 4. This can be readily transformed into an
analog computer program by applying KELVIN’s feedback technique. The only
thing to take into account is the term % which is not well suited for an analog
computer due to the pole at t = 0. Instead of generating this as a multiplicative
term it is far more easy to directly generate the quotient % since y — 0 with ¢ — 0.

The resulting program is shown in figure 6.25. Time ¢ has been substituted
by machine time 7, which is generated using an integrator. The parameter 7
determines how fast 7 rises and should be set so that it spans the whole interval
from 0 to 1 during one computer run.

The relationship between Jo(t) and Ji(¢f) mentioned in the original exercise
is an interesting one and can be found in [BRONSTEIN et al. 1989, p. 442] or any
other standard textbook. In general

% (t7"Tn(t) = =t " g1 (t)

holds, which implies
Ji(t) = —=Jo(t)

for the case n = 0. Accordingly J1(7) is readily available in the program as it is
just —y.
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Fig. 6.25. Analog computer program for generating BESSEL functions Jo(7) and J1(7)

Figure 6.26 shows the overall program setup on THE ANALOG THING.'%6
A typical result is shown in figure 6.27. Note that the program has not been
properly scaled. 7 was set according to the operate-time of the machine running
in repetitive mode. The central scaling factor A was set by trial and error to get
the desired result.

6.8 Solving the one-dimensional Schrodinger equation

Solving the time independent SCHRODINGER equation

—h
{VQ + V(x)} U(z) = EY(x) (6.16)
2m
for a nonrelativistic particle in one dimension on an analog computer is described
in this section and turns out to be pretty straightforward. 7
The basic equation (6.16) can be rearranged into
h 029 (x)
- V(i) —E)¥(z)=0 6.17
S+ (Vi) - B) W) (6.17)
with b
h=—
27

denoting the reduced PLANCK constant, m being the mass of the nonrelativis-
tic particle under consideration, V() representing the potential energy (i.e., the

106 See http://the-analog-thing.org.
107 This section is based on [MULLER 1986]. As always, V represents the nabla or del operator,
e, V=(Z,....52).

ox1’ ? Oz,
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Fig. 6.26. Setup for generating Jo(7) and J1(7)  Fig. 6.27. Typical output for Jo(7) and Ji(7)

depth of the potential well), and E being the energy of the particle. U(x) repre-
sents the probability amplitude, which depends on the z-coordinate of the one-
dimensional system being examined. Solving (6.17) for the highest derivative yields
0%V (x) 2m
o2 = T (V(x) — E) ¥(z).
To solve this problem on an analog computer x will be represented by the
integration time basically yielding

U = o (6.18)

with 9
o= %(V —B)

omitting the function arguments (¢) instead of (z) as usual to simplify the notation.

Equation (6.18) can be directly converted into the unscaled analog computer
program shown in figure 6.28. Its input is the time-dependent function ® describing
the potential well yielding the probability amplitude ¥ as well as ¥2 at its outputs.
The initial conditions for this function are set with the potentiometers ¥(0) and
U(0).

The computer has been run in repetitive operation with an OP-time of 20 ms
and a time scale factor of ky = 102 set on all integrators. The input function ®
resembles a square trough and is generated with the circuit shown in figure 6.29.
The integrator on the left yields a linear ramp function running from —1 to +1,
which is fed to a series-connection of two comparators with electronic switches.
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o >—
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Fig. 6.28. Setup for the one-dimensional SCHRODINGER equation
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Fig. 6.29. Generating the potential well

Using the coefficient potentiometers labeled [ and r the left and right position of
the trough’s walls can be set. The height and depth of the trough are set by the
coefficients E and Vj, finally yielding ®.

Figure 6.30 shows a typical result from an unscaled simulation run.'® The
trough parameters [ and r were set to yield an approximately symmetric trough,
which is shown in the upper trace. The two following curves show ¥ and U2, Here
W(0) was assumed to be zero while ¥(0) was set experimentally so that the two
integrators in figure 6.28 did not go into overload.

One of the big advantages of an analog computer, namely the ease with which
parameter variations can be tested, becomes very clear in this program. Varying
E, Vo, ¥(0), and ¥(0) gives a good sense for the behavior of the one-dimensional
SCHRODINGER equation.!%9

108 Scaling this problem is described in detail in [MULLER 1986].
109 [BABERUXKI 2022] shows a more complex problem involving a GAUSSian potential.
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Fig. 6.30. Typical solution of the SCHRODINGER equation

6.9 Ballistic trajectory

The following example computes the two-dimensional ballistic trajectory of a pro-
jectile fired from a cannon taking the velocity-dependent drag, which slows down
the projectile, into account.!'® This drag causes the trajectory to deviate from a
simple symmetric parabola as it will be steeper on its trailing path than on its
leading part. The drag 6(v) is assumed to be of the general form

5(v) = rv? (6.19)
with
v =122+ y2.

This is a bit oversimplified as, according to StAccI for example, a realistic drag

function for a historic projectile has the form!!!

0.04420(v — 300)

5(v) = 0.20020 — 48.05 + /9.6 + (0.1648v — 47.95)2 + "
371+ (555)

Nevertheless, (6.19) will suffice for the following example. The general equations
of motion of the projectile in this two-dimensional problem are

d(v)

&= o cos(yp) and (6.20)
j=—-g— &nj) sin(¢) (6.21)

110 Cf. [KORN 1966, p. 2-7 et seq.].
111 The author would like to thank RAINER GLASCHICK for this interesting piece of history.
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with g representing the acceleration of gravity, v denoting the projectile’s velocity,
and m being its mass. Accordingly, it is

cos(p) = % and sin(yp) = %

Setting the mass m := 1 and rearranging (6.20) and (6.21) gives following set
of differential equations:

3;7_@1
g=- —@y

The corresponding computer setup is shown in figures 6.31 and 6.32. The
upper and lower halves of the circuit are symmetric except for the input for the
gravitational acceleration to the lower left integrator which gives 3. The velocities
& and g are fed to multipliers to give their respective squares, which are then
summed and square rooted to get v since §(v)/v = rv according to (6.19).

The parameters o1 and a are scaling parameters that are set to give a suitably
scaled picture on the oscilloscope set to x,y-mode. Figure 6.32 shows the actual
setup and parameterization yielding the result shown in figure 6.33. The initial
conditions satisfy #(0) = cos(yp) and §(0) = sin(pg) with ¢ denoting the elevation
of the cannon. In the screenshot shown ¢y was set to 60°.

6.10 Charged particle in a magnetic field

This example uses an analog computer to simulate the path of a charged particle
traversing a magnetic field.!1? Basically, a particle with charge ¢ moving in a
magnetic field B is subjected to a force Florent, which is perpendicular to both,
the magnetic field B and the direction in which the particle moves, yielding

ﬁLorentz:q<6X§) zq(?x E)

¥ denotes the velocity and 7 the position of the particle under consideration. In
addition to this,

—

Fparticlc =mr

112 This is based on [Telefunken/Particle], which was probably written by Ms. INGE BOR-
CHARDT, who did the trajectory simulations at DESY for the high-energy particle accelerators
— initially on an EAI 231RV analog computer and subsequently on a Telefunken RA 770 hybrid
computer.
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Parameter | Value
#(0) | 05
z(0) 1
(0) 0.86
y(0) 1

g 0.72
r 1

oy 0.34
Qs 0.55

Fig. 6.32. Setup and parametrization of the ballistic trajectory problem on an Analog Paradigm
Model-1 analog computer

Fig. 6.33. Ballistic trajectory

holds. In addition to this, some form of friction exerting a force
Flriction = _l”?

is assumed to act on the particle.
Combining these three equations finally yields

mF: ﬁLorentz + ﬁfriction =9q (7? X E) - MF (622)

It is further assumed that the particle moves in the z-y plane, which is per-
pendicular to the magnetic field. With e;, e,, and e, denoting the unit vectors
pointing into x-, y-, and z-direction, this results in

B = B.e, and (6.23)
7= de, + jey (6.24)

respectively. Applying a cross product to equations (6.23) and (6.24) yields

>

7Px B = yB.ey — B ey.
Combining this with equation (6.22) finally gives

mr = m (Zey + yey) = q (yBsex — &Bsey) — p(des + Jey) . (6.25)
Splitting (6.25) into components results in

mi = qyB, — pt and
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Fig. 6.34. Analog computer setup to simulate the path of a charged particle in a magnetic field

my = —qiB, — py.

To simplify things a bit two new variables are introduced:

o= EBZ and
m
=L
m
yielding
i = ag — Bi and (6.26)
j=—at — Y. (6.27)

These equations can now be transformed into the analog computer program shown
in figure 6.34.
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AR

Fig. 6.35. Paths of a particle not captured within the mag- Fig. 6.36. Particle captured in the
netic field magnetic field

The two comparators in the middle of the figure control the area to which
the magnetic field is confined. x1 and x2 determine the left and right coordinate
enclosing the field (setting both to maximum yields a field that extends from
—1 <2 < +1). The a- and y-components of the particle’s initial velocity can be
controlled by the two potentiometers labeled 4:(0) and ¢(0). The outputs z and y
are connected to an oscilloscope set to x, y-mode.

The results shown in figures 6.35 and 6.36 were obtained with the analog
computer set to repetitive operation with an OP-time of 10 ms and time scale
factors kg = 103 set on all four integrators.

Figure 6.35 shows two typical paths of a particle which is deflected by the
magnetic field but not captured. The values for a and § were the same for both
pictures. Only 3, the coordinate at which the magnetic field ceases to act on the
right side, has been increased in the second case. The particle in the left picture is
fast enough to escape the narrow magnetic field while the wider field in the right
picture causes the particle to be reflected.

Figure 6.36 shows the path of a particle with heavy friction. The friction is so
large that the particle cannot escape the area in which the magnetic field acts.

6.11 Rutherford-scattering

In the early 20" century ERNEST RUTHERFORD performed a seminal experiment in
which he bombarded a thin gold foil with a-particles.!!® He observed that the vast
majority of these particles just went through the gold foil without being deflected
or absorbed. Nevertheless, some of these particles were deflected through large
angles with even fewer a-particles being reflected by the gold foil, a phenomenon
called RUTHERFORD-scattering. This led to the planetary RUTHERFORD model of
the atom, which then became the basis of the BOHR model.

113 These are Helium nuclei and thus rather large.



136 —— 6 Examples

The following analog computer simulation was motivated by [BORCHARDT]. It
is assumed that the gold atom’s nucleus is at a fixed position — specifically the point
of origin of the underlying coordinate system to simplify the distance calculation
for the a-particle. With the a-particle’s position being (z,y) its distance to the
gold nucleus is then

r2 = 22 + y2.
The force exerted on the a-particle is described by COULOMB’s law
q1492
where k. = 8.9875-109 Nm?C~? is COULOMB’s constant and ¢1, g2 are the magni-
tudes of the charges involved. Since the following simulation will be a qualitative
one all of these constants, including masses, can be gathered together in a new
variable ~.
The force F acts proportionally to cos(¢) and sin(p) on z and y with

cos(yp) = % and sin(p) = %

Together with (6.28) and ~ this yields the following two coupled differential equa-
tions which govern the path of the a-particle:

. xz
r=v7—
s
=%
r3

The setup for this problem, which is pretty straightforward, is shown in figure
6.37. It should be noted that there is an explicit additional feedback-path for
the summer adding z? and y?, which gives a scaling factor of % Accordingly,
the resulting sum satisfies 0 < r, < 1, so no overload condition can occur here.
As mentioned above, all constants, including this factor %, are gathered into the
parameter .. A typical value for this parameter — yielding nice scattering behavior
—is =~ 0.01.

The only other free parameter is the initial height of the a-particle’s trajectory
y(0). This can be either set manually by means of a free potentiometer connected
to +1 and —1 or automatically as shown in figure 6.38 by means of a triangle wave
generator consisting of an integrator working in conjunction with two comparators.

To run this program the analog computer is set to repetitive operation with an
operation time top = 30 ms. The integrator of the triangle wave generator must
be disconnected from the central timing control by patching its ModeIC-input to
+1 (only the third or fourth integrator of an INT4 module can be used for that
purpose), so that it will not be reset between two successive computing runs.

The picture shown in figure 6.39 was obtained with time-constants ko = 100
on the four integrators in figure 6.37 and kg = 1 in the triangle-wave generator.
The camera was set to ISO 100 with an exposure time of 8 seconds.
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Fig. 6.39. Simulation of RUTHERFORD-scattering

6.12 Celestial mechanics

Simulating (or determining) the movement of three (celestial) bodies with given
parameters, such as masses, gravitational constant, initial conditions for the bod-
ies’ coordinates and velocities, is known as the three-body problem.''* The first
one to tackle this problem was Sir ISAAC NEWTON in the first book, section XI,
of his Principia, which was considered “the most valuable chapter that was ever
written on physical science” according to Sir GEORGE BIDDELL AIRY.!!®
Although an analytical solution is possible in the simpler case of two bodies,
JOSEPH-LOUIS LAGRANGE was able to give some particular solutions for the much
more difficult three-body problem. Since these are beyond the scope of this sec-
tion, the reader is referred to the standard texts [BATTIN 1999, p. 365 et seq.] and

114 This is a special case of the n-body problem, which will not be investigated further here.
115 Cf. [MouLTON 1923, p. 363].
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[MOULTON 1923, p. 277 et seq.] for an analytical treatment of this problem and
some background information. However, using an analog computer, it is straight-
forward to investigate the three-body problem.

In this section a simple universe consisting of two suns with fixed positions ¥} =
(z1,y1) and 7 = (x2,y2), masses m; = mg = 1, and a satellite of negligible mass
criss-crossing between these two celestial bodies will be simulated. This system
can be readily described by the following set of coupled differential equations:

myr; = Gmyims il + Gmimg _'7‘23 _ 7:12 3
| -i?f 3% — 72|

mzrzé = Gmaoms 3= T22 + Gmama T; _ 7;22 3
|T3 -T2 | Ty T2 |

m3’r’:§ = Gm3m1 n-rs YE + Gm3m2 "2 7"32 (6.29)
|7‘1 -3 | ’7"2 — T3 |

The vectors 7;, 1 < i < 3 describe the positions of the different bodies with masses
m; while G is the gravitational constant.

Assuming that the two suns are stationary, only equation (6.29) has to be
implemented on the analog computer. Since the suns’ masses are equal to 1 the
satellite’s mass cancels out, yielding

= G o G o
e S TE 1 G 53 (13— 7). (6.30)
EREEY e
Introducing two distance terms
3
Ardy = ( (x1 —x3)2 + y%) and (6.31)
3
Ards = ( (zg — x3)% + y%) (6.32)

and splitting (6.30) into its z- and y-components yields the following two equations
which describe the satellite’s trajectory in Cartesian coordinates:

G G
Z3 = (v1 — x3)—= + (z2 — 23)—= and (6.33)
Ari”S Ar%s
G G
U3=-y3| 3 + > : (6.34)
(AT%?, AT§3

These equations can now easily be implemented on an analog computer. Figure
6.40 shows the partial computer setup yielding the distance terms (6.31) and
(6.32).116

116 The two square root units followed by a multiplier each could be replaced by two diode
function generators, if these are available.
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Fig. 6.41. Implementation of equations (6.33) and (6.34)

Mechanizing (6.33) and (6.34) is straightforward, too, as shown in figure 6.41.
Since y; = y2 = 0 the generation of y3 does not require complex distance terms like
the partial circuit yielding x3, thereby simplifying the overall setup considerably.

Running this problem on an analog computer is fascinating due to the non-
periodic behavior of the satellite’s trajectory.!'” Figure 6.42 shows a family of
trajectories of the satellite with the analog computer running in repetitive mode.
The time scale factor ko of the integrators was set to 10°, the operation time
was 10 ms. The initial conditions were z; = 0.5, zo = —0.5, 23(0) = 0.1, and
y3(0) = 0.2. Figure 6.43 shows a similar family of trajectories for a larger value of

G.

6.13 Bouncing ball

The simulation of a ball bouncing in a box described in the following section is not
only interesting in itself but also ideally suited for setting up a fascinating display
for exhibitions, schools, etc. Using high-speed integration and repetitive operation
of the analog computer, a flicker-free oscilloscope display of the ball’s path can
be easily obtained. This allows one to change the parameters of the simulation

manually and directly observe the effects of these changes.'8

117 See [L1ao 2013].
118 This section was inspired by [Telefunken/Ball].
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Fig. 6.42. Typical satellite trajectory for a small Fig. 6.43. Trajectory for a larger value of G
value of G

Figure 6.44 shows the basic idea of the simulation: The bounding box is as-
sumed as the rectangle [—1, 1] x [—1, 1] and the position of the ball within this box
is described by the coordinates (z,y). At the start of a simulation run the ball has
two initial conditions: an initial velocity v(0) (of which only the z-component will
be given) and an initial y-position y(0), set to 1.

The z- and y-components of the ball’s position are completely independent
so they can be generated by two separate sub-programs. The z-component of the
ball’s velocity is assumed to decrease linearly over time. The actual xz-position of
the ball is derived by integrating over its velocity. Every time the ball hits the left
or right wall of the box, it changes its direction, i.e., it is reflected by the wall.

The y-component is that of a free-falling ball bouncing back elastically when
hitting the floor. Figure 6.45 shows those two variables over time as displayed
on an oscilloscope: Starting from the left, the computer is first in IC-mode. As
soon as the OP-mode starts, the ball begins to drop until it hits the floor while
the z-component increases (trace in the middle) with decreasing velocity until it
reaches the right wall, etc.

Figure 6.46 shows the computer setup yielding the z-component of the ball’s
position. The leftmost integrator generates the velocity component v, of the ball
which starts at +1 and decreases linearly controlled by the Av-potentiometer.'?
It should be noted that this setup differs slightly from the triangle generator shown
in figure 5.15 in section 5.6 by the introduction of a second comparator with an
associated electronic switch. This yields a stable comparison value of +1 for the
first comparator since its associated switch no longer yields +1 at its output,
because it is driven by the leftmost integrator in this setup.

119 The diode at the output of the integrator is not really necessary, but it makes parameter
setup easier as it prevents a negative velocity at the cost of introducing a slight voltage drop
determined by its intrinsic forward threshold voltage.
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Fig. 6.44. Movement of the bouncing ball Fig. 6.45. z- and y-component of the bouncing
ball
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Fig. 6.46. Generating the z-component

The output of this circuit is fed to the z-input of an oscilloscope set to z,y-
display mode. The time scale factors of the integrators in this example were set
to 102 and 103 respectively.

The y-component of the ball in flight can be described by

ij=—g+dyj (6.35)

where d denotes the damping coefficient due to air friction. This friction is assumed
to be proportional to the ball’s velocity which is a significant simplification.!2°
When the ball hits the ceiling or floor of the box, an additional term is introduced

which is proportional to the depth of penetration:
. o Fe(-y—-1) ify< -1

=—-g+d
Y g+ y{ —c(y—1) ify >1.

The case y > 1 — when the ball hits the ceiling of the box — cannot happen in
this simulation as the vertical component of the ball’s initial velocity is assumed

120 Cf. section 6.9 for a more realistic model of drag.
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ov

Fig. 6.47. Generating the y-component Fig. 6.48. Trace of the bouncing ball

to be zero. At the beginning of a simulation run, the ball begins a free falling
trajectory controlled by (6.35). When the ball hits the floor, it will rebound due
to elastic collision described by the term ¢(—y — 1) with a constant ¢ controlling
the elasticity.

Figure 6.47 shows the corresponding computer setup. The leftmost integra-
tor integrates over the gravity g and takes the friction d into account. It yields
the negative y-component v, of the ball’s velocity. The integrator on the right
integrates over v, yielding the actual y-position.

The implementation of the elastic rebound is extremely simple and consists
of two diodes. The “active” element here is the 10 V ZENER-diode which starts
conducting when the ball hits the floor of the box (ignoring the small bias voltage
of the diodes). The diode on the left makes sure that the ZENER-diode won’t
conduct while the ball is within the box. Since the rebound effect is rather violent
the output of the two diodes connected in series is directly connected to the
summing junction input (SJ) of the first integrator. The time scale factors of the
integrators are both set to kg = 102.

With settings as denoted in the circuit diagrams and the computer set to
repetitive operation with an OP-time of 20 ms and short IC-time, a display such
as that shown in figure 6.48 can be easily obtained. Because the oscilloscope used
here had no blanking-input the return of the beam to the upper left corner is
faintly visible. If a blanking-input is available, it can be connected to a trigger
output of the analog computer’s control unit to avoid this artefact.

6.14 Zombie apocalypse

How could one not like zombie movies? It was about time that mathematicians —
ROBERT SMITH? and his collaborators — shed some light on zombie attacks from a
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mathematical point of view.!2! The basis for a description of a zombie apocalypse
are the well-known VOLTERRA-LOTKA differential equations modelling a closed
eco-system, which were derived in the late 19t" /early 20t century by ALFRED
JAMES LOTKA and VITO VOLTERRA.

The mathematical model used below is derived from this classic set of differ-
ential equations:

dh
T ah — phz (6.36)
% = 0hz —yhz — (z (6.37)

Here h and z represent the number of humans and zombies respectively with the
initial conditions h(0) and z(0). The other parameters are:

a: Growth rate of the human population (birth rate).

B: Rate at which humans are killed by zombies (some kind of a capture cross
section).

6: Growth factor of zombie population due to zombies transforming humans into
zombies.

~: Rate at which zombies are killed by humans.

¢: Normal “death” rate of the zombie population.

Figure 6.49 shows the resulting qualitative (i. e., unscaled) program for equations
(6.36) and (6.37). A typical simulation result obtained with this setup is shown in
figure 6.50. The computer was run in repetitive mode with the time scale factors
of the integrators set to kg = 103. Additionally, all integrator inputs had a weight
of 10 further speeding up the simulation by another factor of 10. The OP-time was
set to 60 ms. The oscilloscope, relying on its built-in time-deflection, was explicitly
triggered by one of the trigger outputs of the CU to obtain a stable display.

The parameters used were derived experimentally by manually changing the
coefficients until an oscillatory behavior was obtained. The output shown corre-
sponds to h(0) = z(0) = 0.6, « = 0.365, 8 = 0.95, § = 0.84 (very successful
zombies, indeed), v = 0.44, and ¢ = 0.09. As in most predator-prey-systems it
is quite difficult to find a parameter setting which gives oscillatory behavior with
stable minima and maxima amplitudes. Since neither species becomes extinct with
this particular parameter set there is plenty of scope for many Zombie movies in
years to come.

121 See [SMITH? 2014] and [MUNz 2014].
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Fig. 6.49. Analog computer program for equations (6.36) and (6.37)

Fig. 6.50. Results of a typical zombie simulation

6.15 Rdssler attractor

An electronic analog computer is ideally suited to studying continuous-time dy-
namic systems of which those exhibiting chaotic behavior are not only fascinating
but also yield aesthetically pleasing phase space plots. The following sections de-
scribe a number of such systems; the first of these was developed and studied in
1976 by OTTO ROSSLER.'?? This system is described by the three coupled differ-
ential equations

y=z+ay, and

122 See [ROSSLER 1976].
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Fig. 6.51. Setup for the ROSSLER attractor

Z=b+z(x—c)

where @ = 1/5,b = 1/5, and ¢ = 5.7. A remarkable property of this particular
system is that only one of these equations is non-linear.

Since the variables in these equations will exceed the valid range [—1, 1] of the
machine units, the equations must be scaled before setting up the computer. Due
to the non-linear nature of the problem, this scaling process is rather cumbersome
and is best done in a multi-step fashion. The final set of scaled coupled DEQs for
this problem looks like this:

i = —0.8y— 2.3z
g =125z + a*y
2="0"415z(x — c*)

with ¢* = 0.2,0* = 0.005, and ¢* = 0.3796. The resulting computer setup is shown
in figure 6.51 while figure 6.52 shows an z-y-plot of the attractor, photographed
with ISO 100 and a time scale factor kg = 10? set on all three integrators.

A particularly beautiful picture can be obtained with a simple (static) 3d-
projection of the attractor. One input of the oscilloscope, which is set to x, y-mode,
is directly fed by = while the other input is fed from a summer yielding

*

y* = —(ysin(p) + zcos(p)),

where the sine/cosine terms are directly set by coefficient potentiometers as shown
in figure 6.54. Using these two coefficient potentiometers the angle of view is freely
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Fig. 6.52. z-y-plot of the ROSSLER attractor Fig. 6.53. Projection of a ROSSLER attractor
sin(¢)
Yy *
Y
z
cos(p)

Fig. 6.54. Projection circuit

adjustable. Figure 6.53 shows a typical projection of the attractor obtained with
this setup.

6.16 Lorenz attractor

Another, even more famous, chaotic system is the intriguing LORENZ attractor
developed in 1963 by EDWARD NORTON LORENZ as a simplified model for atmo-
spheric convection and first described in [LORENZ 1963].123 Although this seminal
work was performed on a digital computer, a Royal McBee LGP-30, the LORENZ
attractor is, of course, ideally suited to being implemented on an analog computer
as will be shown below.

This dynamic chaotic attractor is described by the following system of three
coupled differential equations:

123 More information about the construction of chaotic attractors in general as well as this
attractor in particular may be found in [KUEHN 2015, p. 468 et seq.].
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Z=uay— Bz
The parameters are o = 10,5 = %, and p = 28. Obviously, this set of DEQs must

be scaled in order to be implemented on an analog computer. The resulting scaled
equations look like this:

m:/(1.8y—x)dt+0
s=1-—2.6782

y= /(1.5556963 —0.1y) dt

z = /(1.5:1:y —0.2667z) dt.

C denotes the initial condition of the integrator yielding x and is not critical.
Taking into account that every summer and integrator of an analog computer
performs an implicit change of sign and further noting that zy = —z(—y), these
equations can be further simplified saving two inverters in the resulting computer
setup:

—r = —/(1.8y—m)dt+C’
—z=— /(1.5xy —0.2667z) dt

s=—(1—2.682)

T =—$

—y —/(1.5367’ —0.1y) dt.

The corresponding schematic is shown in figure 6.55.124

Depending on the time scale factor kg set for the integrators either an z,y-
plotter or an oscilloscope may be used to give a graphical representation of this
chaotic attractor. Using the simple circuit for obtaining a static 3d-projection as
shown in the preceding section in figure 6.54, the displays shown in figures 6.56
and 6.57 were obtained.

6.17 Another Lorenz attractor

In 1984 EDWARD NORTON LORENZ described another chaotic attractor that did
not become as famous as the one described above but is nevertheless interesting to

124 Although not fully consistent with the scaling of the equations, a value of 0.125 instead of
0.2667 at the feedback potentiometer of the second integrator has shown to yield great results.
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N

Fig. 6.56. Classic display of the LORENZ attrac- Fig. 6.57. Different angle of view on the
tor LORENZ attractor

implement on an analog computer. It is described by the three coupled differential
equations

i=—y? 2% —azx+af,
y=uzy—brz—y+g, and
Z=bry+xz—2

with the parameters a = i, b=4, f=8,and g =1.1%

Scaling this system is pretty straight-forward as a quick numerical experiment
shows that |z| and |y|, |z| are bounded by 2. The resulting analog computer pro-
gram is shown in figure 6.58. Tweaking the parameters is quite interesting and a
typical set of solutions is shown in figure 6.59.

6.18 Chua attractor

A much more complex chaotic system, the CHUA oscillator, is described in this
section. This system was discovered in 1983 by LEON ONG CHUA and is a clas-
sic example of an electronic circuit exhibiting chaotic behavior. This oscillator
generates a unique and particularly beautiful attractor called the Double Scroll
attractor. At its heart is a (hypothetical) nonlinear device called a CHUA diode.

The mathematical description of this particular oscillator is based on three
coupled differential equations of the form

&= ci(y —x— f(x)), (6.38)

125 See [LORENZ 1984].
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Fig. 6.58. Program for the chaotic LORENZ-84 system

y=co(zr —y+z), and (6.39)
Z=—cay (6.40)
where f(z) describes the behavior of the CHUA diode and is defined as

ml(

Fa) = miz+ T (e + 1] — [z — 1)), (6.41)

The standard values for the parameters are

c1 = 15.6,

c2 =1,

c3 = 28,
mo = —1.143, and
mp = —0.714.

Scaling this system of coupled differential equations is not simple due to its
pronounced non-linear behavior. The ranges of the various terms were determined
by computing example solutions on a digital computer — a technique that was al-
ready used in the 1960s. These results were then used to guide the scaling process.
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Fig. 6.59. Typical behavior of the LORENZ-84 system, the three screenshots show z vs. y, z vs. z,

and y vs. z

To simplify the overall process, equations (6.38), (6.39), (6.40), and (6.41) were
split into individual terms resulting in the following set of scaled equations.

(6.38) is replaced by

o = 0.1

x1 = —10(x + f(x))
1

To =Y+ 51:1

x:3.12/x2dt+x0

where (6.42) represents the initial condition for the integration.

(6.39) is split into

1
B
Y1 8y

Y2 = 1.25x + 2y1

y:4/y2dt

(6.42)
(6.43)

(6.44)

(6.45)

(6.46)
(6.47)

(6.48)
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Fig. 6.61. Partial computer setup for equations (6.46), (6.47), (6.48), and (6.49)

while (6.40) becomes
z= 7/3.5y dt. (6.49)
The implementation of the central element, the CHUA diode, is quite costly as

the implementation of each of the absolute value functions requires at least two
diodes and an open amplifier. f(x) is broken down and scaled like this:

1 = [0.7143z + 0.2857] (6.50)
fa = [0.71432 — 0.2857| (6.51)
fa=fi—fa (6.52)
F(z) = —0.714z — 0.3003 3 (6.53)

Deriving a computer setup from these equations is straightforward. Equations
(6.42), (6.43), (6.44), and (6.45) are implemented as shown in figure 6.60, while
equations (6.46), (6.47), (6.48), and (6.49)) are implemented as shown in figure
6.61.126

126 If the attractor does not appear, which can be caused by slightly uncalibrated integrators,
increasing the value of the potentiometer set to 0.312 in figure 6.60 typically does the trick.
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0.3003

Fig. 6.62. Partial computer setup for equations (6.50), (6.51), (6.52), and (6.53)

It may be necessary to add small capacitors between the summing junction
and the output of each of the two open amplifiers in the circuit for f(z), if the
setup shows signs of instability. Figure 6.62 shows the program for (6.50), (6.51),
(6.52), and (6.53).

Figure 6.63 shows the implementation of this program on an early prototype
of Analog Paradigm’s Model-1 analog computer, which features a dedicated dual
absolute value function module significantly simplifying the implementation of
7).

Depending on the time scale factors chosen for the integrators of this program,
it is either possible to display a phase space plot of the Double Scroll Attractor
on an oscilloscope or to plot it using a traditional pen plotter. Figure 6.64 shows
a typical screenshot from a computation running with the time scale factors set
to ko = 103.

6.19 Nonlinear chaos

Another surprisingly simple chaotic system is also based on an absolute value
function as the central nonlinear element. This system has been described in
[KIERS et al. 2003]. It is characterized by the following differential equation:

B = i — o] — 1

A remarkable feature is that the behavior of this system is controlled by just one
parameter, A. The scaled computer program is shown in figure 6.65. If no absolute
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Fig. 6.63. Setup of the CHUA oscillator on an Fig. 6.64. Phase space display of the Double
Analog Paradigm Model-1 analog computer pro- Scroll attractor
totype

10
- T —x
10— (3) o

Fig. 6.65. Computer setup for nonlinear chaos

value function is readily available on the analog computer being used, one can be
setup as shown in figure 5.20.

An example of a phase space plot based on —% and & with A = 0.62 is shown
in figure 6.66.

6.20 Aizawa attractor

One of the prettiest chaotic attractors by far is the A1zAWA attractor,'?” which is
described by the following three coupled differential equations

127 Cf. [CopE 2017].
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Fig. 6.66. Phase space plot of the chaotic attractor

y=dx+y(z—p), and
3

. Z 2 3
z—’y+az—§—x +ezx

with the parameters o = 0.95, 3 = 0.7, v = 0.65,12% § = 3.5, and ¢ = 0.1. A
thorough numerical study of the behavior of this particular system can be found
in [LANGFORD 1984].

Scaling these equations to ensure that no variable exceeds the machine units
of +1 is straight-forward: The scaling factors corresponding to z, y, and z are
Ay = %, Ay = i, and A\, = % The value z — 3 is scaled by %

The resulting computer setup is rather convoluted as shown in figure 6.67.
In total three integrators, four summers, seven multipliers, and eleven coefficient
potentiometers are required for this program. Figure 6.68 shows the x,z phase
space plot of the A1ZzAWA attractor — an exceptionally beautiful structure. To
achieve this two of the parameters resulting from the scaling, marked by * and
*% in figure 6.67, were varied slightly to achieve a “nicer” picture. The values for

these obtained by scaling are 0.95 and 0.27 respectively.
6.21 Nosé-Hoover oscillator
Another beautiful chaotic system is the NosE-HOOVER oscillator, which is de-

scribed in [SPROTT 2010, p. 95 et seq.]. This system is described by the following
set of coupled differential equations:

r=1y
y=yz—x
z—lfy2

128 The original system has v = 0.6, but 0.65 typically yields a better result.
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Fig. 6.68. The z, z phase space plot of the A1ZAWA attractor

Fig. 6.69. Setup for the NoSE-HOOVER oscillator

Scaling this system is surprisingly difficult but finally yields the following set
of equations, which can be easily converted to the analog computer program shown

in figure 6.69:
T = /ydt

y = /(—x+9yz)dt

1
2= _/ (—3 +6.75y2> dt

Figure 6.70 shows the mesmerizing phase space plot of the NoSE-HOOVER oscil-
lator.
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Fig. 6.70. Phase state plot of the NosE-HOOVER oscillator

6.22 The SQj); model

This section shows the implementation of the SQas model (cf. [SPROTT 2010,
p. 68 et seq.]), an example of a simple three-dimensional chaotic flow with a
quadratic nonlinearity at its center which is described by the following three cou-
pled differential equations:

T=—z
j=-a"—y
t=a+ar+y
Here, o = 1.7 and the initial conditions are z(0) = 1, y(0) = —0.8, and z(0) = 0. To

scale the system, three scale factors A, = A\, = % and \y = % are introduced which
in turn yield after collecting all resulting factors the following scaled system:

i=—z (6.54)
§ = —2.666x2 —y (6.55)
i = % + az + 0.15y. (6.56)

«
4
system can be safely ignored as it will enter its chaotic oscillation quickly even

Thanks to the constant term the initial conditions mentioned in the original
without any explicit initial conditions.

The analog computer setup can be derived directly from the scaled equations
(6.54), (6.55) and (6.56) as shown in figure 6.71. This program is ideally suited
to be implemented on THE ANALOG THING as shown in figure 6.72. Figure
6.73 shows a typical phase space plot of z vs. y which was caputured using a
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Fig. 6.71. Analog computer setup for the SQp; model

@ looven| [menn e T L LT pesrenaur| @

Operation  X-Y (X=Ch2, Y=Ch1) <

Vertical cm ch2
Scale  x8 ¢ x8 ¢

Position

Horizontal Math
Time/div

Position

Trigger Level
Mode A
Source Holdoff
Siope iy

Stop

Fig. 6.72. Implementation of the program shown Fig. 6.73. zy phase space plot of the SQs sys-
in figure 6.71 tem

USB-soundcard!'?? with stereo line in and the software Oscilloppoi'3° running on
a Mac.

6.23 The Duffing oscillator

A DUFFING equation describes any oscillator featuring a cubic stiffness term, i.e.,
a nonlinear elasiticity, such as

&+ 0d + ax + Bz = 0.

129 It should be noted that most soundcards have AC coupled inputs, so any DC component

present in a signal is removed. Typically this approach is only viable with the analog computer
running in repetitive mode.

130 See https://anikikobo.com/software/oscilloppoi/index_en.html.
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+1

+1 2x10V

Fig. 6.74. Forcing function f(t)

It is named after GEORG WILHELM CHRISTIAN CASPAR DUFFING (1861 — 1944),
a German engineer and inventor who wrote a seminal work on forced oscillations
in 1918 (cf. [DUFFING 1918]).

This oscillator exhibits a nice chaotic behavior when driven by an external
forcing function, i.e., in the form of

&+ 0% + ax + Bz = 7 cos(wot).

Thorough theoretical treatments of this oscillator have been done and may be
found in [KORSCH et al. 2008], [HOHLER 1988], and [CHANG 2017]. Apart from its
interesting mathematical properties it is a nice dynamic system which can be
implemented on an analog computer without complicated scaling. It invites to
playing with its parameters to achieve all kinds of nice phase space plots.

Figure 6.74 shows the implementation of the forcing function f(t) = v cos(wot).
To achieve a minimum of harmonic distortion, the two amplitude limiting Zener
diodes are connected to an integrator input with weight 1 instead of the sum-
ming junction. € introduces a tiny positive feedback signal to avoid a decreasing
amplitude, while v controls the amplitude of the output signal.

Figure 6.75 shows the straight-forward implementation of the DUFFING oscil-
lator. B was scaled down by a factor of % to allow for values of § up to 10. A
good initial parameter set to start with experiments is defined by a = 1, § = 5,
v=1,=0.02, wg = 1, and ¢ as small as possible.

Varying the parameters manually shows the complex behavior of this forced
oscillator which even shows chaotic characteristics in certain cases. The effect of
wo is quite distinct. Two typical x, —& phase space plots are shown in figure 6.76.
To get a wider range for v, the output f(¢) may also be connected to an integrator
input with weight 10 on the DUFFING oscillator sub-circuit.
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Fig. 6.75. DUFFING oscillator

Fig. 6.76. Two phase space plots showing the chaotic behavior of the DUFFING oscillator

6.24 Rotating spiral

The following example displays a rotating spiral on an oscilloscope and is a real
eye-catcher. The three-dimensional spiral is mapped to the two-dimensional os-
cilloscope screen using a circuit like the one shown in figure 6.54 in section 6.15.
Since continuous rotation is required, the two potentiometers giving the values
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Fig. 6.77. Computer setup for the rotating spiral

sin(y) and cos(p) are replaced by a simple harmonic oscillator yielding a sin(wt)
and cos(wt) signal pair.!3!

Figure 6.77 shows the overall computer setup. At the top is a harmonic oscil-
lator running at high speed with a time scale factor of kg = 103 or, even better,
ko = 10%. The potentiometer a determines the amount of damping and thus the
shape of the spiral. A three-dimensional spiral requires a third time-dependent
variable 7, which is generated by the integrator in the middle of the schematic set
to a time scale factor of kg = 102. These three integrators run in repetitive mode
with an operating time of 20 ms.

The second oscillator at the bottom of figure 6.77 generates an undamped
sine/cosine signal pair and is run in continuous mode, i.e., unaffected by the

131 See [LoTz ASD].
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global repetitive mode of operation. This is achieved by connecting the ModelC
inputs to +1 using a manual switch. If the switch is open,'3? these integrators are
in IC-mode. With the switch closed both integrators are set to OP-mode. Their
respective time scale factors are set to kg = 1.

The actual projection of the three-dimensional spiral onto two dimensions is
done by the two multipliers followed by a summer shown in the middle of the
schematic.

~

»

Fig. 6.78. Snapshots of rotating spirals with different time scale factors

Figure 6.78 shows two typical snapshots of the rotating spiral. In both cases the
rotation had been stopped by placing the two oscillator integrators at the bottom
of figure 6.77 into HALT-mode by means of their ModeOP-inputs (not shown in
the setup). The picture on the left was taken with the time scale factors of the two
topmost integrators set to kg = 103 while the right picture was obtained with kg =
10%. If the integrators used do not offer this time scale factor directly, additional
input resistors yielding a sufficiently large input weight can be connected to their
SJ inputs. Input weights of up to 100 may be typically achieved by this technique.

6.25 Generating an Euler spiral

The first example in the beautiful book [HAvIL 2019, p. 1 et seq.] is the EULER
spiral, which is a clothoid, a curve with curvature depending linearly on its arc
length. Clothoids play a significant role in road and railway track construction.
Imagine driving along a straight road approaching a curve. If the straight part of

132 This applies to an Analog Paradigm Model-1 analog computer.
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the road was directly connected to the arc of a circular curve, one would have to
instantaneously change from a steering angle of zero to a non-zero steering angle,
which is not just impracticable at low speeds but outright dangerous at higher
velocities. Therefore, a safe road curve has a curvature that starts at zero, gently
rises to its maximum and then falls back to zero again when the next straight
road segment starts. These curves, which are encountered on many highways and
railway tracks, can be implemented using clothoids.
Generally, a curve parameterized by some functions z(¢), y(¢) has a slope

dy g
=2 -2 .57
de &’ (6.57)
an arc length
= / 2 + g2 dt, (6.58)
and a curvature Ce

Using the general parameterization

T T
z(t) = /COS( (t)) dt and y(t /sm
0 0
yields the following time derivatives:
562008( (1)) y =sin(f(t))
= —fsin

f®) i = feos(f(t))
6.

(
Inserting these into (6.57), (6.58), and (6.59) yields
sin (f(t)

)

cos (f(t

T
l= 2(f() +sin? (f(t))dt = [ dt =T, and
/\/COS sin 0/ an

- '} (eos? (1) + s (1) i

o (1(0) -+ (0))°

; — tan (£(1))

The EULER spiral satisfies k = t, i.e., f = ¢ yielding flt) = % from which its

parameterization
T T
/ ( )dtandy /bln( )
0 0
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Fig. 6.79. Analog computer program for generating an EULER spiral

follows. This looks pretty straightforward to implement on an analog computer,
but classic function generators for sin(¢) and cos(¢) have a limited interval for ¢,
typically [—%, Z]. If more than a very short segment of the EULER spiral is to be
generated by an analog computer, a trick must be employed. The idea is to use a
quadrature generator as described in section 4.2. which expects ¢ instead of ¢ as
its input. Such a generator, basically consisting of two integrators, two multipliers
(to introduce ¢ into the underlying DEQ), and an inverter, is at the heart of the
program shown in figure 6.79.

The quadrature output signals cos (%) and sin (%) are fed to integrators
yielding z(t) and y(t), while ¢ is obtained by yet another integrator generating a
linear ramp from —1 to +1. Figures 6.80 and 6.81 show the actual implementation
of the program on THE ANALOG THING and a typical curve display as seen
on an oscilloscope. The analog computer was run in repetitive mode with the
operation time set so that the output of the integrator yielding ¢ ran from —1
to 41, which corresponds to roughly 20 ms. The overall parameter set is listed in
table 6.1.

The growth of the EULER spiral can be seen on the oscilloscope by slowly
increasing the OP-time. Ideally, all integrators are run with the highest time scale
factor kg selected.133

133 On THE ANALOG THING this corresponds to kg = 103.
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Fig. 6.80. Setup for generating an EULER spiral Fig. 6.81. Typical output of the EULER spiral
on THE ANALOG THING program

Coefficient | Description | Typical value

P1 x scaling 0.6
P2 x shift 0.87
P3 y scaling 0.6
P4 y shift 0.75
P5 ramp slope | 0.1

Table 6.1. Parameters for the EULER spiral program

6.26 Hindmarsh-Rose model

From humble beginnings in the early 20th century the behavior of neurons has
been described by increasingly realistic mathematical models. The very first of
these models, integrate-and-fire, is due to Louis LAPICQUE, who developed it in
1907. An improved model was developed in the early 1960s by RICHARD FiTzZHUGH
and J. NAGUMO and is described by the two coupled differential equations

o3
@zv—?—w—l—lext and

TW=v+a+ —bw.
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This model basically describes a relaxation oscillator'3* controlled by an ex-
ternal stimulus lex¢ and is basically equivalent to the VAN DER POL equation

J+p@—1)g+y=0=3%

A much more recent model was suggested HINDMARSH and RosE'3® and con-
sists of three coupled differential equations

i=—ar® + b’ +y— 2+ Lox (6.60)
§=—da®+c—y (6.61)
Z=r(s(x —x,) — 2) (6.62)

with the parameters a = 1, b=3,¢c=1,d=5,r=10"3, s = 4, a, = and

8
5
initial conditions of 2 for all three integrators involved.

A quick numerical simulation, shown in figure 6.82, demonstrates that this
system must be scaled before being implemented on an analog computer. Scaling
is, as always, most easily done manually by first applying proper scaling factors to
the variables z, y, and z. If, e. g., z is to be scaled by a factor of %, every input of
the integrator yielding —z must be scaled down by that factor. To compensate for
this, z must be scaled up by a corresponding factor of 2 at all inputs of computing
elements using this variable, etc. In the end, these various scaling factors tend to
cancel out in most cases, so that typically only a few additional potentiometers
are required for a scaled analog computer program compared to the unscaled
equations.

The resulting scaled computer setup is shown in figure 6.83. The scaled pa-
rameters are a* = 4, b* =6, ¢* = 0.066, d* = 1.333, r = 1073, s =4, and 2% = 0.8
with initial conditions of +1 accordingly. Setting very small values such as r, rs,
and rsz; with manual potentiometers is not feasible. There are two techniques to
overcome this problem: Use two coefficient potentiometers in series to allow for
very small values or changing the time scale factor of the integrator to which these
are connected.

In this example the latter approach was chosen: The time scale factor of the
integrator yielding —z was reduced to kg = 10. This requires all inputs to be
scaled up by a factor of 102 to get the overall time scale factor of kg = 103. The
advantage of this approach is that instead of a tiny value rs = 0.004 a much more
feasible value of 0.4 is now required.

134 In contrast to a harmonic oscillator which is typically based on an amplifier with suitable
feedback, running in resonance mode, a relaxation oscillator switches abruptly between charge
and discharge mode and thus yields non-harmonic output signals.

135 See section 6.6.

136 See [HINDMARSH et al. 1982] and [HINDMARSH et al. 1984].



170 — 6 Examples

12 L L L L L L I L L
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Fig. 6.82. Numerical simulation of the three coupled differential equations (6.60), (6.61), and
(6.62)

Iext>—

0.75,

+1 ( ) 100rs = 0.4

+1
100rszy = 0.32
( ) 100r = 0.1

Fig. 6.83. Scaled analog computer setup for the HINDMARSH-ROSE model




6.27 Simulating the flight of a glider —— 171

¥
T

,‘ / ) ) ‘,‘
adlv ‘

fJJ_J\__,JJJ_J D) JJJ_J

7] R
'”\/]W\/U 7

BAY

404y 19,9999 ns  359.9%99 ns  959.9999 ms  799.39%9 ms 9599399 ms 'N1599999 s 1.3999999s 15699999 s 17599999 s 1.9599999 s 2,1599%99 s

Fig. 6.84. Typical result of an analog spiking neuron simulation

Figure 6.84 shows a typical result obtained on a digital oscilloscope with this
analog computer circuit and lexy = 1.

6.27 Simulating the flight of a glider

In the early years of the 20th century, the English engineer and polymath FREDER-
ICK WILLIAM LANCHESTER'37 discovered the phenomenon of phugoid oscillation,
which describes a peculiar motion of an aircraft, in which it follows a sinusio-
dal flight path with respect to height over ground, pitching up and down and
thus climbing and descending repeatedly instead of remaining in level flight.!38
A detailed description of this phenomenon can be found in [SIMANCA et al. 2002,
p. 3:1 et seq.] on which the following derivation is based.

Figure 6.85'39 shows the basic glider aircraft considered here. ¢ is the angle
between the centerline of the glider and the horizontal axis, while drag and lift are
proportional to the square of the glider’s velocity v. Introducing a drag coefficient
R, the drag will be Rv? while lift will be considered to be equal to v? in the
following.

Summing up the forces acting on the airplane yields

mi = —mgsin(p) — Rv?. (6.63)

137 23.10.1868 — 08.03.1946
138 See [LANCHESTER 1908].
139 Cf. [SIMANCA et al. 2002, p. 3:2].
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Fig. 6.85. Basic glider airplane

When the angle of attack becomes negative, the sine term will also become nega-
tive, yielding a positive mg-term on the right hand side, accelerating the airplane.
A positive angle of attack will accordingly decelerate the airplane. Dividing both
sides by m and changing R to R* to absorb the 1/m term and setting the gravi-
tational acceleration g := 1 to simplify things even further gives

© = —sin(p) — R*v% (6.64)

The centripetal force acting on the airplane is

2
muv
F,=—
r
Since
.
o=
r
this can be rewritten as
F, = mvy,

which must be equal to the sum of lift Lv? with some lift coefficient L and the
downward force:
mug = Lv? — mg cos(p)

Dividing by m, introducing a scaled lift coefficient L* as before, and solving for
varphi yields
cos(¢p)

; (6.65)

o =L —

The analog computer implementation of this problem is based on equations (6.64)
and (6.65).

To display the flightpath of this glider, the required x, y-coordinate tuple can
be generated by integrating over

& =wvcos(p) and

¥ = vsin(p).
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Fig. 6.86. Sine/cosine circuit

The parameters of this simulation are:

v(0): Initial velocity of the glider.
R*: Drag coefficient of the glider.
L*: Lift coefficient, assumed to be 1 here.

©(0): Initial angle of attack.!4°

To make a (very long) story short, scaling this problem is pretty involved and may

be left to the interested reader.14!

This problem was solved on a historic Telefunken RA 770 analog computer.'42
Since this machine uses quarter square multipliers, all multipliers need their in-
put values with both positive and negative signs unlike modern multipliers, thus
cluttering the schematic a bit. Some of this machine’s multipliers also require a
dedicated buffer amplifier with a feedback of 10 instead of 1, which is pretty un-
usual from today’s perspective. Accordingly, the following schematics show some
technical detail which was typical for analog computer setups in the 1960s.

The first subcircuit is the generation of +sin(¢) and cos(p) based on ¢ as
input shown in figure 6.86. There is nothing special about this circuit. Since the
simulation will typically be run in repetitive mode with rather high values of ko,
no amplitude stabilization is required here.

Figure 6.87 shows the partial computer setup yielding +v and v2. Note the
input weights of 10 in this subcircuit. These were determined by manual scaling
and yield a greater sensitivity of the glider to R* and the gravitational pull.

140 Since sin(p) and cos(y) are derived based on ¢ instead of ¢ since  is not easily restricted
to a fixed interval, setting ¢(0) requires the initial conditions of two integrators to be set to
cos(¢(0)) and sin(¢(0)), respectively.

141 This is the revenge for all the books the author read during his university days, which
usually left unpleasant tasks like this to the reader. ..

142 This particular model is without much debate the top model of Telefunken’s analog
computer family and was introduced in 1966 and built until 1975. It was often part of a
hybrid computer installation. Not many of these machines are known to have survived.
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Fig. 6.87. Computing 4-v and v2, the scale factor 1 on the lower input of the integrator should be
% if scaled “by the book”, but setting this parameter to 1 yields more sensitivity with respect to R

Fig. 6.88. Computing £¢

Deriving £¢ requires a divider. Typically, division on an analog computer
should be avoided for two reasons: Scaling quickly gets pretty complicated with
division circuits and division circuits based on an open amplifier with a multiplier
in the feedback loop tend to be unstable making things even worse. A small
external capacitor between the summer output and its summing junction will
prevent such oscillations. In this example, the division could not be avoided. The
actual implementation of the division circuit on the RA 770 is pretty involved
and isn’t shown in figure 6.88. Instead only the abstract symbol for a divider is
used. Deriving the z and y coordinates of the glider, as shown in figure 6.89, is
straight-forward since v, sin(p), and cos(yp) are known already.
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+171

Fig. 6.89. Computing x and y of the glider

Parameter ‘ Value
—sin(¢(0)) | 0.707
cos(¢(0)) 0.707

v(0) 0.79
R* 0.04
—g 0.107

Table 6.2. Parameters for the glider simulation

Figure 6.90 shows the actual setup on a Telefunken RA 770.143 All in all this

simulation requires seven summers, five integrators, 12 potentiometers,'4* one

“free” potentiometer, five multipliers, and one divider.14®

It is quite fun to play with the two parameters v(0) and R. Figure 6.91 shows
a typical simulation result. The simulation was run at high speed in repetitive
mode so that a flicker free oscilloscope display could be achieved. This particular
result was obtained with the parameters as shown in table 6.2.

The glider starts at y = 0 at the right and is thrown at a rather steep angle

to the right. As v is pretty small, it goes into a dive, turns its direction to the left

143 The little black boxes dangling from the patch panel are just distributors with six inter-
connected jacks. These are often necessary as the special Telefunken patch cables cannot be
stacked together like banana plugs.

144 Two of those could be eliminated as they have been set to 1 during the scaling process.
145 Please note that the inverters required by the quarter square multipliers of the RA 770
have not been included in that list since these are only required due to the structure of this
particular analog computer.
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Fig. 6.90. Problem setup on a Telefunken RA
770 Fig. 6.91. typical simulation result

and gains velocity and thus lift which yields height. It makes a tiny loop before it
slowly wiggles down.

6.28 Flow around an airfoil

The program described in this section simulates the flow of air around a special
type of airfoil, a JOUKOWSKY airfoil.'*6 The basic idea is to simulate the flow of
air around an infinitely long rotating cylinder which is then transformed together
with its surrounding airflow into the shape of an airfoil by a suitable conformal
mapping.147

Spinning objects moving through air, such as golf balls or rotating cylinders,
experience a force which is due to the effect of their rotation in conjunction with
the surrounding medium. This is known as MAGNUS effect after HEINRICH GUS-
TAV MAGNUS, a German physicist who gave the first comprehensible explanation
of this phenomenon. The airflow around a rotating cylinder will be simulated
below using the following assumptions:

—  The cylinder with circular cross section is infinitely long.

146 Named after NIKOLAY YEGOROVICH JOUKOWSKY.

147 This section is mainly based on [LoTzZ AAB]. The author would like to thank Mr. LoTz
for several enlightening and interesting discussions regarding conformal mappings and their
implementation on analog computers. Other useful sources are [REUTTER et al. 1968] and
[Sypow 1964, p. 123].



6.28 Flow around an airfoil —— 177
— The airflow is always perpendicular to the cylinder axis. Furthermore, it is
stationary and conservative, i.e.,
v=0and A=0

with v and A denoting the velocity and area of the airflow.
— The air is assumed to be incompressible and frictionless.

This airflow is a potential flow and its velocity field can thus be described as the
gradient of a complex function f(z) called velocity potential. The function

f(z) =v(0) <zei“’ + rie lw) - iL log(z)
z 2m
will be used in this example. Here r denotes the radius of the cylinder around
which the air flows. v(0) is the initial velocity of the air flow, ¢ the angle of
attack, and I' the circulatory component.

First a circuit to generate the circumference of the rotating cylinder, i.e., a
circle, is needed. This is implemented as always by solving the differential equation
i = —y as shown in figure 4.11 in section 4.2. The radius is set to about 0.4 by
means of the parameter a*, which controls the negative feedback, and the initial
condition a of the first integrator. Both of these must match to avoid artefacts at
the start of a simulation run. As before, the coefficient o provides a very small
positive feedback. It can be omitted if the radius remains constant during a pro-
longed run. If required, it should be set to about 0.005, otherwise the sine/cosine
signals will be distorted. The time scale factors of the two integrators should be
set at least to ko = 103.

The program for the complex velocity potential shown in figure 6.92 is much
more complicated. This circuit expects three parameters/input values:

— The angle of attack, tan(yp), which can be set manually by the free poten-
tiometer shown in the upper left (if no free potentiometer is available, this
parameter can be restricted to either positive or negative values only).

— A value 7 varying linearly from —1 to +1 during one computer run. This
represents the z-component of an air particle moving from left to right (the
circuit actually requires —7).

— Finally, the input denoted y(0) represents the distance of the flow line from
the lower/upper surface of the airfoil. This value can be set either manually
by a potentiometer connected to +1 or —1 or can be generated automatically,
as shown below.

The small capacitors (ca. 47 pF to 68 pF) used in conjunction with the open
amplifiers are required to stabilize the circuit and prevent it from oscillating. The
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Fig. 6.92. Flowlines

+1

ko = 102

Fig. 6.93. Circuit yielding £7

function %log(loox) can be either generated by a diode function generator, by a
TAYLOR approximation, or by the circuit described in appendix E.

Generating the time varying 7 is easy, as shown in figure 6.93: One integrator
(time scale factor set to ko = 102) and a summer suffice to yield both —7 and T,
which will be used later.

As nice as it is to control the vertical (start) position of a flow line manually,
it is advisable to generate a time-dependent triangle signal y as shown in figure
5.15 in section 5.6. Since the computer is run in repetitive mode with an OP-
time of 20 ms to get a flicker free picture, the integrator used to generate this
signal must be controlled externally. On an Analog Paradigm Model-1 this can be
achieved by patching the IC-input of one of the two rightmost integrators of an
INT4 module to +1. The actual range of y is controlled by an additional coefficient
potentiometer at the output of the triangle signal generator.



6.28 Flow around an airfoil —— 179

Fig. 6.94. Flow around rotating cylinder

Putting all of this together and using a display with two independent (z,y)-
inputs the airflow around a rotating cylinder can be visualized as shown in figure
6.94.

Using a conformal or angle-preserving mapping it is now possible to transform
the cylinder cross section into the shape of an airfoil. Applying the same mapping
to the flow lines around the cylinder yields the corresponding flow lines around
that particular airfoil.

Conformal mappings are functions generally defined on the complex plane
f : € — C which locally preserve angles. One particularly demonstrative function
which will be used here is the KUTTA-JOUKOWSKY transform

z:(—}—%

developed by MARTIN WILHELM KUTTA and NIKOLAI JOUKOWSKY. This function
maps a (unit) circle into the shape of a special type of airfoil. A noteworthy
property of this class of airfoils is a cusp at their trailing edge.

The actual conformal mapping as implemented is based on the transform

Ui

’
Z — Zx

f)=(z—2)+

which is split into its real and imaginary parts yielding

n? (x(t) — x4)

(@(t) — 22) + (y(t) — ya)?
7 (y(t) — ys)

(@(t) — 2.) + (y(t) — ye)?

u(x(t),y(t) = (2(t) — ) +

v ((t),y(t) = (y(t) — v«) —




180 — 6 Examples

The parameters z, and y, define the shape of the resulting airfoil. Good values
to start exploration with are z, = 0.045 and y, = 0.052.148 Figure 6.95 shows the
computer setup for the conformal mapping.

The two open amplifiers used to implement the required division operations
should have small capacitors connected between their respective outputs and sum-
ming junctions, as noted in section 5.2.2 and in the glider example before.

Since the conformal mapping circuit is required twice — to transform the circle
into a JOUKOWSKY airfoil and to transform the airflow around the cylinder into
the airflow around that airfoil — the inputs z(¢) and y(¢) of the circuit shown
in figure 6.95 are rapidly switched between the outputs of the circuit generating
rsin(wt) and r cos(wt) and the circuit yielding the coordinates of an air particle
flowing around the hypothetical cylinder.

This can be implemented easily by means of two electronic switches as shown
in figure 6.96. The switches are controlled in such a way that they change position
every other repetitive cycle of the computer. This requires a toggle flip-flop driven
by the operate control line of the computer.

The overall computer setup is quite complex and requires a large complement
of computing elements, the majority of which are summers and multipliers. Figure
6.97 shows the resulting simulated airflow around an airfoil.

6.29 Heat transfer

This example deals with heat flow in a cable — a problem that is described by
a partial differential equation, i.e., a differential equation containing differentials
with respect to more than one variable. Such problems are frequently found in
physics, engineering, and other areas and cannot easily be solved directly by an
analog-electronic analog computer, because such a machine only allows integration
with respect to (machine) time.

A straightforward approach to treat partial differential equations on an analog
computer is to approximate the differentials which are not with respect to time
as differential quotients, thus discretizing the underlying space. Depending on the
required resolution this approach will require many computing elements, as can

be seen below.149

148 To reliably set values as small as these it is often beneficial to use two coefficient poten-
tiometers in series, the first set to a value like 0.1 for some prescaling.

149 More general information on this topic can be found in [BRYANT et al. 1962, p. 37 et seq.]
and [GILLILAND 1967, p. 14-1 et seq.] as well as in other standard texts. The following example
is based on [Telefunken 1963] and [GILOI et al. 1963, p. 264 et seq.]|. A vastly different approach
is described in [ALBRECHT 1968] where linear partial differential equations are transformed into
ordinary differential equations by means of a LAPLACE transform (see appendix A). Section 7.7
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sin(wt) >—— y
Yflow >—
cos(wt) >—+—
P S I oy T

control

Fig. 6.96. Switching between profile and airflow

c

e

Fig. 6.97. Typical air flow around an airfoil

Figure 6.98 shows a cross section of a hypothetical cable consisting of a center
conductor of radius r. surrounded by an insulating material with an outer radius
ri. The current flowing through the center conductor heats it to a constant temper-
ature Tj. The outside of the insulated cable is held at a fixed temperature 0. The
aim of this simulation is to determine the heat distribution within the insulating
material with respect to time ¢ and radius r.

The general homogenous form of the heat equation has the form

— —aV?T = (6.66)

where a is a constant term describing the thermal diffusivity of the material.
Generally, it is

shows another approach to the solution of partial differential equations on an analog/hybrid
computer.
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Ty

Fig. 6.98. Structure of the heated cable

with k£ denoting the thermal conductivity of the material. p is its density, and cp
is the specific heat capacity.

The temperature T within the material is a function of time ¢ and a location
vector T, i.e., T(Z,t). The arguments of the function T are omitted as always to
avoid unnecessary clutter in the equations.

V? is the LAPLACE operator, which is often also denoted by A. It is

V2T = AT = div(grad(T)). (6.67)

Due to the inherent rotational symmetry of the two-dimensional cross section of
the cable shown in figure 6.98, a one-dimensional flat slice running from the center
to the circumference is sufficient to describe the overall problem.

Since the cable in question contains a heat source, the general heat equation
(6.66) has to be adapted as follows by adding another derivative term:

or o*T T

This problem is further determined by the following boundary conditions as

described before:
T(rt) = To = const. %f r<re
0 if 7>
Additionally, the following initial conditions hold assuming that the insulator was
uniformly cooled to 0 at t = 0:
To = const. ifr <r.

6.69
0 else ( )

T(r,0) = {

In order to devise an analog computer program to solve (6.68) the insulator
with thickness r; — . will be subdivided into n € N slices of equal thickness Ar.1%0

150 Here the A denotes a difference — not the LAPLACE operator!
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Thus, the T'(r,t) are replaced by a finite number of T;(¢) by approximating the
differentials by differential quotients with respect to r yielding a number of coupled
ordinary differential equations which can then be readily solved by an analog
computer. This is based on the following approximations for first and second

derivatives
of (@, )| fix1(t) = fi—1(t)
o ‘ ~ AL and (6.70)
Pl t)| figr(t) = 2fi(t) + fi1(t)
o |, ~ (20’ ) (6.71)

Applying (6.70) and (6.71) to (6.68) yields the following general expression

. Tiv1—2T; +T;_ 1 Tiv1—T;—
Ti _ a( 1+1 i+ 1i-1 i+1 i 1) ’ (672)

(Ar)z re +iAT 2Ar

which can be readily implemented on an analog computer since it only contains a
derivative with respect to t.

In the following example the insulator will be divided into four equally wide
slices. It will be further assumed that r; = 57 yielding

Accordingly, (6.72) can be rewritten as follows:

. Tiv1 — 2T+ T Tiy1 —Tiq
Ti=a ) 2
(Ar) 2(i+1) (Ar)

= ﬁ ((Ti+1 2T+ Ti—1) + 2(1;4_1) (Ti1 — Ti—l))

a 1 1
— 7(Ar)2 (<1 + 72(1,_‘_ 1)> Tiv1 — 2T + <1 - 72(2_4_ 1)> Til)

The terms 1 + ﬁ will, of course, exceed 1, so some rough scaling is neces-
sary. Introducing a scale factor A such that

a 1

ANAr? 2

solves this problem and yields the following set of coupled ODEs:

T()Z:l

. 1/5 3 5 3

T == | =Ty — 2T “To | = =T =T =T

1 2(42 1+40> 312 1+80
. 1 /7 5 7 5

Ty = — | =15 — 2T: =T | =—=T5 T —T;
2 2(63 2+61> 12 Tt
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Fig. 6.99. Heat flow simulation

. 1/9 7 9 7

Ty = — | =Ty — 2T: =T | = =T, —T: —T:
3 2(84 3+82> 164 3+162
T4Z:0

A clever trick often used in cases like this is to invert the signs of every other
equation thus saving inverters by taking the implicit sign inversion that every
integrator causes into account. Since the rough discretization shown above yields
only three coupled ODEs, the second one must be rewritten as

. 7 5
—T5 = 7ET3 + 15 — ETl. (6.73)

The resulting program is shown in figure 6.99 — due to the deliberate sign
reversal in (6.73) no additional inverters are required. In general, n — 1 integrators
are needed to solve such a partial differential equation in which the derivatives
with respect to the variable other than time are discretized by splitting them into
n slices. In order to minimize the error caused by this discretization the number
of slices should be as large as possible; three integrators, as in this example, is
typically not enough to obtain reasonable solutions.
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6.30 Two-dimensional heat transfer

Using the same basic idea of discretizing a continuous space into a discrete grid
of cells as in the previous example it is also possible to solve higher dimensional

partial differential equations such as the two-dimensional heat equation!®!
0?u  0%u
t=aVu=aoa—-54+ -5 |. 6.74
(8902 Oy? (6.74)

« represents the diffusity of the two-dimensional medium and is here set to a = 1
to simplify things. Discretizing (6.74) along the 2- and y-axes yields

U5 = (Wi—1,j + Uit1,j + Ui j—1 + Ui j+1 — 4uij) + ¢ j (6.75)

describing a single node in the grid. g; ; represents an optional heat source or sink
at the node u; ;. In the following example heat is only applied to or removed from
node ug,0, i.€., ¢;,j; =0Vi,5 # 0.

Typically it is desirable to have as many grid nodes as possible in a simulation
to minimize the error caused by the above discretization process. Some classic ana-
log computer installations, especially those in the chemical industry which were
used for the design of fractionating columns, often featured many hundred integra-
tors and sometimes in excess of a thousand coefficient potentiometers. Whenever
possible, inherent symmetries of a problem should be exploited in order to conserve
computing elements.

In the following case a 8 x 8 cm? plate, perfectly insulated on its top and
bottom surfaces, is considered. The plate’s edges are held at a fixed temperature T'.
Quadratic square plates like this exhibit symmetries not only along their z- and y-
axes but also with respect to their diagonals as shown in figure 6.100. Accordingly,
it is sufficient to take only one octant of the plate into account in the simulation,
thus saving a considerable number of computing elements. Nevertheless, this comes
at the cost that additional boundary conditions are required.

If only an octant instead of a quadrant of the plate as shown in figure 6.100
is implemented as a grid of computing nodes, the nodes along the diagonal and
those along the z-axis require some attention as they have to be connected to their
“mirror” neighbor nodes which replace the missing neighbor nodes in the adjacent
octants. The nodes along the vertical right hand side of the octant are held at the
fixed temperature 7. The node in the center of the plate is denoted by ugo and
is the only node that allows heat to be applied or extracted.

According to equation (6.75), every integrator in the grid yielding u; ; requires
five inputs: The outputs of its direct neighbors w;—1,j, wit+1,5, Ui, j—1, and u; j41

151 The author is deeply indebted to Dr. CHRIS GILES, who not only suggested this problem
and that of appendix B, but also did the majority of the implementation.
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Fig. 6.100. The heat conducting plate

as well as its own inverted output yielding the —4u; ; term. Node ug o requires an
additional sixth input for gg,0.

The various paralleled inputs of the elements along the diagonal should be
clustered into single inputs with weight 10 and a coefficient potentiometer suitably
set in the actual computer setup.

Figure 6.102 shows two typical results obtained by this setup. The input go o
has been subject to a step impulse at the start of the computer run. The picture
on the left shows this impulse in the top trace followed by the outputs of the nodes
Up,0, U1,0, and uz g. The picture on the right only shows the outputs of the nodes
along the diagonal, i.e., ug,0, u1,1, 2,2, and u2,2.152

Figure 6.103 again shows the impulse fed into node up o and the outputs of
the following three nodes along the z-axis but this time with a fixed boundary
temperature T = 1. It can be clearly seen that the nodes are “heated” by the
boundary while the heat spike gp,o accelerated the heating initially.

6.31 Systems of linear equations

It may seem bizarre to use analog computers, which are usually associated with the
solution of differential equations, to solve sets of linear equations. Such equations

152 Note that the vertical sensitivity has been increased by a factor 2 with respect to the right
pictures in order to obtain a reasonable output for the grid nodes further along the diagonal.
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Fig. 6.101. Basic setup of the two-dimensional heat problem
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Fig. 6.102. Typical results with T' = 0 at the plate boundary
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Fig. 6.103. Results along the z-axis with non-zero boundary temperature T'

are typically solved numerically using an algorithmic approach such as the GAUSS-
SEIDEL or GAUSS-JORDAN methods. Nevertheless, recent developments in artificial
intelligence and other areas have spurred the idea of using an analog computer as

a linear algebra accelerator for solving systems of linear equations.!®3

In the following A, b and 7 are defined as follows:154
a1 ai2 ... Qin b1 X1

A= ¢+ . i |eRb= | |erRnT=|: | eR™
nl  Gn2 ... Qpn bn, Tn

It is assumed that the matrix A is non-singular. The task at hand is now to solve
a system of linear equations such as

AZ=10 (6.76)

for a given A and g, i.e.,
n
Zaijxj —bl' =0 with 1 SZS n.
j=1
A direct approach would transform such a system of linear equations into a
corresponding analog computer setup, which will be demonstrated using a simple
example of two coupled equations:

a11@1 +a12z2 —b1 =0 (6.77)

153 Cf. [HUANG et al. 2017]. The work presented in this section has been done in collaboration
with DIRK KILLAT, see [ULMANN et al. 2019].

154 A € C"*n, be C™, and & € C™ are not ruled out but have to be split into their respective
real and imaginary parts in order to apply the methods described here.
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—(a12x2 —b1)

—(az2171 — b2)

Fig. 6.104. Unsuitable direct approach of solving a system of linear equations on an analog com-
puter

a2171 + ag2x2 —b2 =0 (6.78)

Solving (6.77) and (6.78) for x; and xg respectively yields

b1 — ajox2
r] = ——= and
a
_ba—anm
Tg = —7,
as

which can be readily transformed into the analog computer setup shown in figure
6.104.

Although this direct approach looks elegant, it doesn’t work! First, the coef-
ficients 1/a;; are hard to implement as an analog computer is always restricted to
values in the interval [—1;1]. Second, the main problem is that the setup shown
contains algebraic loops, which are loops consisting of an even number of sum-
mers. Since every summer performs an implicit sign inversion an even number
of such elements will yield the same sign at its output as at its input, resulting
in a positive feedback loop, which will result in an inherently unstable, typically
oscillating, circuit.

Accordingly, another approach, better suited to an analog computer, is re-
quired. The basic idea is to transform a system of linear equations such as (6.76)
into a system of coupled differential equations. The solution vector Z is then ini-
tialized with some initial value and an error vector € is computed, which is then
used to correct this initial guess of 7
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or, in a component-wise-fashion
n
—&; = Zaijxj —b;,1<i<n (6.79)
j=1
where 2; denotes the time derivative of x;.
A set of equations like (6.79) can be directly transformed into an analog com-
puter setup by applying the KELVIN feedback technique. Figure 6.105 shows this
for a system with three unknowns, i.e.,

—&1 = a1121 + a12x2 + a1373 — by
—%9 = a1x1 + a2222 + a3r3 — b2

—13 = a31r1 + az2x3 + azzrs — bs.

Although this approach looks elegant it still has a major drawback in that it
often does not converge. Basically, the underlying system of coupled differential
equations is stable when &; = 0V . This requires A to be symmetric and positive
definite, i.e., all roots of the characteristic equation

|A =X =0 (6.80)

with I denoting the n X n unit matrix must be greater than zero. Unfortunately,
this is often not the case, making this direct approach unsuitable for most real
applications.

Figure 6.106 shows the non-convergent behavior of this simple indirect ap-
proach applied to the following system of linear equations:

08 05 03\ [z 0.8
01 06 08 |ax| =107 (6.81)
02 09 04/ \a3 0.3

A clever solution to this problem is to transform the original problem A7 = b
into a corresponding system of linear equations with a coefficient matrix that is
always positive definite.!® This could be easily achieved by multiplying (6.76) by
the transposed matrix AT from the left yielding

ATAZ = ATh. (6.82)

The matrix H = AT A is positive definite and Hermitian'®6 so that this mod-
ified system of linear equations can be solved by the approach shown above. A

155 More information can be found in [FIFER 1961, p. 842 et seq.], [ADLER 1968, p. 281 et
seq.], and [KOVACH et al. 1962].
156 A rather technical proof of this may be found in [FIFER 1961, p. 842 et seq.].
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Fig. 6.105. Indirect approach to solving a system of linear equations on an analog computer

direct approach might convert (6.76) into (6.82) by means of a preliminary step
performed on a digital computer.

Nevertheless, a purely analog implementation of this approach can be achieved
by computing the error resulting from an initial setting of Z by

ATAZ - ATb=(

and setting

as before. Factoring out A7 yields
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Fig. 6.106. Divergent behavior of the computer setup shown in figure 6.105

This can be now split into two sets of coupled equations:
n
[ Zaijxj — bi (6.83)
j=1
n
.ii el Z @ ji€4 (6.84)
j=1
with 1 <7 < n. These equations can now be transformed into an analog computer
setup as shown in figure 6.107. Compared with the simple program shown in
figure 6.104, this one requires twice the number of coefficient potentiometers (note
the transposed indices) and summers. This seemingly profligate use of computing
elements is nevertheless justified given the very good convergence behavior of this
setup.

Figure 6.108 shows the complete setup using this advanced indirect method
for solving the 3 x 3 system shown in equation 6.81 and the rapidly converging
results are shown in figure 6.109. Not only is the rate of convergence fast, the
results also match the solution obtained by using classic numerical approaches

quite well:
0.8078 0.8093
ZTnumerical = | —0.2852 |, fanalog = | —-0.2877
0.9878 0.9918

6.32 Human-in-the-loop

Analog computers are ideally suited for human-in-the-loop simulations where an
operator interacts with a simulation such as a flight simulator, a nuclear power
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Fig. 6.107. Computer setup for equations (6.83) and (6.84)
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Fig. 6.108. Computer setup for a 3 X 3 system AZ = b
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Fig. 6.109. Solution of (6.84) by the circuit shown in figure 6.108

+-3

plant simulator, etc. This section shows a simple example of this type of simulation.
A user controls the rotational and translational movements of a spacecraft in
empty space by firing rotational and translational thrusters using a joystick.1%”
First of all, a spacecraft-like figure is required for the display. Using a
sine/cosine quadrature generator'®® a unit circle can be generated which is then
suitably deformed using the circuit shown in figure 6.110 yielding the shape shown
in figure 6.111.1%9 The only important requirement here is that the spacecraft
figure has a distinguishable front and back. The output of this subcircuit forms a

o Sx
S =
Sy

with Az = 0.04 and A, = 0.05 being reasonable values to give a suitably sized

time varying two-element vector

shape.

Next, suitable signals have to be derived from the joystick interface to control
the angular velocity ¢ and the longitudinal acceleration a of the spacecraft. Figure
6.112 shows the corresponding computer setup with -1 < j, <land -1 <j, <1

157 Cf. [ULMANN 2016] and see appendix G for a simple joystick interface.

158 See figure 4.11 in section 4.2.

159 Using a diode function generator instead of this simple setup can yield much a more
sophisticated spacecraft shape.
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Fig. 6.110. Creating a spacecraft-like shape by deforming a circle Fig. 6.111. Shape of the
spacecraft as displayed
on an z, y-display

Ja

Jy a

Fig. 6.112. Deriving ¢ and a from the joystick interface

representing the two output signals from the joystick.!6? The two ZENER-diodes in
series, each with a ZENER-voltage of 10 V, limit the output signal of the integrator
to avoid an overload condition.

Using the angular velocity ¢, the corresponding function values =+ sin(¢) and
+ cos(p), which will be used to rotate the spacecraft, can be derived. Figure 6.113
shows the computer setup yielding these functions.

+1

|
Nl 7 . +[ ] cos()
r : — cos(p)

~sin(y)
sin(yp)

Fig. 6.113. Generating +sin(y) and =+ cos(p)

160 Using comparators and electronic switches in conjunction with one integrator each, even
cheap digital “retro gaming” joysticks may be used instead of an analog joystick to produce
continuous voltage signals.
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Fig. 6.114. Rotating the spacecraft shape

The actual rotation is then performed by computing

ro (T slo) Yo

—cos(p) —sin(y)

as shown in figure 6.114 where 7 denotes the time-varying vector of the rotated
spacecraft shape. The computer setup for implementing this rotation matrix is
shown in figure 6.114. If the computer has resolver units, one of them can be used
to implement the rotation instead of using four multipliers and two summers.!6!

This rotated spacecraft shape must now be able to move around on the display
screen controlled by “firing” its translational thrusters which are assumed to work
only along its longitudinal direction. The acceleration a from the joystick controller
therefore must be integrated twice in a component-wise fashion taking the current
angle of rotation ¢ into account. Figure 6.115 shows the subprogram for this
translational movement.

In total, the overall program requires eight summers, nine integrators, six
coefficient potentiometers, nine multipliers, several free diodes, an z,y-display,
and an analog joystick.

161 Basically, a resolver combines the required function generators, multipliers, and summers,
which are required for operations like the transformation of polar coordinates into rectangular
ones, and vice versa, or the rotation of coordinate systems.
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Fig. 6.115. Translational movement of the spacecraft

6.33 Inverted pendulum

This section describes the simulation of an inverted pendulum, i.e., a pendulum
that is mounted on a cart capable of moving along the z-axis only and has its mass
above its pivot point, as shown in figure 6.116. The aim is to keep this pendulum
in its upright position by controlling a force F' acting on the cart in order to move
it from left to right and vice versa.

If such a pendulum were mounted on a stationary cart, its equation of motion
would be the same as that for a mathematical pendulum, i.e.,

b — %sin(go) —0.

However, the problem of an inverted pendulum mounted on a cart with one degree
of freedom is more complex. To derive the equations of motions for this setup the
Lagrangian!62

L=T-V (6.85)

is used where T as usual represents the total kinetic energy while V is the potential
energy of the system.1%3 The total potential energy is

V = mgl cos(p), (6.86)

with g representing the gravitational acceleration. The total kinetic energy is the
sum of the kinetic energies of the pendulum bob having mass m and the moving
cart with mass M, i.e.,

T= (Mv? + mvi) (6.87)

N | =

162 See [LEVI 2012, p. 115 et seq.].
163 The following derivation basically follows https://en.wikipedia.org/wiki/Inverted_
pendulum, retrieved March 29tP 2019.
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Fig. 6.116. Configuration of the inverted pendulum

where v, is the velocity of the cart, and v, is the velocity of the pendulum bob.
Obviously,
Ve = & (6.88)

and (a bit less obviously)

P 2
vy — ¢ (jt (x_zSin«o))) + <§t<zCos<<,o>)> .

The left term under the square root is

(x—1p cos(go))2 = &2 — 2@l cos(p) 4 1292 cos® (i)
while the right term is
(~lgsin(p))® = 1%p*sin®(p)
yielding

vg = &2 — 22l cos(p) + 1292 cos® () + 12p% sin?(p)

= &2 — 2ipl cos(p) + 122 (6.89)

since sin?(¢) 4 cos?(p) = 1.
Substituting (6.86) and (6.87) into (6.85) using (6.88) and (6.89) yields the
Lagrangian

1 1
L= 5Mj32 +gm (1'2 — 2&¢@l cos(p) + 12<,b2) — mgl cos(p)
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1 1
= E(M +m)i? — mapl cos(p) + imlgng — mgl cos(p). (6.90)

The EULER-LAGRANGE-equations of the general form

a (o) _or
dt \9¢; )  9qi

d [(OL oL

afory o
dt \ 9¢ dp

with the generalized coordinates ¢ = x and g2 = . These in turn yield

oL

A
87L
oz

d (oL
d <8:c> = (M +m)i — mlg cos(p) +mlp? sin(p).

yield

= (M +m)i — mlpcos(p) and thus

Similarly

oL
dp
oL
¢

= mlipsin(p) + mglsin(yp),
= —mli cos(p) + ml%p and

d (0L . L 2 .
T (&p) = —mli cos(p) + mlzpsin(p) + mi*@.

These finally result in

d [OL oL
T (83&) = (M +m)7 — milp cos(p) + mip?sin(p) = F (6.91)

and

% (gi) —g—i = —mli cos(p)+mlig sin(p)+mi®p—mli¢gsin(p) —mgl sin(p) = 0.
Dividing this last equation by ml yields

lp — Zcos(p) — gsin(p) =0
which can be solved for ¢ yielding

@ = % (Z cos(p) + gsin(p)) . (6.92)
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The two equations (6.91) and (6.92) fully describe the motion of an inverted
pendulum mounted on a cart capable of moving along the x direction under an
external force F' and can now be used to derive an analog computer setup for this
problem.

Assuming that the mass m of the pendulum bob is negligible compared to the
mass M of the moving cart equation (6.91) can be simplified to

Mi =F,

i.e., the movement of the pendulum mounted on the cart has no influence on the
cart’s movement. With this assumption the inverted pendulum problem can be
described just by equation (6.92) assuming that

= —.

M

Equation 6.92 can be directly converted into the corresponding analog com-
puter program as shown in figure 6.117. Based on the input variable & this setup
generates the time ¢ derivative of the generalized coordinate ¢, which is then used
to generate the two required harmonic terms sin(y¢) and cos(yp) without the need
for a sine/cosine function generator, as shown in figure 6.118. Note that the term
% has been deliberately omitted by defining [ := 1.164

acceleration & affects the pendulum while =5 controls its effect on the movement
4 165

~1 controls how much the

of the car

The potentiometer labeled g yields the gravitational acceleration factor while
[ is an extension of the basic equation of motion and introduces a damping term
for the angular velocity ¢ of the pendulum, making the simulation more realistic.
Setting § = 0 results in a frictionless pendulum.

What would an analog computer setup be without a proper visualization of
the dynamic system? The program shown in figure 6.119 displays the cart with
its attached pendulum rod as it moves along the z-axis controlled by the input
function #. To demonstrate the behavior of the system a double pole switch with
neutral middle position can be used to generate a suitable input signal & to push
the cart to the left or right. With a suitable low time scale factor set on the inte-
grators yielding cos(yp) and sin(p) the pendulum can even be manually balanced
for a short time, given some operator training.

To generate a flicker-free display an amplitude stabilized quadrature signal
pair sin(wt) and cos(wt) of some kHz is required; this can be derived from the
computer setup shown in figure 4.11 or 4.13 in section 4.2. This signal is used to
draw a circular or elliptical cart as well as the rotating pendulum rod mounted on
the cart.

164 The output function ¢ will be used later.
165 These two parameters include the respective masses of the cart and the pendulum.
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cos() sin(yp)

Fig. 6.118. Generating sin(p) and cos(y)

The length of the rod is set by the potentiometer labeled [. Since the pendulum
rod has one of its ends fixed at the center of the cart figure the sin(wt)-signal has
to be shifted by an amount r. The actual rotation is done by multiplication with
sin(¢) and cos(p). The circuit yields two output signal-pairs: P, and P, are used
to draw the pendulum rod while C; and C, display the moving cart. Therefore,
an oscilloscope with two independent (multiplexed) z, y-inputs is required for this
simulation, if both, cart and pendulum, are to be displayed. A screenshot of a
typical resulting display with the pendulum just tipping over is shown in figure
6.120.

What happens when the mass of the pendulum bob is no longer negligible? In
this case equation (6.91) can no longer be simplified as before but must be fully
taken into account to account for the influence of the swinging pendulum on the
cart. Solving this equation for & yields
1
- M+m

which can be easily transformed into a computer setup shown in figure 6.121.

i

(F + milg cos(p) — milp? sin(gp))
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cos(i)
Al
in(wt) (1) + b
sin(w
/
-1
+
Sine) _x>{
cos(wt) @ Cy

Fig. 6.119. Display of the pendulum mounted on its cart

»

Fig. 6.120. Display of the pendulum mounted on its cart

The function # generated by this circuit is now fed into the associated input
of the subcircuit shown in figure 6.117. An external force acting on the cart can
be introduced by means of switch S1 while 3 controls the strength of this force.

b>—
st 11 )~
AL >0
sin(¢p) Il #
@ o

Fig. 6.121. Effect of a heavy mass pendulum on the moving cart
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6.34 Elastic pendulum

The approach of using the Lagrangian in conjunction with the EULER-LAGRANGE-
equations is also used here to model an elastic pendulum, i.e., a mass mounted
on an elastic spring of stiffness k instead of a stiff pendulum rod. As before, ¢
describes the deflection of the pendulum from its position of rest. o represents
the length of the spring without any external forces being applied. Its elongation
or contraction due to external forces is denoted by .

The Lagrangian is L =T — V with

1
V' = Vipring + Vinass = §$2 — gm(xo + z) cos(y)

and 1
T = Zmv?.
2

Since v consists of two components along the horizontal and vertical axes of the
coordinate system we get

1 1 1
T = §mj;2 t3 (zo + )2 % = 3m (5&2 + (z0 + 2)° <p2) .
This yields the Lagrangian
1 5 1 2.9 1. 4
L= Smd” + 5m (o +z)" @7 — ikz:r + gm (xo + z) cos(yp).

The EULER-LAGRANGE-equations

a oLy oL _
dt \ 9¢; oq
with the generalized coordinates ¢ = z and g3 = @ yield

d <8L) oL = —mi —m (zg + x) p? + kx — gm cos(y) and

dt \oi) ox
% (gi) - g—i = 2m (2o + x) ip + m (o + ) varphi — gm (zo + =) sin(y).

Solving for & and ¢ results in

k
i = (zo +x) 9> — —x + gcos(p) and (6.93)
m

2 g
5= — B — sin( o). 6.94
@ PR sin(¢p) (6.94)

To simplify things a bit m = 1 is assumed, which reduces the term % to k.
Setting | = xo + 2 simplifies equation (6.93) to

& =1p% — kx + gcos(p).
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B CJrl

Fig. 6.122. Elastic pendulum simulation

Scaling the term 2/l in equation (6.94) with A = % and setting g = 1—10 yields two

identical fractions in equation (6.94) yielding

2. .1 1 1

p= —)\Z:kgbx - %sin(gp) =10l (itgb)\ + sin(go)) .
Figure 6.122 shows the corresponding analog computer program. Note that
only one divider is required due to the trick of setting g = %. This not only saves

a computing element but also reduces errors.
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mi

P2

m2
Fig. 6.123. Double pendulum

6.35 Double pendulum

Even more complicated, but also more mesmerizing, is the simulation of the double
pendulum shown in figure 6.123 on an analog computer. %6

The equations of motion will again be derived by determining the Lagrangian
L =T —V with the two generalized coordinates ¢; and 2. T represents the total
kinetic energy while V' is the potential energy of the system. The potential energy
is

V = —g ((m1 + ma)ly cos(p1) + mals cos(p2)) (6.95)

with my and mg representing the masses of the two bobs mounted on the tips
of the two pendulum rods (which are assumed to be weightless). As always, g
represents the gravitational acceleration.

To derive the total kinetic energy the positions of the pendulum arm tips
(21,y1) and (z2,y2) are required:

z1 =l sin(p1

+ I sin(p2)
+ 12 COS((pg)

(

y1 = 11 cos(ip1

g = 1 sin(pq
(

—_ — — ~—

Y2 = l1 CoS(p1

The first derivatives of these with respect to time are
1 = p1l1 cos(¢1),

71 = —p1l1sin(e1),

[y

166 This has also been done by [MAHRENHOLTZ 1968, pp. 159-165] which served as an inspi-
ration for this example, especially with respect to the display circuit.
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To = @1l COS(‘Pl) + Pala COS(QQ), and
U2 = —1li sin(p1) — pala sin ga.

The kinetic energy of the system is then

1
T = §(m1($1 +y1)+ms($2+yz))

with

m% = 801 1 0052(<P1),

7J1 = 99111 51112(901),

5 = @11F cos®(p1) + 2¢192l11a cos(ip1) cos(p2) + $313 cos® (p2),

93 = U3 sin®(p1) + 201 9al1l2 sin(p1) sin(p2) + $313 sin®(p2),
and thus

#1497 = @113 cos® (p1) + @117 sin? (1)
= 117 (cos® (1) + sin® (1))
= @717, and

@5+ 93 = ¢RI (cos? (1) + sin®(g1)) + @315 (cos (p2) + sin®(p2)) +

201920112 (cos(p1) cos(p2) + sin(p1) sin(p2))
= <,01l1 + <p2l2 + 20192l COS((pl (pg).

(6.96)

(6.97)

(6.98)

The Lagrangian L results from equations (6.95) and (6.96) with (6.97) and

(6.98) as
1 .22 Lo
l1@1(m1 +ma2) + §m290212 + map1palila cos(pr — @2)+
g(m1 +ma)l1 cos(p1) + gmala cos(p2).

Now the EULER-LAGRANGE-equations

d 0L oL
587@1_87%—0311(1
aoL oL _

dt O¢o  Opa

have to be solved. The required (partial) derivatives are

oL L. . :
67@1 = —map1@alilasin(pr — w2) — g(mi + ma)ly sin(p1),
OL 9. .
9oy I1¢1(my + ma) + magalils cos(p1 — p2),
d 0L

dt 91

(6.99)

(6.100)

(6.101)

= 13¢1(m1 + ma) + malila (@2 cos(p1 — @2) — Pasin(p1 — p2)(¢1 — @2)],
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oL .. . .
Pon = map1p2lila sin(p1 — p2) — gmala sin(p2),
©2
oL . .
Bon — mgwgl% + mailils cos(¢p1 — p2), and
Y2
d oL

v Mma@als + malily [$1 cos(p1 — p2) — P18in(er — @2)(P1 — P2)]
based on (6.99). Substituting these into (6.100) yields

0 =131 (my + m2) — malila@a cos(p1 — @2) — malilagasin(py — 2)(P1 — ¢2)+

map1p2lilz sin(p1r — p2) + gli(m1 +ma) sin(p1).
Expanding (@1 — ¢2) yields
0= l%gbl(ml + ma) + malilapa cos(p1 — p2)+
malyla@3 sin(pr — p2) + gl (m1 +ma) sin(p1).

Dividing by 13(m1 + ms) results in

m2
mi + mo

ma

0= _ mg
p1 + M1+ ma

Iy .. la .o . .
[ 62 cos(p1 — g2) + [ #3sin(er — ¢2) + %smw,

which can be further simplified as

. m2 la ¢, .9 . g .
O=¢1+ ———— cos — + 5 sin — + = sin . (6.102
Pt T (@2 cos(p1 — @2) + @5 sin(p1 — p2)] I (p1). (6.102)
Proceeding analogously, (6.101) eventually yields
. Iy . .9 . g .
0=@2+ N [@1 cos(p1 — p2) — @ sin(p1 — p2)] + b sin(p2). (6.103)

To simplify things further, assuming that m; = mg = land [} =1l =1
in arbitrary units yields the following two equations of motion for the double
pendulum based on (6.102) and (6.103):

P1=—3 (@2 cos(p1 — @2) + @3 sin(p1 — @2) + 29 sin(p1)] and (6.104)

Bo = — [B1 cos(p1 — p2) — @1 sin(p1 — @2) + gsin(p2)] . (6.105)

The implementation of equations (6.104) and (6.105) is straightforward, as
shown in figures 6.124 and 6.125. Both circuits require the functions sin(yp; — ¢2),
cos(p1—¢2), sin(¢1), and sin(ps ), which are generated by three distinct subcircuits
like the one shown in figure 6.126. These circuits yield sine and cosine of an angle
based on the first time-derivative of this angle, so the simulation is not limited to
a finite range for the two angles ¢1 and ¢s.

It should be noted that each of the two integrators of each of these three
harmonic function generators has a potentiometer connected to its respective ini-
tial value input. When a simulation run with given initial values for ¢1(0) and
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P2 >—
cos(p1 — pa) >—

3 >—
sin(pr = ¢2) >—

sin(¢1)

Fig. 6.124. Implementation of equation (6.104)

1 >—
cos(p1 — p2) F@ B
2

o1 >— .
sin(p1 — wa) >— +I—I 2
> T
sin(¢p2) @ +I—I 2

Fig. 6.125. Implementation of equation (6.105)

cos(ip) sin(y)

Fig. 6.126. Generating sin(y) and cos(p)

©2(0) is started, these potentiometers have to be set to cos(¢1(0)), sin(¢1(0)) and
cos(p2(0)), sin(p2(0)), respectively.

Since ¢ and ¢2 are readily available from the circuits shown in figures 6.124
and 6.125, two of these harmonic function generators can be directly fed with
these values. The input for the third function generator is generated by a two-
input summer as shown in figure 6.127.
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— 1 >—

_ ——> D1 — 2
<P2>—

Fig. 6.127. Computing ¢1 — ¢2

sin(wt

—(D
o

sin(ipq)

l1+l2

1y

1| +I_I URRE m
cos(p1)
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1 | 11412
—|_
T2

sin(yps)

cos(y2) ————> Yo

Fig. 6.128. Display circuit for the double pendulum

With ¢ and ¢ and thus sin(¢1), cos(p1), and sin(psz), cos(pz) readily avail-
able the double pendulum can be displayed on an oscilloscope featuring two sep-
arate x,y-inputs by means of the circuit shown in figure 6.128. This requires, as
before, a high-frequency input sin(wt), which can be generated as usual.

Figure 6.129 shows a long-term exposure of the movements of the double
pendulum starting as an inverted pendulum with its first pendulum rod pointing
upwards while the second one points downwards. This simulation requires ten
integrators, 15 summers, 16 multipliers, and 17 coefficient potentiometers.

6.36 Making Music

Being remarkably similar to a music synthesizer the idea of making music with
an analog computer is quite obvious. This section describes a simple computer
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Fig. 6.129. Long-term exposure of a double pendulum simulation run

setup that turns an analog computer into a monophonic synthesizer controlled by
a keyboard generating voltage outputs for gate and pitch.167

Figure 6.130 shows the overall setup for an analog computer to be used as a
simple monophonic synthesizer. The circuit on top is a simple triangular/square
wave generator. The “mod.”-input is the modulation voltage which is expected to
be in the interval [0, 1]. Many synthesizers use a saw tooth waveform as the basis
for sound creation due to the high harmonic content of such a signal which can
be filtered out and mixed in a suitable fashion to yield all kinds of fascinating
sounds. The triangular output signal generated here deviates from this quite a bit
but is sufficient for a little demonstration.

The circuit in the middle of the figure has a “gate” input which switches the
output on and off if a key is depressed and released. The three position switch is
used to select which waveform is fed to the audio amplifier connected to the output
labeled “out”. In the upper and lower position the switch just selects the triangular
or square wave output from the oscillator circuit to the output. In its second
position from top it connects the output of a variable function generator f(z) to

167 In August 2020, HAINBACH, HANS KULK, and BERND ULMANN streamed a live discussion
titled “Analog computers for music”, which can be found here: https://www.youtube.com/
watch?v=bgyzeyatS-0.
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Fig. 6.130. Analog computer setup as monophonic synthesizer

the output. This function generator is connected to the triangular wave output
and can be used to generate fairly arbitrary wave forms which yield interesting
sounds. The fact that it is fed a triangular wave instead of a saw tooth signal
ensures that the function set on the function generator is played in a symmetric
way, thereby guaranteeing that no steps resulting in audible clicks occur between
the end of one period of the output waveform and the start of the next.

The most interesting subcircuit is shown in the lower third of figure 6.130.
The pitch output of a typical keyboard varies linearly with 1 V/octave which is
convenient from a keyboard point of view but does not match the requirement of
a linearly increasing control voltage for the oscillator as that described above.

The reason for this logarithmic voltage/frequency relationship is due to our
Western musical culture where the frequency of a tone doubles from one octave
to the next. Given our traditional half-tone scheme with twelve half-tones com-
prising one octave, the increase in frequency from one half-tone to the next is
/2. Accordingly, the voltage output of the keyboard must be fed into an expo-
nential function generator yielding a suitable control voltage for the oscillator.
Here things get a bit involved: The keyboard used in this example is pretty small
with 32 half-tones and its linear output voltage, which is always positive, must be
mapped to the analog computer value interval of [—1, 1] in order to make best use
of the variable function generator used to implement the exponential function.
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e |g@ |= |g@
-1.0 | 0.0700 1.0 | 0.4700
-0.9 | 0.0769 0.9 | 0.4274
-0.8 | 0.0846 0.8 | 0.3885
-0.7 | 0.0931 0.7 | 0.3533
-0.6 | 0.1024 0.6 | 0.3212
-0.5 | 0.1126 0.5 | 0.2920
-0.4 | 0.1239 0.4 | 0.2654
-0.3 | 0.1363 0.3 | 0.2414
-0.2 | 0.1499 0.2 | 0.2195
-0.1 | 0.1649 0.1 | 0.1995
0 0.1814

Table 6.3. Function generator setting for equation (6.106)

x4 R b

08B

GND

Fig. 6.131. Simple audio adapter circuit

This mapping is done by the two summers shown in the lower sub-circuit of
figure 6.130. The function generator actually implements

o(z) = — ( 13/%) 1) (6.106)
100
instead of using /2 as the basis. This is due to the fact that the implementation
of the triangular wave oscillator suffers a tiny bit from the unavoidable hysteresis
of the electronic comparator and its associated switch. Table 6.3 shows the 21
interpolation points of the function generator used to implement g(x).

Figure 6.131 shows the (very simple) audio adapter connecting the output of
the analog computer to a conventional amplifier or a computer sound card. The
two strings of 1N4148 diodes limit the signal amplitude to about 1.4 V to avoid
damage to the amplifier or sound card in case of excessive levels. Figure 6.132
gives an impression of the overall setup.
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Fig. 6.132. Impression of the actual setup on a Telefunken RA 770

6.37 Neutron kinetics

This section shows a simple implementation of neutron kinetics for the simu-
lation of nuclear reactors fuelled with 23°U or 23Pu respectively.!68
[FENECH et al. 1973, p. 128] neutron kinetics in such a reactor can be described

by

Following

. on
n= l—*(éK —-8)+ Z Aici + s and (6.107)

nB;
l*

('31' = - )\i C;

with n being the neutron density, s representing an external neutron source (which
is often used to “start” a nuclear reactor), and [* representing the effective neutron
lifetime, which depends on the reactor design and geometry and can range between

values as big as 1072 s and 10~% 5.169

¢; are the precursors of the i-th group of
delayed neutrons, (3; represents the fraction of the i-th delayed neutron group, and
A; is the decay constant for the i-th precursor group.

Typically, six groups of delayed neutron precursors are taken into account
for a nuclear reactor simulation. Equation (6.107) could be programmed in a
straightforward way using one integrator for each neutron group. This section

shows how a specialized computing element can be devised from actual data on

168 An overview on nuclear reactor simulation techniques can be found in [MORRISON 1962].
Details of neutron kinetics and related topics are described in depth in [WEINBERG et al. 1958].
An actual implementation of a nuclear power plant simulator is shown in [FENECH et al. 1973].
169 s will be ignored in the following — an external neutron source can always be modelled
by adding s to the input of the network described here.
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235U 239Pu
i || Bi Ci="1% | R [Q] || A Bs C; = %% | R; []
1 || 0.0127 | 0.000237 | 1.9 uF 414000 || 0.0129 | 0.0000798 | 619 nF 1252332
2 (| 0.0317 | 0.001385 | 4.37 uF 72187 0.0311 | 0.000588 1.89 uF 170128
3 || 0.115 0.001222 | 1.06 uF 82034 0.134 0.0004536 | 339 nF 220138
4 || 0.311 0.002645 | 0.85 uF 37828 0.331 0.0006881 | 208 nF 145248
5| 14 0.000832 | 59 nF 121065 || 1.26 0.0002163 | 17 nF 466853
6 (| 3.87 0.000169 | 4.4 nF 587268 || 3.21 0.0000734 | 2.2 nF 1416029

Table 6.4. Delayed neutron data for 235U and 239Pu reactor

nuclear processes that implements the neutron kinetics of a nuclear reactor with
reasonable accuracy and saves a lot of common computing elements.

Figure 6.133 shows the basic structure of a such a computing element imple-
menting the neutron kinetics for either a 23°U or 239Pu reactor. The basic circuit
consisting of RL and either CL1 or CL2 is an integrator with

I*=RL-CLj, 1<j <2

Choosing RL= 100 kQ and CL1= 1 nF yields {* = 10~*s. With the same RL a
CL2 = 100 nF results in I* = 10~2s, two suitable and not too unrealistic values
for the effective neutron lifetime in a nuclear reactor. The switch S1 selects which
of these two values is to be used in a simulation run.

The six groups of delayed neutron precursors and resulting neutrons can be
modelled by series circuits consisting of RU; and CU; for the case of 23°U and

RP; and CP; for 239Pu respectively. The capacitor values are determined by!7°
Bi
C* =n—
i =1 X

with 7 being a scaling factor to get reasonable values for the capacitors. In this
case 7 = 102 was chosen. With the capacitances determined this way, the resistors
can be determined according to

1
R¥; = .
LG

Table 6.4 shows the \; and §; for 23°U and 239Pu with the corresponding

values for the resistor-capacitor networks for both cases.!7!

170 Cf. [FENECH et al. 1973, p.132]. C*; and R*; denote the capacitor and resistor values for
either the 23°U or 239Pu case.

171 The values A\; and $; are according to [TYROR et al. 1970, p. 22]. Actual values tend to
differ a bit in the literature.
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Fig. 6.133. Basic circuit for the simulation of neutron kinetics with six groups of delayed neutrons

The circuit shown in figure 6.133 can be used directly in an analog computer
setup although it is advisable to add two electronic switches, one of which connects
RL to the summing junction of the operational amplifier only when the computer
is in operate mode, while the other switch discharges the selected capacitor CL1
or CL2 as well as the selected network for the delayed neutron groups when the
computer is in initial condition mode. Due to the relatively large values of the
series connection of resistors and capacitors, the initial condition time should be
chosen to be long enough to ensure that all capacitors are suitably discharged.

6.38 Smooth sorting

The final example in this chapter is particularly interesting as it defies intuition
by solving an inherently discrete problem, namely sorting values on an analog
computer — a process also known as smooth sorting.!”? It is based on the following
set of coupled differential equations:

172 This section is based on [BLOCH et al. 2010], [ZHAN et al. 2016], http://www.hrl.
harvard.edu/analog/, retrieved December 12t0, 2022, and [BROCKETT 1991].
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0.9

20 40 60 80 100

Fig. 6.134. Behavior of the analog sorting program

T = Qy%

= —(r1 — 22)11
502 9

T2 = 2(y3 — v7)

U2 = —(x2 — 3)Y2

in = —2yp_,

These directly yield the program for sorting four values shown in figure 6.135.
Figure 6.134 shows the result of a typical program run.

The initial conditions y;(0) should be “small”, about ﬁ has proven to work
well. The values to be sorted are given by z;(0). Figure 6.134 shows a typical
result from such a smooth sorting run. It should be noted that this approach is
very sensitive even to tiny offsets introduced by the multipliers, which will cause
the results to drift away quickly.
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Fig. 6.135. Smooth sorting program
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Hybrid computing

Although analog computers are extremely powerful on their own, the combination
of an analog computer and a digital computer forming a hybrid computer is even
more powerful.

This idea is by no means new — as early as 1956 Space Technology Laboratories
developed the ADDAVERTER, a system capable of coupling an analog computer
with a digital computer by using up to 15 ADCs and DACs, each featuring a
resolution of +0.1 %. The rationale behind such a setup is that digital computers
are good in areas where analog computer have deficiencies and vice versa. Appli-
cations for such hybrid computer setups are abundant due to their computational
power and energy efficiency.

A hybrid computer typically operates in one of two basic modes:

Alternating operation: In this mode of operation the digital computer typi-
cally controls the parameters of an analog computer setup. The analog com-
puter performs a run based on a particular parameter set and returns the
results of its computation to the digital computer by means of ADCs. Based
on these results the digital computer can then derive a new set of parameters
and so forth. Since the operation of the digital and analog computers do not
overlap, this mode is not time critical with respect to communication latencies,
ADCs conversion times, etc. Alternating operation is typically employed for
the solution of optimization problems, multidimensional parameter searches,
the solution of partial differential equations, stochastic analyses, and related
problems.

Parallel operation: This mode of operation requires real time operation from
the digital computer as it operates in parallel with the analog computer and
has to read and supply values with as little latency as possible. In a setup like
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this, the digital computer can not only change coefficients at run-time but

173

also generate functions,” 2 act as a delay circuit, make decisions based on the

values of analog variables, and much more.

7.1 Hybrid controllers

The following examples and explanations are based on the hybrid controller for
the Analog Paradigm Model-1 analog computer, but the ideas and techniques pre-
sented are by not restricted to this particular setup.'”™ Similar coupling devices
have been available in the past and can be built using cheap off-the-shelf hard-
ware such as Arduino®-boards, etc.!™ A hybrid controller like this will typically
provide the following functions:

Control lines: The hybrid controller must be able to control the mode of oper-
ation of the analog computer’s integrators. In the simplest case it will accept
commands like ic, op, or halt from the digital computer and set the ModelC
and ModeOP control lines accordingly.

Depending on its connection to the digital computer there might be consider-
able delays in the exchange of signals due to communication latencies.!”® This
can be problematic in applications where precise timing of IC- and OP-times is
required. It is therefore recommended that the hybrid controller itself should
feature a clock with at least a 1 us resolution. All timing issues should be
performed locally by the hybrid controller without the need to communicate
with the attached digital computer.

The hybrid controller should also be able to sense overload conditions, to
control the POTSET line,'”” and it should feature an input line for an external
halt signal.

Digital potentiometers: This type of potentiometer, similar to a multiplying
DAC, typically offers 10 bit resolution, allowing parameters to be set with a
resolution of about 0.1%.

If the input of such a potentiometer is connected to +1 or —1, it can even
be used as a simple and cheap DAC allowing the digital computer not only

173 Using a digital computer to generate functions of several variables is very useful as this
is notoriously difficult to implement on a pure analog computer.

174 Appendix C describes a simple hybrid controller for THE ANALOG THING.

175 The schematics of a simple Arduino® based hybrid controller can be found at http:
//analogmuseun.org/english/examples/hybrid/, retrieved on March 10, 2020.

176 Latencies of up to several tens of ms are not unusual for serial communication over USB
depending on the operating system, device drivers, etc.

177 See section 2.5.
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to control parameters but also to feed time-varying values to the analog com-
puter.

Digital inputs: Many applications, such as parameter optimization, include
some conditions which have to be sensed by the digital computer in order
to abort a computer run or to change some parameters. This is typically
achieved by means of comparators yielding a digital output signal which can
be read by the digital computer using a digital input channel of the hybrid
controller.

Digital outputs: Using digital output lines of the hybrid controller, electronic
switches, such as those used in the CMP4 module, can be controlled by the
attached digital computer. A typical application for this is to apply step func-
tions to a simulated system.

Readout: One of the most important functions that a hybrid controller must
implement is a readout capability including provisions for data logging. Ideally,
the analog computer features a central readout system which allows every
computing element to be addressed unambiguously. The hybrid controller can
then address an individual computing element which connects its output to a
central ADC for readout.

The time required for a single readout operation is highly critical and includes
the time to address and select the computing element, the time required by
the ADC for one conversion, and the time for transmitting the digital value
to the digital computer.

If many elements have to be read during a computation over and over again, it
can be necessary to place the analog computer in HALT-mode before starting
readout operations and to reactivate OP-mode afterwards in order to avoid
excessive skew between the individual data values being read. This becomes
more and more important with increasing ko values (time scaling) of the in-
tegrators in a given setup.

A more sophisticated hybrid controller may also offer a number of ADC chan-
nels possibly fitted with sample-hold inputs, which can be connected to the
outputs of computing elements. This allows all channels to be sampled at once
thus eliminating timing skew between the various channels.

Figure 7.1 shows the front panel of the Analog Paradigm hybrid controller (HC).
The group of 16 2 mm jacks in the upper half is connected to eight digital po-
tentiometers each with a resolution of 10 bits. The second group of 16 jacks in
the lower half connects to eight digital input lines and eight digital output lines.
On the left is the USB port used to connect to the digital host computer, while
an additional HALT-input and a trigger output are available on the lower right.
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Fig. 7.1. Hybrid controller

The module controls all address, data, and control lines of the analog computer’s
system bus!'”® and features a 16 bit ADC for readout.

The following examples give a basic overview of the general capabilities
of such a hybrid computer. More information on hybrid computing in general
with many applications can be found in [BEKEY et al. 1968], [KORN et al. 1964],
[SCHONEFELD 1977], and other classic texts.

7.2 Basic operation

The Model-1’s hybrid controller used in these examples is connected to the digital
computer by means of a USB interface which emulates a serial line.!™ To facil-

itate programming the digital computer a Perl'®’-module (I0: :HyCon) has been

implemented; it provides an object oriented interface to the hybrid controller.'8!

178 See section H.

179 It is therefore possible to manually control the analog computer equipped with this
controller instead of a manual control unit by sending appropriate commands and parameters
using a serial line terminal application. See appendix I for a description of these commands.
180 See [CHROMATIC 2015] for an introduction to modern Perl programming.

181 A description of this module can be found in https://metacpan.org/pod/I0: :HyCon,
retrieved April 4t", 2020. As of 2023 there now also exists a Python package for the same
purpose: https://github.com/anabrid/pyanalog, retrieved February 15¢, 2023.
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I0: :HyCon requires a configuration file in YAML-format!'®? describing the ac-
tual setup of the analog computer, i.e., the addresses of the various computing
elements, the serial line parameters, etc. A typical minimum example is shown in

the following listing:'®3

example.yml

serial:
port: /dev/cu.usbserial-DNO50L10
bits: 8

baud: 115200
parity: none
stopbits: 1
poll_interval: 10
poll_attempts: 20000

types:

PS

SUM8

INT4

PT8

Ccu

MLT8

MDS2

CMP4

8: HC

manual_potentiometers:

~N O O w NN - O

elements:
INT-0: 0x0030
INT-1: 0x0031
INT-2: 0x0032
INT-3: 0x0033

example.yml

It consists of the following sections:

serial: This section defines the communication setup. port defines the serial de-
vice. Its name depends on the operating system and the USB-serial-adapter
being used. The remaining parameters are defaults and can be adopted un-
changed in most cases.

182 See https://yaml.org/spec/1.2/spec.html (retrieved October 3'4, 2019) for a detailed
description of YAML.
183 There are more optional sections and settings which will be introduced as required.
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types: Each computing element in an Analog Paradigm Model-1 returns an eight
bit ID on the data bus when selected for readout. This section contains the
mapping between these IDs and the actual computing element types.

manual_potentiometers: This section allows the definition of manual poten-
tiometers which can be read by the hybrid controller. This is useful if a
simulation requires user input by means of coefficient potentiometers whose
values are of interest during or after an analog computer run. In most cases
this section can be left empty.

elements: All elements which are to be read out by the hybrid controller should
be defined in this section. Names like INT-0 should be avoided in favour of
meaningful variable names such as phi-dot or the like.

A typical hybrid computer program now begins like this:

skeleton.pl

use strict;
use warnings;
use I0::HyCon;

my $ac = I0::HyCon->new();

skeleton.pl

The scalar variable $ac is an object with access to all the methods implemented
in I0::HyCon to control the operation and setup of the analog computer. A call
$ac->ic() will set the analog computer to IC-mode, $ac->op() will initiate an
OP phase, and so on.

7.3 Shell trajectory

This first example is based on the ballistic trajectory simulation described in
section 6.9 and is an example of digital and analog computers working in an
alternating fashion. The analog computer setup shown in figure 6.31 is used in
this hybrid computer setup. The only difference here is that two of the hybrid
controller’s eight digital potentiometers are used for the coefficients #(0) = cos(¢p)
and ¢(0) = sin(p) with #(0) corresponding to DPTO and (0) to DPT1.

The aim of this simulation is to determine the required elevation angle of
the cannon in this two-dimensional setup so that a target at a user defined z-
coordinate will be hit. The digital computer sets an elevation angle ¢ by means of
%(0) and ¢(0), starts a simulation run, and reads the x component where the shell
hit the ground. Based on § = & — Ztarget, the distance between the target position
and this point a new ¢ is determined and so on until ¢ is sufficiently small.
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Fig. 7.2. HALT detection and target input

It is assumed that the y component of the cannon’s position satisfies ycannon >
0 while the target’s y component is ytarget = 0. Using a comparator as shown in
figure 7.2, an external halt signal is generated when the shell hits the ground. This
signal is connected to the EXTHALT input of the hybrid controller. Zarget can be
set manually by the potentiometer shown below the comparator. Its output is not
connected to anything as it is only read out by the digital computer after a run
to determine the miss distance d.

The configuration file for this hybrid simulation is shown below — the sections
serial and types have been omitted as these are identical to those in the listing
shown on page 223. The two computing elements yielding the values required
by the digital portion of the hybrid computer setup are defined in the elements
section and labeled X and TARGET, representing xnen and ZTiarget-

trajectory.pl

elements:
X: 0x0221
TARGET: 0x0051

trajectory.pl

The Perl program for this hybrid simulation is shown below and is straight-
forward. After instantiating an I0::HyCon object $ac in line 6 a readout group is
defined in line 8. All elements of such a readout group can be read at once by the
hybrid controller with minimal clock skew — something which is not a requirement
in this particular case as the analog computer has been halted when the simulated
shell hit ground and thus all variables are static.!3

The following two calls to set_ic_time and set_op_time define these time
intervals as 1 and 2 ms respectively, which is sufficient in this example with all
integrators set to kg = 105.

The simulation starts with ¢ = 7, set in line 12. Based on this value, #(0) and
9(0) are computed and set in lines 14 and 15. Next, a single run consisting of an
IC-period of 1 ms and an OP-phase of 2 ms is initiated by calling single_run_sync

184 Except for some inevitable integrator drift in HALT mode.



11

12

13

14

17

18

19

20

21

22

23

226 —— 7 Hybrid computing

in line 19. This method blocks further program execuation until either the defined
OP-time has been reached or an external halt signal has occurred. In this simula-
tion, the latter event will always precede a timeout since the shell will hit ground
in less than 2 ms with ko = 105.

After each single run gpen and Zarget are read by invoking read_ro_group ().
This returns a hash containing one key-value-pair for each element defined in the
readout group. Based on these values § is determined in line 22. This value is then
used to determine a new elevation angle ¢ in line 23.1%5 Prior to starting the next
single run with this angle the current values of Zgpell, Ztarget, and J are printed on
screen.

trajectory.pl
use strict;

use warnings;

use I0::HyCon;

my $ac = I0::HyCon->new();
$ac->set_ro_group(’X’, ’TARGET’);
$ac->set_ic_time(1);
$ac->set_op_time(2);
$ac->enable_ext _halt();

my $phi = 3.1415 / 4; # Start with 45 degrees of elevation
while (1) {

$ac->set_pt(0, cos($phi));

$ac->set_pt(1l, sin($phi));

$ac->single_run_sync();

my $result = $ac->read_ro_group();

my $delta = $result->{X} - $result->{TARGET};
$phi -= $delta / 10;

printf ("%+0.4£\t%+0.4f\t%+0.4f\n",

$result->{X}, $result->{TARGET}, $delta);

trajectory.pl

185 This is by no means the best way to determine the angle required to hit a defined target
location. Its sole purpose is to serve as a programming example. If this were a simulation for
an actual commercial or research project, a much more sophisticated and faster converging
method of changing ¢ based on the values of § would be employed.
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7.4 Data gathering

Using a hybrid controller it is also possible to gather data either during HALT
periods in a lenghty computer run or continuously during the OP period as shown
in the following example.'® The goal is to solve the one-dimensional wave equation

1. d%u

R
c Ox?

The derivatives with respect to x are approximated by a difference quotient

1. wi—1 —2u; +uip
S =0
e (Az)?

with Az = = and n € N. Defining

C cn2

(Az)2 ~ 22

results in a form suitable to derive an analog computer setup:

Ui—1 — 2Ui + Uit
(Az)?

iy = A

To simplify things further it is assumed that n =4 and A\ = 1 finally yielding the
following set of coupled ordinary differential equations:

ug = 4(t)

i1 = ug — 2u1 + usg
iy = U1 — 2us + usg
i3 = Uy — 2u3 + uy
iy = Uz — 2uq4 + us

U5=O

0(t) represents an impulse occurring at the start of a simulation run, i.e., at
t = 0. Figure 7.3 shows the resulting computer setup consisting of four basically
identical cells, each containing two integrators, an inverting summer, and a coeffi-

cient potentiometer. Using the hybrid controller as a data logger it is now possible

to gather the variables uq, ..., us during a simulation run.'8”

186 Depending on the hybrid controller used, the amount of available memory for storing
data may be rather limited. Sometimes it is an option to run one problem more than once,
gathering one variable at a time instead of gathering a plethora of variables all at once if
resolution time is not an issue.

187 The sampling interval is automatically determined by the amount of free memory and
the OP-time set for the run.
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Fig. 7.3. Computer program for solving the one-dimensional wave equation

The corresponding configuration file for the hybrid controller looks basically
like the minimal example shown on page 223 with the following changes and

10

11

12

13

additions:
wave_equation.yml
elements:
Ul: 0260
U2: 0261
U3: 0262
U4: 0263
problem:
times:
ic: 10
op: 200
ro-group:
- U1
- U2
- U3
- U4

wave_equation.yml
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A problem-section has been added here. It contains the timing settings, the
definition of a readout group (ro-group) and other optional subsections which are
not required here. The readout group defines a list of computing elements which
will be read during the OP phase of the simulation at equally-spaced intervals. In
this case the readout group consists of the elements labeled U1, U2, U3, and U4.

The corresponding Perl program using this configuration file is shown below:

wave_equation.pl

use strict;
use strict;
use warnings;
use I0::HyCon;

my $ac = I0::HyCon->new(); # Create a new hybrid controller object.

$ac->setup(); # Setup the analog computer
$ac->single_run_sync(); # Start a single run.
$ac->get_data(); # Get the data gathered
$ac->plotO; # and generate a plot.

wave_equation.pl

The method call $ac->setup() performs the setup of the analog computer
based on the problem-section. If a readout group is defined, data will be gathered
automatically by the hybrid controller during each run. The data gathered is stored
in the $ac object and can be extracted by calling the method $ac->get_data(),
which returns an array reference. Another useful method is $ac->plot (), which
can be parameterized to yield different plotting styles and requires gnuplot being
installed on the digital computer.

Calling $ac->plot () as in the example above yields the result shown in figure
7.4. The four lines in the graph represent the four variables u1,...,us4. Each vari-
able represents one location along the z-axis of the one-dimensional wave equation
problem.

In problems like this it would be advantageous to get a more 3d-ish display of
the variables being recorded. The plot () method supports such a display style,
too. Calling $ac->plot(type => ’3d’) yields the plot shown in figure 7.5 which

is much more intuitive than the overlaid 2d plots shown previously.'88

188 It should be noted that the sampling interval was about half as long as in the run yielding
figure 7.4.
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Fig. 7.4. Solution of the one-dimensional wave equation with the range x divided into four sections
of equal width

7.5 Training an Al with an analog computer

The following example is more demanding with respect to the interplay between
the digital and analog computers, which must work in parallel. The analog com-
puter simulates an inverted pendulum, as described in section 6.33, while the

189

digital computer implements a reinforcement learning°” algorithm that learns to

keep the inverted pendulum in its upright vertical position by actively balancing
it.190

In order to learn how to balance the inverted pendulum the reinforcement
learning system running on the digital computer reads four values from the analog
computer: x and &, describing the cart’s position and velocity, as well as ¢ and ¢,
representing the angle and angular velocity of the pendulum mounted on the cart.
Since the setup described in section 6.33 only yields ¢ it is necessary to derive ¢
from its derivative by an additional integrator. The problem with a setup like this,
containing two subprograms, both relying on ¢ and both employing integrators,
is that these two groups of integrators will inevitably drift apart during prolonged
simulation runs, due to unavoidable inaccuracies with the integrators’ time scale

189 See [SUTTON et al. 2018] for an introduction to reinforcement learning.

190 A short video showing the overall hybrid computer setup and training results can be found
here: https://www.youtube . com/watch?v=jDGLh8YWVNE, retrieved October 34, 2019. A more
detailed description of the digital side of this simulation can be found at https://github.com/
£y2002/ai-playground/tree/master/analog, retrieved October 3¢, 2019. The author would
like to thank Mr. MIRKO HOLZER who implemented the Al-part of this hybrid computer setup.
Cf. [HOLZER et al. 2020] for more details.
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Fig. 7.5. Solution of the one-dimensional wave equation with the range z divided into four sections
of equal width plotted with type => ’3d’

factors. To avoid this problem the setup used for this hybrid simulation, shown
in figure 7.6, employs two dedicated function generators, both using ¢ as their
inputs.'®! Thus, ¢ can be derived from ¢ by a single integrator guaranteeing that
all angle functions derived from it are consistent.

The reinforcement learning system running on the digital computer can push
the cart on which the pendulum is mounted by applying a constant force to the left
or right of the cart for a fixed time interval, like 10 or 20 ms. Figure 7.7 shows the
subprogram implementing this application of force under program control. Using
two digital outputs of the hybrid controller, DO and D1, the cart can either be left
uninfluenced (DO = 0) or pushed (DO = 1) to the left or right as determined by
D1. An additional manually operated single pole, double throw switch allows the
operator to unbalance the pendulum deliberately to see how well the reinforcment
learning system can cope with unexpected perturbations.

Since the analog and digital computer work in parallel in this setup, it is of
utmost importance that communication latencies are minimized. If a real-time
operating system isn’t used on the digital computer, the process running the re-
inforcement system should run with elevated priority and any additional compu-
tational or input/output load on the digital computer reduced as far as possible.

The reinforcement learning system has been implemented in Python 3.1%2 The
following skeleton listing shows the simple and self-explanatory main communi-

191 See appendix F for a schematic of these two function generators.
192 Its source code can be found at https://github.com/sy2002/ai-playground/blob/
master/analog/, retrieved October 15", 2019.
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Fig. 7.7. Control circuit for the controlled inverted pendulum

cations routines implemented to send commands to the hybrid controller and to
receive and interpret values read from computing elements:

rl.py
import serial
from readchar import readchar
from time import sleep
# Hybrid Controller serial setup:
HC_PORT = "/dev/cu.usbserial-DNO50L10"
HC_BAUD = 250000
HC_BYTE =8
HC_PARITY = serial .PARITY_NONE
HC_STOP = serial.STOPBITS_ONE
HC_RTSCTS = False
HC_TIMEOUT =2

# Addresses of the computing elements to be read:

HC_SIM X POS = "0223" # Position of the cart
HC_SIM_X_VEL = "0222" # Velocity of the cart
HC_SIM_ANGLE = "0161" # Angle of the pendulum

HC_SIM_ANGLE_VEL

"0160" # Angular velocity of pendulum

HC_SIM_DIRECTION_1 = "DO" # Digital out O=1: push right
HC_SIM_DIRECTION_O = "dO" # Digital out 0=0: push left
HC_SIM_IMPULSE_1 = "D1" # Digital out 1=1: apply force
HC_SIM_IMPULSE_O = "d1" # Digital out 1=0: stop applying force

# Model-1 Hybrid Controller: commands and responses:
HC_CMD_RESET = "x" # Reset hybrid controller
HC_CMD_INIT = "i" # Initial condition
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HC_CMD_QP = "o" # Start simulation run
HC_CMD_ROGROUP = "f" # Define a readout group
HC_RSP_RESET "RESET" # HC response to HC_CMD_RESET

# Send a command to the hybrid controller:
def hc_send(cmd) :
global dbg_last_sent
dbg_last_sent = cmd
hc_ser.write(cmd.encode("ASCII"))

# Get a response from the hybrid controller:
def hc_receive():
# Since the hybrid controller terminates each output
# with "\n", we can conveniently use readline.
return hc_ser.readline() .decode("ASCII") .split("\n") [0]

# When reading values from the hybrid controller, the result
# is formatted as "<value><space><id/type>\n". The type

# information is ignored in the following:

def hc_res2float(str):

£f=0

try:
f = float(str.split(" ") [0])
return f

except:

print ("ERROR #2: FLOAT CONVERSION:", str)
print("Last command sent:", dbg_last_sent)
print("Length of received string:", len(str))
print ("Hex output of string received:", ":"

join("{:02x}".format (ord(c)) for c¢ in str))
sys.exit(2)

# Query the current state of the simulation, which consists of
# the position and velocity of the cart as well as the the
# angle and angular velocity of the pendulum:
def hc_get_sim_state():
hc_send (HC_CMD_ROGROUP)
(res_x_pos, res_x_vel, res_angle, res_angle_vel) =
hc_receive() .split(’;?)
return (hc_res2float(res_x_pos), hc_res2float(res_x_vel),

hc_res2float(res_angle), hc_res2float(res_angle_vel))
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# Reset the simulation (pendulum is in its upright position,
# cart is at x = 0):
def hc_reset_sim():

hc_send (HC_CMD_INIT)

sleep(0.05) #time for capacitors to recharge
hc_send (HC_CMD_0OP)
sleep(0.05) #time for the HC to send the return string

hc_ser.flushInput ()

# Push the cart to the left or right, depending on a:
def hc_influence_sim(a):
if (a == 1):
hc_send (HC_SIM_DIRECTION_1)
else:
hc_send (HC_SIM_DIRECTION_O)

hc_send (HC_SIM IMPULSE 1)
sleep (HC_IMPULSE_DURATION / 1000.0)
hc_send (HC_SIM_IMPULSE 0)

# Initialize the serial line:

try:
hc_ser = serial.Serial(port=HC_PORT,
baudrate=HC_BAUD,
bytesize=HC_BYTE,
parity=HC_PARITY,
stopbits=HC_STOP,
rtscts=HC_RTSCTS,
dsrdtr=False,
timeout=HC_TIMEQUT)
sleep(1.5)
dbg_last_sent = ""
except:

print ("ERROR #1: SERIAL PORT CANNOT BE OPENED.")
sys.exit(1)

# Reset the hybrid controller:

received = ""
while (received != HC_RSP_RESET):
print ("Hybrid Controller reset attempt...")

hc_send (HC_CMD_RESET)
sleep(1)




113

114

115

116

117

118

119

120

121

122

236 —— 7 Hybrid computing

received = hc_receive()
if received != "":

print(" received:", received)
# Define the readout group for all four parameters:
hc_send(’G’ + HC_SIM_X_POS + ’;’ + HC_SIM_X_VEL + ’;’ +
HC_SIM_ANGLE + ’;’ + HC_SIM_ANGLE_VEL + ’.’°)

# Here follows the actual reinformcement learning code...

rl.py

Using the analog computer as its sparring partner, the reinforcement learning
systems learns to balance the inverted pendulum based on the values z, &, ¢, and
. Whenever ¢ exceeds about 30 degrees or the cart position x leaves the interval
[-1,1] the current simulation run is terminated and the next run is started. At
first, the reinforcement learning system acts rather randomly but improves quickly
over time. At the end of the training the pendulum is held in a stable position

more or less indefinitely.1%3

7.6 Hybrid solution of systems of linear equations

Using a hybrid computer it is also possible to solve systems of linear equations
AT =0 (7.1)

with an arbitrary degree of precision. This can be achieved by an iterative approach
with an initial guess of the solution &y, which is refined repeatedly so that

1—00

The iterative technique used in the following is the RICHARDSON method!%*
)

Bir =B —w (Ai’i - b) (7.2)

where w = const is a relazation parameter. Rearranging equation (7.2) yields

fi+1—fi:w(b—Af).

193 It would be simple to set up a PID-controller (a controller featuring a proportional, an
integral, and a time derivative term) on the analog computer to stabilize the pendulum, but
this would foil the aim of this experiment.

194 See [RHEINBOLDT 2009] for details on this.
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With w — 0 this transforms into the following system of differential equations
F=0b— A%,

which has already been implemented in the program shown in figure 6.108 in

section 6.31 with the little twist that b as well as AZ are multiplied with AT

from the left, thus guaranteeing a symmetric and positive definite matrix and
thus ensuring the convergence of the implementation

F= AT (E—Aa:«').

In order to solve such a system on an analog computer A and b must be scaled
by some factor A > 0 which is possible since the equations are linear and

AA)Z=Xb < AZ=bYA>0 (7.3)

holds. Unfortunately it is not possible to scale the problem such that the ana-
log computer will directly yield & since the solution is (obviously) not known in
advance. Using a hybrid computer approach this problem can be turned into an
advantage: Starting with an unscaled problem, the analog computer will typically
quickly run into an overload which will be used to halt the computation by the hy-
brid controller. The result #; obtained by this aborted run satisfies Az = 51 #* E,
which can be used to define a new system of linear equations

-

AZs =by=b—b;

to be solved in the next iteration. If this could be solved without overload and to
the desired precision it would yield

A(f2+fl)=5—g1+g1=g,

so that ¥ = 5+ 71 would hold. ¥y would thus “correct” the initial erroneous result
Z1 to yield the desired result. Since it is likely that this second step will also fail
with an overload, this procedure is applied iteratively until the desired precision

(v A7)

is satisfied for a given € > 0 yielding

n
7~ E {fl‘.
i=1

This method can be further refined to achieve an arbitrary degree of precision

of the result is reached, i. e., until

<e€

by rescaling the system of linear equations between successive iteration steps as
shown in equation (7.3) with A; > 1 in order to make Aib larger and thus gain
additional precision through the next #;. The final solution is then

A
i=1 "

Y~
Tr =
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7.7 Solving PDEs with random walks

It has already been shown how partial differential equations can be solved by
discretization along all but one of the variables involved. Unfortunately, this sim-
ple approach requires an immense number of computing elements rendering it
unfeasible for problems of realistic size.

A completely different and interesting approach is the use of random walks!®®
to solve partial differential equations, as the following example shows. The un-
derlying theory is covered by the FEYNMAN-KAC formula, which links parabolic
partial differential equations with stochastic processes. Of central importance here
are WIENER processes, which are also known as BROWNIAN motion. The main re-
quirement here is to have as many independent noise sources as there are spatial
dimensions in the problem under consideration.!%6

The following example is mainly inspired by [SAWHNEY et al. 2020] and
[SAWHNEY et al. 2022] and demonstrates how a partial differential equation of the
form

V (aVu) +&Vu —ou = —f (7.4)
in a region 2 with boundary 92 can be solved without resorting to creating a

mesh covering .197

This equation is a variant of a PoissoN!9®

equation. Here, f is a source term
(describing an external heat source or sink, etc.). « is a diffusion coefficient mod-
elling the rate of diffusion in the medium. & is a vector field called drift coefficient
representing a motion of material on the region and o represents an absorption
coefficient. 199

Here, a simplified variant of (7.4) namely Au—ou = 0 is solved over the region

Q= {(x,y) € R?

2| < 1Ay <1A<x,y>¢BT}

with
B, = {(m,y) € R?

:L'2+y2<’f’2}

195 See [HENZE 2018] for detailed information on random walks in general.

196 The design and implementation of good noise sources with a bandwidth up to about
100 kHz is out of the scope of this book. [BENEKING 1971] gives a thorough account of the
foundations of electronic noise in general.

197 Typically, the construction of suitable meshes tends to get quickly rather complicated
with increasing complexity of the structure.

198 Named after its discoverer, SIMEON DENIS POISSON.

199 This is often called a screening coefficient. Accordingly, equation (7.4) is also called a
screened POISSON equation.
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(=1, -1)

Fig. 7.8. Region

denoting the two-dimensional ball around zero with radius r. This region is de-
picted in figure 7.8. The boundary is then

o = 0B, U {(w,y) € R?

al=1v iyl =1}

with
2z if (z,y) € 0B,
g(z,y) =< sin(2rz) if |y =1
sin(2ry)  if |z =1,

describing the boundary conditions for the PDE, i.e., u = g on 9. u may be
considered to represent a temperature within Q with the boundary conditions
representing external heat sources or sinks.

To get the desired the solution u at some coordinate (x,y) a number of inde-
pendent random walks X, (¢) = (z;(¢), yi(t)) are performed, starting at the location
X;(0). The computing run lasts until such a random walk hits a boundary after
a runtime of 7;, i.e,. X;(7;) € 9Q. Due to the absorption o, a boundary near to
(z,y) has intuitively a bigger impact on the final value of u than one further away.

oT

This is taken into account by an exponential term e~°" with 7 representing the

elapsed time until the random walk hits a boundary, yielding2°°

o0

UiE(e*UT‘g (X(T))) = nlgréo w
i=1

Figure 7.9 shows the analog computer setup for this problem. At the left are

201

two independent noise sources*”", each of which is connected to a DC block as

200 E(...) denotes the expected value.
201 Used in this setup were two Wandel & Goltermann RG-1 noise sources yielding white
noise signals ranging from DC to 100 kHz.
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- NGy

Ext.
halt

Fig. 7.9. Random walk program

202

shown in figure 5.14 in section 5.5. The resulting values are then integrated
yielding the z- and y-components of a single random walk.

Boundary checking consists of two parts: Detection of the outer boundary of
Q) is done by halting the analog computer when an overload occurs, i. e., when x or
y have crossed the boundary of the [—1, —1] x [1,1] box. Detecting the boundary
of B, is more involved and is done by the program shown in the right half of figure
7.9, yielding an external halt signal which will also cause the computation run to
halt.

In addition to the actual random walk, the program also implements the
required exponential term by means of the integrator shown in the upper right.

The algorithm running on the attached digital computer is straightforward.
First, the parameters o, 72, and 1/T} are set. Then (x,y) are iterated over a set of
points Pq for which the solution is required. For each such coordinate pair (z,y)
the intial conditions x(0) and y(0) are set and an analog computer run is started.
This run lasts until a halt is triggered by either an overload or the external halt
signal. Depending on the values of  and y the boundary condition to be taken
into account is then determined by a sequence of conditional statements, and u is
updated accordingly.

Figure 7.10 shows a typical result gained by this method. The partition Pq
equals an equidistant 50 x 50 grid, and for each point (z,y) € Pq 200 random
walks were performed.

202 The two integrators forming these DC blocks are running continuously, i. e., not under the
IC/OP control of the analog computer. If the filtering integrators were to be reset repeatedly,
this would render the random signal unusable as the filter needs some time T%) to reach a
steady state.
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Fig. 7.10. Simulation result with a 50 x 50 grid over Q
enable HALT on overload
enable HALT on external event
set o
set 12
set %0
for all (z,y) € Py do
u <+ 0
for 1 <i:<ndo
set 2(0) =z
set y(0) =y
run > Only HALT by overload or external event will terminate this
if HALT on overload then > We hit the rectangular boundary
if |z| > 1 then
g(x,y) < sin(2my)
else > In this case |y| > 1
g(z,y) « sin(27z)
end if
else > The circle has been touched (external interrupt)
9(x,y) < 2z
end if
u+u+e 7Tg(z,y)
end for
u(z,y) — ¥
end for

plot u(z,y)






Summary and outlook

Programming analog and hybrid computers is fundamentally different from the
purely algorithmic approach used in digital computers, as the preceding chapters
have shown. At first sight, using an analog computer seems to be much more
involved and complicated than programming a digital computer. This is decep-
tive. Apart from the scaling issues, programming analog computers is much more
straightforward than programming digital computers since the mathematical de-
scription of a problem is basically sufficient to set up an analog computer, while
in the case of a digital computer a plethora of additional quirks and complications
regarding the implementation on a specific machine have to be taken into account.

The main advantages of analog computers, either as stand-alone systems or
as part of a hybrid computer setup, are

— the extremely high degree of parallelism that this class of machines exhibits,
— the high overall computational power, and
— the high energy efficiency.

Every change of a bit from 0 to 1 or vice versa in a digital computer requires
a small parasitic capacitance to be charged or discharged. Together with other
effects, such as the structure of typical output driver stages of logic gates, this
results in a superlinear relationship between clock frequency and the overall energy
consumption of a digital computer. Given today’s clock frequencies of up to several
GHz this results in power requirements of way over 100 W for a typical multi-core
CPU chip. Apart from the challenge of cooling such devices, this is, quite simply,
an excessive amount of energy for the computations and does not scale well in
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the long term.2%3 Increasing the clock frequency of digital computers further to
achieve higher computing power is not an easy feat since the problem of heat
removal gets increasingly worse.

Digital computers are plagued by other problems as well — one of the most
important effects is the upper bound of parallelism that can be obtained by an
algorithmic approach for a certain problem, as described by AMDAHL’s law. Only
few problems are so well behaved that they can exploit the computing power of
a highly-parallel supercomputer with thousands and sometimes several millions
of individual cores. The majority of programs can’t be scaled effectively over so
many processing units.

Obviously, alternative approaches to classic digital computing are required to
fulfill the ever increasing demands for computational power. Analog computers
will be a central part of such novel systems, where they will act as coprocessors to
speed up time-consuming or time-critical simulations, etc., as they do not suffer
from the aforementioned problems.

Due to the representation of values as continuous voltages or currents and
the continuous time of operation within an analog computer, all signals (with
the exception of comparator and switch outputs) representing variables are “well
behaved”, i..e, they do not exhibit discontinuities. This results in a very high
energy efficiency.

Abandoning the idea of a central memory system which stores commands and
data to be processed in favor of interconnecting individual computing elements
in order to set up an analog computer for a given problem, there is nothing like
a VON NEUMANN bottleneck. Further, the abdication of an algorithm allows for a
perfect degree of parallelism of the various computing elements within an analog
computer.

Nevertheless, a lot of development work is required in the future to turn the
classic analog computer with its cumbersome patch panel into a useful, general
purpose, reconfigurable integrated circuit.?’* A main challenge will be the design
and implementation of the configuration circuitry which will allow the elements
of such an analog computer to be interconnected automatically under the control
of a digital computer acting as a host system. In addition to the hardware, a soft-
ware ecosystem must be developed, including a suitable (standardized) hardware
description language to define the required interconnections of a particular analog

203 It has been estimated that the world wide digital information technologies may account
for 10 to 20% of the world’s energy consumption in 2030. Even today the total energy consump-
tion of these systems is well above 5% (see [GELENBE et al. 2015], [HEDDEGHEM et al. 2014],
[JONES 2018], or [BELKHIR et al. 2018]).

204 Currently quite a lot of research is being carried out in academia and industry to develop
such ICs, but in 2023 there are no general purpose systems commercially available.
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computer setup, libraries allowing the tight integration of the analog computer on
a chip into a hybrid computer are required, etc.

These challenges are formidable, but the possibilities of analog computing are
nearly endless and will more than justify all the necessary research and develop-
ment expenses.

Given the high energy efficiency of analog computers compared with digital
approaches, they will create new fields of application — such as medical implants,
which might consume so little electrical energy that they could be powered by
energy harvesting within the body, thus making energy storage devices that must
be changed or recharged at regular intervals superfluous. It will also find numerous
applications in mobile and wearable devices for signal pre- and post-processing to
save precious battery capacity. Even complex tasks such as trigger word detection
for assistance systems can be implemented using analog computer techniques,
saving power in standby mode, etc.

Other applications will benefit from the fact that a system that is not con-
trolled by a program stored in some volatile memory cannot be “hacked” in a
traditional sense.2%%. This will make analog computers the systems of choice when
it comes to control systems in critical infrastructure systems, systems on which
human lives depend, etc.

Also, most branches of artificial intelligence, (AI), and machine learning will
benefit substantially from the application of analog computing techniques. Spiking
and bursting neurons can be directly implemented as analog circuits and the fact
that neuronal networks are basically defined by their interconnection structure,
together with their synaptic weights, fits perfectly with the paradigm of analog
computing.

All in all, analog computing is an extermely promising approach for future
high performance and/or low energy computing and will be part of most future
computing systems.

Happy analog computing!

205 If a reconfigurable analog computer is used, the reconfiguration capability must be phys-
ically disabled to gain that benefit.






The Laplace transform

One of the standard tools for solving differential equations analytically is the
LAPLACE transform, a parameter integral named after PIERRE SIMON LAPLACE.
Although this is not directly connected to analog computer programming, the
basic ideas and techniques are quite interesting and can sometimes be used to
cross check the analog computer solution of a problem.2%6

It is defined as

F(s) = L(f(1)) = / F(t)e dt (A1)
0

with s € C and transforms differential equations into algebraic equations which
can typically be solved much more easily. The result obtained is then transformed
back by means of an inverse transform £~!(F(s)), which is normally done by
using tabulated functions.

A.1 Basic functions

This section presents the derivation of the LAPLACE transforms for some basic

functions.

206 Further information on this particular transform can be found in [WIDDER 2010]. Three
wonderful historic texts on the subject are [CARSLAW et al. 1941], [VAN DER PoL 1987], and
[DoETscH 1970]. Its particular application to problems in engineering and especially con-
trol theory can be found in many texts such as [SENSICLE 1968] and [FOLLINGER et al. 2021].
[DUFFY 1994] shows advanced transforms for the solution of partial differential equations.
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A.1.1 Step function

One of the most basic functions is the step function

f(t)_{ 0 t<0

a t>0

with amplitude a € RT. In the case of a = 1 it is called unit step function, denoted
u(t) which is also known as HEAVISIDE step function after OLIVER HEAVISIDE.207

Its LAPLACE transform is20®
o0 o0
L(u(t)) = /aefSt dt = a/e*St dt.
0 0
Substituting ¢ = —st yields dt = —% dy, so (A.2) simplifies to
oo oo
a a a
L(u(t)) = —— Cdp=—=|et| =-.
(we) =% [ e [ ] :
0 0

A variant of the step function is the delayed unit step function

0 t<T
“(t_T)_{ 1 t>T

with the following LAPLACE transform

Lut—-T))= /u(t —T)e st dt
0
T o)
= /u(t —T)e stdt + /u(t —T)e stdt
0 T
o0 oo _sT
= /e_St dt = 1 [e_St] =° .
s S
T T

207 See [YAVETZ 1995] for more information on HEAVISIDE’s work.
208 Note the lower bound of integration.

(A.2)

(A.3)
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A.1.2 Delta function

In many cases, the DIRAC delta function®°? §(t) is used as input for a dynamic
system.?19 It has zero width but satisfies

oo

/5(t)dt: 1

— 00

and is therefore often called the unit impulse. It can be understood as the derivative
of the unit step function u(t). Its LAPLACE transform can therefore be derived by
integrating by parts as follows:

L(5(t)) = /00 (:;tu(t)) e Stdt
0

= [u(t)e“} —/u(t) (—sefst) dt

0 0
oo
:0+s/e75tdt
0

Substituting ¢ = —st as before yields dt = —% dep so that

s/efStdt:f/e“"dgo: [e“] =1

0 0 0
Thus, L(4(t)) = 1.

A.1.3 Ramp function

Another basic function is the ramp function

0 t<0
f(t)_{ at t>0

Its LAPLACE transform can be derived as follows, using integration by parts:

) :a/te_“‘t dt = a [— te_St] —/—e_St dt (A.4)
0

S S
0 0

209 Named after PAUL ADRIEN MAURICE DIRAC.
210 o6(t — T') typically denotes the delayed delta function.
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Substituting ¢ = —st a second time gives

_ 7est 12/00 _ [ St] N (A.5)
0 0

Combining (A.4) and (A.5) results in?!!

efst —st e s efst e a
z:<f<t>>=a[—t e ] =a[—“+s?] =5
0

s 52

A.1.4 Exponential and trigonometric functions

The LAPLACE transform of the exponential function has the form

7 ~(s+a)t %
—at / ate—stdt: e e — 1 )
—(s+a)], s+a
0

The basic trigonometric functions can also be transformed in a straightforward

fashion using the identities

el —e™ ¥

sin(yp) = — and (A.6)
el fe7lv
cos(p) = — (A7)

Using (A.6) gives

x 3 eiwt _ e—iwt
L(sin(wt)) = /sin(wt)efSt dt = / (21> e St dt
0
s iw—s)t 7 —(iw+s)t1x®
l/ (iwfs)t _ef(inrs)t) df — l e_( : _ l e ( :
2i 2i | iw—s 0 2i | —lw—s 0
0

1 1 _ w
21 —s+iw —s—iw/) s$24+w?’

Using (A.7) the relation

S

L(cos(wt)) = T

can be derived analogously.

211 It can be shown that L(at™) = S‘,lﬁr!l .
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A.2 Laplace transforms of basic operations

Things really get interesting when the LAPLACE transforms of operations instead
of simple functions are computed. This is shown below for the time derivative and
the time integral of a function. Let

dx
)= —
=5

then integration by parts gives

L(f(1))

00 oo
e 1 —/—sme*“dt
0

dx —st
/ ae dt
0
0
sL

(z) — 2(0).

Here 2(0) denotes the initial value of x at ¢ = 0. The interesting fact is that
the time derivative of a function f(¢) can be transformed into the much simpler
multiplication of the LAPLACE transform of the function with s.

This can be extended to higher derivatives as well. From

follows that

and so forth.2!2
If multiplication with s is the transform of a time derivative, it is tempting to
assume that integration will be transformed into a division by s. This, indeed, is

the case. Let .

flt) = / xdt+c
0
with ¢ being a constant real value. Its LAPLACE transform is

o] t
L(f1) = edt | e=stdt+ <
J\fro)mmes

212 [i—f] o will often be written as [z],_ for brevity.
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t oo 0
1 —st 1 —st
——e xdt + = [ ze dt—|— -
s s
0 0

Se() + <.

The constant ¢ is the initial value of the integral.

A.3 Further characteristics

Given two functions f(t) and g(¢) which can be subjected to a LAPLACE transform
yielding F'(s) and G(s), the transform has the following useful characteristics:

LS +g®) = AF(s) + G(s) (linearity)
L(f(At)) = % (X) (scale factor)

L ( LE) ) =F(s+pP) (exponential damping)
L(ft—T)u(t—-T)) =e TSF(s) (time shift)
L((f*xg)(t))=F(s)G(s) (convolution)

A.4 Inverse Laplace transform

The inverse LAPLACE transform is defined as
y+iT

f(t)=L7HF(s)) = — 1m 7{ S F (s

27r1 T—
~—iT

with y € R denoting a vertical line in the complex number plane. y is chosen
so that all singularities of F(s) are on its left. This transform is known as the
BROMWICH integral, after THOMAS JOHN L’ANSON BROMWICH and is typically

solved using the residue theorem.?3

213 The line integral of an analytic function f(z) over a closed curve v can be determined by

n

%f dz = 2mi Z I(v,a;)Res(f, a;).

Jj=1

Here, the a; denote a finite set of points where f(z) has singularities while I(a;) is the winding
number of the path vy around the point a; and Res(f,a;) is the residue of f(z) at the point
a;. See [CARSLAW et al. 1941], [DUFFY 1994], etc., for more information on this technique.



A.5 Example —— 253

Normally, this process is avoided by using tables of functions and their
LAPLACE transforms, e.g.:

L(5(t) =1
L(t—T)) =eTs
Lu(t) = -

cim =
L) =
L<i (1 (1+ at)e™o) > :ﬁ
E( - > - (sza)l<s+b>
Lsin(wt) = 55
L (cos(wt)) = SQJFLWQ
L(esin(wn) = oy oe
£ (e cos(wt)) = Jﬁ
£ (sinh(wt)) = — Cjw‘z
£ (cosh(wt)) = ﬁ
c <\/a2:7w2 sin (wt +tan~! (‘;’))) = 551752 (A.8)

L (siniwt)) = arctan (%)

A.5 Example

Solving a differential equation such as
F+x=194(t)

using the LAPLACE transform is pretty straightforward. First, the transform is
applied to both sides yielding

s*L(z) — s2(0) — [#],_ + L(z) =1
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The initial conditions #(0) =1 and [&],_, = 0 give
$2L(x) — s+ L(x) =1,
which can be rearranged into
(2 +1)L(x)=s+1
and finally into

s+1
Lo =5

Instead of computing the inverse transform, the table of typical LAPLACE
transforms is used to determine

g st
x=L <32+1)’

the right-hand side of which matches equation (A.8) in the preceding section with

a =1 and w? =1 yielding the final solution of this differential equation:

x = V/2sin (t—i—g)

A.6 Block diagrams and transfers functions

In engineering, dynamic systems are often described as block diagrams showing all
forward and feedback paths of the system under consideration, such as transducers,
amplifiers, servomotors, etc. The individual blocks are described by a transfer
function ® which defines how the input and output of the block are linked together:

tput
output _ o

input

These transfer functions are typically written as LAPLACE transforms.?'4 They
can be simulated by either passive electronic elements alone, a combination of op-
erational amplifiers and passive elements, or by analog computing elements. Using
tables linking typical transfer functions with their corresponding implementation

214 Instead of the LAPLACE transform variable s, which is identified with differentiation and
integration in the case of %, the classic p operator is often used:
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using analog computing elements, simulations of complex systems described by
block diagrams and corresponding transfer functions can easily be set up.

Details of this technique, which exceeds the scope of this book, can be found in
[SENSICLE 1968], [JOHNSON 1956, p. 45 et seq.], [GILOI et al. 1963, p. 288 et seq.],
[CARLSON et al. 1967, p. 191 et seq.], [SYDOW 1964, p. 128 et seq.], and other clas-
sic text books. Good examples of application are described in [WEEDY et al. 1998]
and [GILES 1976].



Solving the heat equation with a passive
network

The two-dimensional heat equation as treated in section 6.30 can also be solved
by means of a two-dimensional grid consisting of a number of identical passive
resistor/capacitor (RC) nodes as shown below.?!5 The aim is to model the heat
flow in a two-dimensional sheet of thermally conductive material such as a thin
metal plate. The flow is described by

o= aViu. (B.1)

To model the behavior of this equation by means of a discrete two-dimensional
grid of passive elements, it is approximated by finite differences yielding

Uij = o (Uim1j + Wig1j + Wi + Ui g1 — 4uij) + G

with u; ; denoting a single grid node, and ¢; ; representing a heat source or sink
connected to this node. Such a node is shown in figure B.1 and consists of four
resistors and a capacitor with a common junction. Applying KIRCHHOFF’s current
law to the center node u; ; yields the following expression for the voltage at this
node:

(wij—1 —uij) + (Wij+1 — wig) + (wi—1j — i) + (Uit1,5 — Uiy)
R

—Cu; j+1; ; = 0.

215 The author would like to thank Dr. CHRIS GILES for his invaluable support in setting up
this example.
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Fig. B.1. A single RC-node

The terms in the enumerator are the currents flowing through the resistors, the
second term describes the current through the capacitor, and the last term is an
optional current that may be injected into this node. Rearranging then yields

(wij—1 — i j) + (Ui 1 — Uig) + (Wic1j — i j) + (Uig1,5 — Uij)
R

C,j = + 1

(B.2)

Equations (B.1) and (B.2) have the same structure so that a grid consisting
of many nodes as shown in figure B.1 may be used to solve the two-dimensional
heat equation problem?!® by considering

voltage = temperature and

current = heat flux.

In the following, a plate of dimension 16 x 16 cm? as shown in figure B.2 is
considered. Its top and bottom surfaces are perfectly insulated while its outside
boundary is held at a constant temperature (= voltage). The plate is divided into
a 1x1 cm? grid. Exploiting the symmetries along the z- and y-axes, it is sufficient
to model only one quadrant of the plate.?!”

The upper right quadrant is thus modelled by a passive 8 x 8 grid consisting
of RC combinations as shown in figure B.3. The connection labeled Iy at the
lower left corner allows to apply a current (heat flux) or a voltage (temperature)
to the corner node ug . The connections o and § implement the fixed boundary
values along the edge of the quadrant. The physical implementation of this grid
is shown in figure B.4. It was built using 180k resistors and 100nF capacitors.

216 Approaches like this were in widespread use well into the 1960s for solving a wide range
of heat transfer, electromagnetic, and fluid flow problems.

217 The symmetry along the 45 degree diagonals can not be as easily exploited using a passive
model like this as it was in the example shown in section 6.30.
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Fig. B.3. Passive network for one quadrant
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Fig. B.4. Implementation of the two-dimensional RC-network

S wauwa

Fig. B.5. Steady state of the network and differences between adjacent nodes

The two graphs shown in figure B.5 depict the steady state after forcing the
temperature at node ug,o to a fixed value. The left hand picture shows the tem-
perature distribution across the plate quadrant. The graph on the right shows
the heat flux densities, which were obtained by measuring the voltages across the
individual resistors which correspond to the heat flux between adjacent nodes.
This yields the z- and y-components of the heat flux which allowed the heat flux
magnitudes in between the nodes to be calculated.

Figure B.6 shows the time dependent voltages at the diagonal nodes u; ; after
injecting a pulse Iy o at the corner grid node g o. The diffusion of the temperature
across the plate quadrant can clearly be seen as well as the eventual settling of
the nodes along the diagonal to the boundary condition temperature as defined
by the inputs « and .

As inflexible as passive networks like this are with regard to their spatial struc-
ture, they can be used to solve partial differential equations of a given structure
with varying boundary conditions very efficiently. [VOLYNSKII et al. 1965] contains
a lot of practical examples and theoretical background.
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Fig. B.6. Response to a step input at nodes ug,0, u1,1, ...u7,7 (from left to right and up/down)



A simple hybrid controller for THE ANALOG
THING

This chapter describes a simple Arduino®?'® based hybrid controller for THE
ANALOG THING.2!9 At its heart is an Arduino® Mega 2650 single board micro-
controller, which is connected to the HYBRID connector of the analog computer.
The microcontroller can take over control of the analog computer, i. e., it can con-
trol its mode of operation (IC, OP, or HALT), and it can sample data from up to
four analog outputs.?20

Table C.1 shows the connections between this connector and the Arduino®
input/output pins.?2! These connections allow the Arduino® to control the oper-
ation of the analog computer and to gather data from the four analog outputs.

The hybrid controller software??? implements the following commands:

218 See https://uww.arduino.cc, retrieved on December 15, 2022.

219 The source code for this device can be found at https://github.com/anabrid/hardware/
tree/main/the-analog-thing/arduino_2650_hybrid_controller, retrieved on December 15¢,
2022.

220 With a minimal setup like this it is not possible to automatically set coefficients. This
would require additional digital potentiometers such as the AD5293 or multiplying DACs
connected to the Arduino®.

221 The analog outputs of THE ANALOG THING available on the HYBRID connector corre-
spond to the values patched to the X-, Y-, Z-, and U-jacks on the patch panel. These signals are
fed to voltage dividers and level shifters yielding analog signals between 0 and 3.3 V, which
can be fed directly to the analog inputs of most modern microcontrollers.

222 See  https://github.com/anabrid/hardware/tree/main/the-analog-thing/arduino_
2650_hybrid_controller/simple_hybrid_controller, retrieved December 1%, 2022.
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HYBRID pin | Name Description Destination on the Arduino® board
1 IN-X analog z-input n.c.

2 HYB-X analog z-output AnalogIn 0
3 IN-Y analog y-input n.c.

4 HYB-Y analog y-output AnalogIn 1
5 IN-Z analog z-input n.c.

6 HYB-Z analog z-output AnalogIn 2
7 IN-U analog u-input n.c.

8 HYB-U analog u-output AnalogIn 3
9,10 GND Ground GND

11,12 VUSB +5V n.c.

13 DIR Enable hybrid mode D2

14 ModeOP Integrator control D3

15 Voffset | Offset voltage output | n.c.

16 ModeIC Integrator control D4

Table C.1. Mapping of the HYBRID port on THE ANALOG THING to the Arduino® Mega 2650
input/output pins

arm: Arm the data logger for data capturing to start at the begin of the next
single run.

channels=<value>: This command sets the number of channels that are to be
logged. <value> can be set to 1, 2, 3, or 4.

disable: Disable the hybrid controller.?2 This allows THE ANALOG THING
to work as a standalone system without the hybrid controller interfering.

enable: Enable the hybrid controller, which then takes over control of the at-
tached analog computer.

halt: Set the analog computer to HALT-mode.

help: Print a short help text listing all of the available commands.

ic: Set the analog computer to IC-mode.

ictime=<value>: Set the initial condition time to <value> milliseconds. If any of
the integrators of the analog computer are configured to run in SLOW mode
(corresponding to kg = 10), this interval should be at least several ten mil-
liseconds long.

interval=<value>: This sets the data sampling interval to <value> milliseconds.
Data sampled will be transmitted through the USB-connection of the micro-
controller with individual channel values separated by a semicolon.

op: Set the analog computer to OP-mode.

223 At power on the hybrid controller will be in this state.
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optime=<value>: Set the operation mode time to <value> milliseconds. This set-
ting, together with ictime, controls the behavior of repetitive operation or
single run.

rep: Start repetitive operation. The attached analog computer cycles between IC-
and OP-mode in this mode until switched explicitly to IC, OP, or HALT mode
by the hybrid controller.

run: Start a single run on the analog computer.

status: Return general status information about the configuration of the hybrid
controller.

Figure C.1 shows a typical setup consisting of THE ANALOG THING and an
attached microcontroller board. A typical command sequence for performing a
single run of a program gathering one channel of data would look like this:

ictime=50
optime=3000
interval=b
channels=1
arm

enable

run

The setup shown in figure C.1 implements the HINDMARSH-ROSE model.?24
The above command sequence yields a data set like the one shown in figure C.2.22°
The seemingly varying pulse heights are caused by the rather long sample interval,

a shorter interval should be preferred.

224 See section 6.26.
225 The plot was created with gnuplot, see http://www.gnuplot.info, retrieved December
15, 2022.
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@

Fig. C.1. THE ANALOG THING controlled by an Arduino®Mega 2650
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Fig. C.2. Result from a three second run of the HINDMARSH-ROSE model



An oscilloscope multiplexer

Most oscilloscopes provide at least two y-channels which allow the display of two
curves at once on the screen. Although this is often sufficient for work with an
analog computer, sometimes it is desirable to have not only two y-inputs but
several pairs of - and y-inputs. This allows multiple figures, each defined by a
corresponding x, y signal pair, to be displayed. Since this is not possible with most
standard oscilloscopes the need for an x,y oscilloscope multiplexer arises.?25

Figure D.1 shows the prototype implementation of the four channel multi-
plexer described in the following.

The schematic is shown in figure D.2. It features four y- and four z-inputs and
yields a single y- and z-output to the oscilloscope. In addition to this, a z-signal
is generated which can be used for automatic beam blanking if the oscilloscope
supports an external beam control input.

The lower third of the figure contains the clock circuitry which can be run in
either of two modes as determined by the position of switch S1. In its top position
the multiplexer is free running controlled by a simple astable multivibrator based
on a NE555 (IC1). If S1 is set to the lower position, the clock signal is activated
every time the analog computer is in OP-mode. This is especially useful when
repetitive operation is selected as the oscilloscope will switch from one input pair
to the next in conjunction with the operation cycles. This circuit also generates
the z-signal which turns the beam off whenever the analog computer is not in OP-
mode as well as while switching from one input channel to another. The operational
amplifier IC3 in conjunction with the potentiometer R5 is used to adjust the
blanking signal level between +15 V and —15 V to suit the particular oscilloscope.

226 If this functionality is only rarely used, the electronic switches of an analog computer can
be used in pairs with proper control logic.
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- 75 09031646921

Fig. D.1. Implementation of the multiplixer

The middle section of the schematic shows the two bit counter which selects
one out of the four input signal pairs. The counter itself is built from two JK-flip-
flops (IC6). Using switch S2 the number of channels displayed can be selected from
one to four. The two address bits feed a two-to-four demultiplexer (IC4B) which
yields four active-low logic signals controlling the two electronic quad switches

IC7 and IC9. Both outputs to the oscilloscope are buffered by simple impedance
converters (IC8 and IC10).
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A log() function generator

The logarithm is a particularly useful function as has been seen in section 6.28
where this function was required for the simulation of an air flow. The literature
abounds with electronic logarithm function generators — either based on polygon
approximation, see section 2.6, or using a suitable PN-junction in the feedback
path of an operational amplifier. Both approaches are quite tricky to implement
due to the non-negligible temperature coefficients of the diodes and transistors re-
quired. Fortunately, there exists an integrated circuit, the LOG112, which imple-
ments a high-precision logarithm function generator that can be easily interfaced
to an analog computer. The behavior of this device is characterized by

1 Iy R3+ R4
=_1 14 2=
Vout 5 0g10 (Iref> ( + 5 )

where I, and I..f denote an input and a reference current.

Figure E.1 shows the circuit of the overall computing element: The reference
current I is defined by R5 which should have a precision of at least 0.05%.227
The input current [;, is defined by R1 which should have the same precision.

The input/output voltage relation of this circuit is shown in table E.1. Input
values less than 0.001 V will result in an overload that could be detected either by
means of a analog computer comparator or by a dedicated detector circuit based
on an LM339 or the like. The values of the table should be used to calibrate the

circuit by setting the potentiometer R4 accordingly.

227 This resistor can also be implemented by paralleling four high-precision 1M resistors if
250k are not readily available.
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Fig. E.1. log() function generator

Exponent | Input Output
-3 0.001V | —10V
—2 0.01V -5V
—1 0.1V ov

0 1V 5V

1 0V o0V

Table E.1. Behavior of the logarithmic function generator

It should be noted that the LOG112 has a rather limited bandwidth, so its
application in simulations involving high time scale factors should be given careful

consideration.



A sine/cosine generator

In some cases, such as the inverted pendulum simulation which was used to train
a machine learning system, basic harmonic functions such as sin(¢) and cos(p)
cannot be generated using the quadrature generator described in section 6.33,
figure 6.118, because computing element variations will cause ¢ and the derived
functions sin(p) and cos(y) to drift apart over time.

If the argument ¢ can be guaranteed to be in an interval like [—1, 1], func-
tions like sin(y), etc., can be generated using special function generators based
on polygonal approximation. The AD639228 is a rare but useful integrated circuit
which generates basic trigonometric functions; this was used to build the dedicated
function generator shown in figure F.1.

Both potentiometers R2 and R6 have to be adjusted so that an input volt-
age in the range of [—2m,27] rad =[—1,1] =[-10,10] V is mapped to the interval
[-7.2,7.2] V.

228 See [Analog Devices].
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Fig. F.1. Sine/cosine generator based on the AD639 universal trigonometric function converter



A simple joystick interface

Since an analog computer is ideally suited for all kinds of dynamic systems simu-
lations, a joystick interface is a really versatile peripheral device as it makes “man
in the loop” simulations possible. This appendix describes a simple adapter cir-
cuit which allows a two-channel analog joystick, as commonly used for controlling
models, to be used with an analog computer.

The joystick used here is a two-channel joystick from an old model remote
control. It consists of two 4k7 (4700 €2) potentiometers — one for the z- and one
for the y-direction. A simple handheld enclosure was built, as shown on the left
in figure G.2. This also holds a push button which can be used to control an
electronic switch or a comparator in the analog computer.

The circuit shown in figure G.1 is pretty straightforward: First, the two refer-
ence voltages of £10 V are buffered by the operational amplifiers IC1A and IC1B.
R1 and R2 are the joystick’s potentiometers while R1* and R2* are used to set the
origin of the joystick (putting the joystick into its middle position with respect to
x and y should yield a value of 0 on each channel).

Since the potentiometers used in a typical joystick allow for a 270 degree travel
and as the joystick only allows for a much smaller deflection, the wiper will never
hit its end positions. Accordingly, the output signals x and y must be amplified to
satisfy 10 V < z,y < +10 V. This is done by the two operational amplifiers IC1C
and IC1D. The capacitors C1 and C2 suppress any unwanted oscillations which
otherwise may occur. The slight non-linearity due to the load resistance of 10 k
on the wipers of the joystick potentiometers is negligible in this application, so no
additional buffer stage is required.

The switch S1 which is also mounted in the joystick’s enclosure can be seen
on the right side of the schematic in figure G.1. As long as it is open the output is
tied to +10 V by means of a 100k resistor. Closing the switch will yield a negative
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Fig. G.1. Joystick adapter circuit

Fig. G.2. Joystick mounted in enclosure and prototype adapter circuit

value so that either a comparator or an electronic switch (in the case of an Analog
Paradigm Model-1 analog computer) can be controlled by this switch.

The right half of figure G.2 shows the prototype circuit built on a standard
160x 100 mm? breadboard. The joystick is plugged into the 9-pin SUB-D connector
visible on the upper left of the circuit board. The 2 mm sockets yield the output
signals (z and y as well as the signal from the push button switch).



The Analog Paradigm bus system

The Analog Paradigm model-1 analog computer features a bus system that makes

it easy to extend the system with additional modules for special operations such

as the logarithm function generator described in section E. All computing modules
are based on standard Furocards (160 mmx100 mm) using two-row (A/C) DIN

41612 connectors. Table H.1 shows the signals available on this bus system.
When designing new hardware for the Analog Paradigm Model-1 analog com-

puter, the following constraints should be taken into account:

— Signals denoted by an overline are active-low logic signals.

— Analog and digital ground (AGND/DGND) should never be connected to
each other on a module as this would introduce a ground loop and deteriorate
system performance.

—  When POTSET is active, i. e., low, the computer is set to potentiometer set-
ting mode. The integrators are halted and the inputs of all potentiometers
are connected to the positive reference voltage. Using the readout feature de-
scribed below, the value set on each potentiometer can then be displayed on
a DVM.

—  The OVERLOAD line can be driven by a computing module to signal an
overload condition to the control unit. The driver must be of the open collector
type. (A standard TTL-driver can be used but must be decoupled by a diode.)

—  The signals MODEIC and MODEOP control the operation of the integrators
of the overall system.

— To read the output value of a computing element its address must be placed
onto the address lines A15-A0 and the READ line must be driven low. The
element selected in this way will then connect its output to the READOUT
line by means of an electronic switch (or a relay). In addition to this, each



276 —— H The Analog Paradigm bus system

A Pin no. C
+15V 1 +15V
—-15V 2 —-15V
AGND 3 AGND
+10V 4 +10V
—10V 4 —10V
AGND 6 AGND
READOUT 7 READOUT
AGND 8 AGND
AGND 9 AGND
POTSET 10 OVERLOAD
MODEOP 11 MODEIC
RS4 12 RS3
RS2 13 RS1
Al5 14 Al4
Al3 15 Al12
All 16 Al0
A9 17 A8
A7 18 A6
A5 19 A4
A3 20 A2
Al 21 A0
22
23
RSO 24 CSELECT
WRITE 25 READ
D7 26 D6
D5 27 D4
D3 28 D2
D1 29 DO
SCL 30 SCA
+5V 31 +5V
DGND 32 DGND

Table H.1. The Analog Paradigm Model-1 bus system

computing element can drive the data lines (D7-D0) to show its module type
which can then be displayed on a readout unit.

— The 16 address bits consist of a rack number (A15-A12 — this will be typically
0000), a chassis number (A11-A8 — from bottom to top in a rack), a slot
number (A7-A4 — from left to right), and an element number (A3-A0). Each
card can hold up to 16 computing elements.

—  The lines labeled RS, SCA, SCL, and WRITE are reserved for future use.



HyCon commands

The Model-1 hybrid controller, HC, is connected by means of a serial line USB

interface to a digital computer which sends appropriate commands to control

the operation of the analog computer. Using a serial line terminal program it is
possible to control the analog computer by typing in these commands:229

A: Enable halt-on-overflow. When enabled, any overload condition will immedi-
ately HALT the analog computer so that the element(s) causing this condition
can be identified by their respective overload indicators.

a: Disable halt-on-overflow.

B: Enable external halt — a trigger signal on the HALT-input of the hybrid con-
troller will place the analog computer into HALT mode regardless of its current
mode of operation.

b: Disable external halt.

c: This command expects a six-digit decimal number which specifies the OP-time
for repetitive or single-run operation in milliseconds. If values less than 10°
milliseconds are required, which is typically the case, the number has to be
padded with zeros on the left.

C: This command also expects a six digit decimal number specifying the time for
setting initial conditions in milliseconds.

d: Clear the digital output port specified by an address in the range of 0 to 7.

D: Like d but set the digital output port specified by a single-digit address follow-
ing the command.

229 It should be noted that these commands should not be followed by a carriage return
(<CR>) and/or line feed (<LF>) control character. The hybrid controller firmware parses its
input data in a bytewise fashion and is not record oriented. Spurious <CR>/<LF> or whitespace
characters will result in error messages as they are regarded as illegal commands.
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: Issuing this command starts repetitive operation. The analog computer will
cycle through the modes IC and OP with the respective times set by the c-
and C-commands until it is halted.

: This command starts a single-run cycle, i. e., the analog computer runs through
the sequence IC, OP, HALT with the IC- and OP-times as specified above.

: If a readout-group has been defined with the G-command, issuing an f will read
all of the elements in that group sequentially and return their values.

: This command, too, starts a single-run cycle. The main difference to the E-
command is that a message will be returned at the end of the cycle, allowing
the analog and digital computer to be synchronized.

To read the value of a single computing element, the g-command, followed by
a four digit hexadecimal address, is used.?3° The hybrid controller will return
the ID of the computing element as well as its current value.

: This command expects a semicolon-separated list of four digit hexadecimal
addresses which must be terminated by a single dot to let the hybrid controller
know that no more entries follow.

Set the analog computer into HALT-mode.

: Set the analog computer into IC-mode.

: Return all values sampled during the last OP cycle if a readout group had been

defined previously.

¢ Set the analog computer to OP-mode.

: This command for setting a digital potentiometer expects the four digit hex-
adecimal address of the module containing the potentiometer to be set, fol-
lowed by a two digit address of the potentiometer, followed by a four digit
decimal (!) value in the range of 0000 to 1023.23! To set the digital poten-
tiometer number three on the module with the base address 0x0090 to 1/2,
the command P0090030511 would be required.

This prints out the current digital potentiometer setting.

Read all eight digital input ports and return their respective values.

Print out status information.

Set the analog computer into POTSET-mode. This is useful for setting manual
potentiometers — see section 2.5.

During an OP-phase this command will print the elapsed time since the OP-
mode started.

: Reset the hybrid controller.

232

: Print help.

230 The addressing scheme is described in appendix H.

231 The value 1023 corresponds to a coefficient of 1.

232 At the time of writing this, X is only an experimental feature.
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The following example shows how the hybrid controller can be controlled by man-
ually issuing appropriate commands.?33 First, the OP- and IC-times are set to 500
and 100 milliseconds respectively as echoed by the controller (lines 1 to 4). Then a
repetitive run is started by issuing an e-command which is eventually terminated
by forcing the analog computer into HALT-mode (line 6). Then the digital output
with address O is set to high before another repetitive run is started and later
terminated by the h-command.

The command in line 10 reads the value from the computing element with the
hexadecimal address 0160. The hybrid controller returns 0.0061 1, the first part
being the value read while the second number is the identification number of the
computing element being read.

Line 12 defines a readout group consisting of two computing elements with the
respective hexadecimal addresses 0160 and 0161. Issuing an s-command returns
complete status information of the hybrid controller also containing the addresses
of all elements in the readout group. The f-command in line 16 reads all elements
of this group and returns their values as -0.0004;-0.0002.

example.yml

c000500

T_0P=500

€000100

T_IC=100

e

h

DO

e

h

g0160

0.0061 1

G0160;0161.

S
STATE=NORM,MODE=IC,EXTH=DIS,OVLH=DIS, IC-time=100,0P-time=500,
MYADDR=90 , RO-GROUP=352; 353
f

-0.0004;-0.0002

example.yml

233 The line feeds after each command have been inserted for better readability. The hybrid
controller does not expect line feed control characters after commands.
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quarter-square multiplier, 33, 34

ROSSLER attractor, 146
radioactiv decay, 49

RAM, 93

ramp function, 249

random access memory, 93
random walk, 238

RC, 256

reaction speed, 110
reinforcement learning, 230
relaxation parameter, 236
repetitive operation, 7, 23, 36
reset, 18

residue theorem, 252
resolver, 197

RICHARDSON method, 236
RLC-circuit, 70

ROSSLER, OTTO, 146
rotating spiral, 163
RUTHERFORD-scattering, 135

sample and hold, 88, 93, 94
scaling, 11, 54, 55
time, 12, 20, 55
variable, 12
SEIR model, 114
Selsyn, 7
servo-potentiometer, 39
single run, 23, 36
SJ, 14
slide rule, 4
smooth sorting, 216
solution
particular, 57, 77
sorting
smooth, 216
source term, 238
Space Technology Laboratories, 219
special functions, 73
specific heat capacity, 183
speed

reaction, 110
spiral

rotating, 163
SQ model, 160
square

root, 75

wave, 80
stabilization

amplitude, 58
step function, 248
STIELTJES integral, 73
stiff differential equation, 8
stochastic computer, 2
STUBBS-SINGLE approximation, 101
subcritical damping, 68
substitution technique, 51
SUMS, 17
summer, 12
summing junction, 14
sweep, 61
switch, 35
synchro, 7
system

predator-prey-, 145
systems of linear equations, 187

TAYLOR series, 30, 65
Telefunken, 31
THAT, 43
THE ANALOG THING, 43
thermal
conductivity, 183
diffusivity, 182
THOMSON, WILLIAM, 4
time
delay, 91
machine, 6, 20, 55
problem, 20, 55
scale factor, 18, 19
scaling, 12, 20, 55
time derivative, 89
trajectory, 130



transfer function, 96, 103, 254
transfer system, 96
transistor

field effect, 95
Transmitter, 7

transposed matrix, 191

triangle
signal, 80
wave, 80

two quadrant multiplier, 34

underdamped, 68

unit impulse, 249

unit step function, 248
unloaded potentiometer, 26

V2 rocket, 7
VAN DER Por, 122
variable

machine, 12, 54

problem, 12, 54

scaling, 12
velocity, 49
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potential, 177
voltage divider, 25
VOLTERRA-LOTKA-equations, 145
voltmeter

compensation, 27

digital, 27
von NEUMANN bottleneck, 244

wave
equation, 49
square, 80
triangle, 80
weight, 12
WIENER process, 238
wobbulator, 61

XIBNC, 25
XID, 24
XIR, 24

Z-diode, 24
ZENER-diode, 24
Zombie apocalypse, 144
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