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Preface

For a new drug to be developed and brought to market, approximately
US$1.8 billion and a minimum of 15 years in development are required. In
most instances, only a few drugs make it to market because the process of
creating a new drug can fail at different steps along the way, with most of
them failing in the final stages of development. Some reasons for this can
be attributed to the lack of extensive clinical data, unexpected toxicities
and long-term side effects; as well as the highly competitive market, which
puts a strain on the development of new drugs. A way to reduce some of the
costs and increase the likelihood of success is to maximize the information
gained via basic science and the design of better translational approaches
and clinical trials. As such, bioinformatics approaches are becoming more
essential in drug discovery and vaccine design, not only in academia,
but also in the pharmaceutical industry. Bioinformatics involves the use
of software tools and computer programming to understand biological
data, particularly when the data is large and complex. The development
of large data warehouses and algorithms to analyze large data, the iden-
tification of biomarkers and novel drug targets, computational biochem-
istry, genomics, drug discovery and design have all been at the forefront
of translational drug discovery in recent years. Bioinformatics has revo-
lutionized disease-based and drug-based approaches as well as improved
knowledge of biological targets. It has ushered in a new era of research with
the aim to accelerate the design and development of drug and vaccine tar-
gets, improve validation approaches as well as facilitate in identifying side
effects and predict drug resistance. As such, this will aid in more successful
drug candidates from discovery to clinical trials to the market and, most
importantly, make it a more cost-effective process overall.

Since there has been much emphasis placed on developing bioinformat-
ics tools for pharmaceutical drug development, this book is a timely and
important addition to the evolving field. The 17 chapters are categorized
into three sections. The first section presents the latest information on bio-
informatics tools, artificial intelligence, machine learning, computational

XV



xvi PREFACE

methods, protein interactions, peptide-based drug design and omics tech-
nologies. The following two sections include bioinformatics tools for the
pharmaceutical and healthcare sectors.

In this book, experts from around the world provide comprehen-
sive overviews of the many important steps involved in—and the critical
insights needed for—the successful development of therapeutic drug prod-
ucts with the help of bioinformatics, artificial intelligence and machine
learning. The amount of work put into these 17 chapters required signifi-
cant collaboration and input, and there are many people who are worthy
of our thanks. We thank the support of over 20 thought leaders in AI/
ML from across the globe who contributed to the chapters. Without their
contributions, the book would not have been possible. We offer our sin-
cere gratitude to the Department of Pharmaceutics and Pharmaceutical
Technology, L.M. College of Pharmacy, Ahmedabad-Gujarat, India; the
Department of Chemical Pathology, School of Pathology, University of the
Free State, Bloemfontein campus, Free State, South Africa; and Victoria
University, Institute for Health and Sport for their ongoing support in pub-
lishing this volume. We also thank Scrivener Publishing and their staff for
their editorial support throughout the publication process.

The Editors

Vivek Chavda

K. Anand

Vasso Apostolopoulos
December 2022
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Introduction to Bioinformatics, Al
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and Vladimir N. Uversky*"
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Morsani College of Medicine, University of South Florida, Tampa, FL, USA

Abstract

Bioinformatics is a growing field that has emerged in recent years. The use of com-
putational applications for protein sequence analysis in the early 1960s created the
groundwork for bioinformatics. Alongside, developments in molecular biology
techs evolved DNA analysis, leading to simpler manipulation of DNA, its sequenc-
ing, and computer science, suggesting the development of compatible and more
powerful computers with innovative software for performing bioinformatics tasks.
Biological Big Data collection when analyzed with bioinformatics tools leads to
powerful predictive results with repeatability. Due to advancements in the merg-
ing of computer science and biology, even subdisciplines like synthetic biology,
systems biology, and whole-cell modeling are emerging rapidly.

*Corresponding author: vivek7chavda@gmail.com
"Corresponding author: vuversky@usf.edu: ORCID: https://orcid.org/0000-0002-4037-5857
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4  BI1OoINFORMATICS TOOLS IN DRUG DEVELOPMENT

Keywords: Bioinformatics, artificial intelligence, machine learning, AI/ML,
pharmaceuticals, drug product development

1.1 Introduction

In the context of Artificial Intelligence (AI), Machine Learning (ML), and
Big Data, the healthcare industry explores the medication research process,
evaluating how emerging technologies can enhance efficacy [1]. Artificial
intelligence and machine learning are seen as the way of the future in a
variety of fields and sectors, including pharmaceuticals. In a world, where
a single authorized medicine costs millions of dollars and requires years of
rigorous testing before being licensed, saving money and time is a priority.
Producing new pharmacological compounds to combat any disease is
an expensive and time-consuming procedure, yet it goes unchecked. The
most important aspect of drug design is to take advantage of the collected
data and seek fresh and unique leads. Once the medication target has been
determined, numerous multidisciplinary domains collaborate to develop
enhanced pharmaceuticals using AI and ML technologies [2]. These tech-
nologies are utilized at every phase of the computer-aided drug discovery
process, and combining them results in a proven track record of success in
finding hit molecules. Furthermore, the fusion of Al and ML with high-
dimension data enhanced the capabilities of computer-aided drug discov-
ery and design [3]. Clinical trial output prediction using AI/ML integrated
models might decrease the costs of the clinical trial, while simultaneously
increasing their success rates. In this study, we will be covering the poten-
tial of AT and ML technologies in enabling computer-aided drug creation,
along with challenges and opportunities for the pharmaceutical sector.

1.2 Bioinformatics

When biological data along with genetic information is analyzed using
computer technology for calculating and obtaining mathematically and
statistically approved results, is called Bioinformatics. The computational
means are utilized for addressing data-intensive, large-scale biological
challenges [4]. It includes the development and application of databases,
algorithms, computational and statistical tools, and theory to tackle for-
mal and practical issues emerging from biological data administration and
analysis [5, 6].
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Bioinformatics allows rapid molecular modeling of biological processes
from the collected big data for obtaining meaningful conclusions through
various stages such as compilation of the statistical information from bio-
logical data, creation of a computational model, the resolution of computa-
tional modeling issues, and the assessment of the resulting computational
algorithm [7]. Genomics and proteomics are the branches of bioinformat-
ics that aim at understanding the organizing principles encoded inside the
nucleic acid and protein sequences, respectively. Image and signal process-
ing enables usable conclusions to be extracted from vast volumes of raw
data [5]. It helps in decoding genetics by facilitating text mining of bio-
logical literature, comparing, analyzing, and interpreting genetic, genomic,
and proteomic data, assessing gene and protein expression, detecting
mutations, sequencing and annotating genomes, and interpreting evolu-
tionary aspects with disease pathways [8, 9]. Moreover, it helps to simulate
and model DNA, RNA, proteins, and biomolecular interactions in struc-
tural biology. All of these can be achieved by correlating the biological data
for understanding the effect of the diseased condition on the body’s nor-
mal cellular functions [10]. Hence, bioinformatics has progressed now to
the point, where analysis and interpretation of diverse forms of data is the
most important challenge.

Omics technologies offer a chance to investigate changes in DNA, RNA,
proteins, and other biological components across intraspecies and inter-
species. The analysis of these components is interesting from a toxicity
assessment view as they can alter in response to chemical or drug exposure
in cells or tissues. Genomic research, which generates enormous amounts
of data, is one area, where bioinformatics is very valuable. Bioinformatics
aids in the interpretation of data, which may then be used to provide a
diagnosis for a patient suffering from a rare ailment, track and monitor
infectious organisms as they spread across a community, or determine the
best therapy for a cancer patient [11]. Genomics sequences assemble and
analyze the structure and function of genomes using recombinant DNA,
DNA sequencing technologies, and bioinformatics. Various software used
in bioinformatics includes accessibility of protein surface and secondary
structure predictions using NetSurfP, prediction of beta-turn sites in pro-
tein sequences using NetTurnP, and AutoDock for Automated Docking
Tool Suite [4].

Rapid advances in genomics and other molecular research tools, along
with advances in information technology, have resulted in a massive vol-
ume of molecular biology knowledge during the last few decades [12].
Bioinformatics will continue to advance as a result of the integration of
many technologies and techniques that bring together professionals from
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Table 1.1 Various bioinformatics and Al-driven tools applied in the pharmacy
department and industry.

Computational
tools

Application

Reference

BLAST

The Basic Local Alignment Search Tool
(BLAST) is used for searching local
similarity regions between sequences and
compares to the available database for
calculating the statistical significance of
matches. The matching infers functional
and evolutionary relationships between
sequences and identifies genetically
related families.

(15]

ChEMBL

ChEMBL is designed manually to maintain
a database of bioactive molecules. It
correlates genomic data with chemical
structure and bioactivity for the
development of new drugs.

(16]

geWorkbench

The genomics Workbench (geWorkbench)
comprises the tools for performing
management, analysis, visualization, and
annotation of biomedical data. It supports
data for microarray gene expression,
DNA and Protein Sequences, pathways,
Molecular structure - prediction,
Sequence Patterns, Gene Ontology, and
Regulatory Networks

(11]

GROMACS

It is software for high-performance molecular
dynamics and output analysis, especially for
proteins and lipids.

IGV

Integrative Genomics Viewer (IGV) is
a high-performance, user-friendly,
interactive tool for the visualization and
exploration of genomic data.

(17]

MODELLER

A protein three-dimensional structural
homology or comparative modeling tool.

(18]

SwissDrugDesign

SwissDrugDesign provides a collection of
tools required for Computer-Aided Drug
Design (CADD).

(19]

(Continued)
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Table 1.1 Various bioinformatics and Al-driven tools applied in the pharmacy
department and industry. (Continued)

7

Computational
tools

Application

Reference

UCSF Chimera

UCSF Chimera is an interactive tool for the
visualization and analysis of molecular
structures.

(20]

AlphaFold

It is an Al system developed to
computationally predict protein
structures with unprecedented accuracy
and speed.

(21]

Cyclica

The ML tool address challenges faced
across the drug discovery life cycle
by correlating biophysics, medicinal
chemistry, and systems biology.

(21]

DeepChem

It is a deep learning framework for drug
discovery.

(18]

DeltaVina

Gives docking scores for protein-ligand
binding affinity

(17]

Exscientia

The Al engineers precision medicines more
rapidly and efficiently by accelerating
pre-clinical drug discovery phases
through monitoring and analysis of drug
design and experiments.

(13]

Hit Dexter

It estimates how likely a small molecule
is to trigger a positive response in
biochemical and biological assays.

ORGANIC

Objective-Reinforced Generative
Adversarial Network for Inverse-
design Chemistry (ORGANIC) is a
tool for creating molecules with desired
properties.

Somatix

It is a real-time gesture detection
technology that enables passive data
collection of indoor and outdoor
patients for enhancing medication
adherence rates, data reliability, and
cost-effectiveness.

(22]
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other domains to build cutting-edge computational and informational
tools tailored to the biomedical research business [4, 9]. Table 1.1. rep-
resents various bioinformatics and Al-driven tools, which can be applied
in the pharmacy department and industry.

1.2.1 Limitations of Bioinformatics

In the case of drug discovery by applying in silico approaches, prediction
of ligand affinity and inhibitory activity, where adequate training data are
available is possible at certain levels but search for the mechanism-based
inhibitors remains a highly challenging task. In structure-based approaches
to various binding affinities, free energy calculations without extensive
data collection at times leads to adequate results but high chances of false-
positive rates remain a limiting factor. While chemical structure mining,
the bioinformatics tools are efficiently able to produce a large number of
metabolites but it is by no means possible to find ways of ranking metabo-
lites accurately. Prediction of metabolic rates is generally not possible with
bioinformatics tools. The in vivo predictions by applying bioinformatics for
assessing biological activity and toxicological effects detect most toxico-
phores but the prediction of time-dependent inhibitors remains a difficult
task [13].

Furthermore, it requires a sophisticated laboratory for the in-depth study
and collection of biomolecules, and the establishment of such laboratories
requires significant funds. The system operation is a complex mechanism
so specially trained individuals are required for handling computer-based
biological data. Uninterrupted electricity supply for biological investiga-
tions using computational applications is the basic requirement, abrupt
interruption can lose huge data from the system memory. The system must
also be virus-protected, which, if not controlled, can lead to the deletion of
data and corruption of the programs [14].

1.2.2  Artificial Intelligence (AI)

Artificial intelligence (AI) is a branch of computer science that unlike nat-
ural intelligence is demonstrated by machines or computers and is defined
as a system that analyzes its environment and performs a series of actions
to achieve goals similar to a human-being process. The objectives of Al
include gathering information, establishing rules on usage of the infor-
mation, reasoning, data representation, organizing, planning, learning,
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problem-solving, processing, and the ability to manipulate data or self-
correction [9, 21].

In the pharmaceutical industry, AI plays role in providing technologies
for drug discovery, such as drug target identification, optimization, design-
ing, formulation development, manufacturing, break-down R&D costs,
analyzing biomedicine information for recruiting suitable patients for clin-
ical trials, drug repurposing, diagnostic tools and assistance, and optimiz-
ing medical treatment processes [23]. Moreover, Al optimizes innovation,
enhances the efficiency of research by data management, and creates com-
putational tools for researchers, physicians, and regulators with minimiz-
ing human intervention and errors [24]. Generally, two main classes of Al
technology developments are incorporated in the case of drug discovery.
The first component comprises computing methodologies including sys-
tems simulating human experiences along with outputs. The second one
consists of models mimicking Artificial Neural Networks (ANNs) for real-
time data correlation with the management of AI technology evolution
[25].

Various in silico models predict pharmacokinetics and simulate
molecular docking of the drugs to ease down drug discovery phases
along with predictions of in vitro and in vivo responses [26, 27]. Al in
drug development includes predictions of probable synthetic pathways
for drug-like molecules, pharmacokinetic and dynamic properties, pro-
tein identification and characterization, bioactivity, drug-target, and
drug-drug interactions [18, 28, 29]. Moreover, Al incorporates various
omics for identifying new disease pathways with targets using novel
biomarkers and therapeutic targets [30]. In the case of clinical trials,
AT improves candidate selection criteria by identifying the best patients
with human-relevant biomarkers of disease and gene targets for the study
and ensuring the most suitable trial results. It also helps in removing
the trail hindering elements and reduces the time for conducting large
database analysis [24]. An example of such an AI platform is AiCure,
a mobile application subjected to phase 2 clinical trial patients with
schizophrenia for assessing improvement in patient medication adher-
ence [31]. The Al-driven PAT (Process analytical technology) proves
to be a necessary tool in terms of quality control and assurance while
manufacturing. Improvements can be observed in product yield, utiliza-
tion, and cost-saving with less waste generation [32]. To assess real-time
manufacturing aspects, the Manufacturing Execution System (MES) is
utilized. It complies with regulatory guidelines and ensures high-quality
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product development through risk management, shortened production
cycles, optimized resource use, and controlled batch release [33]. Then
the Automatic Process Control System (APCS) is used for ensuring a safe
and profitable process by monitoring and optimizing process variables
like concentration, flow, pressure, temperature, and vacuum [34].

Furthermore, AI can be utilized in drug repurposing, where a drug gets
qualified to enter Phase II trials for different use without going through
Phase I clinical trials and toxicology testing which reduces costing and
time of the trials [35]. Not only AI can be used for drug discovery, but
it can also be used in polypharmacology, the ‘one-disease-multiple tar-
gets theory. Databases such as BindingDB, ChEMBL, DrugBank, Ligand
Expo, PubChem, PDB, and ZINC are available for information on binding
affinities, biological activities, chemical properties, crystal structures, drug
targets, and pathways [36].

The digitalization of health and medicine has created an opportunity for
Al in hospital pharmacies for performing tasks, such as maintaining elec-
tronic medical records and patients’ medication history, designing treat-
ment approaches and dosage forms, medication safety, drug interactions,
ADME consultations, and providing healthcare aid to patients. This way Al
agrees with share-risk agreements and decision-making in Pharmacy and
Therapeutics Committees [37, 38]. Electronic health records (EHR) are
collected routinely and can be classified into structured and unstructured
data. Structured data refers to the collection of data in an organized man-
ner with standard units and ranges (e.g., vital signs), unlike unstructured
data with unclear management (e.g., imaging results) [39]. This data is col-
lected by Al in real-time for analyzing clinical data management and prac-
tice which can give insights into novel drug discovery, pharmacovigilance,
drug-associated adverse events, patient medication adherence, and pre-
scription errors [40]. With the information of EHR, various patient-omics
data (i.e., genomics, microbiomics, proteomics) can be integrated for the
creation of the Electronic Medical Records and Genomics (eMERGE) net-
work which helps in identifying unknown diseases with associations to the
gene bank obtained [41]. Al can also predict an epidemic outbreak. Even
predictions of shipment times of therapeutics can be carried out efficiently
by incorporating Al tools in the case of e-pharmacy. Moreover, Al can be
used as a diagnostic tool for disease analysis and status by grading system
with reproducibility. It improves the accuracy of the treatment decisions
and predicts prognosis. Even data can be collected from uncooperative
patients [42].
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Advantages of Al include providing real-time data management, error
minimization and producing efficient output, multitasking, patient data
management, adverse effects or side effects data collection, medication
designing with disease correlation, streamlining tasks, inventory manage-
ment, and assisting research in the development of drug delivery formula-
tions. Nevertheless, disadvantages are also a part of the Al and they are the
need for human surveillance, expensive building and launching of AI tools,
chances of false report generation, lack of data collection and method stan-
dardization, may overlook social variables, raises unemployment, no cre-
ativity, the risk of data leakage and mass-scale destruction, and acceptance
within the healthcare sector [37, 43].

1.3 Machine Learning (ML)

Machine learning (ML) is a subclass of Al, where algorithms process big
data to detect patterns, learn from them, and solve problems statistically
and autonomously. ML is categorized into supervised, unsupervised, and
reinforcement learning. Supervised learning includes the application of
regression and classification methods which forms a predictive model
upon data insertion from input and output sources. The predictive models
can be disease diagnosis or drug efficacy and ADMET predictions [44]. In
unsupervised mode, solely input data are utilized and interpreted using
clustering and feature-finding methods. The output comprises discovering
a disease with its probable targets [45, 46]. Lastly, reinforcement learning
depends majorly on decision-making in the applied or specific environ-
ment with maximum performance ability. By applying modeling and
quantum chemistry, outputs such as de novo drug design can be executed
with this learning mode [47].

ML includes a subdivision consisting of Deep Learning (DL), which
engages Artificial Neural Networks (ANNs) for adapting and learning the
experimental data. These networks are similar to human biological neu-
rons responsible for electrical impulses transmission in the brain, which
allows real-time data collection and interpretation [48]. This big data in
association with algorithm application can help in discovering new drugs
with more potency and can improve the personalized medicine sector
based on genetic markers [47].

Machine learning in healthcare performs multiple tasks, such as
classification, recommendations, clustering and correlation of cases,
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prediction, anomaly detection, automation, and ranking of information
[49]. The disease progression and development mechanism within a
body is a complex system that cannot be understood by simple data col-
lection. Usually, real-time data collection and compilation are carried out
by high throughput approaches such as the usage of the pre-defined set
of machine learning applications. This software not only provides diag-
nostic approaches but also helps in identifying hypothetical therapeutics
for drug development. The benefits of incorporating machine learning
are infinite availability of data storage and high flexibility in its manage-
ment. Various data sets include assay information, biometrics, images,
omics data, textual information, and data collected from wearables [50,
51]. Various ML applications such as Python, Spark, MLLib, and Jupyter
notebooks have been utilized by pharma industries for data mining and
predictive intelligence for solving daily tasks along with moderately
tedious challenges [52].

1.3.1 Applications of ML

a) Research and development of new drug:

ML utilizes a feedback-driven drug development process by interpreting
existing results from sources, such as computational modeling data, liter-
ature surveys, and high-throughput screening. This process helps in iden-
tifying lead compounds with efficiency and reduced randomness, errors,
and time-lapse. In the approach such as de novo design, inputs require a
compound library gained through in silico methods and virtual screening
applications which mimic bioactivity and toxicity models [53]. The drug
discovery can be carried out by following a series of steps starting from
the identification of novel bioactive compounds through docking studies
and molecular dynamics. A hit compound can be found while screening
chemical libraries, computer simulation, or screening naturally isolated
materials, such as plants, bacteria, and fungi. Then the recognized hits
are screened in cell-based assays consisting of animal models of disease
to assess efficacy and safety. Once the activity of the lead molecule is con-
firmed, chemical modifications can be carried out in search of a novel com-
pound consisting of maximal therapeutic benefits with minimal harm [54,
55]. Hence, incorporating algorithm datasets in conjugation with chemical
structures and targets is utilized for the optimization of new leads and is
preferable to the laborious target-specific lead identification for the R&D
sector of a pharma company.
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b) Claims Databases for finding patients:

The Claims Database includes the use of applications such as APLD
(Anonymized Patient-Level Data) and Truven Marketscan for identifying
patients exhibiting characteristic symptoms correlating to the diagnosis code
available in the software, with this, an undiagnosed case can also be identified.
This approach can be utilized for finding orphan diseases, which are often
left undiagnosed. By applying ML, early disease progression can be identi-
fied, and pharma companies can utilize this information for creating orphan
drugs which are usually very expensive per patient revenue compared to the
cost allotted for drug discovery. Some examples of ML-based approaches
for identifying rare diseases are CART (Classification and Regression Tree)
models such as C5, standard decision trees, and random forests.

c) Patient medical history and treatment pathways:
A patient medical history reveals the journey through various treatment
and therapy approaches which can be further utilized to identify disease
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Figure 1.1 Applications of bioinformatics, AI, and ML in the pharmacy sector.
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pathways and dosage regimens [52]. In this sector, machine learning is uti-
lized as means of avoiding data clustering from scoring models by creating
a time series data correlated with treatment pathways for faster processing
and improved efficiency, by incorporating database tools like kdb+, and
Tensorflow.

d) Enhancing Commercial market survey:

Physical methods as means of surveying physicians’ drug prescribing
patterns is often a tedious task for marketing individuals in the pharma
sector. These surveys are usually conducted for identifying dosage trends
that can be further utilized for new drug developments [52]. ML models,
such as Associative Rules Mining or “apriori’, make the laborious task
easier by providing quantitative variables related to Rx records, which
can then be applied for large data assessment. Figure 1.1 summarizes
some of the applications of bioinformatics, Al, and ML in the pharmacy
sector.

1.3.2 Limitations of ML

The major issue while using ML is obtaining accurate diagnostic values. In
ML, a predefined set of algorithms are set for a particular disease but it is
not generally quantitative as the human diseased state is due to innumera-
ble complex pathways going inside. Rather than quantitative assessment in
identifying a disease and designing the formulation for them, experience
and expertise are needed for diagnosis and dose requirement calculation.
Nevertheless, ML can be utilized for creating a huge dataset that can give
fairly quantified data for further usage [52].

1.4 Conclusion and Future Prospects

It is determined that a summary of this interdisciplinary subject is formed
by producing a unique precise understanding that is provided by the reac-
tion of biology and computer science, as well as certain evaluation aspects
such as statistics and mathematics, to end in the recently hatched field after
this powerful reaction. Bioinformatics has a promising outlook in many
biological and living fields, but one of the most critical difficulties that must
be addressed is the integration of a large and diverse set of data sources and
databases for the improvement of life and a massive biological change.
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Abstract

Drug development is a time-consuming, expensive and extremely risky proce-
dure. Up to 90% of drug concepts are discarded due to challenges such as safety,
efficacy and toxicity resulting in significant losses for the investor. The use of arti-
ficial intelligence (AI), namely machine learning and deep learning algorithms,
to improve the drug discovery process is one technique that has arisen in recent
years. Al has been effectively used in drug discovery and design. This chapter
includes these machine learning approaches in depth, as well as their applications
in medicinal chemistry. The current state-of-the-art of Al supported pharmaceu-
tical discovery is discussed, including applications in structure and ligand-based
virtual screening, de novo drug design, drug repurposing, and factors related, after
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Abbreviations

Al Artificial intelligence

RNA Ribonucleic acid

R&D Research and develoment

ML Machine Learning

SBVS Structure-based virtual screening
VS Virtual screening

CADD Computer aided drug design
PDB Protein data bank

SAS Synthetic accessibility score

2.1 Introduction

The development of pharmaceutical drugs is a time-consuming and costly
process. Pharmaceutical and biotechnology companies often spend over
$1 billion to develop a drug to the market, and can take anywhere from
10 to 20 years. This process is extremely risky with up to 90% of new drug
concepts are discarded due to difficulties such as safety and efficacy, result-
ing in significant loss for the investor [1, 2]. Traditional drug discovery
methods are target-driven, in which a known target is used to screen for
small molecules that either interact with it or affect its function in cells.
These approaches work well for easily druggable targets with well-defined
structures and well-understood cellular interactions. However, due to the
complex nature of cellular interactions and limited knowledge of intrica-
cies, these methods are severely limited [1, 3].

The term “artificial intelligence” (AlI) refers to intelligence displayed by
computers. When a computer exhibits cognitive behavior similar to that
of humans, such as learning or problem solving, this term is employed [4].
AT makes use of systems and software that can read and learn from data
in order to make independent judgments in order to achieve certain goals.
Machine learning, for example, is a well-established technology for learning
and predicting novel features [5]. By finding novel relationships and infer-
ring the functional importance of distinct components of a biological path-
way, Al can overcome these obstacles. Complex algorithms and machine
learning are employed by AI to extract useful information from enormous
datasets. As such, a dataset of RNA sequencing can be used to discover
genes whose expression correlates with a specific biological situation. Al
can also be used to discover compounds that could bind to ‘undrugga-
ble targets, or proteins with unknown structures. A predicted collection
of compounds may be easily identified in a relatively short length of time



Al AND ML 1Nx DrRUG DiscOvERY PROCESs 21

by iterative simulations of different compounds’ interactions with tiny por-
tions of a protein [6]. Companies that are commercializing Al drug discov-
ery platforms and Al-discovered pharmaceuticals have demonstrated that
using algorithms can reduce the multi-year process down to a few months
[7]. This large reduction in development time, as well as the quantity of
compounds that must be manufactured for laboratory testing provides for
significant cost savings, addressing two key challenges in pharmaceutical
R&D. The drug development process covers mainly virtual screening, de
novo drug design, lead optimization (predicting and optimizing compound
properties), planning chemical synthesis, pre-clinical testing, translation
to human clinical trials, as well as manufacturing processes, scale up etc.
All of these procedures add to the difficulty of identifying effective drugs
to treat an illness. As a result, the most important concern facing pharma-
ceutical businesses is how to manage the process’s cost and pace [8-10].

All of these issues need to be answered in a simple and scientific man-
ner, reducing the time and expense of the procedure. Furthermore, the rise
in data digitization in the pharmaceutical and healthcare industries stimu-
lates the use of Al to solve the issues of analyzing complicated data [11, 12].
This chapter will comprise the role of Al in drug discovery with respect
to virtual screening (VS), de novo design, synthesis planning, quality con-
trol and quality assurance etc. Various AT applications in drug design and
discovery, including primary and secondary screening, drug toxicity, drug
pharmacokinetics, medication dose efficacy, drug repositioning, poly-
pharmacology, and drug-target interactions etc. all of which are presented
herein.

2.2 Artificial Intelligence in Drug Discovery

The drug industry has seen a significant surge in knowledge digitization
in recent years. Using an Al algorithm in drug development is a step-by-
step procedure that begins with an identification of the problem [13]. This
method includes processes such as problem recognition, Al architecture
design, analysis of data, model assessment and evaluation, and understand-
ing and presenting the data. To be more particular, prior to making any
specific design decisions, one must have a thorough understanding of the
problem (step 1). With the goal of AI programming in sight, the next stage
is to create a model architecture that is suitable for this project (step 2). This
stage entails selecting an appropriate algorithm and determining appropri-
ate set of parameters initial values. Once settling on a tentative design, data
is collected (step 3 in Figure 2.1). The quality, amount, and generalizability
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Building of an Al planner

Figure 2.1 The process of constructing an Al planner in general.

of initial data have a significant effect on the performance of an Al sys-
tem. After the basic architecture and data repositories have been developed,
learning algorithm and validation begins (step 4). The goal of the training
process is to determine a set of conditions that will limit the forecast error.
The completed AI model is expected to articulate the underlying relation-
ship among both molecular descriptions and professional goals [14].

2.2.1 Training Dataset Used in Medicinal Chemistry

A constant input string is the most commonly utilized input data format
in drug development (e.g. bitstrings, real-valued digits vector) [15]. Many
Al-assisted drug development tools produce numerical values as output

Table 2.1 Input and output data patterns for the development of Al algorithms
in drug discovery.

Data format

Input X o Subsequent data (e.g. SMILES String, data from time period)

o Structure of macromolecules structures, crystal structure of
molecules, retrieving receptor-ligand interaction vector with
a predefined size (bitstrings, real-valued digits vector)

OutputY | « Binary numbers for binary classification tasks

o Numeric values for cluster analysis,

o Legitimate numbers for regression issues

o Subsequent data (e.g. SMILES String, Series of amino acids)

« Solitary learning relates to a single input column;
multitasking process with respect to the many data columns
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data, such as binary numbers for binary classification tasks, numeric values
for cluster analysis, and legitimate numbers for regression issues, which
typically incorporate genuine biological outcomes [16]. Table 2.1 rep-
resents various data patterns used as input and output for the development
of AT algorithms in drug discovery.

2.2.2 Availability and Quality of Initial Data

It is necessary to give extra attention to the original data’s predictive value
and attribute values. To commence, evaluate if the efficiency of the train-
ing set is acceptable or not (Figure 2.2). If it is satisfactory on training set
then the performance of test set need to be checked. If the training set’s
result are not up to par, alterations to the AI architecture is required [17].
Collecting more data will be one of the most effective methods if the differ-
ence between training and test-set effectiveness is unacceptable. To acquire
an understanding of the model’s representativeness and stability, func-
tionality the input data and retrain the model with varying proportions
of every stratum selected evenly, as well as arbitrarily. Almost usually, it is
desirable to obtain good-quality raw data at a lower cost. A more common

Yes Is the training set’s No
effectiveness satisfactory?
Yes |5 the effectiveness of| NO Do some changes
test set satisfactory? in Al architecture
(finer tweaking
A of some controlled

parameters as batch
size and learning

d
Need to Improve Speed)
Learning algorithm ‘

Is
performance on
training set

No

Need to Improve
Learning algorithm

Figure 2.2 General flowchart to describe model optimization techniques.
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case is that such procedures are prohibitively expensive or impossible to
implement, as is frequently the case in medication development using bio-
logical information [18, 19]. To enhance the model with knowledge about
related data, the training set can be supplemented by creating multitask-
ing or transferable learning processes [20]. Based on the problem at mind,
the simulation can be enhanced by hyper-parameter tuning, regularization
or the use of additional specialized neural net topologies. If the test dataset
efficiency is still significantly lower than the training sample after tweak-
ing the regularization hyperparameters, and collecting additional training
data is impractical, the simplest solution to reduce the generalization error
may be to enhance the deep learning model itself. The GAN method, for
example, may be used to efficiently construct artificial molecule structures
with desired attributes from both restricted labelled and unlabeled input.

2.3 Al in Virtual Screening

The main goal of the drug development process is to find bioactive molecules
that can help in disease therapy. The process begins with the discovery of
molecular targets for a specific drug (natural or synthetic) and ends with the
confirmation of those targets. The drug development procedure is lengthy
and very costly. As stated above, drug discovery journey goes through all
phases of new drug development, from target identification through drug
registration. Moreover, the creation of a new medicines/drugs can costs
between $1 and $2 billion USD on average and can take 10-20 years for its
development [21-23]. Due to such problematic issues, researchers are con-
tinually investing in the development of novel ways to improve the drug dis-
covery process’ efficiency. Computer-aided drug design is one of the most
widely utilized methods for reducing medication development costs and
time (CADD). CADD approaches the molecular modeling technique and
enables for improved experiment focus, cutting down on the time and cost
of medication development [24]. Molecular modeling allows researchers to
examine a large number of molecules in a short amount of time, illustrating
how they interact with pharmacological targets even before they are synthe-
sized. It starts out prediction of various important characteristics of mole-
cules such as toxicity, activity, bioavailability, and efficacy etc. and then after
validation and proper interpretation of above stated parameters, it moves
further for in vitro and in vivo testing. Thus, by following such techniques,
research goes with proper planning and direction [25-27].
Structure-based virtual screening (SBVS), one of the most promising in
silico tools for drug research, is resilient and useful in this context. Virtual
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screening (VS) can help with hit discovery (finding active drug candidates)
and lead optimization (transforming biologically active compounds into
appropriate pharmaceuticals by increasing their physicochemical qual-
ities). Finally, these improved leads go through preclinical and clinical
testing before being approved by regulatory agencies [28]. For VS, large
databases of known 3D structures are analyzed automatically utilizing
computational approaches. Initially, thousands of possible active ligands
are screened for a target. The probable ligands are selected using VS with
AutoDock Vina. DOCK 6 is then used for carrying out molecular dynam-
ics simulations. By this way, active compounds with promising results are
selected for further experimental testing. This leads to the most promis-
ing synthesized molecules. VS techniques do even wonders by identifying
if any compound is toxic. It gives proper ADMET (absorption, distribu-
tion, metabolism, excretion and toxicity) analysis of tested molecule. At
the binding site, search algorithms are utilized to systematically evaluate
ligand orientations and conformations. In rigid docking, the search algo-
rithms make use of translational and rotational degrees of freedom to
explore alternative positions of ligands at the active binding site, whereas
in flexible docking, conformational degrees of freedom are added to the
translations and rotations of the ligands. Search algorithms use a variety
of strategies to anticipate the correct conformation of ligands, including
checking the chemistry and geometry of the atoms involved (DOCK 6,
FLEXX and genetic algorithm) [29-31]. Further, SBVS uses scoring func-
tions to evaluate the force of non-covalent contacts between a ligand and a
molecular target, and it tries to anticipate the optimum interaction mode
between two molecules to form a stable complex [32].

The availability of a 3D structure of the target protein and the ligands to
be docked is a need for executing VS [33, 34]. Some databases have been
built to store 3D molecular structures, such as, Protein Data Bank (PDB),
PubChem, ChemSpider, Brazilian Malaria Molecular Targets (BraMMT),
Drugbank [35].

2.4 Al for De Novo Design

The purpose of de novo design is to find new bioactive molecules that can meet
a variety of important performance parameters, including as activities, selec-
tion, physiochemical characteristics, and ADMET qualities, all at the same
time [36]. Numerous approaches and software solutions have been intro-
duced [37]. But de novo design has not seen a widespread use in drug discov-
ery. This is at least partially related to the generation of compounds, which are
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synthetically difficult to access. The field has seen some revival recently due
to developments in the field of artificial intelligence. An interesting approach
is the variational autoencoder, which consists of two neural networks, an
encoder network and a decoder network [38]. The encoder network converts
the chemical constituents described by the SMILES description into a legit-
imate constant vector. The decoding section can convert variables from the
latent space into active compounds. An in-silico model employed this feature
to search for best solution in subspace, and the decoder networks used this
feature to reverse translate such matrices into actual molecules. For the major-
ity of reverse translates, one molecule predominate, while minor structural
changes occur with a lower likelihood. The researchers trained a framework
on the QED drug-likeness rating [39] and the synthetic accessibility score
SAS [40] using the latent feature model. It might be possible to create a track
of compounds with specific targeted qualities. A generating model generates
unique chemical structures in the antagonistic learning algorithm. While the
predictive model tries to mislead the discriminative model, a second dis-
criminative adversarial model is trained to distinguish genuine molecules
from produced ones. In generating mode, the antagonistic algorithm created
considerably more acceptable architectures than the variational learning
algorithm. Novel structures anticipated to be effective in opposition to the
dopamine receptor type 2 might be produced using an in-silico approach.
A generative adversarial network (GAN) was utilized by Kadurin et al.
to suggest chemicals with suspected anticancer characteristics [41].
Numerous distinct architectures have just been constructed, each of which
is possible to produce complete and effective new structures one of them is,
Recursive neural networks (RNN) [42]. These approaches can be used to
explore a novel chemical space, with the created molecules” property distri-
butions being similar to the training space. The methodology’s initial poten-
tial application was successful, with four out of five molecules exhibiting
the anticipated activity. However, further expertise with the vastness of the
chemical space examined and chemical validity of the defined compounds
is required.

2.5 Al for Synthesis Planning

Molecule synthesis is one of the most difficult problems in organic chem-
istry, and a chemist’s conventional method to solving a problem is based
on experience and is a repeated, time-consuming operation that frequently
results in non-optimized solutions [43, 44]. Artificial intelligence and
machine learning have shown their potential usefulness in small molecule
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predictive chemistry and synthetic planning; at least a few businesses have
reported using in silico synthetic planning into their overall approach to
obtaining target molecules. Despite the fact that chemistry has a reputation
for being a conservative science that is hesitant to adopt new ideas, Al is
rapidly being researched across chemical disciplines [43]. Computational
approaches have long been used in medicinal chemistry, supplemented by
computer-aided drug design and cheminformatics, to aid in the search for
and optimization of active molecules [45]. The synthesis planning is a key
element in the drug discovery process. New computational approaches such
as, prediction of outcomes of a reaction based on given set of inputs, pre-
diction of yield of chemical reactions, and, involvement of retrosynthetic
planning are utilized. Knowledge-based systems based on expert-derived
rules or rules directly derived from reaction datasets dominate retrosyn-
thetic planning. According to a recent study, a variety of computer strat-
egies were utilized to forecast forward synthesis. They rate routes based
on the retro synthesis technique. In one technique, chemical descriptors
from quantum mechanics are merged with manually programmed rules
and machine learning to anticipate the reaction and its products at the
conclusion. This approach or process is used to forecast the outcome of a
multi-step analytical response [46].

2.6 Al in Quality Control and Quality Assurance

The balancing of numerous factors is required to manufacture the required
product from raw materials [47]. Manual intervention is required for product
quality control tests and also batch-to-batch uniformity. This highlights the
necessity for AT implementation at this level [48]. The Food and drug admin-
istration changed the Current Good Manufacturing Practices (cGMP) by
proposing a “Quality by Design” plan to better understand the important
operations and specifications that determine the final quality of pharmaceu-
tical products [49]. Gams et al. employed a mix of human and AT efforts to
examine early data from manufacturing batches and create regression trees.
Those were then turned into principles, which the personnel assessed in
order to lead the manufacturing cycle [47]. With the use of ANN, Goh et al.
investigated the dissolution rate, a measure of batch-to-batch uniformity of
some drugs [50]. Al could be used to regulate in-line production processes
in order to reach the target product standard [49]. The freeze-drying process
is monitored using an ANN that employs a mixture of self-adaptive pro-
gression, local search, and backpropagation methods. This could be utilized
to estimate temperature and desiccated-cake thickness at a later time point
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(t + Dt) for a wide range of operating circumstances, thereby assisting in the
quality checks of the finished product [51]. The quality control of the prod-
uct can be ensured using an automated information input platform, such
as an Electronic Lab Notebook, in conjunction with advanced, intelligent
procedures [52]. In the Total Quality Management inference engine, data
gathering and various knowledge discovery techniques can also be used as
helpful approaches in making complicated judgments and developing new
technologies for intelligent quality control [53].

2.7 Al-Based Advanced Applications

The use of Al in drug development has the potential to transform the exist-
ing time and scope of drug research. For drug discovery, Al does not rely on
predetermined targets. As a result, there is no subjective bias or prior infor-
mation in this medication development process. AI makes use of the most
recent developments in biology and computation to create cutting-edge
drug discovery algorithms. AI has the potential to level the playing field
in drug research, with to rapid increases in computing capacity and lower
processing costs. When it comes to defining relevant interactions in a drug
screen, Al has a greater predictive power. As a result, by carefully setting
the parameters of the test in question, the risk of false positives can be
decreased. Most crucially, Al has the ability to shift drug screening from
the bench to a virtual lab, where findings can be produced more quickly
and intriguing targets can be prioritized without requiring extensive exper-
imental input or personnel hours [6, 54]. So, some of the advanced applica-
tions of Al in drug development process have been mentioned below.

2.7.1 Micro/Nanorobot Targeted Drug Delivery System

Micro/nanorobots have gained popularity as a research field in recent
years. It has a lot of potential in medical therapy because it may be used
for targeted medicine delivery, surgery, illness diagnostics, and so on.
Unlike traditional medication distribution, which relies on blood circula-
tion to reach the target, the proposed micro/nanorobots may move inde-
pendently, allowing pharmaceuticals to be delivered to difficult-to-reach
locations [55, 56]. Nanotechnology can be used to improve medication
solubility, modify drug distribution in diverse tissues and organs, adjust
release rates to provide sustained and controlled release patterns, and
induce drug aggregation in its target [57]. Nanorobots are primarily made
up of integrated circuits, sensors, power supplies, and secure data backup,
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all of which are maintained using computational technologies such as arti-
ficial intelligence. They are programmed to avoid collisions, identify tar-
gets, detect and attach to them, and then excrete from the body. Nano/
microrobot advancements enable them to go to the desired region based
on physiological parameters like pH, boosting efficacy and lowering sys-
temic side effects. Microchip implants are utilized for both programmed
release and detecting the implant’s position in the body [3].

2.7.2 Al in Nanomedicine

Nanomedicines combine nanotechnology and medicine to diagnose, treat,
and monitor diseases such as infectious diseases, cancer, malaria, asthma,
and a variety of inflammatory diseases. Because of their improved effi-
cacy and therapy, nanoparticle-modified drug delivery has been increas-
ingly relevant in the field of therapeutics and diagnostics in recent years.
As the nanomedicine field has progressed, multifunctional techniques to
concurrently combine therapeutic and diagnostic chemicals onto a sin-
gle particle or deliver numerous nanomedicine-functionalized therapies
in tandem have been explored. These techniques may improve treatment
outcomes by targeting multi-agent distribution while preserving medica-
tion synergy, similar to the goals of traditional combination therapy [58].
Nanomedicine-based drug delivery is also frequently investigated at fixed
doses, similar to conventional/unmodified combination therapy. Many
formulation development difficulties could be solved with a mix of nan-
otechnology and artificial intelligence. For example, the creation of sili-
casomes, which are made up of iRGD, a tumor-penetrating peptide, and
irinotecan-loaded multifunctional mesoporous silica nanoparticles, was
aided by artificial intelligence. Because iRGD improves silicasome trans-
cytosis, this resulted in a three- to fourfold increase in silicasome uptake,
with improved treatment outcomes and overall survival [3].

2.7.3 Role of Al in Market Prediction

The ongoing expansion and growth of a company’s business is the key to its
success. Despite having access to large cash, the pharmaceutical industry’s
R&D production is declining due to companies’ failure to adopt new market-
ing technologies. The ‘Fourth Industrial Revolution’ in digital technologies is
assisting innovative digitalized marketing through a multicriteria decision-
making approach that collects and analyses statistical and mathematical
data and implements human inferences to make Al-based decision-making
models explore new marketing methodology [59]. Under the influence of Al
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small pharma businesses dramatically alter their research and development,
master data management, analysis and reporting, and human resource busi-
ness operations. Al is being used by big pharma to transform their produc-
tion, sales, marketing, and analysis operations. Medium-sized businesses, on
the other hand, are in the center and, based on their specialization, modify
their business operations separately [60].

Furthermore, Al aids in a comprehensive examination of a product’s
core requirements from the customer’s perspective, as well as evaluating
the market’s need, which aids in decision-making using prediction tools. It
can also forecast sales and conduct market research. By displaying adverts
that drive people to the product site with only a click, Al-based software
engages customers and raises awareness among physicians [3]. Several
business-to-business (B2B) organizations have introduced self-service
solutions that allow free browsing of health items, which can be easily
located by providing specifications, as well as placing orders and tracking
their delivery. To meet the unmet requirements of patients, pharmaceutical
companies are launching online programs such as 1 mg, Medline, Netmeds
and, Ask Apollo [61].

2.8 Discussion and Future Perspectives

Artificial intelligence has recently garnered a lot of consideration, and
it has also been successful in the realm of medication discovery. In the
drug discovery process, many machine learning algorithms, such as QSAR
methods and Random Forests, are well-known. As can be seen in multi-
ple benchmarking studies comparing deep learning to traditional machine
learning, innovative algorithms based on deep neural networks, such as
deep learning models, provide even more benefits for property projections.
The usefulness of these unique methods has been established for a variety
of applications, including physicochemical qualities, bioactivities, toxic
effects, and so on. Free software versions of machine learning for drug dis-
covery benefit greatly from access to software libraries that allow for the
building of complicated neural nets. As a result, open source frameworks
such as Tensorflow [62] and Keras [63] are extensively utilized in drug
discovery to create various neural network topologies. In addition, the
Deepchem collection includes a Tensorflow wrapper that makes it easier to
process chemical structures [64]. Artificial intelligence algorithms’ imple-
mentations have broadened significantly in recent years, currently includ-
ing new genetic design and retrosynthetic assessment, indicating that we
will find many more uses in domains where vast datasets are accessible.
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With advancements in these domains, we can anticipate a trend toward
more and more computer-assisted drug discovery. Large advancements in
robots, in particular, will hasten this process. Artificial intelligence, on the
other hand, is far from flawless. Many techniques with a strong theoretical
foundation will continue to be relevant, in part because they benefit from
increased compute power, allowing larger systems to be simulated with
more precise approaches. Moreover, there still are gaps in the data, such
as innovative ideas, making a mix of human and machine intellect a viable
option a great point of view. In spite of current recent constraints, collab-
oration between pharmaceutical industries and organizations focused on
developing machine learning algorithms strategies could aid in the dis-
covery of novel chemical compounds, the development of new treatment
methods, and the tracking of enormous health data through the use of
appropriate technologies. Given the high expense of developing new and
innovative treatments in terms of time, resources, and effort, as well as
lower approval numbers, it is acceptable to depend on computational mod-
els aimed at improving drug research efficiency while lowering error rates.
These breakthroughs will aid in the advancement of medical services, tar-
geted therapy, and therapeutic efficacy [65].

2.9 Conclusion

In this chapter we presented a variety of machine learning methods that
may be utilized for in silico drug screening, as well as providing instances
of alternate techniques. These algorithms, which provide a broad range of
exploratory capabilities, enable the identification of biomolecules whose
inhibition or augmentation could increase the efficacy of therapeutic treat-
ments. Furthermore, relevant geneto-drug response connections can be
captured when data-mining algorithms are employed. We also present an
overview of useful machine learning algorithms used in drug repurposing,
which is a different approach to traditional drug development. To sum-
marize, the current analysis demonstrates that the discipline of Al, which
includes machine learning as well as methodologies such as deep learning,
may be used in clinical settings.
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Abstract

Naturally occurring peptides are becoming the area of interest in peptide dug
design and development now a day. Peptides stability can be increased by chang-
ing both the end of terminal amino acid using its D-form by means of glyocyla-
tion, sulfation or phosphorylation on the tyrosine residue. Pegylation is one of
the powerful processes to form a conjugation of peptide which turn into reducing
immunogenicity and increasing water solubility. Several approaches are made to
improve peptide stability while reducing proteolytic enzyme susceptibility. One
of the approaches is to identify the site of proteolytic cleavage and incorporation
of chemical modification by non-natural amino acid and replacement of amide
bond. Other approaches are modification of N and C terminal end, cyclization of
side chain or backbone or inclusion of peptide which will provide stabilization.
Here, we are also focusing on the improvement of serum stability of the same.

Keywords: Peptides, serum stability, N-terminal and C-terminal amino acids,
receptor

3.1 Introduction

Peptides are made up of amino acids, when amino acids in defined ordered
linked through peptide bond and form a chain. Peptide consist of 2-50
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amino acids and can be classified based on number of peptide bonds like
dipeptide, tripeptide, oligopeptide and polypeptide [1]. Peptides which are
biological and therapeutically activity can be used to treat the disease. The
use of the peptides as a drug is only possible if peptides are formulated in
to the dosage form which have nominal shelf life to some extent without
any toxicity and immunogenicity [2]. Peptides are susceptible to chemical
degradation like oxidation, hydrolysis, racemization, crosslinking etc. and
physical degradation like change in conformation which ultimately may
cause aggregation, precipitation or adsorption of peptide molecules [3].
To overcome above problem of chemical and physical degradation, stable
formulation of peptide is necessary which can be achieved by addition of
the selected excipients based on the nature of peptides and its degrada-
tion pathway [4]. In addition to normal shelf life, in use stability of the
therapeutic peptide can be taken in to account and it should have several
weeks or days of such stability for ease of use and handling [5]. Another
serious problem linked with the use of peptides as a drug is their degra-
dation in presence of human plasma/serum by means of various enzymes
which leads to change in its therapeutic effectiveness. There are several
ways to overcome the problem associated with enzymatic degradation by
increasing half-life of the peptides and its bioavailability. The approach
from several can be selected and can be useful if functional properties of
the peptide not compromised [6].

3.2 Points to be Considered for Peptide-Based
Delivery

Peptide based drug delivery system and use of peptide for different ther-
apeutic area are now days gaining interest because of their several advan-
tages like peptides have broad range of target, low toxicity, high diversity,
high potency and selectivity to receptors, also therapeutic peptides has
good eflicacy, safety and tolerability [6, 7].

Besides its uses and advantages in different therapeutic area, peptides
have some disadvantages also which make peptide-based drug delivery
system in dilemma when it comes to formulation scientist [8]. Some of
are limited bioavailability due to its short half-life and rapid clearance,
poor permeability and low stability in plasma, apart from these peptides
can get aggregated and exacerbate immunogenicity [9]. Another major
problem is low oral bioavailability and difficulties in handling and storage
[10]. Digestive enzymes designed to break down amide bonds of ingested
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proteins are effective at cleaving the same bonds in peptide hormones, and
the high polarity and molecular weight of peptides severely limits intesti-
nal permeability.

As oral delivery is always first preference for patients, need for injection
made peptide drug less attractive and unfavourable having only option for
chronic indications [11]. Serious problems associated with the use of short
peptides are caused by their short lifetime in the body, due to enzymatic
or chemical disintegration. Disintegration of the peptide may change the
therapeutic effect of the conjugate in a deleterious way, or give mislead-
ing diagnosis [12]. The original function and benefits of the peptide and
the peptide-effector conjugate might be lost if the peptide breaks down.
Thus, there is a recognized need for improving the stability of functional
peptides and peptide-effector conjugates. One type of peptide cyclization
occurring in nature is based on a disulfide bond between two cysteine
amino acids forming a cystine bridge. A cystine bridge may increase the
stability against enzymatic attacks, compared to an uncyclized peptide. The
disulfide bond in cystine is, however, among the chemically most reactive
bonds in peptides, both in vivo and in vitro [13]. It brings chemical insta-
bility and complications to the synthesis and use of conjugates. Another
well-known way of protecting peptides from enzymatic degradation, and
of increasing their stability, is to cyclize the functional peptide of the conju-
gate produced by the solid phase synthesis [12, 14]. Figure 3.1 gives SWOT
analysis of the naturally occurring peptides.

Strenght Weakness |Opportunities Threats
= Safety, efficacy and " Less chemical stability |®* Discover of peptide ® Immunogenicity
tolerability is good " Less physical stability and fragment of protein|® Competition with other
= Highly selective and * Prone to form " Focused peptide library | advancement
potent aggregate " Optimization of techniques
® Metabolism can be * faster excretion due to sequencing = Affordability
predicable short half life ® Drug product " proving Safety and
= Shorter development [* Low membrane formulation efficacy of novel
time permeability development molecules
= Attrition rate is low * Degradation by oral " Return of Investment

Can be synthesis easily route

Figure 3.1 Analytical tool for analysis of its strengths, weaknesses, opportunities, and
threats for naturally occurring peptides (SWOT).
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3.3 Overview of Peptide-Based Drug Delivery System

The use of peptides in drug delivery has grown significantly in various
therapeutic areas. Peptide either synthetic native peptide or synthetic
analogue of its native form can be used for its clinical application based
on their therapeutic class [15]. In 1920s first peptide insulin was isolated
and used for diabetes, subsequently in 1950s structure elucidation and
chemical synthesis of peptides comes in to picture and made an effort to
make it possible [6]. Later in 1980s peptide are gaining interest for clinical
development stage and in current decades peptides having length up to 40
amino acids can be possible to synthesise which is feasible only because of
the progress in area of peptide synthesis and technology. Peptides can be
classified as native, analogue, and heterogenous [15, 16]. Native peptides
are manufactured synthetically or by recombinant technology but native
peptides have several limitations which enables scientist to find out alter-
natives and focused on analogue of native peptides [17]. Analogues are
modified peptides of their native form which have enhanced therapeutic
effect and increase half-life. One of the examples is desmopressin which an
analogue of vasopressin which has longer half-life and improved in selec-
tivity [18]. Another example is octreotide, analogue of somatostatin with
increased plasma half-life and selectivity. If we talk about Heterogenous
peptide, in 1997, a 14-amino-acid peptide - romiplostim was found
which acts by binding and activating TPO receptor. This is thrombopoi-
etin mimetics peptide created by adding amino acid to C terminal end of
IgG1 Fc fragment which is also term as ‘peptibody’ [19, 20]. Peptide conju-
gates also has significant role in alteration or enhancement of properties of
peptides. One of the examples is pegylation of peptide using polyethylene
glycol (PEG). Another advancement happened towards the determining
of half-life of the peptides and creation of the library which help to get suf-
ficient information about peptides like its name, sequence, half-life, mod-
ifications, and the experimental assay for determining half-life, biological
nature and activity of the peptide. The use of such peptide libraries is useful
for peptide-based drug design. The isolation of peptides and purification
of adrenocorticotrophic hormone (ACTH) from pituitary glands use to
treat to treat many endocrine disorder in patient [21, 22]. The genomic sci-
ences is area of interest for industries and academic for identification and
molecular characterization of receptors of many important endogenous
peptides which follow novel peptide ligands for these receptors [23]. High
through put screening (HTYS) is one of the bioinformatic tools utilized for
the peptide design and development.
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The various number of platform present in modern screening libraries
supported the idea which helps in identification, optimization and devel-
opment of lead molecules candidate in to drug. Structural biology adds
another advantage by elucidating key molecular interactions at active site
of the receptor. Here one of the major challenges is the grafting of ligand
binding site and specific conformational change required for signal trans-
duction [24].

In recent advancement peptide therapeutics has emerged as potential
application in broader area. Modification of amino acid or backbone mod-
ification, addition of non-structural amino acid and conjugate peptide
using novel synthetic strategies modulate the pharmacokinetics proper-
ties and target specificity by improving stability and other physicochemical
properties [21].

3.4 Tools for Screening of Peptide Drug Candidate

Naturally occurring peptides excels in stability and target affinity but same
times it is difficult to achieve using rational peptide drug design and pep-
tide screening libraries or peptidomimetics. Peptidomic is systematic anal-
ysis of peptide to study and identify bio-physiological properties of active
peptide and their pharmacological activity. Analysis of spectrum of pep-
tide using mass spectroscopy which is linked with advance bioinformatics
technology is necessary to help in data generation.

Peptide libraries which are useful in peptide drug design and screen-
ing and reverse engineering of natural peptides are strategies used in
peptidomics and are much more successful compare to earlier. More ever
High through put screening of synthetic peptide chemical libraries can
be possible to prepare using recent advancement in peptidomics which
includes natural peptide sequences, post translation modification of pep-
tide [25, 26].

Post-translation modification allows creating enormous libraries con-
taining therapeutically effective peptide. Peptide libraries are widely applied
as a powerful tool which provides a rapid and cost-effective screening of
therapeutically active peptide. Different peptide libraries are available, one
example is Alanine scanning libraries. Ala-scan is used for identification of
residues which is important for activity of peptide. In this Ala scan smallest
chiral natural amino acid - alanine, is substituted in to original peptide at
each position and peptide activity is measured. Impact on peptide activ-
ity due to substitution of alanine is assessed and its importance of each
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individual residue is determined using overall peptide activity. Ala scan
help in assessing in vitro and in vivo activities and reveal structure activity
relationship [27].

3.5 Various Strategies to Increase Serum Stability
of Peptide

Both Peptide either synthetic or recombinant undergo degradation in sys-
temic circulation in plasma by means of enzymes present in human plasma
like proteases and peptidases [28].

Proteases and peptidases are the enzymes present in human plasma
which are main cause of peptide degradation and hence efficacy of the
peptides are compromised [29]. When we analysed the peptide drug alone
and peptide drug after addition to human plasma, it shows clear difference
about main peak of peptide drug. Due to degradation of peptide in pres-
ence of plasma, intensity of the main peak and hence area is decreased sig-
nificantly [30]. In short, in presence of plasma, effectiveness of peptide drug
is decreases with time. To overcome these, one has to think about stability
of the peptide in systemic circulation in serum and plasma. Many peptides
are having stability issue in human plasma and shows only 40-50 % eftec-
tiveness compared to initial time [28].

To increase half-life and effectiveness of the peptide and peptide ana-
logues certain modifications need to be done in peptide and before that
one has to thoroughly understand the peptide chemistry [31, 32]. There are
multiples way to increase effectiveness of the peptide; doing some changes
in peptide which helps to increase half-life of the peptide [33]. Before start-
ing any development for peptide-based drug delivery enormous informa-
tion need to be collected related to but not limited to its structure, length,
N and C terminal modification, configuration, confirmation, chirality of
amino acid, amino acid sequence, origin, biological activity, degradation
pathways and half-life [34, 35]. Below mentioned are some modification
which will enable interest of scientist in peptide-based drug delivery for
different therapeutics area [33].

3.5.1 Cyclization of Peptide

Cyclization of the peptide is a one of the techniques which enhance potency
and in vivo efficacy of peptide by improving its conformational stabil-
ity. Backbone cyclization strategies can be useful in which amide bond is
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formed between terminal end (N-terminal and C-terminal) of amino acid
residues [36]. Also, side chain amino acid cyclization can be possible in
that disulfide bond formation happens between Cysteine, lactam bridge
form between glutamic/aspartic and lysine residue [37]. Forming lacton
and thio lactone bridge and ether bridge between amino acid which con-
tains functional group like hydroxyl or mercapto [38].

Cyclization of peptide slower the metabolism and increase its resis-
tance to protease and prevent degradation of peptide which form stable
peptide analogue having strong conformational and biological stability
[39]. Cyclization of the peptides can be possible by creating peptide bond
in-between N-terminal and C- terminal end is one way of cyclization.
Other ways are amide bond and disulfide bond formation between the side
chains help to maintain its conformational stability [40]. Depending upon
the position of cyclization, many methods are available to form cyclic pep-
tide for example head-tail, side chain-side chain, side chain-tail, head-side
chain cyclization. Figure 3.2 illustrate various option for cyclizations. In
Head-tail cyclization of peptide synthesize by formation of amide bond is
formed during synthesis while side chain- side chain cyclization are form
by Cys-Cys or amide bond formation. Cyclic peptide mimics the structure
of biologically active peptides and bind the target in vivo [41, 42].

Cyclization of peptide using cys-cys Disulfide Bridge is having limited
stability over the amide bonds which are chemically more stable than

| Head to tail cyclization ‘

[ Side chain to side chain cyclization ‘

Head to side chain cyclization |

Head to side chain cyclization

Figure 3.2 Various cyclization of peptide.
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cys-cys Disulfide Bridge. Amide cyclization is also having some limitation
like challenges of dimerization, undesirable side reactions such as racem-
ization or peptide capping by coupling reagents. So, selection of the site
for cyclization is very important for head-to tail cyclization (Figure 3.2)
(40, 43].

3.5.2 Incorporation of D Form of Amino Acid

Incorporation of D- form of amino acid is widely used approach for pro-
tecting protease degradation of therapeutic peptides [42]. At the same
time, changes in its conformation by incorporation of D-amino acid leads
to change in its biological activity and effectiveness of original peptides
[44].

3.5.3 Terminal Modification

N-and C-terminal of peptides are potential site for proteolytic activity by
proteases and peptidases enzyme i.e. Serum amino peptidases and car-
boxypeptidases [45]. Different amino acids at N- and C-terminal of the
peptide results in proteolytic activity and degradation of peptide. Some
amino acids are more prone to degradation in plasma while some are more
resistant effect in plasma [46]. So, it is always area of interest to modify
the N- and/or C-terminal without compromising its affinity and targeting
specificity. By doing same proteolytic degradation can be reduced to sig-
nificant level and hence good amount of bioavailability can be achievable
(Figure 3.3) [47]. Same way amidation at C-terminal backbone and acetyl-
ation at N-Terminal can be helpful in increasing in vivo stability [48].

To increase efficacy of the peptide by increasing half-life, most of the
modification is done at the terminal end of the peptide i.e. N-terminal

H
N

CH3 \

(6} (6}

Peptide NH2

Peptide

N-Terminal acetylation C-terminal Amidation

Figure 3.3 Example of terminal modification.



BroINFORMATICS IN PEPTIDE-BASED DRUG DESIGN 45

modification. One of the examples for N-Terminal modification is incor-
poration of 2, 4-dichlorophenoxyacetic acid with (CH2) spacers and sub-
sequent acylation. Others methods used are addition of PEG, addition of
HAS (human serum albumin) and hydroxylation for N-terminal modifica-
tion, glycosylation, succinylation, which will help some extent in enhanc-
ing peptide half-life [49].

For C-terminal modification, amidation is the area of interest, amida-
tion and subsequently biotinylation with polyethylene glycol (PEG) spac-
ers is one example. There are some more C-Terminal modifications which
are inclusion of serum albumin, polyethylene glycol, Fc region etc. Non
terminal modification like methylation and addition of fatty acid chains,
carbohydrate chains. Reducing amide or carbamate bonds and addition of
amino acid which is non-natural like biphenylalanine, pyroglutamic acid,
sarcosine, orthenine, nor leucine [50, 51].

Therapeutic peptides having optimal bioavailability are the area of inter-
est for different therapeutic classes. Although half-life is directly related
to bioavailability and efficacy of the peptide drug no much information
is available about this. There are some bioinformatics platforms avail-
able which predict half-life of the therapeutic peptide [4]. Scientists have
performed various in vitro and in vivo studies. These studies are useful
in understanding the mechanism of peptide degradation and correlation
between half-life of the therapeutic peptides, their structures, amino acid
sequences and modifications. Bioavailability and stability of the therapeu-
tic peptides can be determined by understanding peptide degradation by
various enzymes and its pharmacokinetics. Both Enzymatic degradation
and pharmacokinetics of the therapeutic peptides important roles in deter-
mining effectiveness of therapeutic peptides [52, 53].

By reducing rate of enzymatic degradation, peptide metabolism also
reduces and hence stability of the peptide can be increased. Pharmacokinetic
properties and proteolysis reaction can be varies based on the different
organism which results in varying half-life. Variable pharmacokinetic
properties of therapeutics peptides for each individual will contribute in
different half-life of the peptide [54]. The factors which contributes in
different half-life are amino acid sequence of peptides, N- or C-terminal
modifications or chemical modification of peptides, route of administra-
tion, dose and strength of peptides [55].

Therapeutic peptides, manufactured by recombinant process or syn-
thesised in laboratories, both have numerous challenges which hinder
therapeutic advantages of peptides and is not limited to stability during
storage but also having optimal in vivo half-life [5]. Affordability of pep-
tide based drugs to patients is major problem for some peptides because
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if high production cost due to complex manufacturing set up involve in
both recombinant as well synthetic peptide compare to conventional ther-
apy [8, 9]. Peptide based drug design with optimum half-life and bioavail-
ability remains always challenging for its therapeutic effectiveness [56, 57].
Therapeutic peptides which have optimal in vitro activity, with low toxicity
and high selectivity for targets enters in to the development stage aiming to
commercialization which benefit numbers of patients [58].

3.5.4 Substitution of Amino Acid Which is Not Natural

Amino acids which is not natural i.e. synthetic enantiomer of amino acid
also area of interest to improve stability of peptide by decreasing proteo-
lytic activity [59]. Non-natural amino acids are non-proteinogenic. These
amino acids are obtained from plant or bacteria after post translation
modification or, are formed by chemical synthesise. amino acids which
is non-natural are extensively used either in combinatorial libraries or as
chiral building blocks [48]. These modified amino acids often contribute
to special biological activity, and are often incorporate into therapeutic
peptidomimetic ligands which ultimately improve pharmacological prop-
erties and its biological activity and potency [57]. Several advantages of
substitution of non-natural amino acids includes improvement of selec-
tivity and receptor binding ability, modification of their agonist or antago-
nist activity, increase in half life and enhance transportation cross the cell
membrane [35, 52].

3.5.5 Stapled Peptides

Stapled peptides are useful protein-protein interaction mimetic. Many
stapled peptides show increase in both biological activity and potency
(in vivo) [60]. a-helix peptides are highly susceptible to conformational
changes and can be easily degraded by proteolysis [61]. Here, optimization
is required for its therapeutics benefits. Un-optimized stapled peptides have
difficulties in penetration of intact cells and hence shows reduce biological
activity [62]. Significant efforts have been conducted to achieve the suc-
cess in above mentioned approach. In addition, recent research indicates
that stapled peptides can offer new ways to treat disease. Stapled peptides
are helical peptides which will be locked using introduction of site-specific
chemical linker and shows promising biological activity. Stapled peptides
have ability to interact intracellularly and main elements in protein-protein
interactions (PPIs) which enables novel approach for peptide therapeutics
[63]. One example is a-helical peptides in which hydrocarbon is stapled
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which is promising candidate for drug. stapled peptide show improves in
pharmacological effect, binding affinity towards the target, resistances to
proteolysis and increase in cell penetration [64]. Improvement is binding
affinity by use of non-native amino acids which is present in same helix to
enact a-helix conformation of peptide and formation of the covalent bond
between through liking together from side chain of non-native amino acid
[65].

3.5.6 Synthesis of Stapled Peptides

Stapled peptide synthesis is used for various applications like analysis of
binding kinetics, determination of structure, discovery of proteomics, sig-
nal transduction research, cellular analyses, imaging, and in vivo bioac-
tivity studies. solid phase peptide synthesis is used for synthesis of a-helix
peptides which is standard and common method used for peptide synthe-
sis [66]. many methods are used to stabilized hydrocarbon which is linked
in a-helix peptide, ring-closing metathesis, lactamization, cycloadditions,
reversible reactions and thioether formation [67-69].

3.6 Method/Tools for Serum Stability Evaluation

Peptide based drug and its stability in plasma and serum should be deter-
mine in advance before the clinical stage of the development as serum
stability is importance and is directly related to in vivo efficacy of the mol-
ecules [70]. If drug is not stable in plasma/serum it shows poor in vivo effi-
cacy because of degradation of peptide drug in presence of plasma. Due to
lack in stability of the drug in plasma, protein binding data results obtained
from the analysis can mislead in interpretation of the data. Also, storage
of the samples from pharmacokinetic study need to define very early as
this can be challenging. Conformational stability of synthetic peptides is
main requirement for its effectiveness as drug and hence assay to deter-
mine serum stability of peptide is first line of choice for scientist in screen-
ing of unstable peptide during development stage. One of the methods for
the serum stability determination is reverse phase high performance liquid
chromatography and mass spectroscopy for both in vivo and in-vitro stud-
ies. Human plasma is more relevant to access the serum stability of the
peptide because both non-human and human plasma both contains differ-
ent level of enzyme peptidase and has different activities. So Non-human
plasma can mislead the result of peptide serum stability due to difference
in peptidases level. Also, conditions of the patients with respect to disease
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and age also change the enzyme activity of peptidases. there are other fac-
tors also which can interfere in results like plasma prepared using EDTA
which is chelating agent can exhibit peptidase inhibitor effect, immunoas-
say method developed are not specific for its stability. Different time inter-
val shall be used for determination of the serum activity of the up to 1 h
may be sufficient which will provide degradation profile of peptide with
its degradation product which can be estimated by RP HPLC and mass
spectroscopy [71].

In routine serum stability assay performed by subjecting human serum
at real temperature condition following incubation for various time inter-
val which is comparative to traditional protease assay. Protease reaction
then stopped by TCA or ethanol which gives soluble peptide and peptide
derivatives by precipitating large serum protein for further analysis. degra-
dation of peptide is performed under specific condition where concentra-
tion are not rate limiting factor so reliable and reproducible results can be
obtained in this case enzymatic reaction speed and enzyme concentration
is rate limiting factor and are linearly dependent on serum concentration.

Supernatant undergoes protein analysis using MLADI-TOF mass spec-
trometry [72], or with Reverse phase HPLC under specific chromatogra-
phy conditions to stability. Mass spectrometry MALDI-TOF techniques
gives rare valid quantitative measurement without utilizing isotopic inter-
nal standards, on other side reverse phase chromatographic (RP-HPLC)
analysis of peptides having UV detectors is directly quantitative method. In
spite of it, mass spectrometry provides more insight on degradation prod-
ucts. It gives cleave sites or modification sites of peptides that have occur
in the serum for example glycosylations, phosporylations, or degly-cosyla-
tions, dephosphorylations, etc. while taking into account many factors can
cause misleading stability result for peptides [73].

It is always more relevant to perform in vivo testing of peptide stability
rather performing in vitro testing. However, peptide pharmacokinetics is a
better way to understand peptide stability using appropriate model can be
term as in vitro measurement.

3.7 Conclusion

Overall, peptide-based drug design and delivery systems are gaining inter-
est and creating space in the biotechnological field in different therapeutic
areas and diseases due to their advantages such as broad range of target,
low toxicity, high diversity, high potency and selectivity to receptor. Same
time there are many challenges too, the efficacy of the peptide drug should
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not be compromised at any cost, peptides have limited bioavailability due
to their short half-life, rapid clearance from systemic circulation, poor
permeability and low stability in plasma. To overcome all of the problems
associated with the peptide drugs till date peptide scientists have made
many effectors to make peptide-based drug delivery system more efficient
and available for its therapeutic use. Various approaches and strategies and
numbers of in silico tools are developed in past decades for making peptide
drug design faster and more stable by increasing their half-life and enhanc-
ing its serum stability. Another thing involved in peptide drug is suitable
method development, its applicability for peptide and its characterization,
optimized and validated methods to detect the effectiveness of peptide and
their quality throughout the shelf life of the drug. Also, to make it avail-
able and viable commercially drug manufacturer has to think about its cost
involve for initial set up of manufacturing facility and overall COGS per
dose per individual/patient.

3.8 Future Prospects

Peptide-based drug design and delivery system have created space in dif-
ferent therapeutic areas for different indications. Advancement in technol-
ogy, bioinformatic tools and innovative ideas for molecular target and new
indications would make peptide-based drug delivery system more popular
and first line of treatment in coming days by continuing research in iden-
tifying new peptides and its therapeutic use. Finally, peptide-based drug
delivery system and extension of half-life approaches are the scope of area
for scientists. Effort should be towards the improving oral bioavailability
by means of increasing peptide drug stability in gastrointestinal tract. Also,
formulation of peptide using permeability enhancers and improving avail-
ability of peptide drug at CNS will increase through conjugation and by
novel technology.
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Abstract

In pharmaceutical science, multi-step drug product development processes gen-
erate an enormous amount of datasets each day as a part of chemistry, pre-clinical
and clinical processes, as well as further drug product approval and pharma-
covigilance. In creating useful knowledge from data and information, harness-
ing data analytics/visualization is a practical step for pharmaceutical researchers.
In conjunction with stricter government regulation and increased competition,
good data analysis is critical in the 21* century. Pharma data analytics/visualiza-
tion from immense volumes of data set reveals unexpected connections and cuts
through noisy data to join the correct dots to get better outcomes more quickly.
A data scientist could play a knowledge bridge between the multiple departments
and multidisciplinary teams in the pharmaceutical industry to speed up drug
product development and reduce the economic burden. This chapter describes
the importance of data analytics and visualization from drug chemistry to drug
product development, valuable tools to do so, and real-time examples in the phar-
maceutical and clinical world.
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4.1 Introduction

To uncover untapped markets, pharma companies can use data science
to identify potential customers and do further research. And maybe even
coming up with a cure for people in need [1-4]. In the pharmaceutical
industry, data science can track sales activity and provide sales-related
insights. Data science is a rapidly expanding field of study for many stu-
dents nowadays. Data science applies scientific techniques to gathering,
analyzing, and using data [5]. Data science is unique in that it combines
multiple academic fields to attain its objectives. Careers in data science
need knowledge and skills from a wide range of academic disciplines,
including advanced mathematics, computer science, and statistics. As
a consequence, obtaining a degree in data science opens the door to an
almost uncountable amount of job opportunities in a wide variety of fields
that require this skill set.

Data science is an interdisciplinary subject that uses scientific method-
ologies, data mining, machine-learning algorithms, and large amounts of
data to extract information and insights. The healthcare business creates
vast databases, including valuable information on patient demographics,
treatment plans, test findings, insurance, etc., [6]. Data scientists are inter-
ested in the information gathered by Internet of Things (IoT) devices. Data
science offers assistance for processing, managing, analyzing, and integrat-
ing the vast amounts of scattered, organized, and unorganized data pro-
duced by healthcare systems. This data needs efficient administration and
analysis to get accurate findings [7].

Before a medicine ever reaches the clinical trial phase, the screening
procedure consumes the majority of the money spent by the pharmaceu-
tical industry. This ends up being a protracted and costly procedure, as ill
persons await the approval of new pharmaceuticals that potentially treat
their ailment [8, 9]. Now, data science is being used to shorten and poten-
tially reduce the cost of this hitherto lengthy procedure. Using predictive
analytics, businesses may prioritize the most probable beneficial items
and components in medicinal therapy. These selections will be based on a
range of collected facts that will assist them in selecting from the hundreds
of accessible possibilities.

To stay at the vanguard of biomedical innovation in the future decades,
pharmaceutical firms must concentrate on acquiring and maintaining the
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greatest data science expertise available. In the past, computational sci-
entists were often employed in the pharmaceutical sector using the same
processes, criteria, and designations as experimental scientists. While this
makes sense from the standpoint of equating education level and years of
experience, it does not represent the increased demand for (and decreasing
supply of) data scientists in the worldwide labor market [10]. Moreover,
computational biologists, chemists, and biostatisticians may use their
quantitative talents in other areas, such as the technology and finance sec-
tors. As the data scientist is a fairly young career, it is crucial that pharma-
ceutical firms continue to develop and align themselves with international
data science industry norms [11].

This manuscript covers the aspect of data analytics and data visualiza-
tion for the entire path of pharmaceutical drug product development and
product lifecycle.

4.2 Data Analytics

Analyzing data is referred to as “Data Analytics” It is also known as
“Pharma Analytics” when it comes to drug manufacturing, identifying and
developing novel drugs; targeting specific demographics; conducting clin-
ical trials; and evaluating drug efficacy [12, 13]. Information technology,
statistics, and business all come together to form a single entity known as
data analytics. There are various aspects of the data analytics process that
can benefit a wide range of projects. A good data analytics program will
give you a clear picture of where you are, where you've been, and where
you should be going by combining these components [14]. According
to McKinsey, predictive analytics’ potential influence in discovering and
developing new breakthrough medications could increase by 45 to 70%
over the next decade [15].

Big data analytics provides actionable insights at every stage of the manu-
facturing process through the translation of big data into actionable insights.
Pharmaceutical firms can achieve greater success by leveraging the insights
gained from big data. Data mining, data management, and statistical analysis
are the key processes in the data analytics process [15]. It is up to the data
and the purpose of the analysis to determine the relative importance and bal-
ance of these processes. The early steps in data mining are critical and time-
consuming. Unstructured data sources, such as written language, raw data,
or more complicated large-scale data, can all be used to get this information.
Data extraction, transformation, and loading are the major processes in this
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process, which transform raw data into a usable and manageable format [15].
Data management entails the creation and execution of databases that make
it possible to quickly access the findings of data mining projects, such as data
warehouses [15]. Statistical and machine learning methods are used to deci-
pher the data. Statistical models that highlight patterns in data can be built
using large amounts of big data [15]. Predictions can be made, and decisions
can be guided using these models and new data. This procedure requires
statistical programming languages like R or Python [15].

Any phase of the drug development process can benefit from the use of
data analytics in pharmaceutical companies. The application of pharma ana-
lytics in the R & D stage, for example, can hasten the discovery of new drugs
and increase their quality. Based on market research and other variables, phar-
maceutical businesses may employ cutting-edge techniques such as machine
learning (ML) and artificial intelligence (AI) to do predictive analytics [15].
Batch processing software can be used by pharmaceutical companies to speed
up the regulatory approval process by re-creating the entire batch proce-
dure. To put it another way, this means that businesses can quickly ramp up
to their maximum capacity [11]. Process optimization technologies can be
used by pharmaceutical companies to identify areas for improvement in their
day-to-day operations. When used in conjunction with process optimization
technologies, pharma analytics may help manufacturers enhance resource
management, quality assurance, and customer satisfaction [15]. In addition to
machine learning, the internet of things (IoT) is a useful field. A great deal of
data can be gleaned from these devices. Sensors in IoT devices are commonly
used to gather useful information for their operation. Temperature and move-
ment are tracked by devices like the Nest thermostat in order to control heat-
ing and cooling. Smart devices, such as this one, may learn from and predict
your actions based on the data they collect. As a result, you'll have cutting-edge
home automation that changes to fit your lifestyle [16].

Drug research, production, and distribution can benefit greatly from
the use of data analytics, which can speed up the creation of new drugs,
improve clinical trials, and enhance the ability to identify specific patients.
Data analytics has an apparently limitless number of uses. Data analytics
can be applied to a wider range of industries, including business, science,
and everyday life, as more and more data is gathered each day [17].

4.3 Data Visualization

The goal of data visualization is to make data easier to understand and
extract insights from by presenting it in a visual style such as a map or
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graph. Data visualization’s primary purpose is to make it easier to discover
patterns, trends, and outliers in massive datasets [17]. Information graph-
ics, information visualization, and statistical graphics are all terms that can
be used to describe the same thing. After data has been collected, processed,
and modelled, one of the processes in the data science process specifies that
it must be visualized before conclusions can be drawn. Additionally, data
visualization is part of the broader field of data presentation architecture
(DPA), which tries to search, locate, and modify data in the most effective
manner possible before formatting and delivering it [17, 18].

Advanced data visualization technology is being increasingly used by
the creators of data analytics apps to handle large volumes of data, process
information, and better understand the outcomes of analytic efforts. Data
analytics and business intelligence technologies must be used together to
get the most out of large amounts of data. It is very important that the
information is presented in a clear and concise manner [17, 19]. Data
analysis is rendered meaningless if it fails to capture the substance of it.
Data visualization for big data typically goes beyond traditional techniques
such as pie charts, histogram plots, and business graphs. Heat maps and
fever charts, on the other hand, are used as more complicated visualiza-
tions [20]. It takes sophisticated computers to collect raw data, interpret it,
and create graphical representations that humans can use to swiftly make
conclusions from the information. Data visualization tactics are being
transformed by AI, which is a critical component in dealing with large
amounts of data. Processing enormous amounts of data, frequently in real-
time, from a wide range of sources, is enabled by Al. It also allows them to
put more emphasis on data interpretation than analysis [20]. Future data
visualization will focus on making the process more dynamic and allowing
scientists to experiment with the data. Virtual reality (VR) has been used
by pharmaceutical companies to see protein targets and small compounds
and to examine interactions between them in a visual three-dimensional
manner. VR-based solutions for drug discovery could be useful on a vari-
ety of platforms. Finding and validating pharmacological targets may be
aided by systems for human genome study. Others can be used to map the
dynamic 3D forms of free drug molecules, revealing previously unknown
information about their behavior and physical properties [21]. Mixed real-
ity (MR) combines features of virtual reality (VR) and augmented reality
(AR). A device like Microsoft’s Hololens is used in MR to create an immer-
sive hologram that allows users to interact with virtual objects in the real
world [5, 22, 23].

There are numerous ways in which data visualization tools might be
used. As areporting tool, it is its most popular use today. Using visualization
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technologies, dashboards may be automatically generated to monitor and
visualize a company’s performance across a variety of metrics. Microsoft,
IBM, SAP, and SAS are just a few of the well-known manufacturers of big
data software. The market for big data visualization software is dominated
by the likes of Tableau, Qlik, and Tibco [24].

Drug discovery, clinical trials, marketing, sales analytics, and compet-
itive analysis will benefit from data visualization in the pharmaceutical
business. Cell culture studies, drug-target interaction studies, biochemi-
cal imaging studies, pathology studies, genomic transcriptomic metabo-
lomics, and proteomic studies all require the appropriate tools for mining
and visualizing the data they generate. Cloud and web-based solutions
have revolutionized data analysis and visualization. Transform the way we
see information by making it openly available through open-source data.
Using machine learning and artificial intelligence, drug discovery and per-
sonalized medicine will be easier [22, 23].

4.4 Data Analytics and Data Visualization
for Formulation Development

The pharmaceutical industry is distinguished by a number of peculiar
characteristics, both in its organizational structure and in the nature of its
commercial activities. These peculiarities are not widely known outside of
the industry, but they have a significant impact on the method by which
new pharmaceuticals are introduced to the market [25]. The production of
a brand-new pharmaceutical requires a significant investment of time and
resources, carries a significant financial burden, and entails a significant
degree of risk, with only a remote possibility of yielding a fruitful result. The
process of research and development is broken down here, along with all of
the obstacles it presents, including those related to the environment [25].
Recently, the introduction of big data, machine learning, different ana-
lytical virtual tool, and data visualization is improved the success rate of
the development of new pharmaceutical products. Not only new chemical
entity (NCE) synthesis is crucial, but the development of a suitable formu-
lation or carrier for delivery is also. Formulation development is a crucial
aspect of product development that can define a pharmaceutical product’s
patentability, lifetime, and ultimate success [25]. Formulation success is
dependent on the data integrity and their interpretation. In formulation
development, data is represented as graphical or numerical. The process
of analyzing data sets in order to identify patterns and arrive at inferences
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on the information that they hold is referred to as data analytics [26]. The
analysis of data is increasingly carried out with the assistance of specialist
computer systems and software. Commercial industries make extensive
use of the tools and practices of data analytics in order to assist enter-
prises in making better-informed business decisions [26]. Analytics tools
are also utilized by researchers and scientists in the scientific community
in order to validate or invalidate scientific models, theories, and hypoth-
eses. Process data analytics (also known as process analytics) refers to the
methodologies deemed beneficial for analyzing data from manufacturing
processes, regardless of whether the underlying phenomena are predom-
inantly biological or chemical. In the pharmaceutical sector, process data
analytics are being utilized for both chemically and biologically derived
medicinal products. Using first-principles knowledge, models for chemi-
cally produced drug products, often known as small-molecule medicines,
can be developed [27].

The term “data analytics” is commonly used to refer to the processes
that are responsible for the fundamental data organization. It is possible to
divide data analytics into four categories: descriptive, predictive, diagnos-
tic, and prescriptive data analytics. Predictive analytics is the most dynamic
strategy for data analytics out of these methodologies. It incorporates an
advanced statistical methodology and algorithms based on artificial intel-
ligence. Advanced analytics includes a subfield called predictive analytics
(PA), which is widely used for making educated guesses about what might
happen in the unknowable future [28].

Dong, 2021 [29] developed the PharmaSD program based on Python
for the in silico formulation of stable solid dispersion. Here, their predic-
tive analytics are used for the prediction of physical stability, dissolution
type, and dissolution rate of solid dispersion independent using a regres-
sion model [29]. Figure 4.1 shows the graphical representation of the
PharmaSD program. Data analytical also help to predict the drug release
from various systems such as microsphere [30], Thermosensitive Chitosan
Hydrogels [31].

Data visualization is a growing area of technological research and devel-
opment. Massive amounts of data acquired from numerous sources must
be managed, and engineering and production processes must be opti-
mized. Data visualization approaches provide an intuitive way to learn
from complex data and share knowledge with others. How to show data
objects having multi-dimensional information is a critical challenge for
data visualization techniques. Reduced data dimensionality is one method
for visualizing multi-dimensional data in a two-dimensional (2D) or three-
dimensional (3D) space [32]. Principal component analysis and partial
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Figure 4.1 PharmaSD program for the in silico formulation of solid dispersion.
(Reprinted with permission from Dong, 2021 [29]).

least squares approaches are common dimensionality reduction meth-
ods in which linear combinations of variables are carefully investigated to
explain the greatest amount of variation in the original data set [32].

The data pertaining to the formulation is depicted in graphs, tables,
and charts. A table is a methodical way of presenting statistical data in
the form of vertical columns and horizontal rows, organized in accordance
with some classification of the subject being discussed. The information on
the tablets is intended to be presented in an organized manner that is free
of clutter. Tables should not be used for numerical data if the data can be
summarized simply in the text or if the relationship between the data can
be clearly represented in a graph. In these cases, the data should instead be
displayed in graph form. A good table is one that is not overly complicated,
that focuses on a manageable number of key concepts, that is successful in
presenting those concepts, and that can explain itself [33].

Figures are helpful for summarizing, explaining, or interpreting quan-
titative data as they use graphics to make difficult information easier to
understand. If you have a modest quantity of data to present, you can utilize
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graphs rather than tables to do so. This is because graphs are more effective
at displaying big amounts of data. A graph format that most effectively
communicates the information must be selected in order to ensure that the
researcher can easily comprehend the data. Examples of data visualization
include drug release, drug dissolution, the impact of a process or product
parameter on a critical quality attribute, and so on [33]. Graphing tools
like Microsoft Excel, SPSS, STATA, SAS, and R are among the most popu-
lar options. The representation of quantitative data can take many forms,
including line charts, frequency curves, histograms, scatter diagrams, and
so on. The presentation of qualitative information may take the form of pie
charts, bar charts, diagrams of maps, pictograms, etc.

Process capability and design space is the most commonly used param-
eter for the optimization of the formulation. The process capability is mea-
sured by how well it can adhere to its outlined guidelines. The capacity
analysis evaluates the product specifications in light of the inherent unpre-
dictability of a process to assess how well they match up. The part of the pro-
cess variation that is due to common sources is referred to as the “inherent
variability” of the process. The other kind of variability in a process is one
that is brought on by particular reasons of variation [34]. The design space
can be used to define the link between process inputs (material attributes
and process parameters) and critical quality attributes [35]. A design space
can be represented in terms of material attributes and process parameter
ranges or more complicated mathematical connections. A design space can
be described as a time-dependent function (for example, the temperature
and pressure cycle of a lyophilization cycle) or as a mixture of variables
such as components of a multivariate model. If the design space is meant
to cover many operational scales, scaling factors can also be incorporated.
Historical data analysis can aid in the creation of a design space. Regardless
of how a design space is created, it is assumed that using it will result in a
product of the specified quality [35, 36].

Other visualization techniques such as HyperDC (Hyper-Dimensionally
Embedded Cuboids) were used by Yamashita 2010 [32], which was shown
in Figure 4.2.

HyperDEC solves the constraint of contour plots or 3D surface plots,
which cannot depict the impacts of more than two variables at the same
time. N-dimensional data is mapped onto a 2D rectangular region deter-
mined by recursive slice-and-dice subdivision of the x-y plane using
HyperDEC (Figure 4.2) [32]. Figure 4.1 depicts a 4-dimensional, 5-level
display with x3-x4 subgraphs nested in an x1-x2 graph. Thus, in the x-y
absolute coordinate system, 4-dimensional data, such as (0, 0, 2, 2), (1,4, 2,
3),and (3, 1, 1, 3), are assigned a unique position [32].
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Figure 4.2 Graphical illustration of HyperDC. (Reprinted with permission from
Yamashita, 2010 [32]).

The SeDeM method [37] is an innovative galenic approach that can be
utilized in investigations pertaining