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Preface

In today’s world, the population is constantly increasing. Along with population 
growth, the number of computing and computer-related tools accompanying people 
is also increasing. Modern society is characterized by wide automation of various 
spheres of human activity, and in these processes, a special place is occupied by 
biometric identification of a person. Biometric identification technologies are every-
where. For example, modern smartphones contain the option of user access through 
fingerprints, as well as other human biometric parameters. They are also used in the 
transport sector, automated computer systems, various access systems, forensic sci-
ence, and other spheres of human life.

As requests for the use of biometric identification tools increase, the number of 
financial investments in developing new methods and tools with increased reliabil-
ity of identification and authentication is also increasing. In addition, much atten-
tion of specialists is paid to the search for new, previously unknown biometric 
characteristics, such as accuracy, speed, and ease of implementation. At the same 
time, the bulk of the methods and means of biometric identification are device- 
dependent. They require a special interaction of the person’s location in relation to 
scanning and reading devices of a special design. In this regard, researchers’ efforts 
are spent on the creation and development of methods and tools that do not require 
distraction of a person from his main activity at the time of identification.

This book is very relevant and aims to highlight new modern research in the field 
of biometric identification. The book will help specialists gain new knowledge and 
determine the future direction of scientific research.

The book consists of 12 chapters.
The first chapter describes the application of the triangulation method in the 

process of biometric identification by an image of a person’s face. In the second 
chapter, based on the existing methods, a method for correctly describing a person’s 
gait is presented, and its effectiveness is evaluated on three data sets. The third chap-
ter describes the system of biometric identification by keyboard dynamics. 
Algorithms for the formation of characteristic features and user identification are 
considered. The fourth chapter focuses on the description of biometric identification 
methods by the dynamics of handwritten handwriting. Two approaches to 
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identification are considered. The fifth chapter discusses the method of biometric 
identification of a person’s gait based on parallel shift technology. The sixth chapter 
describes the use of the Radon transform for biometric identification of a person 
from handwritten images. The seventh chapter presents a comparison between dif-
ferent detectors (Harris, FAST, SIFT, and SURF) for biometric identification using 
facial images. The eight chapter discusses the existing problems of face recognition 
in three-dimensional images. A biometric identification method based on scalar per-
turbation functions and a set- theoretic subtraction operation is proposed. The ninth 
chapter describes a new method for analyzing the shape of the palm’s inner side. 
The tenth chapter describes a method for biometric identification of a person by the 
palm’s geometric shape based on parallel shift technology. The eleventh chapter 
provides an unlimited multimodal biometric system for smartphones, which uses a 
multiuser selfie and behavioral biometrics. The twelfth chapter describes research in 
the field of biometric identification based on image analysis of the auricle.

Kyiv, Ukraine Stepan Bilan 
Emirates, UAE  Mohamed Elhoseny 
Karunya Nagar, India  D. Jude Hemanth  

Preface
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Introduction

This book is a research book that can be read by students, analysts, scientists, and 
developers in the field of data mining and biometric identification and authentica-
tion. The book acquaints students and novice practitioners with the basics of bio-
metric personality identification using static and dynamic biometric characteristics, 
and to highly qualified specialists and researchers in this field the book helps in 
modern research and new methods. The book is also useful for organizations 
involved in developing modern devices designed for biometric identification of 
people in various access systems and other public places. The book is written in a 
simple and understandable language, describing modern research and new 
approaches to biometric identification of a person. Based on the modern develop-
ment of biometric technologies, each library and organization involved in the devel-
opment of new and reliable biometric identification systems will be interested in 
acquiring this book.
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Possibilities of Applying the Triangulation 
Method in the Biometric Identification 
Process

Muzafer Saračevič, Mohamed Elhoseny, Aybeyan Selimi, 
and Zoran Lončeravič

1  Introduction

Biometrics is an integral part of every individual. It refers to metrics related to body 
measurements and calculations which have unique characteristics and differs from 
each other. It is known that there are no two people whose biometric data could 
coincide. By applying biometrics, you do not need to remember passwords, PIN 
codes, etc. Some of the essential and significant characteristics of biometrics are a 
high level of data security, faster data access, reduction of administrative costs, 
more efficient keys and confidential data distribution, etc.

The goal of multi-factor authentication is to form a layered defense that relies on 
two or more different ways of determining the authenticity of the user when logging 
onto a system (authentication) and giving access privileges (authorization). These 
techniques combine what the user knows, what the user owns, and what physically 
identifies the user (biometric verification). The recognition process is based on the 
authenticity of specific biometric characteristics, whether physical or behavioral 
characteristics, with those biometric data that are in the database. The most important 
thing in building a biometric system is the way in which recognition will be based.
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In this chapter, the authors consider some possibilities of applying triangulation 
techniques for obtaining biometric data and converting them into digital form. In 
addition, also authors consider some processing techniques, which will conduct 
quality control and create a biometric template, as well as comparison techniques, 
which compile the obtained biometric templates on the reader with those stored in 
a particular database.

The chapter consists of seven parts. In Sect. 2, some of the author’s previous 
research in the field of computational geometry, respectively triangulation of the 
polygons, as well as some research related to the field of cryptography and biomet-
rics are mentioned. In Sect. 3 of this chapter, the biometric authentication system 
with an emphasis on face recognition technology is described. Section 4 lists trian-
gulation techniques and faces recognition algorithms with an emphasis on face rec-
ognition techniques. Section 5 describes the specific system requirements of the 
proposed solution and demonstrated the basic phases of the proposed system for the 
biometric verification process. This process consists of the following phases: taking 
a biometric printout, template creation, comparing results, and decision making 
phases. Section 6 of this chapter lists the successful tests in the authentication pro-
cess. In particular, a proposed solution based on the application of the triangulation 
method in combination with the face recognition technique using the appropriate 
two sets of data. At the end of the chapter authors list concluding observations and 
suggestions for further research in the field of biometric authentication systems.

2  Previous Research

The author’s previous paper [1], presents a procedure for the application of compu-
tational geometry in the process of generating hidden cryptographic keys from 3D 
image. In paper [2], the authors describe some authentication techniques with an 
emphasis on face recognition technologies. The author’s paper [3] describes one 
method of recording triangulations of a polygon. The obtained notation authors 
express in the form of binary records. A presented method of storing triangulations 
in this study is based on Lukasiewicz’s algorithm and binary trees. Particularly, 
authors provide Java implementation for binary notation of triangulations.

Authors in [4] examine a unique aspect of the development of new approaches 
and methodologies for biometric identification and verification. The use of recently 
developed advanced techniques in computational geometry and image processing is 
examined with the purpose of finding the common denominator between the differ-
ent biometric problems and identifying the most promising methodologies. In [5] 
authors show the advantages of recognition of a fingerprint based on triangle param-
eters from the Delaunay triangulation of minutiae.

Also, authors in [6, 7] present a novel method for fingerprint minutiae matching, 
where the proposed method using a Delaunay triangulation. This method based on 
the relative position and orientation of each minutia with respect to its neighbors 

M. Saračevič et al.
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obtained by the triangulation. The minutiae triangles have good discrimination 
power since, among all possible minutiae triangles, they are the only ones satisfying 
the properties of the Delaunay triangulation. This is an important feature.

3  Biometric Authentication System Based on Face 
Recognition Techniques

Face recognition is a very important area which is used in the identification of 
objects with special application. Identification and authentication methods have 
become a key technology in various segments of modern society, such as control-
ling entry to buildings and premises, controlling access to computers and other 
computer systems, as well as in the field of a criminal investigation. With modern 
face recognition, the degree of identification is achieved even over 98%, under well-
controlled conditions of lighting, motion, and pose [8–11]. In the modern IT era, 
where computers become the basic tool in daily work processes, the new authentica-
tion tasks appear increasingly. Together with the ability of “understanding” of 
movement and face lifting, recognition as technique will make possible intelligent 
interaction between man and machine. Face recognition from a series of images 
presents a special challenge for researchers, both because of the greater reliability 
of the method and the complexity of recognition.

In the last decade, face recognition using computers has intensified considerably, 
and recently a special emphasis has been placed on recognition from the mobile 
image, i.e. the ever-increasing use of video surveillance in all segments of social 
life. The biggest problem in recognition is in the image looking which depends on 
the angle of view, lighting, etc. Namely, 3D objects, such as a human face, can take 
many different expressions when projected onto a 2D image. Another problem is the 
content of the scene or background elements that can be overwhelmed by different 
objects and it is very difficult to extract the area of the image containing the face. It 
is possible to cover the objects so only a part of the information will be available to 
the recognition system. In [12], the authors show 3D adaptive tomography using 
Delaunay triangulation and Voronoi polygons. The authors give an algorithm for an 
automatic regrinding, which is based on Delaunay-Voronoi tessellation. It increases 
the local pixel density where the null space energy is low or the velocity gradient is 
large and reduces it elsewhere. In paper [13] authors present the application of 
Delaunay triangulation to face recognition. In [14] authors show a faceprint tech-
nique based on the local feature. A new approach that differentiates from the con-
ventional face recognition techniques in partitioning the facial image into a 
triangular feature area is proposed. A Delaunay triangulation based on barycenters 
replaces triangles. The result of employing this Delaunay triangulation method is 
invariant to scale and orientation differences of the facial image tested, and robust 
to the contamination of noises.

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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The facial recognition problem can be formulated in a way that from the image 
or video identifies one or more persons which are in the available facial database. 
The database can also contain some other data (such as age, sex, skin color) that can 
help in selection in the searching. Solving the problem of recognition is not at all a 
simple business and involves several phases:

 1. separating faces from a complex scene,
 2. studying facial recognition features (feature extraction)
 3. comparison with the available data in the database for the purpose of 

identification
 4. methods—include additional processing steps such as, for example, estimation 

of the angle of observation, assessment of facial expression, etc.

Facial recognition from a static or dynamic image with a computer becomes an 
active research area that extends to several disciplines such as image processing, 
pattern recognition, computing vision, and neural networks. The technology for 
face recognition has a large number of applications in various security and com-
mercial systems: from statically comparing two controlled-aspect photos (such as 
passport photos) to real-time video recognition from video sequences (e.g., video 
surveillance cameras).

Recognition based on a photo from personal documents or an automatic search 
from criminal evidence is a typical example of a comparison based on a static image. 
These photos are characterized by an acceptable light control level, good image 
quality and specific background type, camera resolution and the distance between 
the camera and the person which is photographed. The existence of these standards 
during image capture makes it easier to extract face from the image and application 
of matching algorithms. A potential challenge in this issue is the search for a large 
set of images as well as just matching.

Security surveillance systems (using single images) are more complicated in 
terms of face recognition due to an uncontrolled background appearance, which 
may include a range of other objects. Therefore, separating the face from the image 
becomes more difficult. Each person has a set of unique physical characteristics, 
which can be measured and compared with each other, using appropriate technolo-
gies. In paper [5] authors show fingerprint recognition for securing the transaction. 
Also, the authors propose features based on triangle parameters from the Delaunay 
triangulation of minutiae.

4  Triangulation Method and Face Recognition Technique

In the face recognition of different technologies in the faceprint creation, i.e. sam-
pling, are applied, and they are done the comparison of the received and stored data 
of the person in the database. Key details are measured and numerical code (ie a 
binary record) is generated, representing a person in the database.

M. Saračevič et al.
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As with other biometric identification systems, also the processes of enrollment 
and verification and identification processes differ from each other. The typing 
phase usually takes longer than the testing phase, during which several images of 
the same face are taken. Ideally, images are taken with slightly different facial 
angles to the camera. After taking pictures, the characteristic features of the face are 
distinguished and creates a faceprint or template.

Figure 1 shows the procedure for forming faceprint through a certain triangula-
tion, starting from the formation of initial triangulation, then to complex networks, 
and at the end of generating 3D views that are stored in a binary form in a database.

The procedure of recording polygon triangulations will be connected with the 
binary trees [3]. It is important to note that the binary tree can represent Catalan 
numbers. More specifically, based on these numbers, is performed the process of 
calculating the number of all triangulations of convex polygon [15]. In previous 
papers [16–18], authors dealt with the polygon triangulation problem and Catalan 
numbers.

For each triangulation, authors applied the Lukasiewicz’s algorithm (see papers [3, 
15]). In this way authors get the corresponding binary record (notation), which is 
unique and corresponds to exactly one triangulation for which this binary tree is appli-
cable. In author’s papers [1, 3] have explained in detail how on the basis of a binary 
tree (more precisely, its binary record), a convex polygon triangulation is formed.

From the example shown in Fig. 1, for a part of the chosen triangulation in the 
image obtain the following 120-bit bipartite faceprint:

Faceprint_bin=111101001110010111010100001101110001011101000 
1 1 1 1 0 0 0 0 1 0 0 0 0 1 0 1 1 1 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1 0 1 0 1 0 0 0 0 1 1 0 1 1 1 0 0 0 
1011101000111100001000010

In the faceprint database in the form of key is stored the decimal values for each 
image. In this case, it is obtained the following key:

Fig. 1 The phase of forming a faceprint or template based on the facial triangulation method

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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Key_decimal= 1271581918702005758352476093757552706.

Now, define the basic modules in the technique of the face recognition that in this 
case are based on the triangulation method. These are the following stages:

 1. face detection—definition of initial points for the formation of basic 
triangulation

 2. adjustments and normalizations—the formation of an enlarged (more complex) 
triangulation

 3. encoding only faces—forming a binary file of faceprint
 4. comparison and identification phase.

In the detection phase, face recognition software searches for the face in the 
images that are entered in the test phase, that is, when it comes to identification, then 
it searches for a shape (triangulation) that matches the face definition. When a shape 
that resembles a human head is detected, the software switches to the processing 
stage. In these papers [9, 10], a method is proposed that improves the recognition 
rate by selecting and generating an optimum image of the face from the empirical 
facial images.

After the detection phase, the adjustment phase (normalization) is followed, 
where the position size and orientation of the head are determined. After the nor-
malization phase, it follows the coding phase, which is also an important phase in 
the face recognition process. In the coding phase, the measurement, i.e. translation 
of key details from the normalized 2D frontal image of the head into a single digital 
code, is performed (in this case, Lukasiewicz’s method of triangulation traversing 
that applied in author’s previous works [1, 3]) is used. The obtained digital code 
(faceprint) is used in the comparison phase to compare with pre-generated codes in 
the training phase of the system.

In the papers [19, 20], methods are presented which can with certain precision 
monitor the facial changes and, based on their realization, assume the appearance of 
a person at a certain moment or phase of age with fairly reliable generic models. 
These methods in the creation and projection of age for performance, require the 
use of a large database with attributes displayed in several stages. Based on this, a 
model for methods based on age estimation using a classification or by applying 
regression to data from a database is created.

It is important to emphasize that, as in the case of fingerprint recognition technol-
ogy and face recognition technology, it is quite vulnerable to the possibility of coun-
terfeiting. In the paper [21], there are ways to deceive in face recognition techniques, 
how to protect themselves, and how in real-time, without additional devices, it can 
be determined whether it is an attempt to deceive the system. Some researchers also 
used authentication of the voice-face, as well as the exploration of the lips, or speech 
movements. With thermal infrared cameras, it is possible to conclude successfully 
whether the object is real or it is an attempt to deceive the system [22]. An eye blink 
allows the detection of false object placement without additional hardware modules.

M. Saračevič et al.
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In an experiment carried out and published by the author in [23], it is concluded 
that a significant role in the detection and detection of intrusion is the role of two or 
more dependent frames of the image. Anti-deception is also a challenge for explor-
ers. One problem with this method is the problem if the eyes are not noticeable 
enough and can not be defined whether they are open or closed.

5  Specification of the Proposed Model

Face recognition is actively used in the field of Computer Vision as well as in the 
field of biometrics. The essence lies in the development of applications for security, 
robotics, human-computer interaction, artificial intelligence, digital cameras, 
games, and entertainment. Author’s GUI face recognition application is developed 
in Java NetBeans surrounds and includes two modules:

 1. Face detection module—represents the phase where the face is found in the 
photo and is processed the image for easier identification of face.

 2. The face recognition module—represents the phase when a person is found. In 
this module, the person is detected and processed in relation to the database of 
recorded persons. Practically it represents the role of the system to decide which 
person is in the image whose image is being processed or to check the templates 
(based on recorded triangles and digital faceprints) and the face value on the 
image (generated triangulation) which is needed in recognition in the relation of 
data from the database.

5.1  Strategy for Categorization of Face Recognition

Face detection from the 2D image with the appropriate algorithm for detection 
and face recognition makes the technique implemented in the proposed solution. 
In the paper [24], is considered how a digital face map is created from the 2D 
image at the input, and then follows the recognition based on the stored data in the 
database.

It is important to note that there are different schemes and strategies for cate-
gorizing face recognition. Holistic methods try to recognize the face in terms of 
the whole image, or the face as a whole. On the other hand, non-holistic approaches 
are based on the identification of certain facial features, such as the nose, mouth, 
eyes and their relationship, in order to make the final decision based on it. Some 
methods try to take advantage of both approaches at the same time and therefore 
they are classified as hybrid. In this case, the strategy includes the follow-
ing stages:

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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 1. Face detection—the geometric characteristics of the face, individual parts of the 
face, such as eyes, nose, and lips, are taken.

 2. Forming a digital map—the corresponding algorithm provides a set of values 
characteristic for the given face.

 3. Recording a digital map in a folder and keeping it in the database—in order to 
be able to recognize a person, it is necessary that the face is stored in the data-
base, in a defined format.

 4. Face recognition—is done by comparing the individual with the one stored in 
the database, all based on the corresponding recognition algorithms.

Figure 2 shows one possible technique for identifying faces from the image. 
Faceprint in the form of triangulation is loaded from the database in the form of key_
decimal, after which this value was generated in Faceprint_binary. After that, authors 
are loading another image, triangulating and generating another Faceprint_binary key.

If it matches the comparing procedure with the loaded record from the database 
then the authentication has the status TRUE.

5.2  User Requirements

Basic user requirements are:

• To the user is enabled record, each record about the user represents the basic 
information about it, that is, allows the user name entry.

• The system accepts the image at the input, creates a template and enables it to 
save it as comparing and displaying the results.

Fig. 2 Comparison and identification phase based on faceprint from the database

M. Saračevič et al.
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• The system allows you to load data from the face database,
• The system allows testing in the system more:more.
• The system enables monitoring the recognition process and recording the results.

5.3  System Requirements

Basic system requirements are:

• The user expects the system to display the recognition results for it.
• Cases of use:

 – Image input—The user can enter the image and additional data into the database.
 – Comparison—The user requires a comparison with the stored data.
 – Display results—Displays the results of the comparison (with “save report”).

• Event stream:

 – Basic stream: The user input the name, the user allows the system to import 
pictures, the user starts testing.

 – The system performs testing: a comparison and displays the result.
 – Objective: The user has been identified as a “Person_name”.

5.4  General Scenario for 2D Face Recognition

It is important to note that no detection algorithms should be mixed with the one for 
recognition. The overall efficiency of this authentication system depends on both of 
them. It should be noted that there are 2D and 3D algorithms that are implemented 
together and which together make face recognition systems.

Figure 3 shows the general scenario of the proposed solution based on 2D face 
recognition.

5.5  Advantages of the Proposed Model

The key advantages of this model are:

• Each person has his own key on the basis of the received digital code or faceprint 
(since it is derived from triangulation, it can be a Catalan number or Catalan-key).

• This way provides secure transmission (distribution) of keys.
• The space of such keys is extremely large (see [1, 17] in which authors analyzed 

the complexity of the space of Catalan keys).

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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In paper [25], authors describe an algorithm for generating 3D models of human 
faces from uncalibrated images. Their method based on locally applying Delaunay 
triangulation method. In the paper [26], the authors presented a relatively new 
model for 3D face recognition, i.e. reconstruction and obtaining 3D shapes from 
only one image. This method uses global facial similarities by combining shading 
and shape information with generic information derived from a single reference 
model. This method allows the creation of a clear 3D image from traditional 2D 
images, such an algorithm has better performance [11].

The extension in the form of the proposed method for 3D face recognition based 
on the triangulation process consists of four modules: Face detection, feature 
search, final feature detection, triangulation (see Fig. 4). Phases like Warping and 
Feature extraction represent the verification process or the matching module.

The “Feature search” module distinguishes features such as nose, whole, mouth, 
and receives an optimized 3D surface for further extraction of biometric patterns 
[27–29]. During the biometric template extraction, two phases are used:

 1. In the first phase, the surface “semantic analysis” was performed, resulting in the 
location of the key (crania-facial) features to generate generic topological maps 
of the face.

 2. In the second stage, when the location of the specific surface of the face is known 
(eyes, specific arches, forehead, nose, mouth, beard zone, etc.), information 
about the local surface characteristics is distinguished.

In Fig. 5, the result of the “Feature search” module is displayed in the process of 
separating the mark in the first case from the frontal image, and the other two cases 
are related to the images where the face is painted from different angles.

Appropriate methods that work in the identification mode compute separate bio-
metric templates with all the stored templates in the database and produce a similar-
ity with estimation from the stored templates. This information is further used to 

Fig. 3 Simple 2D face recognition scheme

M. Saračevič et al.
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build a geometric descriptor and pack these data into a biometric print. The output 
module is a biometric template that features a unique face, which is used in the 
matching phase.

The main technological limitation of the 3D face recognition method is the 
acquisition of a 3D image, which usually requires a series of cameras. This is also 

Fig. 4 Phases in 3D face recognition based on the triangulation method

Fig. 5 “Feature search” option from the frontal image and two images from different angles

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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the reason why 3D facial recognition and their methods significantly later appeared 
in relation to 2D methods. One of the methods of automatic 3D face recognition 
published in papers [30, 31] based on the method for determining the range of 
images with the Ѕurface Interpenetration Measure (SIM) as a measure of the simi-
larity between two facial images.

The results of authentication were obtained by combining the SIM values corre-
sponding to the matching of four different regions of faces such as the circular and 
elliptical region around the nose, forehead and whole face.

6  Experimental Results

In this section of the chapter, authors tested a proposed solution based on the appli-
cation of the triangulation method using the appropriate two sets of data:

 1. The first set is used in the system training (in the Table 1 called “training set”)
 2. The second set is a photographic database of the person to test the system (in the 

table called “test set”).

The training set consists of randomly selected facial images that make up 70% of 
the faces of the database. For the needs of the training session are generated the files 
that contain the path to the order of 150, 100, 50 and 25 face images, which are also 

Table 1 Testing results from the database system for the triangulation method

TEST Training set Test set True False True (%) False (%)

T1 150 100 97 3 97.00 3.00
150 50 48 2 96.00 4.00
150 25 23 2 92.00 8.00

SUM 175 168 7 95.00 5.00
T2 100 150 147 3 98.00 2.00

100 50 46 4 92.00 8.00
100 25 23 2 92.00 8.00

SUM 225 216 9 94.00 6.00
T3 50 150 143 7 95.33 4.67

50 100 92 8 92.00 8.00
50 25 22 3 88.00 12.00

SUM 275 257 18 91.78 8.22
T4 25 150 139 11 92.67 7.33

25 100 85 15 85.00 15.00
25 50 41 9 82.00 18.00

SUM 300 265 35 86.56 13.44
T1–T4 SUM (1–4) 975 906 69 91.83 8.17

M. Saračevič et al.
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selected by randomly from the sample by using the automated tool generated for 
this test.

Based on the results obtained from tests 1 to 4, it can be noted that with a decrease 
in the number of people in the training phase of the system with an initial 95% per-
formance (a training set of 150 images), the recognition performance is reduced to 
86.56% of the accuracy of recognition during system training (training set of 25 
images). Therefore, for a more successful degree of recognition, it is necessary to 
train a system with as many images as possible, but there is also one problem here. 
Namely, in too many training images, the performance of the system in terms of 
computer time for processing is rapidly decreasing, so sometimes the waiting time 
of the system sometimes spends even a few minutes.

In Fig. 6, presents the tendency of falling recognition rates when the face images 
are reduced in the training set.

Finally, from the analyzed individual test results, the results are combined and 
systematized to show the overall efficiency of the system based on the application 
of the triangulation method.

Figure 7 shows the performance of the system for four tests individually (T1–
T4), and the final average performance of the system for the mentioned technique is 
approximately 92%.

Thus, generally speaking, using the triangulation method in combination with 
face recognition technique, the authentication performance rate is equally success-
ful as recognition with the application of “Mahalanobis distance” or “Euclidean 
distance” [24].

In some further research and improvement of proposed method, authors can also 
discuss combined techniques such as “Euclidean Minimum Spanning Tree Problem” 
[32, 33] or “Euclidean Traveling Salesperson Problem” on the Delaunay triangula-
tion. In paper [34], authors present a fast approach to solving large-scale traveling 
salesman problems (TSP) based on Delaunay Triangulation. In paper [35], authors 
give several motivations for Delaunay and greedy triangulations. Indeed, their 
experiments show that the resulting tours are in average within 0.1% of the optimality.

Fig. 6 Trend of positive recognition rate

Possibilities of Applying the Triangulation Method in the Biometric Identification Process
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7  Conclusion and Further Works

The biometric identification process based on face recognition in the future will get 
importance. The emergence of new technologies (such as a high- resolution camera 
and then the emergence of 3D cameras, and increasingly sophisticated computer 
technologies) will only make this technique significant in both the identification 
process and other areas of human life. Biometric identification process in combina-
tion with other types of biometrics, in the form of multimodal systems, it creates an 
authentication technique that adjusts of various aspects and hybrid systems (integra-
tion with voice recognition, fingerprints, or palm geometry, as well as recognition 
of iris and retina of the eye).

In this chapter, the authors presented the possibilities of applying the triangula-
tion method in the biometric identification process. A proposed method for authen-
tication is based on face recognition technologies and polygon triangulation as a 
fundamental algorithm in computational geometry and graphics. The results of the 
experimental part show that using the triangulation method in combination with the 
face recognition technique, the success rate of authentication is achieved equally 
well as recognition with the application of some other methods.

Further scientific research and the future of biometric systems relate to the inte-
gration with artificial intelligence as well as performance improvements. Also, 
authentication techniques based on video sequencing algorithms will have signifi-
cant advantages in law enforcement and traffic control. The future of the face recog-
nition based authentication technique lies in the methods that use face recognition 
with a focus on 3D technology. Increasing using artificial intelligence can also con-
tribute to the efficiency of this method, as well as improving performance. A large 
number of published papers and the research is explained about the enviable prog-
ress of face recognition through the evaluation of algorithms and techniques for the 

Fig. 7 The share of positive and negative recognition rate
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very implementation of such systems. Also, in many published papers, successful 
facial recognition exceeds 95% of the accuracy, depending on the algorithm, tech-
nology, and the very way of research.

It is possible to observe that with simple implementation and technology, with 
minimal costs compared to other biometric authentication systems, the recognition 
face is not lagging behind, and in many cases, it exceeds other techniques in the 
achieved results. According to research by Lawrence Hornack, director of the 
Center for Identification of Identity Technologies (CITeR), in the future, cameras 
will read the structure of the eye and shape of the person without waiting for a spe-
cial spot for checking or watching in camera. More specifically, passengers will be 
identified in the process of walking in corridors of buildings, airports, etc. So, the 
future of authentication lies in facial recognition methods.
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Biometric Gait Identification Systems: 
From Spatio-Temporal Filtering to Local 
Patch-Based Techniques

Mohammad H. Ghaeminia, Shahriar B. Shokouhi, and Abdollah Amirkhani

1  Introduction

Human’s gait or style of walking is considered to be an effective biometric measure 
for identifying the individuals in public places for surveillance programs [1]. This is 
mainly attributed to the fact that the images of the walking can be easily acquired 
from a distance. Nevertheless, any biometric system based on human’s gait identifi-
cation can be affected by certain external factors such as the type of clothing, bag-
ging condition, camera viewpoint, surface, and the aging [1, 2]. Despite these 
challenges, it is important to note that the manner of walking can still be relied upon 
as a unique biometric benchmark for solving identification problems [3]. The key 
issue in handling a gait under covariate factors is developing an efficient biometric 
system. In this paper, we propose the criteria for ranking the gait biometric systems 
and evaluating them accordingly.

Basically, the most common way to describe the gait without a predefined model 
is using template feature [1, 3–5]. For example, gait energy image (GEI) [1], general 
tensor discriminant analysis (GTDA) [6], gait flow image (GFI) [7], chrono-gait 
image (CGI) [8], and 5/3 gait image (5/3GI) [3] are some of the template features 
that have been developed by the researchers. In such methods, the sequence of sil-
houettes (or features) is aggregated into a single image called “template.” Since the 
nature of the gait is a spatio-temporal process, such conversion has three main limi-
tations [9, 10]: (1) removing temporal ordering of gait, (2) utilizing not an efficient 
human’s motion model, and (3) aggregating gait defects in the template feature.
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In order to resolve these issues, three separate algorithms have been proposed in 
this paper: (1) gait spatial image (GSI) features, (2) gait spatio-temporal image 
(GSTI) features, and (3) patch gait features (PGF). Each of these algorithms has a 
certain advantage in describing the rhythm of human walking; which will be exam-
ined in this paper. Besides the efficacy of the above methods in describing the gait, 
applying them in a real gait biometric system will be limited. Figure 1 shows differ-
ent between the algorithm-level and system-level evaluations.

As shown in Fig. 1, a method of gait recognition is a subset of biometric system 
and hence, other benchmarks rather than recognition accuracy should be considered 
for evaluating the system. In this paper, the performance of gait biometric system is 
measured according to three proposed benchmarks: (1) recognition error rate, (2) 
computational and memory complexity, and (3) scalability.

Considering the recent state-of-the-art methods in gait recognition [3, 5, 9–11], 
the main contribution of the paper is as follows:

 – Algorithm-level evaluation of the recent algorithms on three well-known datas-
ets (USF [12], CASIA-B [13] and OU-ISIR-B [14]).

 – Discussing on the benchmarks for validation of a gait biometric system.
 – Evaluation of the proposed biometric systems according to given benchmarks.
 – Providing an efficient tool for measuring the quality of gait system.

The rest of the paper is organized as follows: In next section we discuss on 
related gait recognition methods. The proposed algorithms (i.e., GSI, GSTI, and 
PGF) are explained shortly in Sect. 3. The proposed benchmarks for validating a 
gait biometric system are described in Sect. 4. Meanwhile, Sect. 5 provides the 
experimental results and discussion and the paper is concluded in Sect. 6.

Fig. 1 The main components of a gait biometric system
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2  Similar Works

The basis of efficient gait identification algorithms is gait template identification by 
means of template features [3, 5, 7, 15–18]. Therefore, the effective performance of 
a biometric system strongly depends on the type of algorithm used and the features 
selected. However, using appropriate features that are robust against the challenging 
covariates of human gait is itself a basic challenge. Moreover, some algorithms, 
despite being highly accurate in gait identification (e.g., [4, 19, 20]), have a large 
computational load and thus limited chance of development in a biometric system.

For appropriate gait identification, it is necessary to compute spatio-temporal 
features in one period and to compile them in a single image. This subject was 
investigated by Wang et al. [8] who presented a color template called chrono-gait 
image (CGI). Also, by extracting 5/3 wavelet features from silhouettes, Atta et al. 
[3] have recently proposed the 5/3 gait image (5/3GI) template, which not only has 
a small computational load but also a high gait identification accuracy. Fendri et al. 
[21] have dynamically selected the different sections of a silhouette which conform 
to gait covariates and which use the semantic classification scheme to identify dif-
ferent parts of human body. For detecting the gait template that matches human gait 
template, an effective spatio-temporal filter has been developed [9, 10, 22]. Recent 
research works have confirmed the existence of certain prominent regions in human 
gait (i.e., patches) that contain important information [11, 17]. By identifying these 
regions and describing human gait template on the basis of patches, gait identifica-
tion accuracy can be increased.

From system perspective, as was stated earlier, there are certain limitations in 
using the above approaches in a biometric system. In other words, in system-level 
comparison, the measure of superiority is not just the accuracy of a particular 
method. For quantitative comparison between various systems, different methods 
have been developed; mostly on the basis of the performance of face and fingerprint 
biometrics [23–25]. For example, Grother et  al. [23] and Olsen et  al. [26] have 
developed standard ranking criteria for fingerprint biometric systems based on the 
quality of input sample. Also, Fernandez et al. [25] have examined and developed 
different evaluation measures, such as system error, in addition to the input sample 
quality. However, in gait identification, because of using noisy images recorded 
from a far distance, it is not a good idea to perform evaluations based on the quality 
of input sample. An appropriate criterion for evaluating the performances of differ-
ent systems is to evaluate them based on system error [23, 25]. In addition to system 
error, two more criteria (i.e., computational load and scalability) will also be used in 
this paper to compare the performances of gait identification systems. The three 
selected approaches of GSI, GSTI, and PGF will be examined briefly in the next 
section and then the selection criteria will be thoroughly explained in Sect. 4.
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3  Selected Approaches

Since human gait is essentially a spatio-temporal process, its proper description 
should be based on spatio-temporal features. For this purpose, a template feature 
based on spatio-temporal features has been developed in recent years. Of these 
methods, the three approaches of GSI [10], GSTI [9], and PGF [11] have been able 
to properly exploit the properties of corresponding features. In this section, the three 
cited methods will be introduced briefly and then the most effective classification 
technique for gait identification will be explained. It should be mentioned that the 
materials stated in this section pertain to algorithm-level development.

3.1  Preprocessing of Data

For the proper extraction of features, preliminary processing of information should 
be carried out on raw video recordings. The main preprocessing steps are as fol-
lows: resolving the background, extracting the foreground, and computing the gait 
period [10]. The Gaussian mixture model (GMM) has been proposed for modeling 
the background and subtracting the foreground from it [12]. Foreground images are 
obtained by subtracting the gait sequence from the background model. Following 
the extraction of foreground images, these images are normalized and made uni-
form by considering the obtained image centers [12]. In this way, silhouette images 
(foreground) with identical sizes and aspect ratios will be obtained. Then the gait 
period can be calculated by counting the pixels in the lower half of the silhouette 
image in each frame [10]. Because the values of corresponding pixels, when a walk-
er’s two feet move away from or get closer to each other, will have local maxima 
and minima. By computing the local extremums, the gait period (T) is easily 
obtained by considering the average distance between two successive maxima 
or minima.

3.2  Gait Spatio-Temporal Filtering

As we know, the sequence of human gait is a type of spatio-temporal signal in 3-D 
space, where x and y are two spatial coordinates and t is the temporal coordinate. 
Since there is no displacement in the y direction, in the GSI approach, the gait 
sequence has been considered in the x-t space. For this purpose, a directional filter 
has been developed for determining the direction of gait in this space [10]:
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In the above equations, Dir,Li and Dir,Ri (i = 1, 2), respectively, denote the main 
kernels for determining gait directions to the left or right in two different strengths. 
Also, RAi and RBi represent the impulse responses of spatio-temporal filter; whose 
spatial part is obtained by differentiating the Gaussian signal 
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indicate the temporal order and scale). Now in each frame, the gait direction (or gait 
energy, ENL and ENR) is easily determined by the convolution of impulse responses 
in the silhouette image and the summation of directions:
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that is, RLi and RRi indicate the response of filtering obtained from convolution of 
silhouette with kernels in Eq. (1). The final gait direction in each frame is deter-
mined by subtracting the responses. Also, the GSI template is obtained by collecting 
the responses in every half-period and by averaging the responses of two successive 
half-periods:
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in which, EN represents the sum of the responses in every half-period.
In the GSI approach, because of ignoring human gait in the vertical direction and 

also using a network of nonlinear filters, the computed responses will be rather 
unrealistic. So by employing a simple and realistic template in the GSTI method, 
the researchers have attempted to obtain a more precise human gait template. First, 
it has been assumed that an input video is a circuit network and that every pixel in 
it is equivalent to a resistor which is connected to adjacent pixels in the current 
frame and preceding frame. Also, in the network, the luminosity of each pixel has 
been considered as the load of a capacitor; and the goal is to calculate current flux 
in the circuit network. By solving the relevant equations and using Fourier transfor-
mation, the spatial impulse response (SIR) and the temporal impulse response (TIR) 
for human gait are obtained as follows [9]:
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In the above equations, G(.) indicates the standard Gaussian signal, a0 and a1 are 
the coefficients of Fourier series, ωτ = π/T (T being the gait period), and τ = T/2. It 
should be mentioned that in computing Eqs. (4) and (5), some limitations have been 
applied on Fourier transform solution to make it more compatible with human gait 
model [9]. Furthermore, the temporal response of Eq. (5) is an even signal; and after 
computing its corresponding odd signal, the squares of temporal filter responses are 
added together. After calculating the impulse responses of spatial and temporal fil-
ters, the shadow image is first convoluted with a spatial filter and then with a tem-
poral filter in order to obtain the corresponding response. Eventually, similar to the 
GSI method, the responses in every half-period are collected and the average energy 
in a period is calculated as the GSTI template.

3.3  Local Patch-Based Gait Features

The idea of patch-based approach is different from the previous methods. Here we 
are trying to seek the important regions in filter responses and to keep them in the 
final template. Therefore, there are three major steps in the PGF method [11]: (1) 
filtering the silhouette images and extracting the local patches, (2) calculating the 
probability distributions of patches, and (3) computing the PGF template. In the first 
step, the local patches, p(x,y,t), are extracted by seeking the extremum points in a 
local sliding window in 3-D space. In this step, the response of Gabor filter for each 
silhouette image is calculated and becomes a basis for seeking the patches. In the 
second step, the histograms of patch distributions along the x, y, and t directions are 
computed separately:
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Here, H, W, and T are the image height and width and the gait period, respec-
tively. The above triple histogram is unique to each individual and can be used as 
gait signature [11].

Now in the third step, by considering the above probability distributions as coor-
dinate weights, the final template can be obtained. Here, the set of 40D Gabor 
responses (with five different scales and eight directions) is applied on the GEI, and 
the weighted coordinates of each pixel are added to the responses.

 
PGF RG h k X h k Y h k tT

i i j j k k
i H j W k T

T

� � � � � � ��� �� � � � � � �
, , , 

1 1 1, ,
,
 

(7)

in which, RG is response of the 40D Gabor filtering, k(.) is the isotropic kernel for 
allocating more weight to the pixels near the image center or half-period, and hl is 
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the weight resulting from the relevant histogram index. According to Eq. (7), the 
PGF template is an augmented Gabor template in which the spatio-temporal coor-
dinates of patches have been added to filter response based on their probability 
distribution.

3.4  Classification

The introduced methods highlighted the manner of extracting powerful features 
from behavior template. However, the usefulness of recent approaches depends not 
only on feature extraction but also on the type of classification. The simplest method 
of classifying a template is to find the closest feature to a gallery determined by 
direct template matching. For example, the 1-nearest neighbor classification tech-
nique (1-NN) assigns a label to its nearest neighbor (with the least Euclidean dis-
tance) [8]. However, since feature dimensions are much more than the number of 
test samples and some features are overlooked, we have an undersample problem 
(UPS), which diminishes the recognition accuracy [6]. A common method for deal-
ing with this problem is to use the two-step technique of PCA+LDA [10]. This 
technique is relatively simple and provides usual accuracy; because by applying the 
PCA matrix, the 2-D structure of data collapses and data turn into a one- dimensional 
vector. Despite the existence of various challenges, the random subspace method 
(RSM) has been able to identify gait templates with high accuracy [11, 27]. This 
classification method achieves weak classification by taking random samples from 
feature space and by making a decision based on a set of weak decisions. Considering 
the utility of the RMS classification technique, it has been employed in this paper. 
More details on this classification scheme can be found in the work of Guan 
et al. [27].

4  System-Level Evaluation Tools

So far, we explored the algorithms used for identifying behavior templates. However, 
quantitative measures are needed to evaluate the performances of these algorithms. 
By means of these quantitative criteria we can determine the utility and fidelity of 
different identification approaches. Every biometric system is evaluated based on 
different parameters so as to obtain its fidelity under different conditions. The exist-
ing approaches for evaluating the fidelity of biometric systems have been developed 
based on the performance of face and fingerprint biometrics [25, 28]; however, this 
procedure can also be extended to a gait biometric system.

In behavioral biometry systems the results are usually reported in terms of iden-
tification accuracy [28]; because the number of test sets is limited and the individu-
als in probe set are always a subset of the individuals in gallery. Moreover, one of 
the main challenges of behavioral biometry systems is the decline of their 
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performance in uncontrolled or unpredictable conditions [28]. Basically, the evalu-
ation of every biometric system requires three parameters [28]: (1) evaluating the 
quality of input data (sensor quality), (2) guaranteeing the performance of algo-
rithm, and (3) providing a utility benchmark. In this paper, the quality of input data 
is the same for all the evaluated algorithms; because the same standard datasets have 
been used for all of them. Also, the utility of the proposed algorithms in properly 
identifying gait templates has been confirmed. Therefore, the above three criteria 
[25], which are intra-system evaluation measures, are not sufficient for evaluating 
the performance of a gait biometric systems.

We define three important criteria for the extra-system evaluation of biometry 
systems: (1) system error, (2) execution speed and the amount of computer memory 
used, and (3) scalability. Each of these criteria will be subsequently explained.

4.1  False Match Rate (FMR) and False Non-match Rate 
(FNMR) Criteria

These two benchmarks are able to compute the amount of error for a system. The 
FMR criterion is an empirical estimation of probability (percent occurrence), by 
which a system falsely accepts an input template. Also, FNMR is an empirical esti-
mation of probability, by which a system falsely rejects a matched input sample. 
FMR and FNMR criteria are equivalent to FAR and FRR, respectively; and for their 
computation procedures one can consult the available references [25]. Ordinarily, 
when comparing two biometry systems, the system which has a lower FRR at the 
same FAR is the better performing system.

The recognition error tradeoff (DET) graph has been used to graphically display 
system error; because it is not commonplace to use the ROC diagram in the evalua-
tion of biometry systems [29]. The horizontal and the vertical axes of the DET 
graph, respectively, show the FAR and FRR values at different accuracies and 
Ranks. In DET diagram standards, the vertical axis is in percentage (%) and the 
horizontal axis has a logarithmic scale.

4.2  Computational and Memory Complexity

The time needed for identifying an individual and the amount of computer memory 
used for this purpose are determined by this criterion. In fact, time complexity and 
used memory constitute suitable measures for evaluating a system. When compar-
ing two systems with the same error, the one with higher speed and less memory 
usage is considered a better system. A biometric system needs memory to compute 
the templates and to save the features.
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4.3  Scalability

This criterion expresses the performance of a system in huge set of data. To ensure 
a level of scalability that can support a very large dataset, it is necessary to use very 
strong support servers of high capacity. Assuming that the processing power of each 
server is one unit, the total processing power of ten servers with integrated process-
ing capability is not 10 units. Even by increasing hardware and software resources, 
there will be a problem with system performance at large volumes of data; because 
with the rise in the number of samples, the degree of differentiability between sam-
ples decreases severely and system error goes up. In other words, a system’s robust-
ness against scalability indicates the reliability of that system under real conditions. 
Obviously, in comparing two systems with equal errors, the one with a lower error 
in a high-population dataset is a better system. Published papers do not present a 
specific criterion for assessing a system’s robustness to scalability. In this paper, 
average Rank-1/Rank-5 accuracy achieved in three datasets will be used to evaluate 
the scalability criterion.

5  Results and Discussion

In this section, the results of algorithm- and system-level evaluations will be pre-
sented. Algorithm-level evaluation has been thoroughly discussed in the cited refer-
ences [9–11]. In this paper, the results of algorithm-level evaluations are concisely 
presented and then the results of system-level evaluations are discussed. An 
algorithm- level comparison is carried out in order to assess the quality of the exam-
ined algorithms in gait template recognition; because an exact biometric system is 
dependent on the type of algorithm designed for it. The algorithms that have been 
selected for evaluation and comparison are as follows: GEI [1], CGI [8], 5/3GI [3], 
STIP [30], locality-constrained group sparse representation (LGSR) [20], view- 
invariant multiscale gait recognition (VI-MGR) [2], RSM [27], local patch-based 
subspace ensemble learning algorithm (LPSELA) [4], two-stream generative adver-
sarial network (TS-GAN) [31], clothing-invariant gait recognition (CLIGR) [15], 
and local feature at the bottom layer based on capsule network (LBC) [18].

In this paper, three famous datasets (USF [12], CASIA-B [13], and OU-ISIR-B 
[14]) are used for algorithm evaluation. The USF dataset contains 122 individuals 
with five walking forms, CASIA-B has 124 individuals with ten walking forms, and 
the OU-ISIR-B dataset includes 48 individuals with 32 different forms of walking. 
With different test cases in the gallery and the probe sets, there are a total of 3176 
unique tests for these three datasets, (1080 tests for USF, 1240 tests for CASIA-B, 
and 856 tests for OU-ISIR-B). For evaluating the examined algorithms, each of the 
above datasets has considered several gait challenges. The USF set has addressed 
the variations of walking manner with the change of shoes, viewing conditions, 
surface, bag, and time parameters. The CASIA-B set has considered gait variations 
with respect to “normal,” “bag,” and “cloth” conditions at different video recording 
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angles. And the OU-ISIR-B set has only dealt with the change of clothing, which is 
the most important and common parameter related to gait. In the following, the 
results of algorithm-level evaluations on the three mentioned datasets will be briefly 
discussed.

5.1  Algorithm-Level Evaluations

To verify the effective performance of the proposed algorithms, the first test is car-
ried out on the CASIA-B dataset. Considering the high quality of silhouette images 
in this dataset, there is no need to use powerful classification techniques such as 
RSM; and satisfactory accuracy will be obtained by applying 1-NN. For a brief and 
accurate evaluation of the examined approaches, only Rank-1 values are presented. 
Table 1 shows the performance Rank-1 values achieved by the proposed algorithms.

Compared to the first group of algorithms, the average accuracy of Rank-1 is 
higher than that of GEI, CGI, and 5/3GI methods. The average accuracy of GSTI is 
close to that of CGI, which shows an acceptable performance. Also, in five tests (out 
of 6), the proposed approaches achieve a higher performance relative to GEI and 
CGI. The results of 5/3GI for certain experiments have not been revealed and their 
averages cannot be evaluated.

In the second part of Table 1, the satisfactory performance of the proposed algo-
rithms can be revealed by comparing the results through multiview-based methods. 
Compared to STIP algorithm, the proposed algorithms are superior in three tests out 
of six; and in some other tests the results are very close. In comparison with the 
VI-MGR method, in two cases our algorithms have achieved greater performance. 
However, because of using synthetic information and relatively powerful classifica-
tion technique, the VI-MGR algorithm has attained a higher accuracy. In summary, 
in the CASIA-B dataset, the proposed gait identification algorithms have achieved 
satisfactory or better recognition accuracies than other recent approaches.

In the second step, the performances of the proposed gait recognition algorithms 
in the OU-ISIR-B dataset are investigated. Here, the Rank-1 results obtained by 

Table 1 Evaluating the Rank-1 recognition rates achieved by the proposed algorithms and other 
approaches in CASIA-B dataset

Gall-Prb nm-nm nm-bg nm-cl bg-bg bg-cl cl-cl Avg.

GEI [1] 91.57 37.8 25.04 91.2 17.47 97.22 60.05
CGI [8] 88.06 51.93 46.88 89.81 32.52 95.37 67.43
5/3GI [3] 98 – – 73 66 – –
STIP [30] 95.4 60.9 52 73 29.8 70.6 63.62
VI-MGR [2] 100 89 76 79.03 – 71.77 –
TS-GAN [31] – – – – – – 63.1
GSI [10] 95.87 66.46 41.41 90.5 29.5 100 70.62
GSTI [9] 91.8 57.5 39.6 92.5 26.4 98 67.64
PGF [11] 92.4 65.7 50.8 91.5 33.5 97.5 71.9
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these algorithms in the probe set (which includes 31 different combinations of 
clothing) have been presented. However, due to the proximity of the results of GSI 
and GSTI algorithms, the GSI results have not been listed. Figure 2 graphically 
displays the fidelities of the examined algorithms when considering different cloth-
ing conditions. Also, Table 2 shows the average accuracies achieved by the pro-
posed algorithms in the OU-ISIR-B dataset.

According to Fig. 2, in five tests (probes D, F, G, K, and N), the VI-MGR algo-
rithm achieves a higher accuracy than GSTI. Also, in comparison with RSM, the 
results of GSTI can still be observed. Compared to the RSM approach, the GSTI 
algorithm uses a simpler filter structure; because instead of the 40-component Gabor 
functions, it exploits spatial and temporal impulse responses.

In addition, the PGF algorithm (which has a patch-based structure) enjoys a 
higher accuracy and fidelity relative to the GSTI algorithm. More precisely, in five 
tests out of 31 (probes 2, S, X, Y, and Z), the recognition accuracy of PGF is 100% 
and the algorithm has been able to identify all the individuals in the probe set. Also 
in 2 probes out of 31 (probes H and M), the patch-based methods exhibit weaker 

Fig. 2 Evaluating the performances of various algorithms in the OU-ISIR-B dataset

Table 2 Comparing the 
average Rank-1 results 
obtained by the proposed and 
more recent algorithms in the 
OU-ISIR-B dataset

Algorithms
Avg. of 
Rank-1 (%)

GEI [1] 55.6
RSM [27] 90.7
VI-MGR [2] 69.03
CLIGR [15] 81.71
LBC [18] 73.33
GSTI [9] 77.25
PGF [11] 90.62

Biometric Gait Identification Systems: From Spatio-Temporal Filtering...



30

performance relative to more recent approaches (CLIGR [15] and LBC [18]). 
Nevertheless, the performance of other methods under such conditions is very low. 
The results in the above figure indicate a performance below 60% for the PGF algo-
rithm in probes H, M, R, and V. This is mainly due to the coverage of body parts 
during patch extraction. In these conditions, the proposed approaches cannot extract 
enough information from lower body parts. The results of Fig. 2 and Table 2 show 
the relative superiority of the proposed algorithms compared to the other algorithms.

In the third step of this section, the complete Rank-1 and Rank-5 results of dif-
ferent algorithms obtained for the USF dataset have been discussed.

According to Table 3, the average Rank-1 and Rank-5 results in the GSTI and 
PGF approaches have improved relative to all other methods (except RSM). Also, 
the results of PGF are very close to those of the RSM algorithm. The proposed 
methods are vulnerable to the change of “surface” and “time” (probes F, G, K, and 
L), but their performance is still comparable to all the other approaches. The Rank-5 
recognition rates of the proposed algorithms have improved in most of the tests. 
More precisely, in three tests out of 12 (probes A, H, and I), the recognition accu-
racy of PGF is 100% and all the relevant subjects have been identified. Also, in the 
rest of the tests, the Rank-5 values are close to their maximum, and subjects can be 
identified with a high accuracy. The obtained results indicate that the average recog-
nition success of PGF has increased by about 5% relative to other methods (e.g., 
LGSR [20], VI-MGR [2], and LPSELA [4]).

So the proposed algorithms are appropriate tools for human gait identification 
and provide a suitable basis for recognition of individuals under challenging and 
more complicated conditions.

Table 3 Rank-1 and Rank-5 results of different algorithms obtained for the USF dataset

Exp. A B C D E F G H I J K L Avg.

Method Rank-1 performance
LGSR 95 93 89 51 50 29 36 85 83 68 18 24 70.07
RSM 100 95 94 73 73 55 54 97 99 94 41 42 81.15
VI-MGR 95 96 86 54 57 34 36 91 90 78 31 28 68.13
LPSELA 95 91 78 66 59 46 52 93 88 69 30 27 70.49
GSI 92 95 86 38 31 17 24 79 83 76 25 19 58.44
GSTI 97 95 93 53 49 41 46 96 97 92 33 21 72.25
PGF 100 96 98 62 59 43 46 100 99 94 28 30 76.01

Rank-5 performance
LGSR 99 94 96 89 91 64 64 99 98 92 39 45 85.31
RSM 100 98 98 85 84 79 73 98 99 98 55 58 88.59
VI-MGR 100 98 96 80 79 66 65 97 95 89 50 48 83.75
LPSELA 100 96 93 84 83 73 74 95 96 89 64 52 86.09
GSI 98 95 95 67 52 43 56 97 95 95 43 37 76.60
GSTI 100 96 97 78 76 72 74 99 99 99 42 36 85.64
PGF 100 98 98 80 77 77 60 100 100 99 48 45 86.59
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5.2  System-Level Evaluations

In the previous section, the proposed algorithms for the recognition of behavioral 
templates were reviewed. However, quantitative measures are needed to evaluate 
the system-level performance of these algorithms. The utility and the fidelity of the 
proposed biometric systems can be obtained by means of these quantitative criteria. 
As it was stated in Sect. 4, the three criteria of system error, algorithm execution 
speed and the amount of required computer memory, and scalability have been used 
in this paper. The amount of system error is computed by using the FAR and FRR 
error parameters and evaluated by means of the detection error tradeoff (DET) dia-
gram. In biometric systems for face recognition, (normally in the authentication 
mode), the above errors [33] are expressed as “FRR 1% @ FAR 1/10,000”. However, 
since behavioral detection systems act in the identification mode, error calculation 
will be a bit different. Suppose the mth individual from a probe set is compared with 
all the individuals of a gallery (G individuals) and that these individuals are arranged 
descending. Now if the true (or corresponding) individual is located in the ith posi-
tion, then in computing the Rank-r parameter, the values of FAR and FRR will be 
calculated as follows:
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Now by changing the value of r and considering the values of Rank-r and by 
recalculating the error values according to the above equation, the DET graph is 
obtained. In the DET diagram standards, the vertical axis shows the FRR percentage 
and the horizontal axis has a logarithmic scale. Due to its popularity and compre-
hensiveness, the USF dataset has been used here for error estimation; and the 
obtained error values are the weighted average errors in the whole probe sets and in 
different tests. Table  4 shows the weighted average error values with respect to 
Rank-1 and Rank-5 in the proposed systems. Also, Fig. 3 illustrates the DET dia-
grams for these systems in the USF dataset.

According to Table 4, the PGF system has the least values of FRR and FAR; so 
it can be considered as a powerful and low-error system. However, a proper com-
parison cannot be made based on the values in the above table; because in compar-
ing two biometric systems, the better system will have a lower FRR at the same FAR 

Table 4 The specifications of the proposed biometric systems versus Rank-1 and Rank-5 errors

Biometric system @Rank-1 @Rank-5

GSI FRR 33% @ FAR 49/1000 FRR 16% @ FAR 51/1000
GSTI FRR 24% @ FAR 48/1000 FRR 10% @ FAR 49/1000
PGF FRR 23% @ FAR 38/1000 FRR 9% @ FAR 40/1000
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value. For a more appropriate evaluation, the DET diagram has been used. As Fig. 3 
shows, the PGF system has a much lower error than the other two systems. At a 
specific FAR (FAR = 10–1.3 ≈ 50/1000), the FRR value of PGF (2%) is less than 
that of GSTI (10%), which itself is less than that of GSI (18%). A 16% difference 
exists between the FRR values of PGF and GSI systems. So the PGF system has a 
lower gait recognition error.

Now the systems are evaluated in terms of processing time and required com-
puter memory. The most important part of the proposed systems is their input image 
filter. The GSI system uses a quadruple directional filter (Eqs. (1) and (2)), the GSTI 
system uses a dual spatio-temporal filter (Eqs. (4) and (5)), and the PGF system 
employs a 40-component Gabor filter (Eq. (7)). Now if the image dimensions are 
WxH and the kernel dimensions are wxh, the approximate computation time of 
image filter will be of order O(Ifilt) ≈ O(WHwh) and the memory used will be of 
order O(Ifilt) ≈ O(WH + wh) [10]. Therefore, the time complexities of GSI, GSTI, 
and PGF systems in a dataset with the number of training and test individuals equal 
to nte + ntr and with a gait period of T will, respectively, be O(4(nte + ntr)TWHwh), 
O((nte + ntr)TWHwh), and O(10(T + 1)(ntr + nte)WHwh) [9–11]. Also, by assuming 
WH > > wh, the amounts of memory required by these systems are O(10TWH(nte + ntr)), 
O(3TWH(nte + ntr)), and O(10(T + 1)WH(nte + ntr)), respectively [9–11]. Obviously, 
time complexity and required memory depend on three main parameters: (1) the 
size of input image (WxH), (2) the total number of individuals in the gallery and 
probe sets (n = ntr + nte), and (3) the average gait period (T). It should be mentioned 
that the dimensions of filter kernel in the examined systems have been considered as 
w × h = 39 × 39 = 1521 [9]. If the same dimensions are considered for input image 
(W = H = N), then the required execution time, t, for the proposed systems in the 
whole dataset will be as;

Fig. 3 The DET diagrams resulting from the three proposed systems
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Also, the amounts of memory (M) used by the proposed systems are as follows:
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Suppose the number of individuals in a dataset (considering the three evaluated 
datasets) has three default values of n = {150, 500, 1000}, which correspond to 
small, medium, and large datasets, respectively; and suppose the gait period has two 
default values of T = {30, 70}, which, respectively, specify small and large sequences 
of recorded human gait. With these assumptions, Figs. 4 and 5 illustrate the sys-
tems’ computational loads and required memories versus the dimensions of input 
images and in terms of predefined parameters.

Fig. 4 Computation times required by the proposed systems versus image dimensions
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According to Figs. 4 and 5, GSTI is the fastest human identification system that 
requires less memory. Also, the slowest system is PGF, which uses a memory capac-
ity which is almost equal to that of the GSI system. So in situations where system 
error is less important, the GSTI system is recommended; and in applications in 
which system error should be minimized, the PGF system will be the best choice. In 
these conditions, there should be a tradeoff between system error (Fig. 3), computa-
tion speed (Fig.  4), and the amount of memory used (Fig.  5). By executing the 
algorithms in MATLAB software (ver. 8.3.0, published in 2014) using a PC with 
Intel (R) Core i7 processor, 8 GB of RAM, and 2.39 GHz operating frequency, the 
computation times and the required memories for the GSTI, GSI, and PGF algo-
rithms were obtained as 56, 14, and 5.5 frames/s and 3.6, 1.2, and 3.75 GB, respec-
tively [9–11].

The last parameter to evaluate is system’s robustness to dataset scalability. In 
evaluating biometric gait identification systems, the criterion of scalability has not 
been usually discussed [5]. So in order to measure the degree of robustness against 
scalability, the average results of the examined systems for all the tested datasets are 

Fig. 5 The amounts of memory (in GB) required by the proposed systems at various settings

Table 5 Average system 
accuracies for all the tested 
datasets (3176 data in total)

Biometric system Rank-1 (%) Rank-5 (%)

GSI 70.89 84.32
GSTI 68.96 82.47
PGF 74.16 85.28
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computed in this section. A total of 3176 tests have been carried out (1080 tests on 
the USF dataset, 1240 tests on the CASIA-B dataset, and 856 tests on the OU-ISIR-B 
dataset). The average results have been tabulated in Table 5.

According to Table 5, the PGF system achieves a higher Rank-1/Rank-5 accu-
racy and performs better when a large dataset is involved. Also, the GSTI approach 
proves to be the weakest in this case. So the PGF system will have a better perfor-
mance in a large-volume dataset.

5.3  System-Level Performance Evaluation Criteria

In the preceding section, the proposed systems were thoroughly evaluated. From the 
perspective of FAR and FRR errors, a system may produce minimal error but have 
a large computational load and require extensive memory. Also, error optimization 
is equivalent to system’s robustness against the increase of dataset volume, and vice 
versa. In evaluating the proposed systems, Table 6 ranks the proposed biometric gait 
identification systems.

According to the above table, if the amount of computer memory used and the 
computation time are not important factors, the PGF system will be the most suit-
able, because of its lower error. Also, when the execution speed of algorithm and the 
memory it uses are of utmost importance, the GSTI system is recommended. In this 
case, the GSI system can also be used as a substitute system for GSTI; both of these 
systems have a greater computation speed and require less memory compared to the 
PGF system.

6  Conclusion

In this paper, effective gait template detection algorithms were reviewed and the eval-
uation criteria for the biometric systems related to these algorithms were presented. 
Today, there are three major challenges in properly identifying gait templates: (1) 
using temporal information, (2) making the algorithms compatible with human gait 
templates, and (3) eliminating extra information and noise from final features. As was 
previously mentioned, the three algorithms of GSI, GSTI, and PGF have been able to 
deal with the above three problems and to improve the fidelity of gait template 

Table 6 Evaluating the fidelity of the proposed biometric systems

System benchmark Superior system Second superior system Weakest system

FAR & FRR PGF GSTI GSI
Time/memory GSTI GSI PGF
Scalability PGF GSI GSTI
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recognition in most cases. However, for a more exact evaluation of performance, 
these algorithms have been compared from the standpoint of biometric systems. For 
this purpose, three criteria of system error, computational load, and scalability have 
been defined and used to evaluate system performances. The fastest and the most 
accurate biometric systems are GSTI and PGF, respectively. But when the computa-
tional load is limited and a relatively low system error is expected, the GSI system 
could be reliably used as an alternative system. In general, the criteria presented in 
this paper can be used as a standard measure to evaluate biometric gait identification 
systems and to help us choose the right system suitable for real conditions.
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1  Introduction

In today’s world, the world’s population is constantly increasing. Along with the 
population, the number of computing tools and automation tools that accompany 
people is also increasing. Each person on earth has unique individual characteristics 
that are inherent in him alone. Such characteristics of a person can be divided into 
static and dynamic. Static characteristics include fingerprint image, face image, 
handwritten image, ear shape, hand shape, finger vein pattern, retina image, iris 
image, etc. The dynamic characteristics include gait, the dynamics of writing hand-
writing, the dynamics of the handwriting of the keyboard, the movement of the lips, 
the dynamics of the heart, etc.

Population growth requires solving such a problem as automatic biometric iden-
tification of a person. This task is especially faced in access systems, in systems for 
the interaction of people over long distances, in video surveillance systems, in trans-
port and other areas. To solve the problems of biometric identification, a variety of 
intelligent methods of information processing are used. For each biometric charac-
teristic, a separate method is developed and implemented, on the basis of which a 
biometric identification system is developed. For static biometric characteristics, 
image processing methods and optoelectronic signal conversion tools are mostly 
used. For dynamic biometric characteristics, methods of processing the obtained 
ordered data set are used (for example, a sequence of video data).

The use of statistical and dynamic biometric characteristics entails certain advan-
tages and disadvantages. In particular, statistical biometric characteristics have low 
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resistance to various enemy attacks. Statistical biometric characterization is not dif-
ficult to fake and use it for a long time. This situation limits the use of statistical 
biometric characteristics.

In terms of resistance to enemy attacks, dynamic biometric characteristics have 
more advantages than static. They are almost impossible to recreate by another per-
son or automated tool. However, identification systems based on biometric dynamic 
characteristics occupy a small percentage of the world market and are currently 
being developed and rapidly implemented.

2  Formulation of the Problem

Currently, computer technology is widely used, which requires data input using the 
keyboard [1–4]. Especially important are the tasks of determining the identity of the 
person entering this data. Such data may be text, access key, etc. People are less and 
less using a regular pen, and more often they are using a keyboard and electronic 
notebooks. Currently, the keyboard is increasingly replacing the conventional pen 
for writing on paper. A large number of biometric identification systems for the 
dynamics of the keyboard have already been developed. However, due to the fact 
that they can be applied to specialists who have been working with a keyboard for a 
long time, such systems are still not widely used. This is also due to the various 
instabilities of this biometric characteristic, since it can change at different times of 
the day or year, and also depends heavily on the person’s internal emotional state. 
The purpose of this chapter is to increase the accuracy of biometric identification 
through the use of a fixed and free key sequence, as well as through the use of addi-
tional characteristic features. The problem is also solved by selecting the necessary 
threshold values for text sequences of different lengths.

3  The Existing Works in This Area

Today, the use of biometric methods for access control is receiving a lot of attention. 
Keyboard handwriting is a set of dynamic parameters that appear when working on 
the keyboard. The user’s personality is the speed of typing, various habits of key-
strokes, etc. Such features and habits allowed us to create a number of methods for 
biometric identification by the dynamics of the handwriting of the keyboard [5–10].

The classical statistical approach to keyboard handwriting showed a number of 
features [6, 8, 10, 11]:

 – dependence of handwriting on the combination of characters in the word;
 – deep connections between a set of different characters;
 – delays when entering characters.
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An important parameter of such identification is the presence of a passphrase, 
which consists of a sequence of characters placed on the keyboard.

In modern systems, user authentication is based on a passphrase. This turns on 
the dynamics of keystrokes. In this case, the knowledge of the password and the 
method of entering it are taken into account. Such dynamics and authentication 
process are already hacked [3].

In modern systems, authentication is used during typing of any text in a session 
[11]. Such authentication is called continuous [3]. If another person has been work-
ing in the system for a long time, the system can determine the substitution.

For successful authentication using keyboard handwriting, distance-based stud-
ies [12], statistical properties [13], and bioinformatics tools are used [14]. These 
studies were conducted to evaluate the received data from one user. If data from a 
true user and from an impostor were used, then authentication methods were built 
on neural networks [15] and on support vector machines [3, 16].

Masters (2009) suggested collecting quadrographs for delay and trigraphs for 
duration. In this case, the information is stored in a special matrix. This avoids 
restoring the chronological history of keystrokes. It improves data privacy.

Studies also show authentication accuracy for relaxed and weary users [17, 18]. 
They showed that 70% of users reduce typing speed while in a bad emotional state 
and 83% of users increase typing speed.

Various types of systems are known in which the registration procedure may be 
different. Systems may specialize in entering the same fixed key sequence multiple 
times. The amount of input data can vary from five [19] to more than one hundred 
[19]. The obtained data are compared with the biometric model formed in the system.

For biometric identification by the dynamics of keystrokes, a lot of attention is 
paid to the keyboard used and sensors of biometric characteristics. In [20], such 
devices were compared. On different keyboards, the dynamics of keystrokes are 
different.

As the main sensor in such a system is a temporal timer. Such a timer for each 
programming language is different [21]. An external timer is also used [6, 11, 23]. 
Such studies used short passphrases. The use of long textual key sequences was also 
investigated [8]. Studies were carried out using a group of keys to increase the accu-
racy of identification [22, 23] on freely formed symbol sequences.

Some systems use a keystroke to build a biometric model. For this, pressure sen-
sors are used [9, 24–26]. A sudden motion sensor [27] and sound signals [28] are 
also used. Many additional sensors together improve the technical characteristics of 
the identification system.

A lot of work is devoted to using the keyboard on a mobile phone [13, 29, 30], as 
well as the use of a touch keyboard.

Studies were conducted that showed the ability to determine the location of the 
keys on the keyboard [31].

Important research is the possibility of realizing a dialogue between the system 
and the user [32]. The system prompts the user to enter arbitrary text, which is 
evaluated by her.
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Almost every system implements the selection of characteristic features. It is 
important that their processing speed be high [33]. Characteristics for hard-pressed 
keys were taken into account [34]. Basically, the complexity is characterized by the 
location of the keys (the distance between the keys), which are adjacent in the 
dynamics of their pressing, as well as the use of simultaneous pressing of several 
keys to form a key symbol (for example, using a key “Shift”).

A lot of work is devoted to the extraction of features, which are determined by 
analyzing the primary characteristic features obtained from biometric keyboard sen-
sors. These include minimum, maximum, and average values, as well as text slope, 
entropy, and spectral information [35, 36]. The normalization function [37] is also 
used to evaluate the normal distribution of values. To date, many methods have been 
developed aimed at the analysis of selected features [38, 39].

Existing decision making methods for expected user compliance are based on 
statistical methods and many different intellectual analysis methods [16, 19, 40, 41]. 
These methods use the calculation of the mean vector and standard deviation, the K 
method of nearest neighbors, cluster methods, neural network approaches, etc.

To increase the performance of the biometric identification process, a method is 
used based on the formation of a request for the introduction of a key sequence 
several times [15, 21, 41]. This procedure increases the probability of correct iden-
tification. An update of the biometric identification model during the functioning of 
the system is also used [14, 41]. However, it is possible to add impostor data. A good 
way to increase productivity is to combine several models of biometric identifica-
tion [42]. In [43], three different methods are used for the dynamics of keystrokes.

To date, there is no reliable methodology for assessing the benefits of a method. 
Typically, performance, accuracy, and safety ratings exist.

To compare the system dynamics of keystrokes, several existing databases are 
used. At the same time, a good database must exactly meet various requirements 
[44]. The database should take into account age, culture, and other features, which 
is very difficult to take into account. Also, for a comparative assessment of the bio-
metric model, indicators such as FAR, FRR, FMR, and FNMR. Each of these indi-
cators has its own allowable numerical values. A receiver operating curve index 
(ROC) is also used. This curve is also known as the error curve.

A lot of attention was paid to working with different time intervals between the 
various pressed keys in the sequence (digraphs, trigraphs, etc.), and attempts were 
made to study for various contexts of a freely formed key sequence [45, 46]. In [47], 
studies with fixed and free key sequences were combined. However, the use of a free 
key sequence did not give a high percentage of accurate identification. From 4 to 30 
users were involved in the study. In [48], test results from 40 to 165 users were pre-
sented. The results were very good. A larger number of test takers were also used.

Of great importance are methods that use preliminary training. Methods based 
on reference vector machines and neural networks show good results. However, it is 
difficult to implement and constantly maintain. Methods based on decision trees are 
used and developed [49, 50], fuzzy logic methods [51], genetic algorithms and other 
methods of intelligent data processing [19, 52, 53]. However, methods that use 
learning do not produce the desired result when a free key sequence is used.
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4  Biometric Identification Model Based 
on Keystroke Dynamics

Keystroke dynamic identification model is a model that describes the process of 
extracting and generating biometric features and assigning them to a given class of 
signals generated at the keyboard output as a result of user work. In accordance with 
the selected model, a structure of characteristic features is formed, as well as meth-
ods for their extraction.

Today, there are a large number of models on the basis of which user identifica-
tion based on keyboard dynamics is implemented. Almost all existing models are 
based on the use of characteristic features represented by time intervals (time of 
keystroke, time between keystrokes, etc.). An invariable component is the key 
sequence used. It can be fixed or randomly formed. Using a fixed key sequence 
(FKS) simplifies the database and identification model. Arbitrary key sequence 
(AKS) is arbitrarily user-generated. The identification based on AKS complicates 
the database, and the identification model is also complicated. Many identification 
methods are difficult to apply to this model.

To build a biometric model, information is collected. A well-known user per-
forms the formation of the necessary key sequences on the keyboard. The sensors 
used respond to the keystroke dynamics and form a sequence of numerical values 
that are stored in memory.

When information is collected from the obtained numerical sequences, the quan-
titative characteristics of the necessary characteristic features are extracted and cal-
culated in accordance with the selected model. From the received data the reference 
database of each user are formed. This stage is a system learning stage.

The next step is the classification step. At this stage, the resulting sequence is 
compared at the input with the reference sequences. For the implementation of this 
stage, different classification methods can be used.

The last stage is the stage at which the analysis of the received data at the current 
moment and previous moments of identification is carried out.

In addition, a step for updating user templates is possible. Updating of templates 
can occur either by adding additional data or by modifying an existing standard.

The proposed model should take into account the following requirements.

 1. Possibility of software and hardware implementation.
 2. Minimum number of uniform characteristic features.
 3. Ability to engage a large number of users represented by one model.
 4. High speed identification.
 5. High accuracy of identification.

The first requirement indicates that the model used should be acceptable for the 
implementation of its software and hardware. A software-implemented model can 
form and use a large database, as well as use a large number of identification methods. 
The hardware implementation is based on the use of a circuitry structure that is ade-
quate to the proposed model of biometric identification. The hardware-implemented 
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model uses a small number of characteristic features and a small number of users. The 
hardware model is best used to verify a single user. Although a large database can be 
connected externally.

The first requirement forces us to develop a model that uses a small number of 
characteristic features and be simple. The number of bits of the device determines 
the number of identifiable users.

Homogeneous characteristic features have one physical nature. For keystroke 
dynamics, one parameter is used—time. Therefore, methods and means of measur-
ing time intervals are used to extraction characteristic features. As a rule, these are 
counters of various modifications. A number represents time. Numbers in the con-
struction of the model can be used in different numbers. The remaining require-
ments are inherent in all methods of biometric identification.

In accordance with the specified requirements, the identification model is 
described as follows.

 1. Users who participate in the identification process form a template database. To 
do this, they form fixed and arbitrary key sequences at different times of the day.

 2. The analysis of the generated key sequences is carried out and the necessary 
characteristic features are extracted.

 3. In the identification process, the user enters a passphrase. The passphrase can be 
fixed text or free text. If a fixed passphrase is entered and it closely approaches 
one of the reference ones without exceeding a predetermined threshold value, 
then the user is identified.

If the fixed key phrase differs from the template ones and exceeds the specified 
threshold in quantitative values, then the analysis of differences from the nearest 
template sequences. It is assumed that due to various circumstances (emotional 
state, illness, etc.), the rhythm of the user’s work behind the keyboard has broken. 
In this case, additional characteristic features are used, formed for each user indi-
vidually. The system selects these characteristics for the closest user. In accordance 
with the analysis of deviations from all additional characteristic features are selected 
those that are control for this deviation. The system suggests introducing additional 
fixed key sequences that are stable for a given user. If the entered additional key 
sequences do not exceed the specified threshold, then the user is identified correctly. 
This sequence of events is carried out for all nearby users. The closest user is the 
user whose key template sequence exceeds the threshold for correct identification, 
but does not exceed the proximity threshold.

 4. One of the possible modes of the model is the data update mode. This possibility 
exists because the user can enter an arbitrary key sequence. However, data is 
updated only if the system is confident (100% identification) that it is not an 
impostor, but the right user. In this case, the quantitative values of previously 
generated characteristic features are adjusted or new characteristic features 
are added.
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The most important stage of intelligent data processing is the formation of char-
acteristic features and their quantitative characteristics for each user in accordance 
with a given model.

To form the database of each user, a fixed key sequence (FKS) and an AKS are 
used. FKS is selected so that the following key combinations are formed.

 – All keyboard keys pressed;
 – All pairs of key combinations are pressed as two adjacent keys;
 – All key combinations are pressed, three keys, etc.;
 – The same key combinations should occur at the beginning, in the middle and at 

the end of the key sequence.

Moreover, to implement the formation of a fixed key sequence in which the nec-
essary combinations are realized, a key sequence of large length is needed. Also, a 
fixed key sequence should be well remembered in order to recreate the user’s key-
stroke dynamic.

To fix this problem, several FKSs with different combinations of adjacent keys 
can be used. FKS are entered several times, as a result of which the interval of 
spread of numerical values for each key sequence is calculated and the obtained 
acceptable interval is stored in the user database. Numerical values for the most 
stable adjacent key combinations in all key sequences are also determined and 
allowable intervals are calculated.

Using an AKS allows you to determine the numerical values for the key combi-
nations present in the generated key sequence. The obtained numerical values of the 
key combinations are compared with the numerical values of the key combinations 
are compared with the numerical values of the combinations obtained from the gen-
erated fixed key sequences. The most stable numerical values of key combinations 
are selected and entered into the template database for each user.

For example, after generating all key sequences, numerical values of time inter-
vals for all keys and their combinations were determined. Among all the combina-
tions, combinations of keys are defined that form equal numerical values in cases of 
their different locations.

For example,

 t t tAB AB AB
n1 2� ���  

 t t tNC NC NC
n1 2� ��� .

 

These combinations are within a specific, given numeric interval (tAB,min; tAB,max) 
and (tNC,min; tNC,max). This interval can only be precisely selected experimentally. For 
each user, the confidence interval may be different.

Thus, as a result, a user database is formed, which contains the following arrays 
of numbers.

 1. Sequences of numbers representing fixed key sequences.
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 2. Sequences of numbers that display stable values of time intervals between key-
strokes of the same keys. Moreover, the location of these combinations can be 
placed anywhere in the key sequence (Fig. 1).

From this example it can be seen that the top and tai values are selected, which 
determine the time interval between keystrokes of the O and T keys, which are sepa-
rated by various single characters, indicated by crosses in the indices between the O 
and P characters. The time between keystrokes of these keys falls into the confi-
dence interval and therefore also falls into the generated database of this user.

In fact, characteristic features are extracted in accordance with the intellectual 
analysis of the generated key sequences and for each user they can be different. 
After the database is formed, the system is ready for identification.

In the identification mode, the user enters one of the FKSs proposed to him or the 
user forms the AKS of unlimited length. The longer the generated key sequence, the 
more accurately the user can be identified.

After the user has generated a key sequence at the system input, this sequence is 
analyzed. The system can operate in the FKS and AKS mode. If the sequence is 
fixed, then the “nearest” template key sequence is searched in the system database.

The template key sequence is “closest” to the entered key sequence, the number 
of its characteristic feature (CF) coinciding is greater than that of the rest of the 
template database key sequences. If the key sequence is 100% identical to one of the 
template ones, then the user is 100% identified. If there is a mismatch in the FKS 
with the nearest template key sequence (TKS), then the system uses the database of 
the closest user, which stores additional CFs. In this case, those additional CFs are 
selected that are not contained in the input FKS or are among the non-coincident 
numerical values. As a result of this analysis, the system prompts the user at the 
input to enter an additional key sequence (AKS) that contains additional character-
istic features (ACF).

When the user enters an additional FKS, the system analyzes the generated ACFs 
and compares them with the template ones for the selected user from the generated 
database. If the quantitative values of ACF coincide, then the system gives a positive 
identification result; otherwise, a negative result is formed. The diagram of the user 
identification process in the FKS mode on Fig. 2 is shown.

Fig. 1 An example of the 
choice of numerical values 
for the same pairs of 
combinations of 
adjacent keys
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Fig. 2 The flowchart of the user identification process in the FKS mode

Interactive Biometric Identification System Based on the Keystroke Dynamic



48

The analysis block of the “nearest” FKSE requires the development of special 
algorithms for intelligent data processing for the proposed model of biometric 
identification.

Analysis blocks also require intelligent data processing if the parts of the FKSE 
P and the selection of ACF do not match.

As a result of the analysis of the “closest” FKSE, the numbers of the input 
sequence are compared with the numbers of all FKSE. In this case, the numbers 
located in a certain place of the FKS are compared with each other. For example, the 
first number of FKS is compared with the first number of FKS, the second number 
of FKS is compared with the second number of FKSE, etc.

FKS is considered identified if the following condition is met

 N T≥ ,  (1)

where N—the number of matched numbers in FKS and FKSE;
T—a number that determines the proximity of the FKSE to the identified FKS.
If condition (1) is not satisfied (FKSE is the “closest”), then the analysis of non- 

matching members of the FKSE is carried out. The key combinations of the mis-
matched part are determined, and from the database of the “closest” FKSE (CFKSE), 
an additional FKSE (AFKSE) is selected, which contains as many mismatched com-
binations as possible. Also can be select multiple AFKSE from the selected database.

The system offers the user FKS selected from the “nearest” database. However, 
the user may not be identified, and his database is present in the system. In this situ-
ation, the database update or addition mode is used.

5  Experimental Research Results

Thirty people were invited to participate in the experiment, who for a long time 
entered text into the computer system using the keyboard; each participant in the 
experiment introduced the same FKS in the mother tongue ten times into the com-
puter system. Each test person entered FKS in the language that he thinks and that 
he is fluent.

The entered text was recorded by a special program, and the program recorded 
all time characteristics during the introduction of text into the system. Thus, at the 
end of the FKS input, the program formed:

• the sequence of characters entered;
• a sequence of numbers that correspond to the length of time the keystrokes (Ti);
• a sequence of numbers that correspond to the durations between two pressed 

adjacent keys (Ti, i + 1);
• a sequence of numbers that correspond to the time of the trigraphs (Ti,i + 2), etc.

As a result of the program, an array of triangular-shaped numbers is formed 
(Fig. 3).
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In the last column of the generated array there is one number that determines the 
time of FKS entry into the system.

All generated FKS of one user were compared among themselves. A confidence 
interval was selected that specified the coincidence of numbers. For evaluation, the 
following condition was used
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where А—the boundary of the permissible deviation of the Ti values of two FKS.
The same condition (2) is used for D-graphs, trigraphs, etc.
As a result of comparing the quantitative values of each FKP of the same user, 

triangular arrays were formed in which the units indicated the same values within 
the accepted confidence interval. Zeros indicate mismatched values within the same 
confidence interval. Also, the percentage of matches was determined for each array 
of homogeneous quantities (for example, for D-graphs). An example of the gener-
ated arrays for FKS generated by one user on Fig. 4 is presented.

Some close values for D-graphs are possible. However, for trigraphs, etc. signifi-
cant differences are observed. Situations when trigraphs have close meanings and 
D-graphs differ are quite rare.

As can be seen from the presented arrays of matches of the same user, they have 
a high percentage of matches of homogeneous quantities. Moreover, the distribution 
of units in each homogeneous coincidence array for different FKSs has a different 
structure. However, the percentage of matches for different FKSs of one user does 
not have sharp differences. Significant differences are observed for the FKS of dif-
ferent users (Fig. 5).

Studies were conducted for different confidence intervals of one user and differ-
ent users. Figure 6 shows the dependencies of coincidence arrays for one user and 
for different users for different confidence intervals.

Fig. 3 An example of a formed array after entering one FKS
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Fig. 4 Examples of coincidence arrays for several FKS of the same user

Fig. 5 Examples of arrays of FKS matches generated by different users
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Figure 6 shows the first five keyboard keys and time characteristics for them. 
However, FKS has more characters. The color represents the corresponding time 
intervals between keystrokes and for the keys themselves. As can be seen from the 
figure for different characteristics, complete coincidence occurs for different confi-
dence intervals. However, you can choose the necessary confidence optimal interval.

The experiment involved the same user whose characteristics were compared 
with another user. Studies showed a high percentage of matches (above 95%) for a 
single user at intervals of 0.1. Studies for different users showed a low percentage 
of matches on almost all the studied confidence interval values.

If you examine each characteristic feature, represented by a separate column in 
the match table, you can select the appropriate percentage of matches that will dis-
tinguish the user from the impostor. For this, five characteristic features were 

Fig. 6 Dependencies of coincidence arrays for one user and for different users for different confi-
dence intervals
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investigated. The required confidence interval was also selected. A difference of 
10% was chosen for identification. If the difference is higher than the specified 
value, then the user is not identified. Moreover, for each feature, a separate value of 
the coincidence threshold was chosen. For example, for the third characteristic fea-
ture, the threshold value is higher than for the fourth.

Based on certain threshold values adopted for each characteristic, the values of 
FRR (false denial of identification) and FAR (false identification of someone else) 
were determined. The better the system, the lower the FRR value for the same FAR 
values. Characteristic features were used starting from the second and ending with 
the fifth obtained during the formation of the histogram. The first five signs deter-
mining the time of pressing and holding the key, as well as the time of pressing 
between other keys, were taken into account. In the case of disputed values at the 
boundary of the selected identification threshold, the time of the complete set of the 
key sequence and the last two values that determine the time elapsed before the last 
two characters of the sequence were pressed were also used. Graphs were con-
structed for FRR and FAR for different confidence intervals and for different per-
centages for coincidences with the template values (Figs. 7 and 8).

From the presented studies, the use of the confidence interval A = 0.09 with the 
optimal threshold for percent matches when comparing with the reference value is 
obvious. The coincidence threshold value was determined experimentally. At this 
confidence interval, both control values are zero. In this case, A = 0.08 can also be 

Fig. 7 FRR and FAR plots for confidence intervals from 0.01 to 0.3 and with the highest threshold 
of coincidence with reference values
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used, since at this value FAR = 0% and FRR = 4%, which is an acceptable value. 
The experiment involved users who for a long time worked with a computer 
keyboard.

Using the obtained experimental data, the values of the number of matches for 
different time values were determined after comparison with the template values. 
Ten template values were used for each user for each key sequence. In this case, the 
reference values were used of different lengths. If controversial results were obtained 
that do not allow for confident identification, the system offered additional sequences 
that the user entered.

If one of the parameters is slightly lower than the specified threshold, and the 
remaining parameters following it, significantly exceed the threshold value, then a 
decision is made on the person identification. This approach in the experiment did 
not give false identification results and did not increase the value of FAR.

The described approach gives more accurate results when reference arrays are 
used as much as possible, which requires the use of additional resources. Also a lot 
depends on the mood or physical state of the user, which affect the uniformity of 
text input.

More stable results are given by the method, which is as follows.
Form the base of reference arrays. There should be at least ten template arrays. 

When entering the key text, the resulting array is compared with all formed arrays 
and the total percentage of comparisons for all arrays are got. The threshold value 
for the received percentage of matches is set. The established confidence interval is 

Fig. 8 FRR and FAR plots for confidence intervals from 0.01 to 0.3 and with an average threshold 
of coincidence with reference values
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selected at which the obtained arrays are compared. If the obtained percentage 
exceeds a predetermined threshold for the selected reference values, then the user is 
identified according to the generated template arrays. If there are several options for 
exceeding the threshold, then an additional two parameters of each array are used, 
which determine the maximum times for typing a key phrase and are formed at the 
end of each array.

For this method, threshold coincidence values were also established and a confi-
dence interval was determined. Also was studied key sequences of different lengths 
of characters, and also used text sequences and sequences consisting of numbers. 
The ratio of FRR and FAR without a selected threshold in Fig. 9 is shown.

Both curves intersect for 25% of errors, which allows you to choose a reliable 
threshold for reliable identification. At the selected threshold, 50% of the graphs for 
FRR and FAR according to the second method have the form shown in Fig. 10.

The choice of such a threshold gives a section where the FRR and FAR curves in 
a particular section have a value of 0, which gives confidence in the correct identifi-
cation of the user. In this approach, it is possible to select different identification 
thresholds, coincidence thresholds, confidence interval and threshold in percentage 
limit. For longer FKSs, the dependency graphs for FRR and FAR differ in shape. 
The confidence interval narrows (Fig. 11).

The analysis shows that for each selected FKS, the confidence interval is shifted. 
Therefore, during identification, it is necessary to take into account and set the con-
fidence interval and threshold values, taking into account the FKS used.
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Fig. 9 FRR and FAR plots according to the second method with percentage determination of 
matches for a sequence of 12 ordered numbers
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6  Conclusion

The paper presents a technique for identifying and authenticating a person using 
keystroke dynamic. The presented forms of template arrays for each fixed key 
sequence made it possible to automatically analyze the temporal characteristics of 
the keystroke handwriting of a person. The use of five threshold values of the tem-
poral characteristics of handwriting, as well as two additional characteristics, made 
it possible to identify a person with high accuracy. Based on the experiments, the 
necessary threshold values were selected at which the FRR and FAR values tend to 
zero, which does not lead to a possible false identification. The stability of keystroke 
handwriting for various times of the day was also evaluated. The proposed tech-
nique allows us to constantly increase the template base for each user with each 

Fig. 10 FRR and FAR plots for the second method with a 50% percent identification threshold for 
a sequence of 12 ordered numbers

Fig. 11 FRR and FAR plots according to the second method with a 50% percent identification 
threshold for a sequence of 18 ordered text characters
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session of successful identification, which allowed us to take into account its con-
tinuous improvement. Variation in the percentage of coincidence with template val-
ues allowed us to determine the optimal threshold values, as well as to select the 
necessary numerical characteristics for each user. The technique used allows you to 
identify a user who does not often use the keyboard.
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1  Introduction

Currently, much attention is paid to handwriting analysis. First of all, it is important 
to know when directly text information entering into a computer system without 
using a keyboard. Handwritten text analysis is performed to solve the problems of 
recognition and identification of the person who forms the handwritten text. The 
solution to the recognition problem is that the meaning of the information is deter-
mined. Recognition can be performed both by statistical images and by the dynam-
ics of text input using a writing element.

To solve the recognition problem, it is necessary to determine and recognize 
which symbol or group of symbols is formed. General characteristics for each sym-
bol are defined here. Symbols or groups of characters can have different shapes, but 
have the same meaning for a computing system or for other people. Moreover, such 
a task can be difficult and its solution often gives false results, since the handwriting 
of different people can differ significantly from each other. The problem of hand-
writing recognition is devoted to many works [1–8]. The base of standards contains 
quantitative values of characteristic features that describe the geometric shape of a 
symbol or group of symbols.

In handwriting identification tasks, it is necessary to determine the personality 
that formed the text. However, the text itself is not always recognized. Identification 
by static images of handwritten text is mainly used in forensic science, in banking 
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and other areas where it is necessary to establish identity by signature or image of a 
text passage.

Modern access systems mainly use the identification of a person by the dynamics 
of handwriting input. As a rule, this is implemented using special tablets and writing 
elements. The dynamics of handwriting text input can be analyzed in real time, 
when the main characteristics are directly recorded and analyzed during input. In 
this mode, at a certain stage of input, it may deny access to the user, since the 
obtained value at a certain time step indicates the presence of an impostor.

The system can also, after entering the text, analyze all the obtained quantitative 
values of the characteristic features and make a decision on identification.

2  The Main Provisions of Biometric Identification 
of a Person According to the Dynamics 
of Handwritten Text

As mentioned earlier, the dynamics of handwriting formation is much more difficult 
to copy than a static image of handwritten text. This is due to the fact that all char-
acteristic features are formed during the time of handwriting creation. Each quanti-
tative value is determined by its place in the formed sequence of characteristic 
features.

The following characteristics are used to describe the dynamics of handwriting 
creation.

 1. The formation of the entire control text.
 2. The time for the formation of one character in handwriting.
 3. The time intervals during which the writing element does not touch the surface 

of the application of handwriting.
 4. Time intervals during which handwriting formation was accelerated.
 5. Time intervals during which handwriting formation slowed down.

These characteristics are determined by time. However, geometrical characteris-
tics, which include:

 1. Symbol shape.
 2. The geometric shape of a handwritten character group.

Using both groups of characteristic features allows to identify a person with high 
accuracy. Each person forms a symbol or a group of handwritten symbols of differ-
ent geometric shapes. Moreover, in automatic identification systems, the task is to 
automatically highlight each individual character or other groups of characters. The 
separation of the symbol should be carried out in real time. Examples of spelling the 
word “happy” by different people are presented in Fig. 1.

Figure 1 shows the images of the geometric shape of the group of characters in 
handwritten text and the time it was written, as well as the time for writing the indi-
vidual characters of the created text. In this case, individual quantitative values of 
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Fig. 1 Examples of 
spelling the word “happy” 
by different people

the time of writing the symbol may coincide, but the forms in the details usu-
ally differ.

If you determine the increase in the number of added pixels that belong to the 
characters of the text, then the curve of dependence of the number of pixels of the 
text will be presented in Fig. 2.

Figure 2 shows the curves for one sequence of “happy” characters formed by 
different people. It can be seen that the curves of one person do not match, and also 
large differences are displayed for different people. In addition, the writing element 
can form lines of different thicknesses, which affects the formation of curves 
(Fig. 2).

The use of sequential enumeration of the coordinates of movement of the writing 
element does not give a high accuracy of identification of a person, since the size 
and shape of the characters change with each new formation of the character. 
Coordinate sequences have different sets of numbers, even if the symbols form the 
same person. In addition, each generated coordinate sequence is tied to tempo-
rary values.

Another more effective method is to form a sequence consisting of symbols of 
the directions of movement of the writing element. Also recorded are time points for 
each direction of movement. According to this approach, a code of directions in 
time is generated, which repeats the shape of a symbol or group of symbols.

For each method, a database of standards is formed, which determines the input 
sequence by comparison. An already known character sequence or single character 
is also used. Can also be used a sequence of formation of a geometric figure.
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Identification can be carried out by studying the entire sequence as a whole, or 
by analyzing individual elements of the forming handwritten text. Moreover, each 
individual element of the sequence is selected using special methods. In this case, 
the sequence element may not be a separate symbol, but elements forming a sepa-
rate symbol. Fragments of transitions from symbol to symbol can also be used.

Handwritten text can be formed and read by the system by moving one point 
along an individual path that is not displayed and not fixed, and also text can be 
formed with a complete sequential display and fixation of the sequence. As a writ-
ing element and a reading device, special devices with a contacting surface can be 
used, which can have different physical realizations (electrical reading, optical read-
ing, and others). An ordinary writing pen (pencil) and paper can be used. It can also 
use a computer mouse, which has the most convenient form for the free formation 
of handwritten text.

A special device can generate the necessary signal sequences, and a video 
sequence or a code of a sequence of numbers that can be stored and analyzed can 
also be generated. In this paper, handwritten text is analyzed in two versions:

 – The video sequence is formed and the frames of the formed video sequence are 
analyzed;

 – Analysis of the dynamics of the formation of handwritten text based on cellular 
automata (CA).

The main problem is the possibility of falsification of the generated numerical 
sequence, which displays the dynamics of the formation of handwritten text. 

Fig. 2 Dependences of the number of pixels forming handwritten text on each time frame of a 
video sequence

S. Bilan et al.



63

However, such a sequence can be introduced into the system without the use of a 
writing element and a reading surface, which is usually quite difficult to implement. 
The movement of a writing element in time is now not difficult to implement. 
Difficulties arise when reproducing microaccelerations of movements and micro-
slowdowns of movements of a writing element. Therefore, the use of characteristics 
of changes in speed of movements is the most reliable approach to identifying a 
person by the dynamics of handwritten text.

3  Biometric Identification Method Based on the Analysis 
of the Elements of the Dynamics of Handwritten Text

The methods discussed above use the analysis of movements and reproduced forms 
at each time step. In fact, standard time intervals are used, on each of which it is 
determined what is formed and how is formed. To implement the methods at each 
time step, it was determined how many pixels were added and how they are located 
on the surface of the image carrier. Also used is the definition of time intervals dur-
ing which selected elements of the geometric forms of handwritten text are formed.

Based on the obtained quantitative values, average values and confidence inter-
vals were formed for each set value of each characteristic attribute. A threshold 
percentage is selected, the excess of which gives the identification of “own”. If the 
quantitative values of characteristic features do not fall within the boundaries of 
confidence intervals, then the person is identified as an “impostor”. If the percentage 
of matches does not exceed the selected threshold percentage value, then the iden-
tity at the input is defined as an “impostor”. The threshold value is determined as a 
result of experimental studies.

The method is aimed at analyzing the dynamics of the formation of handwritten 
text using the “mouse”. Handwritten text is formed using a graphical editor (for 
example, paint.net) on a white canvas in black with the selected thickness of the 
writing element (1 pixel). At the same time, using a special program, video is gener-
ated from the screen, which is represented by an AVI file. This video file is divided 
into a sequence of frames, which are separate files in a graphic format (Fig. 3). 
Video was formed using an application program Camtasia Studio 7.

Fig. 3 The sequence of images that form the video
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The graphic files of the video sequence are used to analyze the changes in the 
images of the generated handwritten text. As a result of the analysis of the images 
of the video sequence, the formation time of the selected element of the handwritten 
text is determined. To do this, the number of frames spent on the formation of the 
image element is determined and multiplied by the time of formation of one frame 
of the video sequence. Also, the analysis of the video sequence allowed us to deter-
mine the number of pixels forming the handwritten image elements.

The third important parameter that is determined is the direction of movement of 
the writing element. The direction of movement of the writing element is deter-
mined in each frame by analyzing the projections of the added part of the image on 
each frame of the video sequence. To do this, it is necessary to determine and select 
the added part of the image on each video frame.

Use of the software that allows to generate an additional sequence of frames that 
contain pixels formed at a given time step (Fig. 4).

Pixels that have changed their state are selected in red in each frame. In the bot-
tom row are excerpts of images in which the selected pixels are enlarged for the 
corresponding video frames. The selection of pixels in each subsequent frame is 
based on the method of analysis of neighboring frames, according to which the dif-
ference in pixel codes for two frames is determined. If the difference is non-zero, 
then on the next video frame this pixel is highlighted. Thus, those pixels on the next 
video frame that have changed their code compared to the same pixels on the previ-
ous frame are highlighted.

As a result, the number of pixels added on each video frame using a moving writ-
ing element is determined. The selected pixels in each video frame have a specific 
shape. If the number of selected pixels is large, then this indicates a high speed of 
movement of the writing element. However, there are frames in which there are no 
selected pixels, which means there is no movement, or the speed of the writing ele-
ment is much less than the speed of formation of the frames of the video sequence.

Fig. 4 An example of forming an additional video sequence with selected pixels
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When an additional sequence of video frames is formed, the direction of move-
ment in each video frame is determined. For this, projections of the figure formed 
by the selected pixels in each video frame are formed. If to use an orthogonal coat-
ing, then can clearly form two projections horizontally and vertically. Projections 
formed from different angles require additional calculations. The number of gener-
ated projections determines the accuracy of determining the direction. The more 
projections, the more accurately the direction of movement of the writing elements 
is determined.

In this work, a hexagonal coating is used based on studies conducted in [9–13]. 
The use of hexagonal coating and the Radon transform makes it possible to obtain 
six projections of the Radon transform, which are formed in the directions 00, 300, 
600, 900, 1200, and 1500.

Each projection is analyzed and the projection length of the selected object is 
determined. The projection length is calculated as the number of pixels between two 
extreme non-zero pixels. For example, the projection represented by code 
0010111011100 corresponds to nine pixels. Among all the formed projections, the 
projection that has the smallest length is selected. The direction in which this pro-
jection was formed is determined. This direction is the direction of movement of the 
writing element at the corresponding time step.

When determining the direction of movement, several situations arise.

 1. Defined one projection with the smallest length.
 2. Two adjacent projections with the smallest length are defined.
 3. More than two projections with the smallest length are defined.
 4. Not defined single projections.

In the first situation, the direction of movement is determined by the minimum 
projection. In the second situation, a direction with a smaller angle is determined. In 
this case, the direction can be defined as the average direction between two minimal 
projections. For example, if minimal projections are present in directions 300 and 
600, then direction 450 is selected. The third situation appears when there is move-
ment by one pixel or by a group of pixels, which is equal to the diameter of the 
writing element. In the third situation, the direction is not determined.

In the fourth situation, the direction is also not determined. However, in this situ-
ation, as in the previous (third) movement of the writing element is possible, since 
the trajectory can be superimposed on a previously formed handwritten image 
element.

Given the described limitations and selected characteristic features, sequences of 
numbers are obtained that determine the area of the generated image of the hand-
written text and the numerical values of the directions of movement at each time 
step. Examples of graphical representations of such sequences on Figs. 5 and 6 are 
presented.

Charts have significant differences for different people. However, they have 
many coincidences for several video sequences formed by the same person. It can 
be seen that coincidences are present on many video frames (Fig. 6). At the same 
time, there are elements of curves that coincide in shape, but are formed on different 
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Fig. 5 Graphs of dependencies of directions for one person (2 graphics, orange and red) and sev-
eral people (2 + 2 graphics, additional blue and green graphics)

Fig. 6 Graphs of dependencies of directions for one person

frames of video sequences. It takes into account that identical forms are located on 
the closest frames of both video sequences. A search is made for such sequence ele-
ments by shifting them vertically and horizontally. In the presented example, the 
number of matches increases as a result of additional shifts.
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The described method showed good results. However, the application requires 
preliminary user training, and also does not take into account all directions of move-
ment in the range from 00 to 3600. Also, the method loses information at the points 
of intersection of the trajectories of the handwritten text.

4  Using Cellular Automata to Analyze 
Handwriting Dynamics

Using the CA allows you to take into account all directions in the range from 00 to 
3600, as well as analyze the direction of movement at the intersection of the text 
paths [14, 15]. The handwritten text in dynamics is applied to the cells of the 
CA. From the moment the trajectories of the handwritten text of the last first cell 
begin to form, the symbol belonging to the image begins to fulfill the local transition 
function and puts it in a logical “0” or active state. The zeroed or active cell forms 
the beginning of the direction, and the next zeroed or active cell forms the end of the 
first direction and the beginning of the second direction.

At the same time, the number of formed cells is fixed, which determines the 
distance between the formed direction and the current cell of the formed path.

Directions are formed according to the accepted coding for different types of 
neighborhood (Fig. 7).

Each number determines the direction of reproduction of the path. In this case, 
only changes in directions are recorded. Training is carried out by repeatedly form-
ing the symbol trajectory, taking into account local distortions. Local curvatures are 
taken into account using a large neighborhood. A second-order neighborhood 
(Fig.  7) is used to determine local distortions that are present in a first-order 
neighborhood.

During the analysis, neighboring cells that belong to the trajectory are deter-
mined. Their quantity and neighborhood are determined. Those ones cells that do 

Fig. 7 Coding of directions in CA
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not give the shortest distance to the cells of a second-order neighborhood that belong 
to the trajectory are zeroed. Examples of such situations are considered in Fig. 8.

This procedure is implemented after the operation of thinning the trajectory. The 
trajectory in time is fixed using special trajectory tables (Table 1) or graphical his-
tograms of the directions of movement (Fig. 9).

According to the shape of the graph, a symbol is determined. The sequence of the 
location of each quantity is important. The sequence of each quantity is determined, 
and then the duration of formation of each quantity is determined, which are com-
pared with the average reference value. Scale factors are taken into account, and if 
in a larger number they do not change the shape of the graph, the symbol is identified.

For experimental studies of this method, the FinSimbols software was used, 
which allows one to form a symbol on the cell medium and normalize its trajectory. 
The program also implements the formation of a reference database with which 
identification is carried out (Fig. 10).

The program implements the following algorithms. All algorithms initially per-
form the same steps.

A handwritten character is entered into the cell environment. In the course of the 
dynamics of input, a code of directions is formed, which is recognizable. Before 
recognition, training is conducted, which consists in forming a base of refer-
ence codes.

The list of reference codes begins in the recognition process. If there is at least 
one code in the reference that matches each other with the code at the input, then the 
algorithm terminates and shows a character corresponding to the code found. 

Fig. 8 Examples of normalizing the trajectory of a curve of handwritten characters
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Otherwise, the program compares the input code sequences and the base reference 
codes. If the sequence is the same, the position of this code is stored in the table.

If the sequence does not match, then cyclical shifts of all digits of the code begin. 
The first character of the code is placed last and the sequence is compared with the 
sequence of the reference code. The next match stores the position of this code in 
the table. Otherwise, the offset is carried out until the input code is reset.

Then the same operations are performed, but the reference code is already 
shifted. After that a cycle from 1 to 8 is carried out, and in the code at the input “1” 
is added to each value (if the value is 8, then instead of adding a unit the value is 
replaced by “1”) and in each pass of the cycle the sequence of the shifted code is 
compared with the reference one. If the sequence is the same, then the position of 
this code is stored in the table.

When these operations are completed, different steps begin for each method.
For algorithm 1.
All reference codes in which the sequences are matched are checked. The num-

ber of values “1”, “2”, …, “8” is calculated and one by one, the received sums are 
written to the array [1 … 8]. The same thing happens with the code at the entrance. 
Then in parallel these numbers are divided and the relations are summed up as a 
result. After that the reverse division is made and the relations are also summed up. 
The amount that is less and saved is chosen. The code in which this amount is less 
and is considered the closest.

1 2 3 4 5 6 7 8 Code
1. 1(2)
2.
3. 8(2)4.
5. 7(2)6.
7.

6(4)8.
9.
10.
11. 5(2)12.
13. 4(2)14.
15. 3(2)16.
17.

2(4)18.
19.
20.

Table 1 Trajectory table for symbol «а»
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For algorithm 2.
All reference codes in which the sequences are matched are checked. The num-

ber of values “1”, “2”, ..., “8” is calculated and the amounts are written in the order 
in which the values go in the code. Then the sums of the first group are divided by 
the second, the second by the third, etc., and the relations themselves are summed 
up by one sum. The same operations are performed with the code at the entrance. 
The reference code with the closest sum of relations to the sum of the relations of 
the code at the input is considered the closest.

For algorithm 3.
A reference code that has the closest difference between the origin and end coor-

dinates of the input code is the closest.
For algorithm 4.
One and double errors are corrected. If no code is found among the reference 

codes, the sequence of which is the same as the code at the input, then one character 
is deleted alternately from the code at the input. The same operation is performed in 
each position. All this time its sequence is compared with the sequence of reference 

Fig. 9 An example of the distribution of the directions of movement of a writing element for a 
symbol «a»
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codes. If the sequence is the same, then the function terminates and stores the posi-
tion of this code in the table. Otherwise, the same thing happens. In this case, two 
characters in all possible combinations are sequentially deleted from the input code 
and the sequence is compared again.

Conducting the experiment consisted in the formation of standards of symbols 
“0” and “C.” Recognition performance was determined at different standards and 
was given by the ratio of the number of recognized images to the total number of 
identifiable images.

The “O” and “C” symbols were recognized, taking into account large-scale 
changes with and without orientation change. The presence of single and double 
errors was taken into account, as well as the different beginning of the character 
drawing. During the experiment, it was taken into account that a complete search of 
all combinations is not possible because recognition is applied to characters in scale 
and orientation changes.

For each symbol the image forming 30 times were performed and the probability 
of true recognition, false recognition and the probability of uncertainty of recogni-
tion were determined. Different variants of characters and their recognition by the 
program are presented in Fig. 11.

Fig. 10 Handwritten character identification program interface
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5  Conclusion

Personality identification by the dynamics of handwritten text is increasingly used 
in various fields of human activity. Compared with identification systems for static 
images of handwritten text, algorithms that realize identification by the dynamics of 
handwritten text are simpler. The implementation of algorithms based on the 

Fig. 11 Program options for recognizing “O” and “C” characters with different number of 
standards
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analysis of areas and directions allows to reduce the number of computational oper-
ations, as well as to analyze the elements of the formed sequence using simple shift 
operations. Representation of the dynamics of the formation of a handwritten text 
increases the number of matches of quantitative values of characteristic signs with 
reference values due to the implementation of shifts of a group of sequence ele-
ments in the time scale and direction scale values. Using cellular automata deter-
mines the direction of movement of the writing element in the range from 00 to 3600. 
Also, cellular automata display the direction of movement of the writing element at 
the intersection of the trajectories of the curves when the symbol is displayed in 
time. The developed software allows you to adapt these methods to various means 
of entering graphic information, as well as form a database of reference sequences 
for the implementation of the identification process.

In the future, the authors plan to conduct research in the field of biometric iden-
tification on the dynamics of writing a handwritten text by a person using various 
devices for graphic input of information into the system.
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1  Introduction

Modern population growth requires the use and improvement of methods and means 
of biometric identification. With the increase in the number of friends and acquain-
tances, it is becoming more and more difficult for each person to remember each of 
them. Especially there are many cases when one person has to interact with a large 
number of people. For example, a teacher gives lectures and conducts practical and 
laboratory studies with a large number of students and he cannot individually remem-
ber each of them. In access systems, also a person is not able to identify everyone 
who requests access. In this regard, biometric identification tools are indispensable.

There are many biometric characteristics that cannot be represented by a single 
measured quantity. As a rule, all biometric characteristics are determined by a mul-
titude of quantitative values. These quantitative values occupy a certain place in the 
set of quantities that allows you to identify a person.

Human biometric characteristics are divided into static and dynamic [1–3]. Static 
biometric characteristics are determined in close proximity to a person or at a pre-
determined beforehand distance from a biometric detector. For example, finger-
print, face, hand, ear shape, finger vein pattern, iris, and other biometric characteristics 
cannot be determined at arbitrary distances from biometric scanners. Many of them 
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require very small distances. For example, a fingerprint can be read by directly 
touching the scanner with a finger.

However, there are situations where static biometric characteristics cannot be 
determined due to large distances, noise, and other reasons. Then a search is made 
for such biometric characteristics that would make it possible to identify a person. 
One of these characteristics is gait. This characteristic does not require strictly fixed 
distances and high-precision measuring instruments. A person’s gait is analyzed for 
a certain period of time, and the result is a study of the dynamics of changes in 
quantitative characteristics over time. For each person, such dynamics is individual. 
There are many tasks in which to identify a person there is only data about his gait 
based on a fixed silhouette without displaying other biometric characteristics. Such 
tasks arise when shooting videos in difficult conditions (night time, high dustiness, 
poor characteristics of video cameras, etc.).

To date, the gait has been little studied and there are no high-precision methods 
and means of biometric identification for this parameter [1, 4–9]. In this direction, 
modern developments are actually marking one place in development and improve-
ment. Therefore, for many reasons, the task of biometric identification of a person 
by the dynamics of his gait is one of the first tasks in many automated systems.

This chapter solves the problem of biometric identification of a person by the 
dynamics of his gait by analyzing a video sequence using the theory of cellular 
automata and parallel shift technology.

2  Formulation of the Problem and Relative Works

Throughout the world, researchers are actively working on the biometric identifica-
tion of a person by his gait. Various methods are used to solve this problem [4–9]. 
The most popular methods are those based on the analysis of a video sequence, the 
analysis of the shadow of a moving person, and also using various sensors mounted 
both on different parts of the human body and on the surface on which it moves [10]. 
Great successes have already been achieved in these areas, which made it possible 
to determine the main characteristic features in the analysis and classification of 
human gait. The use of sensors mounted on the surface and in various parts of the 
human body limits the scope of such methods, since the person must be identified 
in a specific place. Sensors make this kind of biometrics addictive.

Human gait becomes an independent type of biometrics when using cameras [1, 
5, 6, 11]. With the help of video cameras, a walking person can be fixed at any dis-
tance and at any angle. Moreover, for each angle and distance, various methods of 
data transformation and the formation of characteristic features are used.

In addition, gait is a complex characteristic, as it can change for the same person. 
For example, the gait of one person changes when walking on various surfaces 
(asphalt, grass, sand, etc.). Also, for different angles of video cameras, the shape of 
the human body changes on each frame of the video sequence. The main character-
istic of a person’s gait is the repetition period of his movements. At the same time, 
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the duration of the repetition of movements can also change if a person starts to 
walk faster or slower, as well as make a jerk, etc. In the analysis of gait, there are 
still many problems associated with the instability of human movement. However, 
in certain areas of movement, a person goes into a stable mode, the analysis of 
which allows to identify a person. Modern methods are aimed at analyzing the 
shape of the body of a moving person, as well as determining the shape of a person 
in each video frame to determine the trajectory of his movement and the movement 
itself. These methods make calculations and intelligent operations more complex 
and use large amounts of data for analysis.

In connection with existing problems, the task is to create methods and means 
that in any variant of the person’s location identified him regardless of the quality 
presentation of the video data.

3  Theoretical Foundations of Parallel Shift Technology

The current state of the issue of image recognition has formed a number of unsolved 
problems in this area. The main problem is not solved—the automatic formation of 
characteristic features for all image classes.

Today there are many artificial systems for processing and recognizing images of 
specific classes (images of text, faces, fingerprints, identifiers, etc.). Each image 
from such classes is recognized using a set of characteristic features, which the 
recognition system developer has previously formed. The developer preliminary 
analyzes the images of the selected class and, based on his own experience, selects 
a set of characteristic features. The developer develops methods and tools for deter-
mining the quantitative values of the proposed characteristic features. Image recog-
nition processes of the selected class in Fig. 1 are presented.

This diagram does not show the processes of learning and finding the nearest 
reference. The methods for finding the nearest standard have been developed. 
However, their implementation requires a large investment of time and hardware. 
Also, the training mode of the system that is used to form the reference memory is 
not indicated.

The mechanism for recognizing an object in an image with different forms of its 
representation was not found. A set of characteristic features must be formed so that 

Fig. 1 Image recognition processes for one class
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it can describe the image as a whole. A characteristic feature is a quantitative char-
acteristic that displays information about one of the image properties.

The formation of quantitative characteristics requires complex measurements or 
calculations. In this case, measurements and calculations are used. This situation 
complicates the methods of preliminary image processing and the selection of char-
acteristic features.

To simplify the methods for distinguishing characteristic features, it is necessary 
to reduce the number of complex measurements and calculations. For this, it is nec-
essary to reduce the number of characteristic features. If you reduce the number of 
characteristic features, then the developer must choose features that allow you to 
describe all the properties of the image. The task is to search for image transforma-
tions that make it possible to describe all image properties using selected character-
istic features.

The paper proposes to reduce the number of characteristic features, thereby 
reducing the number of computational operations. This approach presents an image 
in the form of a set of quantitative values of one characteristic feature, which fully 
describes all the properties of images.

To solve this problem, it is proposed to use the technology of parallel shift (PST) 
[12–14]. This technology is based on calculating the intersection area of the original 
image with the image of its copy, which is shifted in different directions. The effec-
tiveness of this technology has been proven experimentally, and the results are pre-
sented in many publications.

The main characteristic of PST is the function of the area of intersection (FAI), 
which is defined as the dependence of the intersection area of the figure and its copy, 
which is parallelly shifted in the direction φ at each iteration step (Fig. 2).

Only four shift directions are used (00, 450, 900, and 1350), since the other direc-
tions have the same FAI values as the four directions presented. Other shift direc-
tions (for example, 300, 600, 1200, etc.) can also be used, which do not repeat in the 
range from 00 to 1800. As a rule, directions are used that are conveniently imple-
mented on orthogonal coverage and practically do not give image distortions. The 
FAIs shown in Fig. 2 describe geometric shapes with a small number of pixels and 
a large number of differences at the intersection of areas. FAI curves for such images 
have a complex structure. Therefore, the analysis is carried out in one way, which 
consists in analyzing the quantitative characteristics of the obtained numerical 
sequences. Extreme function values are analyzed and the input image is determined.

In most cases, there are images consisting of a large number of pixels and have 
an FAI with a more even characteristic (Fig. 3).

For such FAIs (Fig. 3), it is possible to analyze the curvature of the curve, and 
determine the input image from the values. So for the image presented in Fig. 3, the 
FAI curve can be estimated from the curvature values in selected areas of the 
FAI. The FAI curve is divided into sections (Fig. 4) and increments of the Y and X 
coordinates for these sections are determined. Based on the obtained increment val-
ues, they decide on the input image.
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Fig. 2 An example of FAI 
formation for shift 
directions 00, 450, 900, 
and 1350

Fig. 3 FAI example for 
high pixel images
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For the described example (Fig. 3), the increment values for each shear direction 
are presented in Fig. 5. The larger of the divided intervals, the more accurately you 
can describe the image at the input.

This technology is very successfully used for problems of image analysis and 
recognition using one characteristic feature—the intersection area. This approach 
reduces the number of operations and the algorithms used, so only two operations 
are performed: shift and area calculation. These operations do not require large 
computational resources.

4  Method Description

The method of analyzing a person’s gait and its biometric identification is based on 
processing of images of a moving person created using conventional, infrared (ther-
mal), and other video cameras. The gait of a person is analyzed, represented by 
cameras located at any angle to a moving person.

The method consists of several stages.

 1. Image binarization.
 2. The moving object selection in an image using a descriptive rectangle.
 3. The selection of pixels (cells) that in the image of each frame have changed their 

properties compared to the previous frame of the video sequence.

FAI

S3 S3 S3 S3

S1S1

S0

t

Fig. 4 An example of splitting an FAI curve into sections
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 4. Analysis of the area of selected pixels in each frame using parallel shift technol-
ogy and the formation of quantitative data for each frame of the video sequence.

 5. Processing the obtained data and forming a quantitative image of a person’s gait.
 6. Comparison with reference values stored in the database.
 7. Decision making about identification.

The first step is to represent the image in binary form. There are tools that form 
a binary image during filming. For this, thermal, luminescent, and other video cam-
eras are used that respond only to a moving person. To analyze a person’s gait, a 
binary image is enough and there is no need to use a color image.

Fig. 5 An example of the 
formation of arrays of 
increments of coordinates 
for the curve shown 
in Fig. 3
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In the case when a conventional video camera is used, the selection of a moving 
object in the image using the circumscribe quadrangle is used (Fig. 6). In this case, 
the data located inside the region of the circumscribe rectangle is read. A moving 
object is represented in black or white, and the rest of the image is white or black, 
respectively, outside the circumscribe rectangle.

When a moving object is selected, it is necessary to analyze the shape and loca-
tion of the moving body in each frame of the video sequence. Since a moving body 
has a complex shape in each frame after binarization, it is necessary to use special 
analysis methods that are complex and time-consuming. Therefore, there are meth-
ods for analyzing the human gait, focused on the analysis of individual parts of the 
human form.

In this paper, it is proposed to analyze only informative parts of the image that 
indicate the movement of a person and changes in the location of his shape on each 
frame of the image. These elements include pixels that have changed their proper-
ties in each subsequent frame of the video sequence. Typically, these pixels are 
pixels that have changed their color from black to white and from white to black in 
each subsequent frame of the video sequence.

In Fig. 7 presents several frames of the original video sequence and the corre-
sponding images with selected pixels of the same frames.

As can be seen from Fig. 7, pixels are located on the edges of the shape of a mov-
ing object. If the speed of the object is high, a large number of pixels are selected on 
each subsequent frame. If the speed of the object does not exceed the speed of for-
mation of the next frames, then the pixels are not selected. Thus, the greater the 
speed the camera has, the more accurately you can identify a person’s gait.

Selected pixels make up an image of complex shape, which may be self-color, or 
may consist of various groups of related pixels. Such an image is difficult to describe 
and assign a clear identifier to it. The totality of all selected pixels represents the 
total area of this selected object in each frame. Parallel shift technology (PST) is 
used to analyze this shape [12–14], which makes it possible to describe any binary 
image using a set of functions of intersection of areas (FAI). Such functions form a 
set of numbers that determine the area of the image obtained as a result of the 

Fig. 6 An example of selecting a moving object in a visual scene
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intersection of the area of the initial image and its copy shifted in one of the direc-
tions at each shift step. A set of obtained numbers in several directions of shift 
uniquely determines the shape of the image. The more shear directions are used, the 
more accurate the image description.

Thus, for each frame of the video sequence, FAIs are formed, which are then 
compared to obtain a common relationship that determines the dynamics of move-
ment. First of all, the shape of the curve is determined within the repetition period 
of gait movements. The length of the gait curve is also determined on the selected 
number of frames of the video sequence (Fig. 8).

To determine the repetition period of movements, average values for all FAIs 
obtained on each image of the frame are determined. Thus, the average value of the 
intersection area on each frame was determined as a result of the shift of the image 
copy in the frame. The dependence of the average intersection area on the number 
of frames of the video sequence was built (Fig. 9).

Figure 4 shows the extreme values of the curve, as well as the images of real 
frames corresponding to these sequences. On these video frames, images of the 
human body have approximately the same shape. Therefore, the FAI for these video 

Fig. 7 An example of the allocation of information pixels in frames of a video sequence

Fig. 8 An example of the formation of FAI for one frame of a video sequence and for the direc-
tions of shift 00 and 2700
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frames have the same shape. However, they may vary in scale. The adjacent frames 
of these extreme frames also have the same shape FAI, as human movements are 
repeated while walking.

After the gait repetition period is determined, a comparison is made with the 
reference averages found in the generated reference database.

Fig. 9 An example of the dependence of the average FAI value on the number of frames of a video 
sequence
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If the length of the repeat period does not match any reference value, then the 
gait is not identified. If the repetition period coincides with the reference value 
within the boundaries of the allowable difference, then the average value curve is 
analyzed within the boundaries of the period. Typically, a period is defined between 
several extreme values.

The average value curve is analyzed using the area values, the number of shifts 
between the maximum and zero area values, the number of vibrations (minimum 
and maximum extrema). Acceleration during gait is judged by the shape of the 
extremes. The size of the area determines the approach or removal of a person from 
the video camera.

Based on the generated FAI values, the average FAI value for each video frame 
is calculated. As a result, a sequence of average values is formed, which is compared 
with a sequence of average values located in the reference base. The generated 
sequences of average values are combined with the maximum extrema of the refer-
ence sequences of average values. All numbers of average values on each frame 
subtract numbers from the corresponding reference sequences. If the obtained ai 
values do not go beyond confidence limits ai ∈ [−A; A], then for each video frame is 
formed 1. Otherwise, 0 is formed. The quantity 1 is calculated for a given value 
A. If, within the repetition period, the number of unit values exceeds a predeter-
mined threshold, then the person is identified as “own,” otherwise the walking per-
son is defined as “impostor.” An example of identification is presented in Fig. 10.

This identification is used for gait with equal lengths of the gait repetition period.

5  Information Pixel Selection Method

In video surveillance systems, a digital video camera generates digitized video on 
the output, which is come to a cellular automata and to a computer. Thanks to the 
high speed of the cell environment, the bit mask of pixels in which motion is 
detected will be transmitted to the computer almost immediately after receiving the 
image frame. Further, depending on the tasks, a computer program may, for exam-
ple, frame a moving object, or cut it along that frame from the entire image, or 
enlarge it to the boundaries of the moving area, etc.

When using an analog video camera, the video stream will only be transmitted to 
a computer, where it will be digitized and frame-by-frame transmitted to the cellular 
structure. A cellular automaton selects an array of cells in which movement is 
detected. This array will be transmitted to the computer for further processing, 
depending on the tasks that were set for the system.

A cell represents one pixel of a binary image. In the logical state “1,” the cell 
encodes a black pixel, in the state “0”—a white pixel. A simple cell structure is used 
to work with a binary image. To detect motion in this case, it is necessary to com-
pare the state of the cell in the current and previous frames. In case of coincidence 
of states (“0” = “0,” “1” = “1”), a logical “0” is formed at the outputs of the motion 
detector. If the states do not match (“0” → “1” or “0” → “1”), then the movement is 
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fixed and the logical “1” is set at the output of the motion detector. For such images, 
the background is represented in one white color, and moving objects differ from 
the background in black.

In real conditions, a moving object cannot always clearly differ from the back-
ground, which can lead to the merging of low-contrast pixels with background pix-
els during binarization. Binarization can remove two objects with low contrast. 
Only objects that contrast strongly with the background cells will remain. The 
remaining cells clearly selected movement. Binarization gives satisfactory results 
when working with a contrast image and is generally unacceptable when working 
with low-contrast real images. To improve quality, it is necessary to use multi-bit 
cells. The only way out is to use not single-bit, but multi-bit processor elements 
(PEs), which can encode and compare not only binary, but also multi-gradation 

Fig. 10 An example of the formation of the difference for “ours” and for “impostor”
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images. If you process color images, a lot of redundant information is formed. 
Therefore, to detect movement it is enough to use a grayscale image. In this case, 
instead of three RGB channels, one is enough, which at least three times will reduce 
hardware costs. Decreasing bit depth gives a gain in hardware costs, but too low bit 
depth negatively affects the quality of allocation of moving objects. The less grada-
tions, the more noise will be destroyed, the less hardware costs for building a PE of 
cell. But at the same time, more details of the image will be lost and it is more likely 
that if the contrast between the moving object and the background is insignificant, 
the object and background will merge. As a result of such a merger, the movement 
will not be fixed, or not all the moving object will be selected. Most likely, for most 
situations, using 16 shades (4-bit PE) will be enough.

In real images, almost the entire area of the image is covered by a grid of cells 
that have functioned to change the gray code from the previous current frame. This 
is because in a real video, when digitizing, each pixel may not receive the same 
color codes, even if no changes at this point have occurred. For human vision, for 
example, the color RGB (180,180,180) will not differ from RGB (182,181,179), 
both of them will be light gray. But programmatically, these are two different colors 
with different codes.

In order for PE to not work, it is enough to enter the sensitivity threshold for such 
“identical” colors. All changes in the pixel color code that are less than this thresh-
old should be counted in which no movement has been detected and vice versa for 
points whose color code changes more than the threshold level—count those that 
have recorded motion.

Using different sensitivity thresholds for the same visual scene, different results 
can be achieved depending on the problem statement. In this regard, certain rules 
are distinguished, using which it is possible to additionally build a special system 
for controlling the cellular environment, which itself automatically sets the desired 
sensitivity threshold.

One of these rules can be used as a percentage of the number of PEs that recorded 
the movement from the total number of all PEs of the medium to which the images 
were submitted (a moving object has a certain predetermined maximum size).

Also, the presence of rarely scattered PEs that have recorded movement along 
the entire image plane can be taken into account, because a moving object usually 
occupies a certain specific place. It should start with small thresholds of sensitivity 
and constantly increase it until a more or less localized cluster of moving points is 
obtained.

6  Experiment

For the experiment, the CASIA Gait base was used [11] (http://www.cbsr.ia.ac.cn/
english/Gait%20Databases.asp). Software was developed that implemented the 
allocation of information pixels for motion detection, as well as software for the 
formation of a set of FAI for each frame of the video image. Initially, a new video 
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was formed for each set of files used. As a result, a set of BMP format files was 
generated, each of which displayed an image of selected pixels that detected move-
ment (Fig. 11).

Each newly formed frame of the video sequence was binarized and determined 
by the FAI for different directions of shift of a copy. A database was created for each 
gait of person for each angle of the camcorder disposition. As already mentioned, 
the database was formed from codes representing a set of average FAI values for 
each generated video sequence. From the generated codes, codes were selected and 
compared with codes of other video sequences. Moreover, the beginning of the 
movement often does not coincide with the beginning of the movement in the gener-
ated code. Therefore, the program implemented a simultaneous shift of the codes of 
the reference database. In fact, the code of the input sequence was compared with 
each shifted code of each reference identifier from the database. The frame of the 
video sequence was determined, which is represented by one of the extreme average 
values for the compared codes, and the analysis of the obtained average value curve 
was carried out.

During the experiment, various confidence intervals were used that showed high 
identification results. Experimentally, the necessary values of the trust interval were 
determined that give the greatest accuracy of identification. A trust interval of ten 
pixels was determined for the database used. At this trust interval, an acceptable 
number of matches in the code was obtained when identifying “their own” (more 
than 69%) and a small number of matches (less than 10% matches) were obtained 
when identifying the “impostor.”

7  Conclusion

Biometric identification of the person by the dynamics of his gait does not yet have 
accurate and common methods and means, which with high productivity and confi-
dence, gave an accurate result. Video gait analysis requires a lot of effort to achieve 
success in solving this problem. There are a number of problems that do not allow 
achieving high results in this area at this stage. This chapter presents the video pro-
cessing technology for biometric identification of a person by the dynamics of his 
gait. The proposed method consists of two main stages: the allocation of informa-
tional pixels of movement and the formation of the function of intersecting areas. 
The introduction of this technology has improved the characteristics of biometric 
identification, which are as follows:

 1. There is no need to determine the location of the image of the human body in 
each video frame.

Fig. 11 Formation of a video sequence with selected pixels
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 2. The method has no restrictions for large-scale changes.
 3. The ability to accurately determine the repetition period of movements for any 

location of the camera.
 4. The method is independent of the distance to the camcorder.
 5. The method can be applied to any images of moving objects.
 6. No large learning set for learning.
 7. The change in gait speed is quickly detected.

Based on experimental studies, it was possible to determine trust intervals that 
give maximum identification efficiency. In the future, it is planned to conduct exper-
iments for various locations of a person in front of video cameras and with various 
images of frames of a video sequence.
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User Identification Using Images 
of the Handwritten Characters Based 
on Cellular Automata and Radon Transform

Stepan Bilan, Ruslan Motornyuk, Sergii Bilan, and Olga Galan

1  Introduction

Handwriting recognition is currently given much attention by specialists. There are 
many known works in this area [1–8]. As a rule, well-known works describe the 
proposed methods and means for recognizing handwritten images. In additional, it 
is not determined to whom this text belongs. The author who wrote the text is not 
determined. High results in area of a text recognition are achieved. However, there 
are areas of human activity (banks, forensics, access systems, etc.) where the task is 
to biometricly identify the person who reproduces this text.

You can identify or authenticate a person using a static image of text fragments, 
as well as the dynamics of text playback over time. The static image of the hand-
written text makes it possible to describe only the geometric shape of the curves 
forming the handwritten text. The slopes of the curves are taken into account and 
their various geometric quantities are measured and calculated. As a rule, well- 
known methods are applied to such images, which are based on the selection of 
characteristic features on the image, by the quantitative values of which they decide 
on a text symbol or a group of characters [9–11]. Each method uses a set of charac-
teristic features with which it can function normally. Such methods are dependent 
on a set of characteristic features and on the shape of the images. Such methods 
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cannot be used for other classes of images and are not universal. The recognition 
system developer himself determines the characteristic features and develops a 
method aimed at their selection. Such a situation sharply limits the existing methods 
and means since in the world there are many languages and alphabets of different 
peoples. Therefore, the task is to create independent methods and means of recog-
nizing handwritten text and identifying its author.

An analysis of the dynamics of handwriting playback identifies a person by the 
dynamics of the movement of the hand holding the writing element during the 
reproduction of handwritten text. These methods extract dynamic characteristic fea-
tures during creating handwriting imaging. As a rule, such characteristic features 
include the coordinates of the direction of movement of the writing element at a 
certain point in time. Lengths of lines without tear-off movement of the writing ele-
ment are also taken into account.

If for a person’s identification method it is easy to fake a handwritten image, the 
dynamics of creating such a text is much more difficult to fake. Therefore, the 
method of identifying a person from static images of handwritten text in access 
systems to objects or information is not applied. However, in forensics this method 
is the most commonly used.

In this paper, we solve the problem of creating a method acceptable for handwrit-
ten characters of any alphabet and with a universal set of characteristic features that 
allows us to identify a person from statistical images of handwritten text. To solve 
this problem, the Radon transform implemented on a cellular automaton (CA) with 
hexagonal coating is used.

The problem is also solved by extracting common characteristic features for all 
types of handwritten image images by constructing six projections of the Radon 
transform and by further analyzing the quantitative characteristics of these projec-
tions for each image.

2  The Radon Transform Based on a Hexagonal Lattice

The method described in this chapter uses a cellular automaton with a hexagonal 
cell coating [12–14]. On the basis of such a CA the Radon transform is implemented 
[15, 16]. With hexagonal coating, each cell has uniquely six neighbors (Fig.  1), 
which forms six-connectedness.

The works [14, 17–20] show the advantages of using a hexagonal lattice. The 
main advantage is that when using the Radon transform, the number of projections 

Fig. 1 Coding neighbors 
on the hexagonal lattice
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is three in directions 00, 600, and 1200 [14]. These three projections represent the 
characteristic features of an image based on the Radon transform and give a com-
plete description and restoration of images. The main directions of the hexagonal 
lattice in Fig. 2 are presented.

According to these directions, three projections are formed without gaps between 
cells (Fig. 3).

Orthogonal coating has only two directions for constructing projections of the 
Radon transform. However, these two projections are not enough to extract the char-
acteristic features of the images, since they do not allow complete restoration of the 
original image. A sufficient minimum number of projections corresponds to three in 
directions 00, 600, and 1200. Figures 2 and 3 show the main directions for construct-
ing the necessary three projections of the Radon transform. In this case, there is the 
possibility of increasing the number of projections of the Radon transform by using 
the symmetry of rotation of the regular hexagon [12–14]. In this case, the number of 
projections increases to six.

For this, the concepts of additional directions of the hexagonal lattice are intro-
duced [13, 14]. These directions intersect in the central cell of the hexagonal lattice. 
They pass through the vertices of the central cell of the cellular automaton and are 
conditionally indicated by the transition from the boundary between one pair of 
neighboring cells to the border between another opposite pair of neighboring cells. 
Such additional directions for constructing projections of the Radon transform are 
angles 300, 900, and 1500 (Fig. 4).

The combination of the main and additional directions gives six directions (00, 
300, 600, 900, 1200, and 1500) for constructing projections of the Radon transform on 
a hexagonal lattice (Fig. 5). From the direction 1800 to 3600, the directions are sym-
metrical to the directions described above.

The main and additional directions on the hexagonal lattice allow to describe any 
image and reproduce it effectively.

Fig. 2 The main directions 
of the hexagonal lattice
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Fig. 4 Additional 
directions of the hexagonal 
lattice that correspond to 
the corners 300, 900, 
and 1500

Fig. 3 An example of the formation of projections on a hexagonal lattice
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3  Description of Handwriting Image Recognition Method

The image is described using characteristic features, which are projections of the 
Radon transform in the corresponding directions. Radon projection is determined 
by the sum of the cells belonging to the image and lying on the same lines of the 
projection construction direction. Each cell belonging to the image takes part in the 
formation of the sum in each of the six directions.

Addition begins with the extreme cell belonging to the direction line. On each 
line of direction, the brightness values of cells lying in one straight direction are 
summed. Each projection of the Radon transform consists of an ordered set of sums 
of brightness values of the corresponding cells belonging to the image. Obtaining 
such projections can be achieved by shifting the image in six directions to the edges 
of the lattice and counting the image cells in the corresponding position of the hex-
agonal lattice. The areas for constructing projections of the Radon transform in the 
main and additional directions in Fig. 6 are presented.

Given this arrangement, the number of accumulating adders located at the edges 
of the hexagonal lattice was determined. The general scheme of accumulating 
adders place in Fig. 7 is shown.

According to the developed model, the image is fully described by six projec-
tions of the Radon transform. From such projections a database is formed. Each set 
of six projections of the Radon transform is assigned a corresponding identifier. 
This happens when the image at the input of the identification system is known, i.e. 
initial system learning. Projections with an identifier are reference. The more refer-
ence projections with one identifier in the database, the more accurate the 
identification.

After the formation of the reference database, the system is ready for identifica-
tion. Handwritten images are input. Separate symbols are selected, as well as their 
combinations, and six projections of the Radon transform are formed. The gener-
ated projections of the Radon transform are compared with the reference projec-
tions in the database. If the result of the comparison corresponds to the rules of 
accurate identification, for the selected reference projections, then the person is 

Fig. 5 The main and 
additional directions for 
constructing projections of 
the Radon transform
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identified. If identification is carried out with 100% certainty, then the generated 
projection is added to the database to the reference projections with the correspond-
ing identifier. Thus, the system extends the database in the identification process.

However, in the process of forming projections of the Radon transform, thresh-
old processing of the handwritten image is initially performed, as a result of which 
a binary image is formed. This image has black pixels, which are separate elements 
and can affect projection shapes. Such projections introduce significant deviations 
from the quantitative values of the reference projections of the Radon transform. An 

Fig. 7 The schema of the 
emplacement of the 
accumulating adders

Fig. 6 Areas for constructing projections of the Radon transform for the main and additional 
directions

S. Bilan et al.



97

Fig. 8 An example of the 
removal of extra pixels that 
do not belong to the image 
of the character

example of the initial symbol image and symbol image without extra black pixels 
and their projection of the Radon transform in Fig. 8 is presented.

In this example, the extra pixels are highlighted in red, obtained after binariza-
tion, as well as the projection of the Radon transform corresponding to the extra 
pixels in the image. Such projection sections are clearly selected on the projections 
obtained in the directions 300 and 600. They are insignificant and are separated from 
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the main projection by zero values. Therefore, they are defined as superfluous. If the 
image of the handwritten text is rotated, then sections of the projections defining the 
extra pixels are present on the projections resulting from the formation in the other 
direction.

This approach does not allow to determine extra pixels located inside the image, 
since they do not stand out separately on the formed projections. To identify such 
pixels, other methods are used that are implemented on cellular automata [21, 22]. 
Can also be used methods for extracting the skeleton of the image, which allow you 
to clearly highlight the shape of the character in the image [23].

4  Experiment Description

To conduct the experiment, a program was created that implements the Radon trans-
form and forms six projections in graphical form and in the form of quantitative 
sequences. The program interface in Fig. 9 is shown.

The program initially binarizes the image at a given brightness threshold. 
Moreover, the program automatically determines the required brightness threshold. 
This is especially necessary for recognizing images of handwritten text printed on 
various paper media with various inks. Automatic selection of the brightness thresh-
old allows you to take into account the force of pressing the writing element. 

Fig. 9 The program interface that forms the projection of the Radon transform
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Figure 10 shows projections of the Radon transform of the same image for different 
brightness thresholds.

Different brightness thresholds give different forms of image. For lower bright-
ness thresholds, there are gaps in the outlines of characters, where clicking on the 
writing element was weaker. For a higher luminance threshold (for example, 90%), 
the symbol image is displayed without gaps. In binary images with a large bright-
ness threshold, only the shape of the reproduced handwritten image is evaluated.

During the experiment, a database was generated in which the projection codes 
of the Radon transform of the handwritten images of each person participating in 
the experiment were recorded. Moreover, the projection codes of the Radon trans-
form were divided into groups as follows. The database was divided into sets of 
codes. Each set was assigned the identifier of the person who reproduced the cor-
responding handwritten text.

Each set identifying a person was divided into subsets of codes. Each subset 
contained projection codes for the Radon transform for images of combinations of 
handwritten characters and for individual characters.

To increase the accuracy of identification, at least ten reference projections of 
Radon transforms were formed for each fragment of the handwritten text. Moreover, 

Fig. 10 Projections of the Radon transform for the image of the symbol “a” at thresholds of 
brightness of 50%, 60%, 70%, 80%, and 90%
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fragments of handwritten text were selected from different parts of the text (begin-
ning, middle, end of text).

The average values for each projection of the Radon transform were determined 
from the images of each fragment of the handwritten text. The average values were 
selected from the array of projection numbers of the Radon transform within the 
boundaries of the beginning and end of each projection. The remaining zeros in 
each projection were not taken into account when calculating the average value. 
Thus, for each image a vector of average values was formed. An example of such a 
set of relationships on Fig. 11 is presented.

Comparison of arrays of relations for the images of each fragment of handwritten 
text was made and arrays of coincidences were formed. Match arrays consist of 
values 0 and 1. To form arrays of coincidences from each number of one array of 
relations, the corresponding numbers were subtracted from another array of rela-
tions. If the value of the subtraction result exceeded the value of the confidence 
interval from the corresponding position of the coincidence array, 0 was formed, and 
if the result of the subtraction did not exceed the value of the confidence interval, 
then 1. An example of the formation of coincidence arrays on Fig. 12 is presented.

For ten relationship arrays, 45 coincidence arrays were formed. All 1 were 
counted in the corresponding positions of coincidence arrays for each position.

Based on the generated database, the identification was carried out as follows.
Images of handwritten fragments were fed to the input of an identification sys-

tem. Their binarization was carried out, extra pixels in the binary image were 
removed and projections of the Radon transform were formed. The obtained 

Fig. 11 Example of a vector of average values and an array of relations

Fig. 12 An example of the formation of arrays of coincidences
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projections were compared with the reference ones and the percentage of coinci-
dences was determined. If the average value of the percentage of coincidences 
exceeded the selected threshold for one of the many reference values, then a specific 
identifier identified the user. If the average value of the percentage of coincidences 
did not exceed the specified threshold, then the user was identified as an impostor.

The experiment was conducted for confidence intervals of 0.1; 0.2; 0.3, and 0.4. 
The most optimal confidence intervals are 0.2 and 0.3. At these confidence intervals, 
the difference between the average values for the identification of “their own” and 
“impostor” is 20%. At the same time, the average value in the identification of 
“one’s own” is always more than 55%, and in determining the “impostor” the differ-
ence is less than 50%.

Such an insignificant difference is characterized by the fact that for different 
handwritings some projections of the Radon transform can be close in quantitative 
values. Such an insignificant difference is characterized by the fact that for different 
handwritings some projections of the Radon transform can be close in quantita-
tive values.

Also in the experiment, images of various fragments of the handwritten test were 
used. Separate characters and their combinations of two, three, etc. were selected. 
For them, the projections of the Radon transform were determined and the percent-
age of coincidences was calculated. The experiment confirmed the proximity of the 
average values of coincidences for images of various combinations of pulses. 
Figure 13 shows the average value of the percentage of matches for different com-
binations of handwritten symbol groups of one person, as well as the average value 
of the same combinations of symbol groups for one impostor.

The blue values are used to identify “their,” and the brown are the values used to 
identify the “impostor.” The graph is presented for arbitrary groups of characters 
from 1 to 5. Combinations of three characters show the greatest difference. The dif-
ference is 40%. The experiment showed that no significant discrepancies were 
observed, which confirms the effectiveness of the proposed method.

5  Conclusion

The paper analyzes existing methods for recognizing handwritten images, as well as 
methods for identifying a person. Based on the analysis, a personality identification 
method using the Radon transform and its implementation on a cellular automaton 
with hexagonal coating was proposed. This made it possible to introduce additional 
projections of the Radon transform, which significantly increased the accuracy of 
identification. Due to the proposed method for processing the numerical values of 
the projections of the Radon transform, the optimal confidence interval is deter-
mined, which gives an accurate identification of a person from handwritten images. 
As a result of the experiment, the value of the percentage of coincidences was deter-
mined, which distinguishes “ours” from “impostor.” Combinations of groups of 3 
and 4 characters each showed the best result.

User Identification Using Images of the Handwritten Characters Based on Cellular…
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In the future, the authors plan to conduct research in the field of biometric iden-
tification on the dynamics of writing a text by a person. For this, it is planned to use 
the same technique based on the Radon transform and the hexagonal lattice.
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Automated Calculation of Fundamental 
Matrix from Stereo Images 
from a Different Point of View

Ahmed Chater and Abdelali Lasfar

1  Introduction

The epipolar geometry of a scene illustrates the connection between different 
images of the same scene taken from various vantage points by producing the intrin-
sic projective geometry between the views [1]. The calculus of the fundamental 
matrix (F) that establishes the epipolar geometry is based on the calibration of the 
camera [2] and self-calibration [2, 3], 3D projective reconstruction [2, 4], motion 
analysis object matching and tracking [2], 3D target localization, and 3D tracking of 
personnel [5]. The calculation of F requires at least seven points of correspondence. 
Several manual methods of selecting points have been proposed, but they produce 
many errors, so it is not practical for them to process a string of images or video 
frames. Several automatic point detection techniques, such as Harris corner detector 
[6], (FAST) [7], Scale Invariant Robust Features (SIFT) detector [8], and Speeded 
Up Robust Features (SURF) detector [9], have been used to detect significant points 
in different stereo images. These images are then automatically matched in opposi-
tion views by applying point-matching algorithms. SIFT and SURF detectors, 
which combine a descriptor vector for each significant point, behave better at this 
level with incorrect ratio parameters and correspondences. Moreover, it has been 
shown that SURF is faster than SIFT in terms of calculating F, but identify fewer 
significant points to SIFT in [10]. After determining the correspondences between 
the points using the different detectors, the fundamental matrix is calculated using 
the standard eight-point method [11], SURF gave the points a solution to calculate 
F. This algorithm is sensitive to the determination of the matrix F [12, 13]. Robust 
statistical tools such as least median of squares (LMedS) [14] and RANdom SAmple 
Consensus (RANSAC) [15] are often employed in this level to eliminate outliers 
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[16]. In this work, we present a method that increases the speed of calculating F and 
combines the SURF detector and the normalized eight-point algorithm. After an 
application of this method with a modification of the threshold on three pairs of 
images were been conducted with a different change (rotation, illumination, and 
displacement of objects). The simulations give good results in terms of F calculation 
speed compared to the other methods (Harris, SIFT, FAST + RANSAC algorithm + 
eight points standardized) [17].

2  Correspondence Matching

All methods of estimating the fundamental matrix require a number of points 
matching as an input element [18]. Several detectors and descriptors have been 
reported in the literature, and in this article we studied the following four: Harris, 
SIFT [10], FAST [7], and SURF [9, 19], and binary descriptors [20, 21]. Of these 
techniques, the detection of significant points, we chose the descriptors because the 
points of interest do not include enough data for a low-contrast match. According to 
Mikolajczyk Schmid [22], the comparison between the different detectors (SIFT, 
FAST, Harris and others) showed that SIFT gave good results in terms of variation 
of rotation and scale. Bauer et al. [11] the SIFT descriptor which allows detecting 
the number of descriptor higher than SURF [21]. Bay and al [11] have developed a 
detector (SURF) which increases the computation time compared to (SIFT).

3  Epipolar Geometry and the Calculation  
of the Fundamental Matrix

3.1  Epipolar Geometry

Epipolar geometry is intrinsic to any two camera systems regardless of the model 
used for these cameras. It was introduced by Longuet-Higgins [22]. This geometry 
describes a geometric relationship between two images taken from two different 
angles of view. The precision of estimating epipolar geometry is very important 
because it determines the precision of the pairing algorithms between the points of 
a pair of stereoscopic images, and these algorithms often rely on prior knowledge of 
this geometry.

In Fig. 1 Mi is a 3D point O and O′, are camera centers, are epipoles, and l and l′ 
e′l′ are epipolars lines are O and O ‘are the optical centers corresponding to the left 
and right cameras right respectively. Similarly, mi and mi

’ , the two left and right 
projections, correspond to the same 3D point M of the scene. The projection of O’ 
in the right image plane will be called the epipole (e). In the same way the projection 
of o in the left image plane called epipole (e') the coplanarity of the points 
O O m mi i, , , �� �’  formulates the fundamental matrix from the right and left images. 

This constraint is called epipolar constraint.

A. Chater and A.  Lasfar



107

Mi

O'O'

Π

l mi mi

e e'

r'

Fig. 1 Epipolar geometry

3.2  Fundamental Matrix

The fundamental matrix gives the transformation by drawing a selected point in one 
of the images as an epipolar line on the other image, thus projecting a point on a 
line. Mathematically, the epipolar constraint is probabilistically translated by the 
fundamental matrix as indicated in the following equation:

 m Fmi
T

i
’ = 0  (1)

where F is a matrix of dimension 3 × 3 and of rank 2 and determined from F and 
zero, the Eq. (1) is the relationship which relies the points of the left image noted 
mi = (xi, yi, wi) and points of the right image noted m’i = (x’i, y’i, w’i). 

4  Methods to Calculate the Fundamental Matrix

Many methods of estimating the fundamental matrix exist and most use only image 
point matches as data. These methods can be classified into linear methods, itera-
tive, or robust [14]. Studies have shown that linear methods, and in particular the 
one introduced by Longuet-Higgins [22], are very sensitive to noise due to false 
matches. Iterative (or non linear) Methods allow outliers to be integrated and high-
potential points to be cancelled by iteration. this technique is noise-resistant when 
images are noisy in [23], are able to give an accurate result with noisy images and 
can also take into account outliers. The following sections provide a summary of the 
principles used in each of these categories.

4.1  Linear Method

Equation (1) is the relation linking a point mi = (xi, yi, wi) from the right image to a 
point m’i = (x’i, y’i, w’i) from the left image. This equation can be rewritten as homo-
geneous linear coordinates in the following form:

 Af = 0  (2)

Automated Calculation of Fundamental Matrix from Stereo Images from a Different…



108

with f = [f11 , f12 , f13 , f21 , f22 , f23, f31 , f32 , f33]T
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This set of linear equations makes it possible to establish the epipolar geometry 
in a given pair of images. The main advantage of this technique is it allows one to 
choose the best seven points for the estimation of F. However, this becomes a disad-
vantage when some points are badly located [24, 25]. In practice, there are more 
than 7 corresponding points. If we ignore the constraint on the rank of F, which is 
equal to 2, we can use the least-squares method to solve the following equation:

 
min ’

i
i
T
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(3)

By imposing a constraint making the norm of F equal to 1, the problem becomes 
a classic minimization problem [26] in the following form:

 

min .A F
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(4)

The resolution is then performed using the Barn multiplier technique as shown in 
Eq. (5):

 
min

F
F� �, � �

 
(5)

The solution for F is the eigenvector that corresponds to the smallest eigenvalue 
λ. The estimation of F can be done more simply by using the eight-point algorithm. 
But the solution obtained is not necessarily optimal. On the other hand, the funda-
mental matrix of dimension (3 × 3) has two necessary conditions: its rank is 2 and 
determines equal zero. By using these characteristics related to the nature of the 
matrix, it is possible to improve the methods for estimating F. There is an a poste-
riori solution to find a matrix of null determinant from near F. The proximity of the 
two matrices is estimated by the so-called Frobenius norm [15]. To obtain the 
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matrix, F is decomposed into the following form using a of singular value decom-
position (SVD)-type technique: or S =   diag  (σ1, σ2, σ3) is a diagonal matrix with 
σ1 > σ2 > σ3 and U and V are orthogonal matrices one can then demonstrate that the 

matrix ˆ ˆ. .F U SVT=  with Ŝ diag� � �� �1 2 0, ,  is a rank 2 matrix that minimizes the 

Fresenius norm of F F− ˆ . This algorithm was perfected by Hartley [27] to make it 
even more robust. Thus, he proposed an algorithm: eight standardized points [14, 
28, 29]. It has been shown that the application of the eight-point algorithm is often 
unstable. The solution proposed is to replace the origin in each image by the cen-
troid of the paired points. Then a scaling factor is applied so that the mean norm of 
the vectors associated with the points is equal to the root of two. These two opera-
tions amount to multiplying the points of the left (right) image by a matrix (3 × 3). 
This approach has greatly improved the outcome of the eight-point method.

4.2  Nonlinear Method

This technique is based on measuring the distance between detected points and their 
epipolar line. See the preceding Eq. (1). It directly relates to the distance d from 
point mi to its epipolar right. A first idea is then to use a nonlinear criterion minimiz-
ing the sum [13, 30, 31], as shown in Eq. (6):

 i
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, where the term F mi i

. ’� �  is the ith element 

vector F which gives a symmetrical role to the two images and opener a coherent 
epipolar geometry and should minimize both creatures the distance between points 
and the epipolar line. This technique gives very good results compared to those 
obtained with linear methods. Although iterative methods are more accurate than 
linear and nonlinear methods, they cannot eliminate outliers.

4.3  Iterative Method

Iterative methods are called such because they are more tolerant to noisy data. 
RANSAC [15, 32], LMedS [14], and M-estimators [30] are three widely used robust 
methods reported in the literature. The first method calculates for each value of F 
the number of points that may be suitable (inliers) [25, 29, 33]. The matrix F chosen 
is that which maximizes this number. Once the aberrant points are eliminated, the 
matrix F is recalculated to obtain a better estimation. The LMeds method calculates 
for each estimation of F the Euclidean distance between the points and the epipolar 
lines, and the choice of F corresponds to the minimization of this distance. Although 
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M-estimator was inspired by the two preceding methods, it consists in dividing the 
detected points into two sets: inliers and quasi-inliers. The latter method is based on 
solving the following expression:

 
minF iw

i
ir∑ 2

 
(7)

wi: weighting function
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Huber [13, 25] has proposed the following expression forwi:
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∅ : Factor to ensure the boundary of the inliers and quasi-inliers.

The robust standard deviation σ can be expressed as � �
� �median ri

� .
 

The following equation allows us to calculate the scale of error.
θ: proportional factor whose scope is (0, 1);
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(9)

where.
(Fmi)2

j, J = 1, 2 the square of the jth entry for the vector (Fmi), according to 
Liqiang Wang and [12].

Experiments have shown that the LMeds technique gives a better result than the 
RANSAC method in terms of accuracy [2]. LMeds and RANSAC are considered 
similar; they consist in selecting randomly a set of points to use for the approxima-
tion of the fundamental matrix. The difference between these two methods lies in 
the way they determine the chosen F. LMeds calculates F from the distance between 
points and the epipolar lines where it seeks to minimize the median. RANSAC cal-
culates the matrix F from the number of inliers [33–35]. However, M-Estimator 
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leads to a good result in the presence of Gaussian noise at the selected points of an 
image, and the robustness of this method is manifested in the reduction of aber-
rant values.

5  Simulation Results and Discussion

In this section, we apply the different points of interest detectors namely: Harris, 
FAST, SIFT and SURF (Fig. 2), then we  standardize the exit points and combine 
them with the RANSAC algorithm which allows to classify the points in (inliers and 
other) in order to calculate the fundamental matrix with different variations of the 
scene. Then the fundamental matrix is   computed without and with modification of 
the uniqueness threshold.

Left image Right image

Detector Harris,
FAST, SIFT and
SURF

Detector Harris,
FAST, SIFT and
SURF

The points of correspondence Matching
SURF points with uniqueness threshold

Normalize matched points with matrics
T and T’

Eight point algorithm

Fundamental Matrix (F)

SVD (F), set smallest singular value= 0,
F=UΣV

min Σwiri2

F

Fig. 2 Methodology
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Simulation results applied to real images are displayed in (see Figs. 3, 4, and 5) 
below represent the detection of the points of interest by the different detectors 
(Harris, SURF, SIFT, and FAST) without modifying the threshold of uniqueness. 
Then we modify the threshold of uniqueness to find an optimal value at which the 
eight weak points can be detected with an average error equal to 1 pixel (Fig. 6). The 
different results are represented in the following figure:

After changing the detector uniqueness threshold (SURF) to obtain the eight 
points to calculate F, we then apply the one on the stereo images with different 
changes as follows: (1) lighting, (2) rotation, and (3) moving objects in the scene.

We apply our technique (Robust detectors (SIFT, ASIFT, SURF with RANSAC) 
to the facial image dataset (ORL) [36] and also obtain better results for the identifi-
cation of the face by different changes, as shown in the figures below (Figs.  7, 
8, and 9).

We can see from the table that the number of characteristic points and the num-
ber of inliers detected by Harris, FAST, and SURF are lower than with the SIFT 
method. The simulation results show that this method shows better results compared 
to the others in terms of projection errors with different variations of the scene (see 
Fig. 10).

Fig. 11 shows a comparison of our method and the other methods in terms of 
processing speed for estimating F.

Fig. 3 Correspondence of original image in motion: SURF (a), Harris (b), FAST (c), and SIFT (d)
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Fig. 4 Correspondence of original image in rotation: Harris (a), SURF (b), FAST (c), and SIFT (d)

Fig. 5 Correspondence of original image by change in lighting: SURF (a), Harris (b), SIFT (c), 
and FAST (d)
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The proposed method gives good results in terms of calculation time of the fun-
damental matrix with different variations of the scene that generally does not exceed 
0.008 s; it can be applied to real-time applications.

6  Conclusions

This paper presents two methods based on a comparison of detected points (descriptor), 
the correct correspondence, the time to estimate the fundamental matrix F, the projec-
tion error, recognition rate, and authentication time. The classification of points is done 

Fig. 6 Correspondence of original image by changing the point of view of moving object (e) light-
ing (f), rotation (g), and uniqueness threshold

Fig. 7 Extraction of correspondence by SIFT detectors with RANSAC

Fig. 8 Extraction of correspondence by ASIFT detectors with RANSAC
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by changing the weighting function to “multi-level”. The primary technique combined 
the different descriptors of the SIFT, SURF, FAST, and Harris methods with the 
RANSAC algorithm using eight standardized points, which makes it possible to obtain 
a very large number of descriptors and correspondence. On the other hand, this tech-
nique, when applied to a face database (ORL), gives good results in terms of recognition 
rate and authentication time. The critical disadvantage of the estimation of F is related 
to the time of calculation, which exceeds 1 s.

The second technique based on the variable uniqueness threshold SURF descrip-
tor is associated with the eight-point standardized M-estimator algorithm to obtain 
F at different levels using a weighting function. The average error of the estimate of 
F is very important in comparison to the previous method. But in terms of the 

Fig. 9 Extraction of correspondence by SURF detectors with RANSAC

Fig. 10 Error project Sampson
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Fig. 11 The different detectors combined with the RANSAC algorithm, the eight standardized 
points and the proposed method

Table 1 Results of simulation in terms of entity extraction, key point, similar points, recognition 
rate, and average processing time

Method
Average processing 
time (s)

Average of detected 
descriptors

Average of correct 
matches

Recognition 
accuracy (%)

SIFT 0.78 40 37.6 94
ASIFT 1.78 60 57 95
SURF 0.69 20 19.12 95.6

Table 2 Comparison of the performance of four algorithms (Harris, FAST, SIFT and SURF) in 
terms of key points and match selection

the 
detectors

Without modification

Wit threshold 
modification 
+SURF

Harris  
(in motion) 
(rotation) 
(lighting)

FAST  
(in motion) 
(rotation) 
(lighting)

SIFT  
(in motion) 
(rotation) 
(lighting)

SURF  
(in motion) 
(rotation) 
(lighting)

(in motion) 
(lighting) 
(rotation)

Kypnt1 309 449 54 423 82
273 112 24 152 18
264 76 16 111 43

Kypnt2 328 512 480 439 63
271 110 142 126 21
325 91 142 88 35

Inliers 40 54 153 150 8
26 24 105 73 8
32 16 86 46 8
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estimation time of F, it gives good results from different points of view. In conclu-
sion, this strategy can be used for real-time applications in, for example, moving 
object tracking and face authentication.
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Identification of Persons Using Stereo 
Image Pairs and Perturbation Functions
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1  Introduction

For a considerable period, image analysis and computer graphics have evolved 
independently without finding common ground. This is not surprising: in fact, com-
puter graphics and image analysis are two symmetrical methods of processing 
visual information. Computer graphics operates with formal descriptions of objects 
to create their visual images. On the other hand, image analysis systems work with 
images to produce formalized object models in one form or another. Recently, there 
has been a trend towards convergence and mutual integration of computer graphics 
and image analysis. This is primarily due to the development of virtual reality sys-
tems, such as computer games, various training systems, simulators for pilots, 
drivers and astronauts.

In theory, virtual reality is an absolute interface between a person and a com-
puter, which uses all or almost all systems of human interaction with the outside 
world. In this sense, the user of the virtual reality system experiences the sensation 
of interaction with some model environment that has the features of the real world, 
without contact with it. The model environment and its perception are usually fully 
modeled on a computer. One of the most important problems in the development of 
a virtual reality system is the construction of a model environment. The world in 
which the interaction between the system and the user takes place. The modeling 
environment may consist of objects created entirely in the computer with the hands 
of the designer, and of the objects “digitized” with real. In other words, descriptions 
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of objects in the form of their geometric models can be obtained by various methods 
of analysis of real objects. One of the most common methods of obtaining such a 
description is based on the analysis of image pairs.

The field of study of this work is a set of solutions to the problem of determining 
the spatial parameters of the object by the stereo pair of its images. Obtaining three- 
dimensional models of real objects by analyzing pairs of their images is necessary 
in order to add virtual objects to them for subsequent use in virtual reality systems.

The aim of the work is to develop a method and implement a program based on 
it to obtain a real-time three-dimensional model of the visible part of the surface of 
the scene observed by two video cameras.

2  Restoration of Three-Dimensional Coordinates of a Scene 
on Stereo Pairs of Images

Geometry reconstruction refers to restoring the elevation map of the entire scene. 
Height map—a two-dimensional array (x, y), in which each cell is the value of the 
coordinate Z. Hence, our goal is to get a map of the heights of the scene by binocu-
lar vision.

Consider a situation where two cameras at different points register the same 
scene. A pair of images obtained in this case is called a stereo pair. Let us first turn 
to the simplest case. Let the same cameras are arranged so that their optical axes are 
parallel, and the line passing through the optical centers is perpendicular to the opti-
cal axes (this line is called the baseline, and its segment enclosed between the opti-
cal centers—the base). Put the length of the base equal to B. Choose a global 
coordinate system whose origin O is located on the baseline in the middle between 
the optical centers of the cameras, the OZ axis is parallel to the optical axes, and the 
OX axis is directed along the baseline.

Let the coordinates in the camera image planes coincide with the main points 
U0 = V0 = 0, and the coordinate units in the global system and in the camera image 
planes are the same (w = h = 1).

Select a point with global coordinates (X, Y, Z). The coordinates of its projection 
in the image plane of the first (left) camera are denoted by (x′, y′), and in the image 
plane of the second (right) camera by (x″, y″) . Projections of the same point Min the 
planes of images of different cameras are called conjugate points. It is not difficult 
to verify that
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Note that in the direction perpendicular to the direction of the baseline, the coor-
dinates of the conjugate points (y-coordinates) are the same. This fact is of great 
importance in the automated search for conjugate points on the stereo pair, allowing 
to significantly reducing the size of the search area. From the first two relations it 
follows that

S. Vyatkin et al.



121

 
Z fb x x� �� �� ��/

 

This means that, knowing the geometry of the shooting and measuring the coor-
dinates of the projections of the same point in the planes of the camera image, you 
can calculate the depth (coordinate Z) of this point. Moreover, thus generated cor-
relations enable calculating all the three-dimensional coordinates of the point:
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The difference d = x′ − x″ is called disparity. From the formulas, it becomes obvi-
ous that errors in the coordinates of the projections are more affected by low vari-
ance and, consequently, the distances to distant objects are measured less accurately 
than to close ones. On the other hand, at a fixed range, the variance is proportional 
to the size of the base; hence, the accuracy of measurements increases with increas-
ing base. Further, we will see, however, that the increase in the base can lead to 
errors that are not compensated by the increase in the accuracy of measurements.

From all the above it follows that to estimate the three-dimensional coordinates 
of a point on the stereo pair:

 1. it is necessary to know the internal parameters of the cameras (the task of their 
calibration),

 2. it is necessary to know the parameters of the relative position of the cameras (the 
problem of mutual orientation),

 3. it is necessary to find and determine the coordinates of the corresponding conju-
gate points on the images (the task of finding conjugate points).

3  Conditions and Assumptions

From the theory described above it is clear that the main difficulty of the develop-
ment described in this chapter of the algorithm is the correct choice of the mecha-
nism for finding the corresponding points. Therefore, additional conditions and 
assumptions are introduced that limit the search space and thus reduce the likeli-
hood of false matches.

Epipolar restriction. As mentioned, the matching space is narrowed to one- 
dimensional (along the epipolar), which significantly increases the efficiency of 
matching and reduces the probability of error. In the case of a standard binocular 
configuration epipoles, correspond to the scan lines of the image, which further 
facilitates the work of search algorithms.

The smoothness condition states that scenes can only contain smooth and opaque 
objects. Thus, for the depth (and, accordingly, the disparity) along the surfaces of 
objects, the condition of continuity is fulfilled. Namely, if the features of p1 and ql 

Identification of Persons Using Stereo Image Pairs and Perturbation Functions



122

on the target and offset image are corresponding, then any feature of p2 from the 
neighborhood of p1 on the target image can correspond only to such a feature of q2 
on the offset image that the difference between the norms of the disparity pairs (p1, 
ql) and (p2, q2) does not exceed the modulo in advance of the given small value. It 
is obvious that the smoothness condition is not satisfied near the object boundaries. 
Therefore, many algorithms determine the boundaries of objects (and, accordingly, 
the area of the barrier) precisely by a sharp change in the disparity.

The condition of limitation on the value of the disparity states that for any pair of 
corresponding features on the target and offset image, the disparity does not exceed 
the norm of the specified value. Thus, only objects that lie at a certain distance from 
the camera are considered.

Condition of orderliness states that the order of the corresponding features on 
epipolar does not change. Although this restriction does not apply to narrow objects 
that are close to the camera, its awareness has allowed creating a number of effec-
tive algorithms.

The uniqueness condition states that any feature in the key image can only match 
one feature in the offset image. Thus, transparent objects and areas lying along the 
direction of view of the key camera are not considered.

The photometric compatibility condition states that for any pair of corresponding 
singularities (pl,ql) and (p2,q2) on the target and offset image of the intensity differ-
ence, the absolute intensity difference does not exceed the modulo pre-set value. 
Thus, it is assumed that the corresponding points on the target and offset image have 
approximately the same intensity.

4  System Calibration

The task of calibration of stereo cameras includes the calculation of parameters 
such as focal lengths, the relative position of the cameras in space, the parameters 
of optical curvature, which have all cameras, the parameters of brightness distor-
tion, etc. Calibration methods are divided into photogrammetric [1–6] and self- 
calibration [7–11]:

Photogrammetric calibration. It is based on the observation of an object whose 
geometry is known with very good accuracy. A calibration object usually consists of 
two or three planes orthogonal to each other. Information about its geometry and the 
elevation maps taken by the cameras are used to determine the system parameters.

Self-calibration. This technology does not use any calibration objects. Camera 
movement is used in a rigid static scene, which makes it possible to determine the 
internal parameters of the cameras. If the internal parameters of the cameras are 
fixed, it is possible to determine all the parameters of the scene when moving. This 
approach is very promising, but it does not always give the right results, because a 
very large set of parameters needs to be defined.

To solve the problem calibration can be carried out by any photogrammetric 
method. The next chapter will offer one of the easiest to apply to the task.
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5  Match Search Task

Studies of the mechanisms of stereopsis and binocular optical systems have been 
carried out for many years, and different authors have developed a significant num-
ber of algorithms that allow solving the problem of finding corresponding features 
with one or another efficiency. In general, according to the type of processed fea-
tures, all algorithms for constructing depth maps can be divided into two large groups:

The algorithms for geometric features operate on the geometric features, such as 
angles, straight lines, etc., highlighted in the image with the help of filters. The geo-
metrical features with the most similar parameters are declared offset. The advan-
tages of the algorithms for geometric features are low probability of false matches 
and high accuracy of finding the disparity (modern filters easily find geometric fea-
tures at the subpixel level). The main drawback of this kind of algorithms can be 
considered the relative sparsity of the resulting depth maps.

The algorithms for regions operate on pixels and their intensities. A feature in the 
general sense is considered a pixel, the parameter features-intensity. Such algo-
rithms were first developed for processing aerial photography data of undeveloped 
areas. Such data are characterized primarily by the smoothness of the surface to be 
restored and the lack of a sufficient number of geometric features. In addition, the 
condition of the “plane of the world” is fulfilled—in local areas the target surface 
can be considered flat. The algorithms for the regions allow us to obtain sufficiently 
dense depth maps (ideally, the matching problem is solved for each visible pixel on 
the target and offset image). The disadvantages of such algorithms arise from the 
orientation to the “plane of the world” condition (as a consequence, unstable work 
in the areas of depth gap) and the use of only pixel intensity as parameters (as a 
consequence, unstable work with different camera parameters and in cases of light-
ing changes).

It is clear that to solve the problem of finding a match for areas, you need to set 
the criterion of “similarity” of pixels, which allows you to select the only one cor-
responding to the fixed pixel on the target image among the set of candidate pixels 
on the offset image. It is obvious that simple criteria like the intensity difference 
module are not suitable. Therefore, it is common to do the following: the pixels to 
be tested on the target and offset images are surrounded by small windows of a fixed 
size and determine the “similarity” of the windows based on the calculation of the 
correlation coefficient. Checking windows instead of directly checking the intensity 
allows you to avoid errors related to noise and local changes in illumination. On the 
other hand, in the case of choosing a “bad” correlation criterion, the use of windows 
leads to unstable operation of the algorithm in the areas of sharp changes in depth 
(they do not meet the condition of the “plane of the world”).

The most well-known algorithms for regions can be divided into three classes:
Local algorithms. In this case, the matching problem is solved independently for 

individual pairs of points (pixels) on the target and offset image. When solving the 
matching problem for each fixed pair of points, the results of the solutions for the 
other pairs are not taken into account. Each pair of corresponding points is searched 
independently and in parallel with other pairs.
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Search algorithms in the epipolar space. In this case, the matching problem is 
solved for epipolar pairs on the key and offset image. Each pair of epipolar forms an 
epipolar space, and although the points within the space are compared indepen-
dently based on the correlation criterion, the result of solving the matching problem 
for a given pair of points will be used to solve the problem for the next pairs of points.

The global algorithms compare the images. In this case, the target image and the 
offset image are compared as a whole, and the result of solving the matching prob-
lem is determined simultaneously for all points of the target image. It should be 
noted that although binocular visual systems predominate in nature, developers of 
algorithms for calculating depth maps usually use a larger number of cameras. 
Redundancy of information (three images instead of two), appearing in this case, 
allows to cope more effectively with the ambiguities characteristic of the stereopsis 
algorithms.

Criteria for the pixels:
Among the criteria for comparing pixels, two large groups can be distinguished. 

These are parametric and nonparametric criteria. Parametric tests explicitly use the 
values of the intensities of the pixels in the window.

6  Parametric Tests

Among the parametric criteria, the most widely used is the sum of squares of SSD 
intensity differences. For the window of radius R, the sum of the squares of the 
intensity differences is defined as
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The SSD criterion uses the order of pixels in the window (which allows you to 
successfully discard symmetric areas) and integer calculations. It can be success-
fully implemented in linear form, so its complexity will be 
O(width*height*(disparity_map- disparity_map)). You can also use its modifica-
tion, which is insured against brightness errors of video cameras, when the aver-
age brightness may differ from the cameras on constant or constant times:
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7  Nonparametric Criteria

Nonparametric criteria do not directly use intensity values, but try to somehow track 
the topology of the space that falls into the window. Among nonparametric criteria, 
the census criterion is the most common [12, 13]:
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Here operation “>” takes the values 1 if the left operand is greater than the right 
one and 0 otherwise. The “^” operation takes the values 1 if the left operand is not 
right and 0 otherwise.

This criterion carries protection against glare and brightness errors of video 
cameras, when the average brightness may differ from the cameras on constant or 
constant times. However, it has big disadvantage — complexity 
O(R*R*width*height*(disparity_map-disparity_map)).

In addition, the authors [13] proposed an interesting criterion that can be used 
when the preliminary segmentation of images on the area is carried out. Each area 
has its own set of parameters that define its distortion. These parameters are found 
using the correlation coefficient. Two methods of cross-correlation and morphologi-
cal correlation are considered. In both cases, the problem of finding parameter cor-
rections is reduced to the problem of generalized eigenvalues. Unfortunately, this 
criterion is too time-consuming to use in solving the problem.

For calibration, it was decided to use the photogrammetric method, since the 
parameters of the cameras are assumed unchanged and it is enough to determine 
them once. To find matches, it was decided to use the search algorithm in the epis-
tolary space as fast and efficient enough. During the comparative test of SSD and 
census criteria, SSD was selected.

The simplest binocular system is when the optical axes of the cameras are 
assumed parallel, the cameras are fixed, the observation planes coincide, and the 
internal parameters of the cameras coincide. Due to the simplicity of the calibration 
implementation, an approach similar to that described in [1] was chosen. Several 
shots of a flat object with points on the surface are taken. Points are plotted in a 
certain order and knowledge of this order is used to find matches on stereo images. 
After finding the matches, the knowledge of the distance between the points is used, 
a system of equations for the internal and external parameters of the scene is com-
piled and the least squares method is solved, minimizing errors in the measurement 
of these parameters.

It is also possible to simplify the method—the definition of not all parameters, 
but only the focal length and the size of the base. Alternatively, more precisely, you 
need to find the product of these two quantities to use them to obtain Z:
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The authors [14] conducted extensive testing of matching algorithms on pairs of 
images and found that the fastest is the sum-of-squared-differences algorithm—the 
difference of the sum of squares. In addition, indeed this is the most simple. This 
algorithm can be briefly described as the follows:

 1. Calculate the price of matching a pair of pixels as the square of the pixel intensity 
difference with the given disparity.

 2. The summation of the prices on the window with a specified constant size.
 3. The disparity is selected from at least all values for each pixel.

Unfortunately, this algorithm shows too little stability because many conditions 
are not checked in it. Therefore, the following algorithm with the use of dynamic 
programming was chosen.

Consider a standard binocular system and an epipolar plane uniquely defined by 
the optical centers of the cameras and an arbitrary point in space. A couple of epi-
polar formed by the intersection of the epipolar plane and the picture planes of the 
target and offset of the image determines a discrete space, called an epipolar search 
space. Consider a couple of these epipolar (el, er) as the coordinate axes. The ele-
ments of the discrete epipolar search space B(i,j) are the values of the correspon-
dence criterion for the I-th point el(i) epipolar on the target image and the j-th point 
er(j) epipolar on the offset image. The smaller the value of the criterion, the more 
likely it is that the points el(i) and er(j) form a corresponding pair. To solve the 
matching problem, let us move to a more convenient form of representation of the 
search space. For a standard binocular system, the pairs of epipolar will correspond 
to the pairs of scan lines of the target and offset images. Consider a couple of these 
epipolar (el(y) er(y)). We introduce a discrete search space as follows: on one axis, 
we lay the values of the coordinate x along the epipolar el(y) on the target image, 
and on the other—the values of the disparity. The elements of the space ESSP 
(x,d,y) will be the match criterion values for the point(x) of the El (y) epipolar on 
the target image and the point (x-d) of the epipolar on the offset image. The smaller 
the value of the criterion, the more likely it is that the points el(x, y) and er(x-d,y) 
form a corresponding pair.

Consider all possible paths from the lower left corner to the right edge of the 
search space ESSP(x,d). Obviously, each of these routes is a solution to the match-
ing problem for all epipolar points on the target image. If there are restrictions on 
the “form” of the path, using the method of dynamic programming, we can quickly 
choose from a variety of routes optimal in terms of cost. Thus, by correctly setting 
the cost and constraint function, we can effectively solve the matching problem for 
all points of the epipolar pair at once. Obviously, the desired optimal route in the 
search space cannot be of arbitrary shape. Make important assumptions:

 (a) A scene consists of objects that may exist in physical reality. Therefore, we 
consider only one-connected routes.
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 (b) All objects present in the scene are opaque. Thus, the visible point can corre-
spond to only one point. If it corresponds to more than one point, it is consid-
ered to be blocked.

 (c) The condition of order is fulfilled. From these assumptions, it immediately fol-
lows that the desired path cannot change direction, i.e., for the route point (i,j) 
only the point (i + l, j), (i, j + 1), or (i + 1,j + l) can be next. This fact allows you 
to successfully apply the method of dynamic programming.

We introduce the cost function as the arithmetic mean of the cost of the pixels for 
which we have already built a route. Moreover, we will look for a route that mini-
mizes this function. The transformation is specified by the rule:

 m i j n j� � �,  

In such a space, rule (C) will be reformulated: for a route point (m,n), only the 
point (m+1, n), (m, n+1), or (m−1, n+1) can be next. To build the optimal route we 
will use a modified Dijkstra algorithm. Below is its description:

Task. It is known that all prices are non-negative. Find the minimum cost func-
tion path from the lower boundary of the space to the top.

We put the entire lower bound of the space in the list of points sorted by the cost 
function, for which the optimal path has already been found, and start the cycle.

 1. We get from the list the first point. Remove it from the list.
 2. Check if it lies on the upper border of the exit cycle to point 4.
 3. For each of the three nearest points, we determine whether they were selected 

from the list earlier. If it happened, go to the beginning of the cycle in point 2. 
Otherwise, we calculate a new cost function for it, assign the current point as the 
“parent” for this neighboring point, and add the neighboring point to the list.

 4. Restore the prescribed “parents” the desired path.

The hardest part of this algorithm is the constant sorting of the list. When you set 
it as a tree, it occurs in nLog (n) steps. The testing showed that of the point lying 
closer to the end of the list almost never contribute to the construction of the route. 
The introduction of an additional point to the algorithm is obvious: 2 (a) if the 
length of the list reaches the constant C2, and then delete all its elements following 
the number C1. (C1 < C2).

Constant value C1 was chosen to be equal to the width of the search space, i.e., 
(disparity_max-deparity_min). This decision is based on the peculiarities of filling 
the search space—if a poorly textured surface occurs in the scene; the space is filled 
with small values close to each other. It is from such areas that the most points fall 
into the list. Obviously, such areas are bounded by the width D of the search space. 
The value of C2 was chosen as 3C1. Testing has shown that adding this small check 
reduces the length of the sorted list by several times without making noticeable 
distortions.
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8  The Method of Face Recognition

The method of face recognition with the use of perturbation functions and the set- 
theoretic operation of subtraction was presented in [15, 16].

A calibrated stereo pair (Fig. 1) is used for calculating 3D points on the face.
Let us assume that we have two projective matrices Mi
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where x, y, z are three-dimensional coordinates of the point, ui and vi are their pro-
jections in the image i, and si is the scale factor. The stereo pair is characterized by 
the following parameters: the points of the image planes E1 = (u1, v1) and E2 = (u2, 
v2), and the point of the world coordinate system P = (x, y, z).

Using the calibrated stereo pair for the face, we calculate the depth map by the 
correlation algorithm. In this work, we use an area-based algorithm with correlation 
of image intensity levels [17].
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Fig. 1 Stereo-pair
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Here I1 and I2 are the intensities of the left and right images, I1
��

 and I2
��

 are 
their mean values, dx and dy are the displacements along the epipolar line, and 
s = max(0.1 − c) is the correlation estimate.

There are two images of the stereo pair; scanning of these images provides infor-
mation about the depth buffer (depth map) (Fig. 2).

In finding the perturbation peak, we calculate the characteristic size of the pro-
jection of the current interval, which is used as a basis for determining the detail 
level. For a larger interval, a rough approximation of the original function is taken. 
If a more detailed presentation is needed, then bilinear or bicubic interpolation of 
heights at the last detail level is performed. As a result, we obtain a 3D mask of the 
face (Fig. 3). Using three anthropomorphic masks, we construct a coordinate system 
that ensures a possibility of superposition of the tested masks (Fig. 4); finally, cer-
tain parts are cut off by a clipping plane for equalization of the volumes.

Applying the set-theoretic operation of subtraction
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We determine the set of 3D points (voxels) belonging to the object f3 = i(f1(x, y, 
z), f2(x, y, z)), F1: f1(x, y, z)0, F2: f2(x, y, z)0. To find 3D points, voxelization of the 
remaining part of the volume after the subtraction is needed.

The smaller the number of voxels left, the greater the similarity of the tested 
objects.

Fig. 2 Depth map
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9  Conclusions

During the experiments it was found that the effective size of the comparison win-
dow in the construction of the search space is determined by the resolution and size 
of the objects depicted on it.

Quality testing of several criteria was carried out by the sum of modules of dif-
ferences, sum of squared differences, and the criterion of the census.

The first was discarded immediately, because its quality was almost the same as 
the second, but it is impossible to calculate a linear algorithm.

It was tested with a different set of permissions, using the SSD criterion. It is 
established that: on average, it takes approximately equal time to fill the search 
space with its values and search for the optimal path, the operating time depends 
linearly on the difference between the maximum and minimum disparities, the time 
depends linearly on the image area while maintaining the width-to-height ratio.

The results of testing the method are encouraging. Both virtual objects from 
available data bases and real persons were used. The 3D technology of face recogni-
tion provides effective operation; more than 98% of test objects were successfully 
recognized by using this method. Nevertheless, there are some factors that result in 
failure of verification. These factors can be classified into two groups: incorrect 
position ahead of the camera and interferences in data readout. The first class 

Fig. 3 Reconstructed object

Fig. 4 The test sample and 
the object from the 
database
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includes situations where only some part of the face is visible for the camera: the 
face is not directed toward the camera, the head is turned downward or to the left or 
right from the camera, the person is located too close to the camera, or the person 
goes away from the camera too fast after the beginning of verification (less than 
1 s). The method operates successfully if the recognized object moves uniformly, 
but the camera fails to capture the observed object exactly in the case of its sudden 
acceleration.

It should be noted that observation of only some part of the face in the camera is 
not completely unacceptable because fragments can be successfully verified by 
using the geometric operation of intersection. The proposed method allows selective 
testing with the use of the geometric operation of intersection of a transparent cyl-
inder or any other geometric shape with the surface.

Interferences of data readout occur if the facial expression is not neutral as 
required or if the headwear, mirror shades, or hair cover a major part of the face.

Advanced methods are capable of recognition based on different facial 
expressions.

Three-dimensional morphing is used for recognition in the proposed method.
If we compare 2D systems and the proposed 3D method of recognition, we can 

see that the false response probability in the first case is 0.12% and the false rejec-
tion probability is 9.8% for the recognition threshold being set at 70%. In the second 
case, the recognition threshold was set at 90%, and the method provided the false 
response probability of 0.004% and the false rejection probability of 0.1%.

In all tests performed simultaneously for both technologies with the use of the 
same images, the 3D technology of face recognition turned out to be more efficient 
than the 2D technology.

An example of 3D recognition methods is the well-known method of fitting for 
reconstructing the shape and parameters of the texture. This method is based on a 
system of linear equations. Recognition is performed on the basis of comparisons of 
the reconstructed shapes and texture of the image.

However, manual initialization is needed in the Face Identification by fitting a 
3D Morphable Models method. The recognition time (approximately 1 min on the 
Pentium III processor with a frequency of 800 MHz) does not satisfy the require-
ments of most real systems.

As compared to previously available methods, the proposed method offers the 
following advantages: 3D morphing allows recognition of faces with different facial 
expressions; face identification on the basis of some part of the image is possible; 
texturing of the face surface is not needed; the method is completely automatic and 
fast (about 200 ms for one face image with a resolution of 640 × 480 pixels with the 
use of the Intel Core i7-2700K processor (8 MB cache memory, 3.90 GHz)), which 
is faster than the fitting method approximately by two orders of magnitude. The 
measurement error is no more than 0.8 mm (for each point of the 3D surface).

For real-time visualization, a binary method of searching for image elements 
with the use of graphics processing units adapted for calculating perturbation func-
tions can be used. Therefore, a method of face recognition based on perturbation 
functions and the set-theoretic operation of subtraction is proposed. 
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Three- dimensional masks were used for face recognition. This method differs from 
available 3D methods by the fact that it involves not only all points of the surface in 
the recognition procedure, but also the volume of the tested mask. The method 
offers the following advantages: manual initialization of the process is not needed; 
three- dimensional morphing solves the problem of face recognition on the basis of 
different facial expressions; face recognition on the basis of only some part of the 
image is possible; face reconstruction is completely automated. The computation 
time is approximately 200 ms with a resolution of 640 × 480 pixels.

The method can be used in various situations where intellectual video monitor-
ing of specially protected objects is needed: defense complex enterprises, heavily 
crowded areas, etc.

Further research areas:

 1. Development of filters superimposed on the resulting elevation map.
 2. Development of filters superimposed on the resulting three-dimensional search 

space (x, d, y) surface, after finding the surface heights.
 3. Development of filters superimposed on the two-dimensional search space (x, d) 

before constructing the optimal route.
 4. Development of criteria for comparison of pixels.
 5. The development of methods of finding surface correspondences using a sepa-

rate Y for each cost function, and the total for the entire scene.

The most promising works, in our opinion, are items 2 and 5. Since after con-
structing the search surface, we also have a lot of similar in price function surfaces, 
we can choose another, based on additional filters—for example, the median. 
Moreover, the development of a global cost function would help to reduce the num-
ber of errors in the construction of the search surface.
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on an Analysis of the Areas of the Inner 
Surface
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1  Introduction

According to the analysis of the world market, biometric technologies bring great 
profit for different regions of the globe. By 2024, biometric technologies are 
expected to generate revenue of up to tens of billions of dollars per year. Almost 
every new smartphone has biometric technologies. Various characteristics are used 
as biometric parameters, which are divided into static (fingerprint, face shape, palm 
shape, vein pattern, ear shape, etc.) and dynamic (voice, gait, handwriting dynam-
ics, etc.). Mainly geometric, brightness, and color forms represent static character-
istics, and dynamic characteristics describe various quantities that change over time. 
Each of the biometric characteristics has its advantages and disadvantages. 
Moreover, for accurate and reliable biometric identification, several biometric 
parameters are simultaneously used. The best option is the simultaneous use of 
static and dynamic biometric characteristics.

Currently, experts are defining new biometric characteristics. Especially with the 
advent of new devices used by a large population. Now, for various smartphones, 
methods for biometric identification by the auricle, by the dynamics of working 
with the keyboard, identification of facial images and other characteristics have 
already been developed.

One of the simple methods of biometric identification is identification by the 
geometric shape of the hand. The parameters of the hand of each individual person 
are unique—the shape of the hand, the width, the length of the palm, individual 
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fingers, the folds of the phalanges on the back side, the pattern of blood vessels. In 
total, there are about 90 distinctive features.

A large number of palm biometric identification methods use such features as the 
width of the palm, the radius of the circle inscribed in the center of the palm, as well 
as the length of the fingers and the height of the hand [1–9]. The disadvantage of this 
approach is a the ability to easily create unauthorized copies of palm images.

There are many methods that use the geometry of the phalanx folds and the loca-
tion of blood vessels [2, 7, 9]. Such methods use special devices to scan the palm 
and its fragments. The disadvantage is the possible damage to the shape of the palm.

To scan the palm of a person, many companies produce various devices that 
extract the totality of the necessary identification parameters. These devices can be 
easily acquired. Most of these devices have a design that requires the location of the 
hand with a given location. The location of the fingers is also taken into account.

The biometric identification of the geometric shape of the palm is comparable to 
the biometric identification of the fingerprint and is used in many access systems.

In this work, the task is to increase identification accuracy by analyzing the shape 
of the palm of the hand, which has an arbitrary location and is presented on a modi-
fied scale.

To solve this problem, the work proposes a system of relations of biometric 
parameters that the authors use to accurately describe the shape and area of the palm.

2  Description and Software Implementation of the Method

The geometric shape of the palm can be analyzed from the inside and outside. 
Biometric characteristics of both sides of the palm have significant differences. In 
this case, the area of the geometric shape of the palm and fingers are most often 
used. However, the area may be the same for different geometric shapes. Therefore, 
the analysis of the area of the palm should be carried out simultaneously with the 
analysis of the geometric shape.

The geometric shape of the palm can be described through a polygon approxi-
mating the outline of the palm. In this case, new additional quantitative characteris-
tics appear, such as the length of the contour, the length of the segments between the 
vertices of the polygon, and the angles at the vertices.

Also, the geometric shape can be described by the areas of individual regions 
inside the image contour. To do this, the geometric shape of the inscribed circle or 
rectangle is selected, the area of which is simply calculated, and the remaining 
regions that do not belong to the inscribed figure have an area value that allows you 
to describe the geometric shape in the selected edge of the palm.

Since the methods of biometric identification by the geometric shape of the palm 
of the hand depend on devices, the images from the scanning device are formed 
clearly with well-defined borders and color scheme (Fig. 1) [2].

In most methods, an image with spread fingers is a prerequisite. Therefore, scan-
ners contain the necessary devices for spreading fingers. However, there are meth-
ods that are enough to spread two fingers, as well as methods that do not take into 
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account the location of the fingers. The method that is described in this chapter 
requires the fingers to be placed in an open and relaxed palm laid on the surface of 
the scanning device. An example of the image of such a palm on Fig. 2 is shown.

Free palm images for all identifiable hands can also be used. In this case, all 
identifiable must have the same finger arrangement.

Initially, using a scanner, the palm image is converted into a digital file, which is 
downloaded to a computer system. The resulting color image of the palm is con-
verted to a bitmap (Fig. 3).

Fig. 1 Image of the inner 
side of the palm obtained 
from the scanning device

Fig. 2 An example of the location of the fingers of the palm that are used in the proposed method
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For each color image, the program evaluates the brightness and color character-
istics and, based on their analysis, selects the binarization threshold such that the 
inner palm region is black. For the image presented on Fig. 3, a binarization thresh-
old of 85% is selected. It is also possible to invert colors in the image.

Biometric characteristic features are extracted using the entered additional geo-
metric structures. These include:

 – top rectangle;
 – bottom rectangle;
 – top line;
 – main line;
 – first bottom line;
 – second bottom line.

Rectangles are constructed taking into account several control points, and the 
lines must pass through the given control points.

The main line is the line that runs through the widest part of the palm along the 
X axis. To search and measure the main line, the vertical cycles are organized, and 
inside it is a horizontal cycle, which bypasses the pixels of the bitmap, starting from 
the upper left corner. This cycle searches for a continuous horizontal line consisting 
of black pixels. Counter counts black pixels going one after another. If the black line 
is interrupted, then the horizontal cycle is interrupted, and the counter value is com-
pared with the maximum recorded before, and when the maximum is exceeded, it is 
replaced. The program that implements the method was developed in the Delphi 
environment using the Object Pascal language. The listing fragment for the loop is 
described by the following instructions:

Fig. 3 An example of converting a color image of the palm into a bit
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max := 0;
For i := 0 to n - 1 do

begin
c := 0;
For j := 0 to m - 1 do

begin
if (M1[j, i] = 0) and (c > 0) then

Break
else

if M1[j, i] = 1 then
begin

if c = 0 then
begin
x := j;
y := i;

end;
Inc(c);

end;
end;

if c > max then
begin

max := c;
Line1_1.X := x;
Line1_1.Y := y;
Line1_2.X := Line1_1.X + max - 1;
Line1_2.Y := Line1_1.Y;

end;
end;  

The top line is the line that runs through the widest part of the palm, starting from 
the top right after the fingers. To search and measure the top line, the X coordinate 
of the center line center is first calculated. Then, a vertical cycle is organized with 
the pixel traversal of the bitmap from the bottom and up starting from the coordinate 
Y of the main line, and an internal horizontal cycle is realized that implements the 
pixel traversal of the bitmap from the middle of the main line to the end of the image 
from left to right. In the process, the counter counts continuously moving black 
pixels along the X axis. If black pixels are interrupted, then the horizontal cycle is 
interrupted, and the counter value is compared with the maximum recorded before, 
and when the maximum is exceeded, it is replaced.

A fragment of the program that implements the formation of the upper line is 
represented by the following sequence of commands.
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k := Line1_1.X + (Line1_2.X - Line1_1.X) div 2;
Line2_1.X := k;
max := 0;
For i := Line1_1.Y downto 0 do

begin
c := 0;
For j := k to m - 1 do

begin
if (M1[j, i] = 0) and (c > 0) then

Break
else

if M1[j, i] = 1 then
begin

if c = 0 then
y := i;

Inc(c);
end;

end;
if c > max then

begin
max := c;
Line2_1.Y := y;
Line2_2.X := Line2_1.X + max - 1;
Line2_2.Y := Line2_1.Y;

end;
end;  

After that, the coordinates of the upper line are calculated. To do this, a cycle 
along the X axis is performed, starting from the right edge of the area found in the 
previous step, to the left to the beginning of the palm image. In this case, a check is 
made for the meeting of the first white pixel that has come across. As soon as a 
white pixel is encountered, the X coordinate is fixed and the loop stops working. A 
listing fragment of a program that implements the described process consists of the 
following commands and operators.

For j := Line2_2.X downto 0 do
if M1[j, Line2_2.Y] = 0 then

begin
Line2_1.X := j + 1;
Break;

end;  

The next biometric parameter is the interval (distance) between the main and 
upper line. The interval is calculated as the difference between the coordinates 
along the Y axis of the main and upper lines.

Interval := Line1_1.Y - Line2_2.Y; 
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The first bottom line is formed as follows. The interval departs from the main 
line down the Y axis and searches for coordinates along the X axis at this point. To 
do this, execute a cycle along the X axis from left to right from the beginning to the 
end of the image. In this case, the X coordinates of the beginning and end of the first 
continuous sequence of black pixels encountered are recorded. As soon as the 
sequence of black pixels is interrupted, the cycle stops. A fragment of the listing that 
implements the formation of the first bottom line has the following structure.

Line3_1.X := -1;
Line3_1.Y := Line1_1.Y + Interval;
Line3_2.Y := Line3_1.Y;
For j := 0 to m - 1 do

if (M1[j, Line3_1.Y] = 1) and (Line3_1.X = -1) then
Line3_1.X := j

else
if (M1[j, Line3_1.Y] = 0) and (Line3_1.X <> -1) then

begin
Line3_2.X := j - 1;
Break;

end;  

The second bottom line is determined by moving the interval down along the Y 
axis and searching for coordinates along the X axis at this location. To do this, 
execute a cycle along the X axis from left to right from the beginning to the end of 
the image. At the same time, the X coordinates of the beginning and end of the first 
continuous sequence of black pixels are recorded. As soon as the line of black pixels 
is interrupted, the cycle stops working.

A fragment of the program that implements the definition and formation of the 
second lower line is as follows.

Line4_1.X := -1;
Line4_1.Y := Line3_1.Y + Interval;
Line4_2.Y := Line4_1.Y;
For j := 0 to m - 1 do

if (M1[j, Line4_1.Y] = 1) and (Line4_1.X = -1) then
Line4_1.X := j

else
if (M1[j, Line4_1.Y] = 0) and (Line4_1.X <> -1) then

begin
Line4_2.X := j - 1;
Break;

end;  

The main biometric characteristics of the palm that are used to implement the 
method are shown in Fig. 4.

To calculate the area, it is necessary to calculate the parameters of the rectan-
gle areas.
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 1. The main rectangle is the height from the top line to the bottom line, the width 
from the beginning of the main line on the left to the end of the top line on 
the right.

 2. Six areas. The main rectangle is divided along the Y axis in the place where the 
middle of the main line is located. Then, by means of the main line and the first 
lower horizontal line, the main rectangle is divided.

 3. The upper rectangle is the upper part of the main rectangle, divided by the main 
line along the X axis.

 4. The bottom rectangle is the bottom of the main rectangle, divided by the main 
line along the X axis.

After six areas are selected, the calculation of the areas covered by black pixels 
representing the corresponding part of the palm follows. Next, we calculate the rela-
tions that allow us to process images of the palms presented at different scales.

For sufficient identification, the following relations are used.

 1. The ratio of the area occupied by black pixels in the main rectangle to the six 
areas of the rectangles included in the main rectangle, which are taken into 
account alternately.

 2. The ratio of the area occupied by black pixels in the lower rectangle to the area 
in the upper rectangle.

Fig. 4 Display of the basic biometric characteristics on the palm image that implement the pro-
posed method
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 3. The ratio of the length of the main line along the X axis (the widest part of the 
palm) to:

 (a) Top line;
 (b) First bottom line;
 (c) Second bottom line.

To implement the identification process, a database is created (electronic direc-
tory), which is represented by a file of a structural type. An entry is added to the 
directory that contains the name of the reference and all calculated relationships.

Identification is carried out as follows.

 1. Checks for the presence of a directory file.
 2. The directory file is opened.
 3. In the directory file, the all entries are analyzed. In this case, the resulting array 

of structures is filled. Each structure contains.

 (a) Reference serial number in the directory file;
 (b) The name of the reference;
 (c) An array in which values 1 or 0 are placed.

If the absolute value of the difference in the ratio of the reference and the 
corresponding ratio of the recognized object is less than the specified accu-
racy (confidence interval), then 1 is written to the array, otherwise 0. 
Recording to the array of results is performed at the position that corre-
sponds to the position in the array of relations.

 (d) Sum of ones (matches) recorded in the previous paragraph.

 4. Sorting by the sum of ones (matches) of the resulting array of structures in 
descending order.

 5. Output the resulting array to a table on the main form.

Thus, in the table of recognition results on the main form, the references with 
which there is the greatest coincidence are shown first. Next in descending order are 
the references with fewer coincidences.

3  Experiment Description

Based on the described method, computer simulation was performed using the 
Delphi environment and Object Pascal language. Fragments of the program that 
describe the algorithms for determining the selected biometric characteristics are 
presented in the previous section. The interface of the program that implements the 
model of the method on Fig. 5 is presented. The interface is divided into several fields.

 – Field displaying palm shape and basic biometric characteristics.
 – Field displaying quantitative results of calculating biometric characteristic fea-

tures for a selected palm image.
 – Field for displaying identification results.
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For the experiment, palm images obtained from a scanning device and having 
clear palm borders on the rest of the background were used [2]. The resulting image 
was binarized for different binarization thresholds. The obtained quantitative values 
of the relations of biometric characteristics are recorded in the database and they are 
assigned the identifier of the person to whom this palm belongs. The database was 
formed for images of the palms of the right and left hands of a person.

The identification process is carried out by downloading an image from a scan-
ning device and determining the necessary quantitative values of the ratios of the 
selected biometric characteristics. After loading the calculated relationship values, 
the nearest reference value recorded earlier in the database is searched.

At the initial time, the nearest references are searched for by the value of the main 
line or the upper line. From the selected nearest references, the remaining biometric 
parameters are selected and compared with identical parameters from the image at 
the system input. If the number of matched quantitative values exceeds the set thresh-
old, then the identifier of the nearest reference identifies the identified person.

Part of the biometric characteristics of the shape of the palm may coincide for the 
impostor. However, most are mostly different for different people. In the process of 
recognition, comparisons are made with the references of each group in turn. The per-
centage of matching values for each selected accuracy value is determined. If the calcu-
lated percentage exceeds the selected threshold value, then the corresponding identifier 
identifies the person. An example of identifying of “own” on Fig. 6 is presented.

In this example, five reference values for one identifiable are present in the data-
base. The comparison was carried out for accuracy from 0.1 to 0.5. Here, the second 

Fig. 5 The interface of the program that implements the method
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reference is represented by an unsuccessful hand position on the scanning device. 
With an accuracy of 0.1 and 0.2, not all references have a complete match between 
the calculated ratios. An accuracy of 0.3 gives a complete match of all ratio values 
for the four references of this user.

The results of comparisons of the formed relations with the reference values 
belonging to another person at intervals of 0.1, 0.2, and 0.3 give significant devia-
tions. Approaching the full value appears at intervals of 0.4 and above (Fig. 7).

In this Fig. 7 the last two groups of values identify their own, and the remaining 
values identify the impostor.

These thresholds are selected for the scanner used. There is also a need for a 
specific palm position. The palm should be fully displayed on the generated image.

Authentication can be done by analyzing the percentage of matches for each user.

Fig. 6 An example of identification for “own”

Fig. 7 An example of the identification of one’s own and impostor
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4  Conclusion

The palm on the image has large variations in parameters, although the method is 
considered simple to implement. Identification by palm image depends on location 
on the scanning surface and on the scanner itself. The ratio of the geometric shapes 
of the palm on the scanned image is important.

The paper considers the method of biometric identification of a person by the 
image of his inner side of the palm. The method made it possible to simplify the 
identification process by selecting biometric characteristics belonging to the palm 
region, which remains practically unchanged. The method practically does not take 
into account the geometric shapes of the fingers and their location. In this case, there 
are certain requirements for the location of the palm on the scanning device. The 
confidence interval for the images that participated in the experiment was deter-
mined. The experiment showed that the more standards used in the database to 
identify a single user, the higher the accuracy of identification. When using ten or 
more reference values, the permissible FFR and FAR values for this identification 
method are determined.

In the future, it is planned to modify the method for the possibility of processing 
images with different orientation of the palms, as well as use various databases.
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Search of Informative Biometric 
Characteristic Features of the Palm Based 
on Parallel Shift Technology

Sergey Yuzhakov, Sergii Bilan, Stepan Bilan,  
and Mykola Bilan

1  Introduction

Modern technologies in the field of biometric personality identification are develop-
ing rapidly. For biometric identification of a person, a large number of biometric 
characteristics are used, which are divided into static and dynamic [1–3]. These 
characteristics constantly belong to one person throughout life and can change with 
his age. In this case, the static biometric characteristics (fingerprint, face image, 
geometric shape of the palm, ear, iris and retina of eye, etc.) can be faked without 
much difficulty. Two-dimensional characteristics can be photographed, and three- 
dimensional can be copied and recreated using a 3D printer. Dynamic biometric 
characteristics (voice, gait, handwriting and keyboard handwriting, etc.) can be 
faked with great difficulty, therefore they are more reliable.

Improving the accuracy and reliability of identification is achieved through the 
use of several biometric parameters, both static and dynamic [1–3]. This is due to 
the fact that the quantitative values of some biometric characteristics for different 
people may coincide. This is especially true for relatives. Modern scanning devices 
capture biometric characteristics with high quality [4]. Many of them include 
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pre- processing functions for clearly extracting the required biometric parameter and 
removing uninformative information and noise.

Almost all biometric characteristics are a combination of a large number of dis-
tinctive elements [4]. A fingerprint consists of a large number of lines of various 
shapes. Moreover, for different patterns of fingerprints, individual lines can have the 
same shape. When identifying by faces of different people, lip shapes, forehead 
shape, eye color, etc. may coincide separately. However, faces are identified as for 
different people.

One of the commonly used biometric characteristics is the geometric shape of 
the palm of a person’s hand [5–13]. Special scanning devices that require a rigid 
hand position on the scanning surface read this biometric characteristic. To date, 
more than 90 biometric characteristics are known that distinguish two palms belong-
ing to different people. However, part of the biometric characteristics of the palm 
may coincide for different people. Therefore, the analysis of all biometric character-
istics of the palm gives the greatest accuracy of identification. Moreover, the analy-
sis of each biometric characteristic of the palm requires separate algorithms and 
tools that complicate the system as a whole.

In this regard, the task is to determine the biometric characteristics of the palm, 
which determine the most significant differences for all the palms at the entrance of 
system. Since the analysis of all the biometric characteristics of the palm requires a 
lot of time and effort in the work, the biometric characteristics described by Bilan 
M. and Bilan A. are analyzed. According to these characteristics, the geometric 
shape of the palm is described by the areas of individual sections of the palm image.

To solve the problem of searching for informative biometric characteristics, par-
allel shift technology is used (PST) [14–18], which allows to analyze the image area 
of any shape. PST gives users the opportunity to uniquely evaluate the geometric 
structure of the image.

2  Parallel Shift Technology

Sergey Yuzhakov and Stepan Bilan proposed the parallel shift technology [14–18] 
in the early 2000s. This technology is mainly aimed at analyzing the geometric 
shapes of images using one parameter—area. Area in PST is defined as a collection 
of pixels belonging to an image [14, 15]. This area can be defined as a collection of 
pixels within a certain closed border, as well as a set of different groups of pixels 
scattered throughout the image field [15].

PST is that for the analyzed image, a copy is created that moves in different 
directions [14]. At each time step of the shift, the intersection area of the original 
image and its copy is determined (Fig. 1).

During the shift time of the image copy, the function of the area of intersection 
(FAI(φ)) in the shift direction φ0 is formed. The FAI defines a set of quantitative 
values that correspond to the area of intersection at each time shift step. FAIs are 

S. Yuzhakov et al.



149

determined for different shear directions (most common directions are 00, 450, 900, 
and 1350). FAIs are unique for each image. The more shift directions, the more 
accurate the image description. An example of formed FAIs for shift directions 00, 
450, 900, and 1350 on Fig. 2 is shown.

For the same image, the FAIs in the opposite directions are the same. For exam-
ple, FAI(00) = FAI(1800). Therefore, the shift directions from 00 to 1790 are used.

The advantage of PST is the use of a single geometric parameter, which is easily 
determined using computer technology. There are also many solutions for improv-
ing image analysis using this technology by introducing additional coefficients and 
standard functions of the area of intersection.

Fig. 1 Formation of the 
area of intersection 
(highlighted in green) of 
the initial image and its 
copy shifted by 120 time 
steps in the direction of 
shift by 00

Fig. 2 Example of generated FAIs for shift directions 00, 450, 900, and 1350. The x-axis represents 
the number of pixels belonging to the FAI and the y-axis represents the number of shear steps in a 
given direction

Search of Informative Biometric Characteristic Features of the Palm Based on Parallel…
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3  Analysis of the Geometric Shape of the Palm

To analyze the geometric shape of the palm, the palm image sections were used, 
which are determined by the method proposed by Bilan M., Bilan A., and Bilan 
S. This technique does not take into account parts of the palm that can change their 
location on the scanning device. For example, fingers may have a different arrange-
ment. Only parts of the palm that are not changed are taken into account. These 
parameters include the parts that make up the middle part of the palm, with a 
large area.

The technique consists in the fact that the binary image of the palm is divided 
into six areas of the whole middle part of the palm, taking into account the location 
of the thumb (Fig. 3).

Rectangles are constructed taking into account control points located on the 
image of a person’s palm. The upper side of the rectangle is determined by the line 
that runs through the widest part of the palm immediately after the end of the lower 
part of the image of the fingers. Typically, this line touches the hollow between the 
fourth and fifth fingers on the left for the image of the left palm. Therefore, the loca-
tion of the fingers does not affect the location of the top line of the rectangle.

To determine the bottom side of the rectangle, a line is drawn that passes through 
the widest, inextricable part of the palm. Usually, this line is tangent to the cavity 
between the thumb and forefinger and is parallel to the horizontal axis. The distance 
between these lines is calculated. To construct the bottom side of the rectangle, 
these calculated three distances between the top line and the second line passing 
through the widest part of the palm recede down from the top side of the rectangle. 

Fig. 3 A binary image of 
the palm, divided into 
six areas
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In Fig. 3 is the second line from the top. At each such distance, a horizontal line is 
formed, dissecting the rectangle into several rectangular areas.

The right side of the rectangle is formed vertically down from the point of inter-
section of the top line with the right edge of the palm to the intersection of the bot-
tom horizontal line of the rectangle. The left side is formed by a vertical line down 
from the point of intersection of the upper horizontal line with the extreme point of 
the thumb of the palm.

Two horizontal lines are drawn inside the formed rectangle, which are located at 
a distance equal to the distance between the two upper lines, which are described 
above. Thus, the rectangle is divided into three equal areas. Then a vertical line that 
is perpendicular to the center point of the line of the widest part of the palm is 
drawn. To draw a vertical line, the center point of the line of pixels constituting the 
widest part of the palm is searched (the line containing the largest inextricable num-
ber of pixels belonging to the palm image).

A vertical line divides the resulting three regions of the rectangle into six regions. 
The rectangular image of each such area contains pixels belonging to the palm 
image and background. Black pixels belonging to the palm make up a specific geo-
metric shape or several areas.

Thus, as a result of the transformations, six images consisting of white and black 
pixels are obtained. Black pixels are part of the human palm image. Each image for 
one palm has slight differences for similar images of the other palm (Fig. 4).

PST is used to analyze the presented images. For each of the six images of one 
palm, FAIs are generated for the shift directions 00, 450, 900, and 1350. To construct 
these functions of intersection of areas, a different number of nonzero shifts is used 
(the time step at which FAI ≠ 0). Examples of graphic images of the FAI for six 
images obtained from the image of one palm on Fig. 5 are presented.

Fig. 4 Examples of six 
formed images for 
one palm
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A reference database is formed, which consists of ten FAIs for each shift direc-
tion (00, 450, 900, and 1350) and for one identifier that identifies one person. Thus, 
for each person ten standards of images of one palm are formed in the form of 
quantitative values of the functions of the area of intersection. Standards are formed 
by scanning one palm ten times. Moreover, scanning can be performed at different 
times during the formation of the database. The more reference values recorded in 
the database, the more accurate the identification.

For each person, reference values are generated for each reference FAI, and rela-
tionships between average FAI values for one of the six palm images are also deter-
mined. An array of FAI relationships is generated, represented by Table 1. Each 
column of Table 1 indicates the ratio of the average FAI of one direction to average 
FAIs generated for other shear directions. This takes into account the circumstances 
that the number of values forming the FAI is different. Therefore, each average FAI 
value is calculated differently using different arrays of numbers.

Thus, the reference database for each person contains ten standards, each of 
which contains the FAI of each of the six palm images. Moreover, the FAI is pre-
sented for the four directions of the shift since they are easily implemented on the 
orthogonal covering of the array (00, 450, 900, and 1350). Also, for each FAI, the 
average value is determined in the database and for each of the six images, an array 
of relations of average FAI values is formed according to Table 1.

When the database is formed, the process of identification and authentication 
begins. A binary image of a person’s palm from a scanning device is fed to the input 

Fig. 5 FAI examples for six images from one palm

S. Yuzhakov et al.



153

of the system. Six images are extracted from the binary palm image for which the 
FAI is determined in four shift directions (00, 450, 900, and 1350). For each FAI, 
average values are determined and for each image an array of relations of average 
FAI values is formed according to Table 1.

The resulting array of relations is compared with the reference arrays and coin-
cidence arrays are formed. Each array of coincidences has the same dimensions as 
the array of relations i.e. consists of six numbers. An array of coincidences contains 
only 1 or 0 at each position. If the value of the array of relations differs from the 
value in the reference array of relations less than the selected value D, then 1 is 
generated in the array of coincidences. Otherwise, 0 is generated.

If, for each reference group of relations of one user, the number of coincidences 
is greater than the specified value, then the identifier of the corresponding standard 
identifies the person at the input. If the percentage of the number of coincidences is 
less than the selected threshold value, then the person at the input is not identified, 
since his reference values are not in the database.

The use of PST for the image of the entire palm does not provide the necessary 
identification result. This is due to the fact that the palm of a person’s hand may not 
have a complete image or vice versa may have additional elements (for example, a 
part of the hand is present along with the palm). Also, the location of the fingers on 
the scanning device gives different forms of FAI obtained in the perpendicular 
direction of shift relative to the fingers.

If you use the upper cut off part of the palm, consisting of four fingers (Fig. 6), it 
is difficult to determine who owns this palm. FAIs obtained for the upper part of one 
palm differ for the same palm with different finger positions. If the gaps between the 
fingers are greater, then the distances between the upper and lower extrema of the 
FAI are also greater for the directions of movement 00, 450, and 1350. In practice, the 
shape of the FAI does not change if the shift direction coincides with the direction 
along the fingers of palm image (in the example shown in Fig. 6—it is 900 direction).

Table 1 The formation of an array of relations

Relationship for FAI(00) Relationship for FAI(450) Relationship for FAI(900)

FAI

FAI

0

45

0

0

� �
� �

FAI

FAI

45

90

0

0

� �
� �

FAI

FAI

90

135

0

0

� �
� �

FAI

FAI

0

90

0

0

� �
� �

FAI

FAI

45

135

0

0

� �
� �

FAI

FAI

0

135

0

0

� �
� �
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In this regard, PST is not used for images containing the fingers of the palm. 
These parts of the images did not participate in the experiment. PST is successfully 
used to evaluate the geometric shape of each finger individually. However, for this 
it is necessary to use additional methods for selecting images of the fingers of the 
palm, taking into account their orientation.

4  Experiment and Basic Acceptable Values

For carrying out the experiment, IIT Delhi Palmprint Image Database [5] palm image 
database was used, the use of which the authors received permission. Images were 
selected with a full palm image. The method is advisable if the palm is fully located 
in the scanning field. Left palms and mirror reflections of the right palms were used. 
For all palms used, their binary images were obtained after preliminary processing.

Threshold image processing does not always give a clear highlighted palm 
image. Therefore, additional image processing methods were used. These methods 
are based on the use of the theory of cellular automata, which made it possible to 

Fig. 6 Examples of upper 
palm FAIs obtained in 
directions 00, 450, 900, 
and 1350
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remove small groups of black pixels that do not belong to the palm image [19–21]. 
In cellular automata, the AND function was used, which allows you to remove small 
isolated groups of pixels in a certain number of time steps.

To remove individual groups of black pixels, it was also carried out by imple-
menting the Radon transform and constructing projections in six directions [22–24]. 
The projections obtained were analyzed, as a result of which groups of black pixels 
not belonging to the palm image were determined. In the corresponding projections 
of the Radon transform, the directions and lines on which the noise pixels are 
located were determined. Along these lines, black pixels switched to white pixels.

The database used does not contain more than ten images of the same palm. 
Therefore, a smaller number of palm images was used to create the pattern database. 
Moreover, the experiment showed the reliability of the identification results.

As a result of the experiment, palm images from the database were input to the sys-
tem and arrays of relations and matches for each identified palm were formed. The 
generated relationship arrays for each of the six images were compared with the refer-
ence relationship arrays and coincidence arrays were formed for different confidence 
intervals. The 0.01; 0.02; 0.03; 0.04; 0.05; 0.06; and 0.07 confidence intervals were used.

The analysis of the obtained coincidence arrays by two characteristics was car-
ried out.

The first characteristic determined the percentage of matches for the “impostor” 
and the percentage of matches for “own.” The difference between the obtained val-
ues for each of the six images was also determined. As a result of the experiment, 
dependency graphs were obtained for coincidence arrays with confidence intervals 
of 0.04 and 0.05 (Fig. 7).

The obtained graphs show that the most informative are 1, 2, 5, and 6 images 
extracted from the binary image of the palm. These images give the largest percent-
age in identifying “own” and the smallest percentage of matches in identifying 
“impostor.” For 1 and 2 images, the difference value exceeds the percentage value 
of matches to identify the “impostor.”

The second characteristic was determined as follows.
For each array of matches, the number of matches was determined (number of 1 

was counted). If the number of matches exceeded the specified number M (in the 
experiment, M = 4 and M = 5 were used), then for this array, 1 is formed. For each 
M, the percentage of coincidences was determined to identify “own” and “impos-
tor.” As a result of the experiment, we obtained the dependencies of the percentage 
of coincidence for confidence intervals 0.04 and 0.05 (Fig. 8).

An analysis of the obtained experimental results showed that the fourth image is 
the least informative image, which coincides with the previous version based on the 
first characteristic.

In accordance with both characteristics used, the first, second, and sixth images 
are the most informative. These images give a very low percentage of matches when 
identifying an impostor. Although the fourth and fifth images give 100% matches 
when identifying “own,” there is a high percentage of matches when identifying an 
“impostor.” For such images, it is necessary to increase the threshold for the per-
centage of coincidences in order to reduce the FAR value to 0 and also significantly 
reduce the FRR value.

Search of Informative Biometric Characteristic Features of the Palm Based on Parallel…
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The best results were shown with a confidence interval of 0.04. However, a con-
fidence interval of 0.05 also gives a high result and can be used to identification.

5  Conclusion

For biometric identification, the geometric shape of the palm is often used. To ana-
lyze the geometric shape of the palm, simple scanning devices are used. However, 
among a large number of geometric characteristics, not all of them have a high 

Fig. 7 Graphs of dependencies of percent matches for the “impostor” and “own,” as well as the 
difference between them
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information content. This chapter solves the problem of finding the most informa-
tive parts of the palm image. With the help of parallel shift technology, information 
images of palm parts were determined, which made it possible to achieve high accu-
racy of biometric identification. A technique is proposed for analyzing the charac-
teristics of images of parts of the palm on the basis of two characteristics that made 
it possible to select the necessary threshold and determine the optimal confidence 
interval (0.04 and 0.05), which gives the greatest identification accuracy for the 
used method. Parallel shift technology operates with one parameter—area. Analysis 
and determination of the image area does not require complex computing resources. 
Parallel shift technology can be used to analyze images of the entire palm. However, 
a different arrangement of the fingers of the palm gives different functions of cross-
ing the areas, which can lead to false identification. Therefore, it is better to use 
images of such parts of the palm that do not change their shape in any location. 
These parts include fingers, each individually. PST does not give high results when 
evaluating patterns of skin folds in the palm image.

In future studies, it is planned to analyze other biometric characteristics of the 
palm to determine the most informative of them. In future studies, it is planned to 
combine parallel shift technology and image identification theory based on the 
Radon transform, since both of these directions form characteristic features by ana-
lyzing images in different directions of shift. This allows a comprehensive analysis 
of the geometric shape of the image.

Fig. 8 Graphs of the percentage of coincidence in coincidence arrays with a threshold value of 
M > 4 and M > 5 for confidence intervals 0.04 and 0.05
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Multitrait Selfie: Low-Cost Multimodal 
Smartphone User Authentication

Zahid Akhtar, and Attaullah Buriro

1  Introduction

Nowadays, smartphones have become pervasive personal computing platform. In 
fact, they have become personal assistants, which are widely being used not only for 
basic communications but also as a tool to store e-mail, personal photos, Internet 
banking and payments, and social networking. Thus, one of the biggest concerns is 
security and privacy leakage. Explicit authentication methods, e.g., PIN, password, 
graphical pattern, are the most common security strategy available on commercial 
smartphones [1]. They are susceptible to guessing or smudge attacks, besides being 
user-unfriendly and time-consuming [2]. Biometric-based user authentication on 
smartphones has been recently adopted. For instance, iPhone 6 s, Android KitKat 
mobile OS, and Fujitsu’s Arrows NX F-04G employ fingerprint, face, and iris to 
recognize individuals, respectively. Nevertheless, they still face unresolved secu-
rity1 and usability issues [4, 5]. The average smartphone user checks their device 
150 times per day.2 If explicit passcode/biometric-based authentication takes 2 s, the 
typical user spends 5 min unlocking their device/app every day. In fact, recent stud-
ies have shown that about 34%, 47%, and 40% users did not use passcode, 
fingerprint, or any kind of authentication mechanisms, respectively, on their mobile 

1 Just 2 days after the iPhone5s hit the market, it was fooled by a fingerprint spoof [3].
2 http://abcnews.go.com/blogs/technology/2013/05/cellphone-users-check-phones-150xday-andother- 
internet-fun-facts/.
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devices citing low usability [4, 6]. Moreover, fingerprint scanner in smartphones 
most likely fails when it encounters dry fingers [7].

Researchers have lately proposed behavioral biometrics-based solutions for 
smartphone user authentication using built-in sensors such as accelerometer, gyro-
scope, and microphones. Some advantages of these techniques are minimal user 
interaction, unobtrusive data collection, and no additional hardware required [8]. 
For instance, the authors in [9] proposed a mobile framework Sensec based on 
sequence of actions that collects accelerometer, orientation sensor, touch screen, 
and magnetometer data for user authentication. While, Buriro et al. [10] employed 
a sensor enhanced touchstroke mechanism for smartphone biometric system, which 
analyzes how a person holds her phone and how she types her 4-digit free-text 
PIN. A specific five-finger touch gestures-based user recognition system for Apple 
iPad was presented in [11]. However, this method is not feasible for small touch-
screens of typical smartphones. Blanco-Gonzalo et al. [12] studied handwritten sig-
nature recognition on mobile device.

A systematic analysis of prior methods and techniques for biometric smartphone 
user authentication show that they principally either require high user cooperation, 
work under constrained environment and protocol, use single modality that can be 
easily spoofed and mimicked (e.g., signature) [3] or do not yet exhibit low enough 
error rates. Moreover, no multimodal database using built-in three-dimensional sen-
sors (e.g., accelerometer, gravity sensor, and magnetometer) is publicly available. In 
other words, it is well documented that unimodal biometric systems are unable to 
provide a high accuracy and security performances mainly due to noise in the sensed 
data, intra-class variations, inter-class similarities, and attacks [13]. Several above- 
mentioned problems can be solved or at least their impact reduced by fusing several 
biometric information sources; any such system is known as multibiometric sys-
tems [14]. Multibiometric systems offer many advantages over unimodal systems, 
such as significant improvement in the overall accuracy, mitigation of the effect of 
noisy input data, population coverage larger than the unimodal system [15, 16], 
greater resistance to spoofing such that they can be more robust than each corre-
sponding unimodal system, even in the case when all biometric traits are spoofed 
[17]. Despite several advantages the state-of-the-art in unconstrained and unobtru-
sive multimodal smartphone biometric authentication is relatively underex-
plored field.

Thus, in this chapter, we aim to show that multimodal biometrics can be incorpo-
rated with smartphones in a user-friendly fashion and can also improve security and 
robustness. Specifically, this chapter presents an unconstrained multimodal biomet-
ric system for smartphones user identification based on multitrait selfie (i.e., of face 
and ocular regions), user’s hand micro-movements, and touchstroke patterns. The 
proposed system captures silently the micro-movement of phone and timing of 
touch-typing3 while she is taking face and ocular multitrait selfie and entering a text- 
independent PIN/password simultaneously in a split-screen mode of smartphones to 

3 Touch-typing is the act of typing input on the touchscreen of a smartphone.
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verify the user’s identity. To the best of our knowledge, this is the first work that 
explores combination of face, ocular region, phone-movement, and touchstroke for 
smartphone user recognition. Use of selfie images enables the proposed system 
becoming more user-friendly, as acquiring a person’s face and ocular region unob-
trusively using phone’s frontal camera is reasonably easier than acquiring other 
biometric traits, e.g., fingerprint and palmprint. Moreover, the presented system 
does not require user to remember any password, graphical pattern, or gesture, since 
in each attempt user can enter novel text-independent PIN of fixed length. In addi-
tion, typing a PIN is easier than writing something on touchscreen (e.g., signature/
pattern). Even if impostor knows what is being entered as a PIN, access will still be 
denied because the system employs keystroke dynamics features (that is specific to 
each individual) and not the PIN itself, plus impostor cannot mimic the phone 
micro-movement of genuine user. Also, use of multimodality makes the proposed 
system more secure than unimodal ones, as spoofing only one or two modalities 
would not suffice to grant access to the phone [17].

To demonstrate the efficacy of the proposed system, we also collected a multi-
modal dataset of touchstroke and phone-movement patterns from 95 subjects with 
multiple smartphones under uncontrolled fashion where user could sit, stand, or 
walk.4 Experimental analysis on public MOBIO Face, VISOB ocular, and 
MultiTouchMove mobile datasets shows promising results with more practical 
accuracy and usability. Namely, this study shows that multimodal biometrics can be 
integrated with smartphones in a user-friendly manner with significant improved 
usability and security.

2  Related Work

The face recognition system is a method of identifying a person from an image or a 
video frame using the user’s facial features. This recognition system is extremely 
popular both in academia and industry because of its accuracy and robustness.

As a unimodal system, face recognition has widely been explored for user 
authentication on mobile phones [18, 19]. The study [18] introduced a face recogni-
tion system for a mobile device having a Symbian Operating System, installed. The 
approach was based on One-class Support Vector Machines. The authors reported 
an EER of 7.92% and 3.95% according to the global and individual threshold, 
respectively. Later, Hadid et al. [19], proposed a face recognition approach using 
Haar features and Adaboost ensemble classifier. They obtained average authentica-
tion accuracy of 82% on small-sized face images (4040 pixels) and 96% for medium 
size faces (8080 pixels). Similarly, the low-cost face recognition system proposed 
by Tao and Veldhuis [20] achieved an EER of 2%.

4 The database is made publicly available for research purposes and can be obtained by contacting 
the authors.
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The face has also been evaluated in bi-modal or tri-modal settings for user 
authentication on smartphones. The study by Chen et al. [21] introduced a sensor- 
assisted face recognition scheme that used motion and face image for user authenti-
cation. They obtained a 95–97% detection rate at up to 2–3% false alarm rate on 450 
test attempts. The study by Zahid et al. [22] proposes a tri-modal system based on 
face, phone-movements, and touchstrokes. This study profiles users on the unobtru-
sively collected phone’s micro-movements together with the timing differences of 
entered touchstrokes during the course of users taking selfies. During the evalua-
tion, the authors achieved as much as 99% TAR at 1% EER on the chimerical data-
set of their collected touchstrokes plus phone-movements, with the face images 
from MOBIO Dataset [23]. The scheme has the potential to be used not only for 
smartphone unlocking but also as separate authentication service for critical appli-
cations, like mobile banking. The proposed scheme profiles the user’s phone micro- 
movements and touchstrokes during the course of users capturing their selfies. It 
later extracts the features from all the modalities and fuses them and prepares the 
template. Later, it authenticates the users based on the differences in BSIF learned 
features from the face and ocular, and statistical features learned from the behav-
ioral biometrics.

Earlier work [22] proposed a tri-modal system that used the phone’s micro- 
movements, touchstroke timings, and facial patterns to authenticate the users of the 
smartphones. This study enhances that scheme by introducing an additional modal-
ity—the ocular modality. Additionally, we re-run all the experiments and report the 
average results obtained on the fused chimerical dataset of all four modalities from 
95 users.

The proposed scheme profiles the user’s phone micro-movements and touch-
strokes during the course of users capturing their selfies. It later extracts the features 
from all the modalities and fuses them and prepares the template. Later, it authenti-
cates the users based on the differences in BSIF learned features from the face and 
ocular, and statistical features learned from touchstroke and phone’s micro- 
movements. Obtained experimental results proved our scheme as extremely accu-
rate and robust; since simultaneous spoofing of all the four modalities is extremely 
difficult, if not impossible.

3  Proposed Multitrait Selfie Smartphone User 
Authentication System

Smartphones are now being used intensively for accessing and storing sensitive 
personal data, thereby making user authentication an issue of paramount impor-
tance. The balance between security and usability however is a challenging task. For 
instance, according to the survey result reported in [24], the iris and voice biometric 
traits were ranked highest in terms of perceived security protection, but lowest in 
terms of usability mainly due to high requirement of user cooperation. Recently, it 
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has been shown in former studies [5, 8, 9, 25] that each user holds, interacts, and 
moves her phone in a unique way, which can also be utilized for implicit user 
authentication. Also, selfie (i.e., a self-portrait photograph) has by now become an 
epidemic. For instance, a study by Galaxy Research,5 in 2017, has found that more 
than 50 million selfies a week are snapped nationally in Australia for various 
 purposes. Indeed, a study by Mitek6 revealed that 68% of US millennial smartphone 
users would rather use mobile capture (including selfies) for data extraction and 
other motives (including authentication), which is easier compared to other form of 
user authentication. In this work, we propose an unconstrained low-cost multimodal 
biometric user authentication system based on user’s multitrait selfie of face and 
periocular region, hand micro-movements, and touchstroke patterns.

The proposed framework, as illustrated also in Fig. 1, profiles silently the user’s 
hand micro-movements and touchstrokes simultaneously while user is capturing 
their multitrait selfie of face and periocular regions and entering 8-digit text- 
independent passcode in order to access either the phone or any app. The proposed 
framework, during authentication, works in a split-screen mode of smartphones 
such that the user concurrently can enter the passcode and see their selfie image 
being showed and captured. The hand micro-movements pattern analyzed is of a 
very short period of time, i.e., time taken by the user to enter 8 digits. The rationale 
behind choosing this time duration is because it was empirically determined that 
this time is sufficient enough for pattern discrimination and this duration is too short 
for an adversary to debug the device [26]. The 8-digit passcode was adopted owing 
to the fact that most apps, document storing/sharing, and social networking services 
use minimum 8-digit password. Analogous time is also allowed to the user for cap-
turing the multitrait selfie.

5 http://www.galaxyresearch.com.au/.
6 https://www.miteksystems.com/.

Fig. 1 Proposed multitrait selfie-based smartphone user authentication framework
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In particular, the captured four mobile biometric traits (i.e., face, periocular 
region, hand micro-movement, and touchstroke) are separately processed to extract 
respective salient features. These four independent features are combined using a 
feature level fusion scheme (here, feature concatenation). The resultant feature 
vector is then fed to a classifier to obtain final binary decision: genuine or impostor. 
If the user is classified as a genuine user, the system does not interrupt the owner’s 
interactions with the smartphone. Otherwise, the system alerts the owner of the 
phone (e.g., sending an email), and may stealthily isolate the impostor from access-
ing sensitive functionality [27, 28], or ask for explicit authentication [29, 30]. Since 
the proposed method does not use components of a specific mobile platform, thus it 
can be implemented for any mobile operating systems.

3.1  Face and Ocular Region Features

In the proposed system, face and ocular region processing sub-systems are com-
posed of two steps: face/periocular region localization and face/periocular region 
feature extraction. Face and periocular region localization are achieved by the clas-
sification and regression tree analysis (CART) based on Haar features [31]. The 
detected face and periocular region are first normalized, and then Binarized 
Statistical Image Features (BSIF) technique is applied to obtain respective face and 
periocular region features. Binarized Statistical Image Features (BSIF) is a local 
image descriptor constructed by binarizing the responses to linear filters [32]. BSIF 
learns a set of filters from natural images using an ICA (Independent Component 
Analysis) based unsupervised scheme. These learned filters are used to represent 
each pixel of the given image as a binary string by computing its response to learned 
filters. The binary string for each pixel can be considered as a local descriptor of the 
image intensity pattern in the neighborhood of that pixel. Finally, the histogram of 
the pixels binary string values allows one to characterize the texture properties 
within the image sub-regions.

In this work, we have utilized the open-source filters [32], which were trained 
using 50,000 image patches randomly sampled from 13 different natural scenic 
images [33]. Three main steps build the BSIF filters: mean subtraction of each 
patches, dimensionality reduction using PCA (Principle Component Analysis), and 
estimation of statistically independent filters (or basis) using ICA. Given a visual 
laughter sample I of size l × m and a filter Fi of same size, filter response is attained 
as follows [32]:
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Where, Fi; ∀ = {1, 2, …, m} represents statistically independent filters whose 
response can be together calculated and binarized to obtain the binary string as fol-
lows [32]:
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Finally, the BSIF features are obtained as a normalized histogram of pixel’s 
binary codes, which allows one to characterize the texture properties within the face 
and ocular sub-regions.

3.2  Phone-Movements Features

For phone-movements and touchstroke dynamics, the method leverages three built-
 in three-dimensional sensors: the accelerometer, the gravity sensor, and the magne-
tometer. Two additional sensor readings are derived from the accelerometer by 
applying two filters7 (low pass and high pass) with the parameter α = 0.5, named the 
outcomes Low-Pass Filter (LPF) and High-Pass Filter (HPF) accelerometer read-
ings. Thus, in total, three variants of accelerometer sensor readings: Raw, LPF, and 
HPF accelerometer readings are obtained. A raw accelerometer reading produces 
raw values including gravity values. An LPF accelerometer reading measures the 
apparent transient forces acting on the phone, caused by the user activity, and an 
HPF reading produces the exact acceleration applied by the user on the phone. The 
gravity sensor provides the magnitude and direction of the gravity force applied on 
the phone. The coordinate system and the unit of measurement of gravity sensor are 
the same as those of the accelerometer sensor. The magnetometer sensor measures 
the strength and/or direction of the magnetic field in three dimensions. It differs 
from the compass as it does not provide point north. The magnetometer measures 
the Earth’s magnetic field if the device is placed in an environment absolutely free 
of magnetic interference. All the above sensors generate continuous streams in x, y, 
and z directions. We have added a fourth dimension to all of these sensors and 
named it magnitude. Magnitude has been tested in the context of smartphone user 
authentication [19, 21, 31] and has proved to be very effective in classification accu-
racy. The magnitude is mathematically represented as:

 
S a a aM x y z� � �� �2 2 2

 
(3)

where SM is the resultant dimension, and ax, ay, and az are the accelerations along the 
X, Y, and Z directions.

7 http://developer.android.com/guide/topics/sensors/sensors.motion.html.
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3.3  Touchstroke Features

To extract touchstroke features, the system leverages three built-in three- dimensional 
sensors and their variants discussed above in Sect. 11.2. In particular, the touch-
stroke features are extracted using typing n-graph, namely dwell time and flight 
time from each typing pattern, as depicted in Fig. 2.

3.4  Classification Methods

Final decision, whether the user is genuine or imposter, is usually performed either 
with binary classification (training with two classes) or with anomaly detection 
(training with only the target class). In binary classification, the classifiers learn to 
discriminate the true user from a given training set, whereas anomaly detectors look 
for deviation from the legitimate user’s behavior to make a decision. One class clas-
sifiers (anomaly detectors) are preferred in final proof-of-the-concept implementa-
tion, and, the binary class classification approach is used in offline analysis. Since 
this work is performed offline, Multilayer Perceptron (MLP) and Random Forest 
(RF) were used, as binary classifiers, due to their simplicity, fast computation, and 
resistance against overfitting.

Fig. 2 Touchstroke features used in this work. Pi and Ri (i  =  1, …,8) stand for press and 
release of keys
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4  Experiments

Here, we provide an experimental evaluation of the proposed multitrait selfie-based 
multimodal smartphone user authentication framework.

4.1  Datasets

MOBIO Face database [23]. This public dataset consists of face samples collected 
from 150 subjects using a NOKIA N93i mobile phone under realistic and uncon-
trolled environment. It was captured in phase I and II, which respectively include 21 
and 11 videos per user with six sessions. Figure 3 shows examples from the MOBIO 
database.

VISOB (Visible Light Mobile Ocular Biometric) database [34]. It is a large-scale 
public dataset that was collected in mobile environment under non-controlled sam-
ple variations, acquisition, and setups. The VISOB dataset is composed of 550 sub-
jects comprising eye images captured using front facing (selfie) cameras of three 
different mobile devices, namely Oppo (13 MP), Samsung, and iPhone. For each 
device, three different subsets are provided that correspond to three different light-
ing conditions: regular office, dim light (indoors), and bright daylight (outdoors). 
Each subset contains respective enrollment and (short term) verification sets. This 
dataset specifically presents possible intra-class variations due to the nature of 
mobile front facing cameras and everyday mobile biometrics use cases, such as out- 
of- focus images, occlusions due to prescription glasses, different illumination con-
ditions, gaze deviations, eye-makeup (i.e., eye liner and mascara), specular 
reflections, and motion blur. Figure 4 shows examples from the VISOB database.

Movement and Touchstroke database. We developed a customized Android 
application for the purpose of this data collection. The app collects data from mul-
tiple sensors (i.e., accelerometer, gravity, orientation, magnetometer, and gyroscope 
sensors) and LPF and HPF values [5]. While Android supports data collection in 
four fixed delays (often termed as Sensor_Delay_Modes): Sensor_Delay_Normal, 
Sensor_Delay_Game, Sensor_Delay_UI, and Sensor_Delay_Fastest with fixed 
delay of 0.2, 0.02, 0.06, and 0 s, respectively. We observed Sensor_Delay_Normal 
to be too slow to sense the movements, and Sensor_Delay_UI and Sensor_Delay_
Fastest very likely to include the noise during data collection. Thus, we used 

Fig. 3 Examples from MOBIO face database
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Sensor_Delay_Game in this paper. The data was collected from 95 users under 
uncontrolled environment using a crowd sourcing platform. The users were required 
to install the app and enter 8-digit touch-types in different activities, i.e., sitting, 
standing, and walking. The dataset was collected in three phases (days), 30 samples 
in each activity per phase from each user. This database is made publicly available 
by the authors.

4.2  Experimental Protocols

Since no multimodal datasets including face, ocular region, phone micro move-
ments, and touckstroke are publicly available, we created a chimerical multimodal 
datasets by associating the four modalities of pairs of clients of the available 
MOBIO, VISOB, and Movement and Touchstroke datasets without regard to age 
and/or gender. Note that building chimerical datasets is a widely used approach in 
experimental investigations on multimodal biometrics [14]. Following steps were 
performed on the detected face and ocular regions: conversion to grayscale, histo-
gram equalization, normalization to 175 × 175 for face and 150 × 100 for ocular 
trait, and feature extraction using BSIF filter of size 11 × 11 with a length of 12 bits. 
From every 3-dimensional sensor, 4 data streams were collected to extract four sta-
tistical features (mean, standard deviation, skewness, and kurtosis) in each data 
stream. Data from every sensor were then transformed into a 4 × 4 features matrix. 
In total 16 features from all four dimensions of each sensor were obtained. Likewise, 
14 features were extracted based on touch-typing timing from the text-independent 
8-digit passcode entered by the user. The two adopted classifiers (i.e., MLP and RF) 
were used from the WEKA workbench [35] for user authentication. The perfor-
mance was evaluated using TAR (True Acceptance Rate) and EER (Equal Error 
Rate), which respectively are the fraction of legitimate user attempts classified cor-
rectly and where false rejection and false acceptance become equal. To mitigate the 
class imbalance problem, we used randomly selected n(= 5 or 10) and all samples 
of a genuine user and an impostor, respectively, as training set, whereas remaining 
samples of the genuine user and all samples of an impostor (that was not used in 
training) were used as testing set; the testing phase was repeated 94 times using dif-
ferent impostor in each run. Furthermore, all the above procedure was repeated 94 

Fig. 4 Examples of eye images captured using front facing (selfie) cameras of three different 
mobile devices (L-R): iPhone, Oppo, and Samsung
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times for the given user using a different impostor in training in each run. Reported 
results are average values over the 94 × 94 × 95 runs.

4.3  Experimental Results and Discussion

We report our obtained results for the proposed multimodal smartphone authentica-
tion scheme in 1, 2, 3, and 4 Tables, on 5 and 10 training samples, respectively, 
under three postures: sitting, standing, and walking.

We could extract several observations from the tables: (1) the proposed authenti-
cation scheme is simple yet accurate, on one hand, and applicable in in-the-wild 
conditions, on another. Additionally, its quality of being implicit and novel makes it 
more usable and acceptable, among the users. Since, users are not expected to 
remember any secret (e.g., a PIN or a password), the proposed scheme is highly like 
to be widely acceptable; (2) RF classifier and phone micro-movement modality, by 
and large, outperform other considered classifier and modalities, respectively, owing 
to RF’s ability of reducing the variances, averaging out the biases and most unlikeli-
ness of overfitting, and micro-movement modality’s very low intra- and high inter-
class variation; (3) increasing the number of training samples increases identification 
accuracy, it however reduces the usability as in practice most users likely train their 
systems with fewer samples, e.g., during our data collection 49.5% users said they 
would prefer to use less than or maximum five samples for training the system; (4) 

Table 1 Performance of both classifiers (averaged over all 95 users) in sitting, standing, and 
walking activities in unimodal settings (on five and ten training samples)

Activity Training samples Classifiers
Movements Touch Face Occular
TAR EER TAR EER TAR EER TAR EER

Sitting 5 MLP 0.98 0.02 0.78 0.22 0.57 0.43 0.84 0.16
RF 0.97 0.03 0.82 0.18 0.52 0.48 0.76 0.24

10 MLP 0.99 0.01 0.79 0.21 0.70 0.30 0.95 0.05
RF 0.99 0.01 0.86 0.14 0.54 0.46 0.88 0.12

Standing 5 MLP 0.98 0.02 0.80 0.20 0.54 0.46 0.84 0.16
RF 0.98 0.02 0.84 0.16 0.49 0.51 0.76 0.24

10 MLP 0.99 0.01 0.82 0.18 0.61 0.39 0.95 0.05
RF 0.99 0.01 0.87 0.13 0.50 0.59 0.88 0.12

Walking 5 MLP 0.98 0.02 0.81 0.19 0.58 0.42 0.84 0.16
RF 0.97 0.03 0.84 0.16 0.52 0.58 0.76 0.24

10 MLP 0.99 0.01 0.84 0.16 0.66 0.34 0.95 0.05
RF 0.99 0.01 0.91 0.09 0.54 0.46 0.88 0.12

The results of occular biometrics is same because the chosen dataset was not collected in different 
activities
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among adopted modalities face comparatively achieved high error rates8 mainly 
because samples in-the-wild generally exhibit low texture clarity (see Fig. 3), plus 
BSIF hugely depends on ICA that works better for non-Gaussian data, while we 

8 These are our rudimentary results. We are presently developing inexpensive deep learning topolo-
gies for face recognition in-the-wild on smartphones for elevated accuracy and interoperability.

Table 3 Performance of both classifiers (averaged over all 95 users) in sitting, standing, and 
walking activities in Tri-modal settings (on five and ten training samples)

Activity
Training 
samples Classifiers

Movement + 
Touch + Face

Movement + 
Face + 
Occular

Movement + 
Touch + 
Occular

Touch + 
Face + 
Occular

TAR EER TAR EER TAR EER TAR EER

Sitting 5 MLP 0.92 0.08 0.88 0.12 0.88 0.12 0.84 0.16
RF 0.95 0.05 0.87 0.13 0.89 0.11 0.79 0.21

10 MLP 0.96 0.04 0.97 0.03 0.97 0.03 0.95 0.05
RF 0.97 0.03 0.97 0.03 0.98 0.02 0.89 0.11

Standing 5 MLP 0.94 0.06 0.89 0.11 0.89 0.11 0.84 0.16
RF 0.97 0.03 0.88 0.12 0.92 0.08 0.77 0.23

10 MLP 0.99 0.01 0.97 0.03 0.98 0.02 0.94 0.06
RF 0.99 0.01 0.97 0.03 0.98 0.02 0.89 0.11

Walking 5 MLP 0.94 0.06 0.88 0.12 0.89 0.11 0.83 0.17
RF 0.97 0.03 0.89 0.11 0.92 0.08 0.79 0.21

10 MLP 0.98 0.02 0.97 0.03 0.98 0.02 0.94 0.06
RF 0.99 0.01 0.97 0.03 0.98 0.02 0.91 0.09

Table 4 Performance of both classifiers (averaged over all 95 users) in sitting, standing, and 
walking activities in 4-Modal settings (on five and ten training samples)

Activity Training samples Classifiers

Movement + Touch + Face + 
Occular
TAR EER

Sitting 5 MLP 0.88 0.12
RF 0.89 0.11

10 MLP 0.97 0.03
RF 0.97 0.03

Standing 5 MLP 0.89 0.11
RF 0.90 0.10

10 MLP 0.97 0.03
RF 0.98 0.02

Walking 5 MLP 0.88 0.12
RF 0.91 0.09

10 MLP 0.97 0.03
RF 0.98 0.02

Multitrait Selfie: Low-Cost Multimodal Smartphone User Authentication
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observed that face dataset samples in this study tend strongly to be Gaussian; (5) 
phone micro-movement is the most accurate modality among the four; however, 
unimodal systems are vulnerable to spoofing. In fact, it has been shown in [17] that 
spoofing the best individual modality creates serious security breaches, i.e., attacker 
has higher chances to evade the system when one spoofs most accurate modality 
and vice versa; (6) integration of two/three modalities is not consistently beneficial. 
Generally, benefits of fusion are exploited when modalities show complementary 
nature [7]. However, since in this case, face modality is significantly worse than 
others, the performance of the multimodal system is thus below the best performing 
modality. Nonetheless, the performance drop in the tri-modal and 4-model systems 
is not very much. Moreover, it is worth noticing that the proposed multimodal sys-
tem (Phone-movement+Touchstroke+Face+Occular) still procures higher accuracy 
using only 5 or 10 training samples than multimodal methods in [5, 36] using 25 and 
30 samples, respectively. All in all, fusion improves security against spoofing since 
an attacker has lower chances to evade multimodal systems (even if he spoofs all 
fused traits) than to evade each single unimodal system [17]. Namely, spoofing four 
modalities simultaneously is much harder than a single modality. Though, face is 
easiest to spoof, the study [17] has shown that spoofing the least accurate modality 
leads to a very low probability of evading multimodal biometric systems.

5  Conclusion

Smartphones have become pervasive that are being used to access and store sensi-
tive data. Thus, there is a pressing demand for a more secure, low cost, and user- 
friendly smartphone user authentication solution. This paper presents an 
unconstrained smartphone multimodal biometric system using face, ocular region, 
touchstroke, and phone-movement patterns. The proposed architecture identifies the 
user by taking silently into account micro-movements of phone, movements of 
user’s finger on touchscreen while user is typing and talking multitrait selfie of face 
and periocular regions features simultaneously in a split-screen mode of smart-
phones. This study also collected and shares publicly a mobile multimodal dataset 
of touchstroke and phone-movement patterns in-the-wild from 95 subjects. 
Experimental results show high accuracy with increased security and usability. 
Since proposed method is generic it can be implemented on any smartphone to 
unlock the device and/or a separate authentication service for various applications, 
e.g., mobile banking. Future work will focus on analyzing vulnerability of the pro-
posed system against spoofing and thereby developing anti-spoofing techniques. 
Similarly, development of inexpensive deep learning topologies for face and peri-
ocular biometric recognition in-the-wild on smartphones will be explored for ele-
vated accuracy and interoperability.
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Research of Biometric Characteristics 
of the Shape of the Ears Based  
on Multi- Coordinate Methods

Ruslan Motornyuk, Andrii Bilan, and Stepan Bilan

1  Introduction

The biometric identification of a person by the geometric shape of the ears is 
currently receiving much attention. The geometric shape of the auricle consists of a 
number of anatomical components and has a relatively simple structure. Often, the 
geometric shape of the ear are considered as part of the face when a biometric 
person identification by face image is carried out. However, the shape of the auricle 
in each person has its own characteristics that distinguish each person from other 
people. Therefore, biometric characteristics of the ear are potentially important.

Ears have several advantages over other parts of the body such as:

 – more even color distribution;
 – immobility of the individual parts of the ear;
 – the ear image is small;
 – the ability to get an image of the human ear at a considerable distance from the 

camcorder.

There are many works that confirm the effectiveness of ear biometrics to auto-
mate identification and authentication [1–5]. However, there is no clear evidence 
that the ears are unique. Therefore, it is best to use ear biometry as an additional 
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biometric parameter in multimodal biometric systems. For example, a biometric 
analysis of the geometric shape of the ear is carried out when it is possible to obtain 
images of a person’s face only in profile and it is not possible to use additional scan-
ning devices to analyze other biometric characteristics.

At the same time, the implementation of the process of automating the biometric 
identification of a person by the geometric shape of the auricle rests on a number of 
problems that require solving [6–10]. One of the main problems is getting a clear, 
separate image of only the auricle. To obtain a clear image of only the shape of the 
ear, additional means must be used to cut off the image of other parts of the body 
(hair, neck, etc.). However, this creates significant inconvenience.

If the image is received from a video camera, which is located at a certain dis-
tance, then the image includes not only the ear, but also other parts of the body 
adjacent to it. In this case, the task is to automatically select the auricle in the image. 
This task is quite complex and can lead to false ear selecting in the image. Therefore, 
there is the task of improving the accuracy of biometric identification with fuzzy 
allocation of the auricle in the image.

This chapter describes methods for biometric identification of a person by the 
geometric shape of the ear with a clear selection of the auricle during the initial scan 
and with a fuzzy allocation of the auricle. A method for selecting the auricle based 
on determining the average value, which indicates the location of the scanning win-
dow and its size, is described.

2  Software Implementation of Biometric Identification 
of the Geometry of the Auricle with a Clear Selection

A clear selection of the image of the auricle greatly simplifies the method of biomet-
ric identification and the means that implement it. A clear image contains only the 
image of the ear against the selected color background (for example, a white back-
ground). Such an image can be obtained using special devices that can be based on 
different physical principles. It is desirable that they do not give color reflections and 
shadows. Examples of clearly selected images of the auricle on Fig. 1 are presented.

Fig. 1 Examples of clearly selected images of the auricle
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To date, many methods have been developed for analyzing biometric character-
istics from the image of the human ear. Basically, all methods use the search for 
control points and analyze their location and distance between them. The developer 
or user of the system carries out the choice of control points. These methods use 
complex algorithms and, accordingly, complex software implementation.

In this paper, we propose a method that is based on the analysis of the shape of 
the ear using the analysis of individual fragments of the image of the ear. The 
method is as follows.

 1. A clear image of the auricle is formed on a white background using spe-
cial tools.

 2. The resulting image with a selected threshold is binarized.
 3. Surrounding rectangle for a binary image of the auricle is formed.
 4. Horizontal main line passing through the widest part of the image is drawn and 

the formed rectangle into upper and lower parts relative to the main line is 
divided.

 5. The bottom of the rectangle is halved with help of an additional horizontal line.
 6. The main rectangle into the right and left parts using a vertical line that passes 

through the vertical line of the image with the most black pixels, is divided.
 7. The area of the entire image of the ear and the area of the selected six images 

are determined.
 8. The relationship between the total area of the ear image and the areas of each 

of the selected six ear images is calculated.
 9. The lengths of the main and additional horizontal lines, and also the relation-

ship between them are calculated.
 10. Projections of the Radon transform (RT) for each ear are calculated and the 

relationships between them are calculated [11–13].
 11. The obtained quantitative values are compared with the reference values in the 

database.
 12. The system identifies or not the person.

The ninth step of the algorithm is optional and increases the accuracy and 
reliability of identification. A graphical representation of the identification process 
by the geometric shape of the ear on Fig. 2 is shown.

The border of the ear is a rectangle describing the ear. Ear boundaries are calcu-
lated using four double loops. These loops search for the closest ear pixels to the 
top, bottom, left, and right edges of the image. As soon as the border is found, the 
double loop is interrupted.

A fragment of the listing:
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Fig. 2 Graphic display of 
the process of personal 
identification based on the 
analysis of the area of the 
image of the ear

R. Motornyuk et al.



181

Main_Rect.Top := -1;
For i := 0 to m - 1 do

begin
For j := 0 to n - 1 do

if M1[j, i] = 1 then
begin

Main_Rect.Top := i - 1;
Break;

end;
if Main_Rect.Top > 0 then

Break;
end;

Main_Rect.Bottom := -1;
For i := m - 1 downto 0 do

begin
For j := 0 to n - 1 do

if M1[j, i] = 1 then
begin

Main_Rect.Bottom := i + 1;
Break;

end;
if Main_Rect.Bottom > 0 then

Break;
end;

Main_Rect.Left := -1;
For i := 0 to n - 1 do

begin
For j := 0 to m - 1 do

if M1[i, j] = 1 then
begin

Main_Rect.Left := i - 1;
Break;

end;
if Main_Rect.Left > 0 then

Break;
end;

Main_Rect.Right := -1;
For i := n - 1 downto 0 do

begin
For j := 0 to m - 1 do

if M1[i, j] = 1 then
begin

Main_Rect.Right := i - 1;
Break;

end;
if Main_Rect.Right > 0 then

Break;
end;  
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To search and measure the vertical line, a horizontal cycle is organized, inside of 
which two vertical cycles. Loops vertically bypass the pixels of the bitmap above 
and below. As soon as the cycles vertically reach the ear above and below they are 
interrupted. The height of the ear at that location is calculated by the difference Y 
coordinates. The value of the found ear height is compared with the previous verti-
cal size. If the found value is larger, then the vertical size is assigned the value of the 
found ear height and the coordinates of the vertical line are assigned new 
found values.

A fragment of the listing:

Line_Vert_1.X := 0;
Line_Vert_1.X := 0;
Line_Vert_2.Y := 0;
Line_Vert_2.Y := 0;
Line_Vert_Size := 0;
For i := 0 to n - 1 do

begin
j1 := 0;
while (M1[i, j1] <> 1) and (j1 < m - 1) do

Inc(j1);
j2 := m - 1;
while (M1[i, j2] <> 1) and (j2 > 0) do

Dec(j2);
if (j2 - j1 > Line_Vert_Size) and (j2 - j1 > 0) then

begin
Line_Vert_Size := j2 - j1;
Line_Vert_1.X := i;
Line_Vert_1.Y := j1;
Line_Vert_2.X := i;
Line_Vert_2.Y := j2;

end;
end;  

To search and measure the main horizontal line, a vertical cycle is organized, 
inside of which two horizontal cycles. The cycles horizontally bypass the pixels of 
the bitmap on the left and right. As soon as the cycles horizontally reach the ear on 
the left and right, they are interrupted. Using the difference in X coordinates, the ear 
width at that location is calculated. The value of the found ear width is compared 
with the previous horizontal size. If the found value is greater, then the horizontal 
size is assigned the value of the found ear width and the coordinates of the horizon-
tal line are assigned new found values.

A fragment of the listing:
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Line_Hor_1.X := 0;
Line_Hor_2.X := 0;
Line_Hor_1.Y := 0;
Line_Hor_2.Y := 0;
Line_Hor_Size := 0;
For i := 0 to m - 1 do

begin
j1 := 0;
while (M1[j1, i] <> 1) and (j1 < n - 1) do

Inc(j1);
j2 := n - 1;
while (M1[j2, i] <> 1) and (j2 > 0) do

Dec(j2);
if (j2 - j1 > Line_Hor_Size) and (j2 - j1 > 0) then

begin
Line_Hor_Size := j2 - j1;
Line_Hor_1.X := j1;
Line_Hor_1.Y := i;
Line_Hor_2.X := j2;
Line_Hor_2.Y := i;

end;
end;  

The bottom horizontal line is the line that runs parallel to the horizontal axis X 
through the Y coordinate, which is in the middle between the Y coordinate of the 
main horizontal line and the Y coordinate of the lower border of the ear. To do this, 
first, the Y coordinate is calculated. Then, at the level of this Y coordinate, two hori-
zontal cycles are performed that bypass the pixels of the bitmap on the left and right. 
As soon as the cycles horizontally reach the ear on the left and right, they are inter-
rupted. The bottom line is assigned the found X coordinate values.

A fragment of the listing:

Line_Bot_1.Y := Line_Hor_1.Y + (Main_Rect.Bottom -
Line_Hor_1.Y) div 2;

Line_Bot_2.Y := Line_Bot_1.Y;
j1 := 0;
while M1[j1, Line_Bot_1.Y] <> 1 do

Inc(j1);
Line_Bot_1.X := j1;
j2 := n - 1;
while M1[j2, Line_Bot_1.Y] <> 1 do

Dec(j2);
Line_Bot_2.X := j2;  

The dataset of standards used the maximum possible number of reference values 
for one person. A confidence interval was chosen within which a high accuracy of 
identification was achieved.
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To carry out preliminary preparation of the image of the auricle, the Radon trans-
form was used, which was also used to analyze images of the auricle. The relations 
between the obtained six projections of the Radon transform, which form additional 
quantitative values of the characteristic features, were estimated. Figure 3 shows an 
example of the formation of projections of the RT for all images extracted from 
images of the auricle.

3  Experiment

An experiment was conducted to study the proposed method. Initially, a database 
was created that contained images of the ears, divided into ten images for each iden-
tifiable. Each image of the ear was formed using a video camera located in relation 
to the auricle at a certain angle. This allowed us to form images of the ears with the 
same location. Means were also used to isolate only the auricle and cut off the 
remaining parts of the body. Examples of images of the ears in Fig. 1 are presented.

For the experiment, ten characteristic features are used to the analysis, which 
were represented by the relations between the selected regions of the auricle and 
between additional geometric characteristics.

 1. The ratio of the total area of the image of the auricle to the first area bounded 
by the upper left rectangle (Fig. 2).

 2. The ratio of the total area of the image of the auricle to the second area bounded 
by the middle left rectangle.

 3. The ratio of the total area of the image of the auricle to the third area bounded 
by the lower left rectangle.

 4. The ratio of the total area of the image of the auricle to the fourth area bounded 
by the upper right rectangle.

 5. The ratio of the total area of the image of the auricle to the fifth area bounded 
by the middle right rectangle.

 6. The ratio of the total area of the image of the auricle to the sixth area bounded 
by the lower right rectangle.

 7. The ratio of the upper area to the lower, separated by a main horizontal line 
passing through the widest part of the auricle.

 8. The ratio of the left area to the right, separated by a vertical line passing through 
the highest part of the auricle.

 9. The ratio of the length of the vertical line to the length of the horizontal line.
 10. The ratio of the length of the main horizontal line to the length of the second 

(lower) horizontal line.

Each image of the auricle was fed to the input of a biometric identification sys-
tem, the corresponding geometric characteristics were extracted and formed, and 
their quantitative values were calculated. Based on the obtained quantitative values, 
the relationships between them described above were calculated.

The choice of a standard was carried out according to two parameters.
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Fig. 3 RT projection example for selected auricle images
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 1. The value of the confidence interval, which determined the distance of deviation 
of the input quantity from the reference.

 2. The number of matches from ten calculated ratios for each standard on the 
selected confidence interval.

During the experiment, the FRR and FAR values were determined at each confi-
dence interval. The FRR and FAR curves were plotted as a percentage of the aver-
age value of the identification performed, depending on the selected number of 
matches (0 ÷ 10). In this case, graphs of the FRR and FAR curves were obtained for 
each confidence interval (Fig. 4).

According to FRR and FAR presented in Fig. 4 optimal threshold average per-
centage of matches corresponds to 27%. With this value in mind, the FRR and FAR 
dependencies were constructed (Fig. 5), which were determined by the following 
conditions.
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where FRR1  and  FAR1—new values taking into account the 27% threshold; 
FRR0 and FAR0—initial values.

As a result of the experiment, the most acceptable confidence intervals and an 
acceptable number of necessary matches were determined that give FAR = 0 and the 
minimum value FRR = 0÷2.

Thus, for biometric identification of a person, it is necessary to use from the 
database up to ten reference values for each person. As a result of the comparisons, 
the percentage of matches was determined, according to which a decision was made 
on identification.

4  Automatic Extraction of the Auricle 
from a Complex Image

The use of special means to isolate only the auricle may not always be acceptable. 
Most often, images obtained without special actions performed by a person who is 
identified are used. It often happens that a person does not know that his ear is being 
photographed. In such situations, the images obtained contain parts of the body 
adjacent to the auricle (Fig.  6). These images were freely available from Esther 
Gonzalez.

Such images require additional complex algorithms that clearly distinguish the 
auricle from the rest of the background. Images have a wide range of brightness and 
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Fig. 4 FRR and FAR dependencies without a selected percentage identification threshold
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Fig. 5 Dependency graphs FRR1 and FAR1
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color parameters, so sometimes the automatic extraction of the auricle leads to a 
false result.

An algorithm is proposed in the work, which consists in the following.
The image from the video camera is presented in the form of a two-dimensional 

array of numbers, each number of which encodes the color and brightness of the 
corresponding image pixel (Fig. 7). On Fig. 7 is shown only the initial array of size 
10 ÷ 10 of the whole image.

Fig. 6 Images of ears that were used for the experiment

Fig. 7 An example of a fragment of a two-dimensional array of numbers describing the pre-
sented image
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The system “knows” the image structure. The system knows that hair is located 
at the top and in the back of the image, the neck is located in the lower part, and the 
part of the face adjacent to the ear is located in the front part. The approximate size 
of the auricle falling into the image field is also known. Images themselves were 
formed with a size of 500 × 500 pixels, and the enclosing rectangular window was 
considered with a size of 200 × 360 pixels.

When the generated image was fed to the input of the system, pixel codes were 
determined in the selected image areas.

The entire array of numbers was divided into intersecting areas of 200 × 360 
pixels. Each area is shifted one pixel vertically and horizontally. The hair pixel code 
and the body pixel code in the image were determined. In accordance with the parti-
tion of the image into rectangular areas 200 × 360, an array of average values was 
formed for each rectangular area. Average values are in the upper left pixel of the 
numerical array of each area.

In accordance with the obtained array of average values, an array of values was 
formed according to the following formula:
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where Vi, mean—average value of the corresponding i-th window;
Amean—the selected value of the average value, which corresponds to the pixel 

codes of the array of average values and located on the edges of the image of the 
auricle;

F—selected confidence interval value.
To select Amean and F additional algorithms are used that are aimed at their exact 

definition.
The Amean value is calculated by determining the value of the code of the human 

hair in the image and the value of the code defining the characteristics belonging to 
the auricle. The average value of these two values of the image arrays allows you to 
determine as accurately as possible Amean. The value of F is calculated in accordance 
with statistical data obtained experimentally.

On each obtained image, the codes of the auricles are different (determined), as 
well as the codes of the hair are also different. Therefore, the system itself must 
determine them, taking into account their location in the image. Figure 8 presents 
examples of the selected parts of the image according to the described algorithm.

As a result of the algorithm, a different number of images is allocated in accor-
dance with a certain Amean. After binarization, images are obtained that display the 
binary ear in whole or in part. All of these images are processable. First, black pixels 
are removed, and small groups of black pixels are also deleted. To do this, the cel-
lular automata (CA) are used that implement the local logical function AND and 
one of the classical forms of neighborhood (von Neumann neighborhood or Moore 
neighborhood) [14, 15]. As a result of the first step, the edge black pixels of each 
group switch to the logical “0” state. After several such operations, small groups of 
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black pixels are deleted (Fig. 9). To implement such an operation, an elementary CA 
is often used for each row and column of the image matrix, depending on the 
location.

Removal of other parts not belonging to the auricle image is carried out using the 
Radon transform [11–13]. The projections of the Radon transform are formed and 
the projections formed in the directions of 300, 600, 1200, and 1500 are analyzed and 
the excess parts of the image are determined. If there are edge parts of the projection 

Fig. 8 Examples of images of selected windows when Amean = 3800000 and Amean = 7000000

Fig. 9 An example of an 
image after applying the 
theory of CA
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of the Radon transform that are separated from the main whole projection of the ear, 
then the black pixels in this area become white pixels. Also, these projections iden-
tify black pixels located in the lower corners of a rectangular window, and are 
redundant (do not belong to the image of the auricle). Figure 10 shows an example 
of images of the auricle and projections of the Radon transform before and after 
removing extra pixels.

Also, according to the projections of the Radon transform, the location of the ear 
image in the rectangular window was determined and only those images of the 
auricle were selected, in which the projections of the Radon transform were located 
at a certain distance from the edge. As a result of such actions, the number of images 
of one auricle decreased.

The resulting images formed the standards, and also fed to the input of the iden-
tification system. The previously described method is not acceptable for such 

Fig. 10 An example of removing excess pixels in the image of the auricle
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images, but the identification method based on the Radon transform is well used. 
Identification is carried out by forming six projections of the Radon transform in the 
directions 00, 300, 600, 900, 1200, and 1500. For each image, such projections of the 
Radon transform are different from each other; however, they coincide with the 
reference projections on the selected confidence interval with a certain threshold 
percentage of coincidences. Based on the results of the comparison, a decision is 
made on identification.

This method allows you to identify a person at a certain distance and can be 
device independent.

5  Conclusion

The proposed method and the developed software allows to identify a person with 
high accuracy due to the proposed division of the geometric shape of the auricle into 
six areas according to certain criteria. Most of these characteristic features differ for 
each ear, as well as their relationship. The method is simple to implement; however, 
it requires a special arrangement of the head of the identified person, as well as 
special tools to remove the remaining parts of the human body in the image. The 
method gives good values of FRR and FAR at confidence intervals of 0.2, 0.3, and 
0.8 with the coincidence of 4, 5, and 6 parameters.

In addition, an effective method for extracting the auricle in a complex image, in 
which other parts of the body adjacent to the ear are present, is proposed. Effective 
selection of averages for all image areas, the use of the theory of cellular automata 
and the theory of Radon transform allowed us to isolate the image of the auricle and 
not use those initial images in which the image of the ear was not fully displayed.

In future works, it is planned to improve the algorithm for automatically extract-
ing the ear image on a complex image obtained at a distance from a person. It is also 
planned to conduct research to search for characteristic features in the image of the 
ear, which would give a high degree of distinction and individuality.
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