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Introduction

Is there such a field as computer ethics? Perhaps not. Any ethical problem in which computers
play a role is an ethical problem regardless of the involvement of computers. Surveillance
with the aid of a telescope is not seen as an issue in telescope ethics, so why, for example,
should surveillance with the aid of a computer be seen as an issue in computer ethics? There
is something in this. An ethical issue is not part of computer ethics simply because it involves
a computer. Stealing a computer is not an issue in computer ethics.

But a cluster of ethical problems surrounds the use of computers which can legitimately
be called ‘computer ethics’. Of course, it could be objected that this is arbitrary. We could
call ethical issues surrounding the use of cars ‘automobile ethics’, or those around the use
of cameras, ‘camera ethics’, but this is not done. Yet we could do this, and in some areas
considered important enough, we do. Environmental ethics has emerged in response to a
cluster of particular concerns of growing importance regarding the natural world, media ethics
in response to problems regarding the media, and so on. Computer ethics has emerged in the
same way (see Bynum, 1999, for a history of computer ethics).

If it is legitimate to talk of computer ethics, what is its domain? Which issues are issues
in computer ethics and which are not? Problems in computer ethics are not different or new
in the sense that they are different in kind from other ethical problems, whatever that might
mean. Moral philosophy has been studied systematically at least from the time of the ancient
Greeks, and the ethical issues in computing are part of this tradition. What is new and different
is that the development and use of computers has raised old questions in interestingly new and
different ways (Johnson, 2001), often creating what Moor calls policy vacuums (Chapter 6).
The work of the computer ethicists, then, is to develop policies to fill those vacuums.

What are some of these ethical issues that are raised in a unique way because of computer
technology? Consider hacking. Breaking into someone’s computer account is in some ways
like breaking into someone’s house, but there are interesting differences. It is a logical rather
than a physical entering. Unauthorized copying of software is a bit like unauthorized copying
of a book and a bit like taking a television set, but there are significant differences. There are
also questions relating to work and the loss or creation of skills, which arise in a unique way.
And there are questions about the creation of intelligent machines.

Another approach to computer ethics is to treat it as professional ethics — that is, to
concentrate on the specific concerns of computer professionals qua computer professionals
that are essentially about the professional—client relationship. This is a reasonable approach.
Medical ethics chiefly concerns the doctor—patient relationship. Computer professionals
design and develop software and hardware for the use of their clients; they design, develop and
maintain networks and so on. The important issues, then, include system reliability, system
and data security, software theft, network security and reliability, and the like, which are
typically specified in professional codes of ethics. This is the approach adopted by Gotterbarn
and he argued that this should be the essence of computer ethics (Gotterbarn, 1991). While
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this emphasis never became the focus of computer ethics, it has remained an important part
of the field.

This way of doing computer ethics is essentially reactive (Johnson, 2001, pp. vii—viii): that
is, it reacts to problems, or policy vacuums, created by the technology (although it should
be noted that the professional strand was not reactive in this way). This is an essential role
of applied ethics, and most of the essays in this anthology reflect this approach. It has also
been the core activity of most computer ethicists, many of whom have not only seen it as
what computer ethics is all about but have also assumed that the situation would remain thus
(Weckert, 2000a). There are, however, a few developments that suggest that there is more to it
than this, and in fact one of the ‘developments’ considerably pre-dated this reactive approach.
(It must be emphasized here that ‘reactive’ is being used in a descriptive and not a pejorative
sense.)

Developments

Two developments will now be considered that are affecting, or will affect, the future of
computer ethics: a proactive approach and an aspect of philosophy of technology.

A Proactive Approach

As we saw, generally there has been a reactive, or ethics-last, approach to computer ethics.
When approaching computer ethics reactively, or ethics-last, one generally works within an
accepted framework and sees whether or not particular consequences fit that framework. For
example, if some use of technology infringes personal privacy, it is the current view of privacy
that is infringed. Sometimes, of course, the technology does not fit well with standard views
and then some rethinking must take place. This is much the current situation with intellectual
property. The current intellectual property regime does not accommodate the new information
technology very well.

When a proactive, or ethics-first, approach is taken, the emphasis is different. One is much
more likely, and in fact it is necessary, to think carefully about what is wanted from the
technology, and that involves thinking about what sort of life one thinks is a good one. This
approach means taking action that will guide the development of the technology in a particular
manner. The problem with the ethics-first, or proactive, model is that ethical assessment
depends in large part on a factual determination of the harms and benefits of implementing the
technology and this necessitates making predictions, a hazardous occupation. The following
comments by Thomas Watson and Bill Gates attest to this:

‘I think there is a world market for maybe five computers.’
Thomas Watson, chairman of IBM, 1943

‘640K ought to be enough for anybody.’

Bill Gates, 1981
Nevertheless, prediction with care is useful and in fact essential. We constantly make
predictions about what will happen and base our behaviour on those. And, in any case, the
ethics-last model does not fare so well either. Once a technology is firmly in place much
unnecessary harm may have already occurred.
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The suggestion here is that the ethics-first model and the ethics-last model — proactive and
reactive approaches — are poor solutions to a false dichotomy (Moor and Weckert, 2004).
Computer ethics is not something one can undertake satisfactorily either purely first or last,
but something that needs be done continually as the technology develops and as its potential
consequences become better understood.

Applied ethics is dynamic in that the factual component on which it relies has to be
continually updated. This position is similar to that of Norbert Wiener (Chapter 2). Talking
about automated machines, he writes: ‘To be effective in warding off disastrous consequences,
our understanding of our man-made machines should in general develop pari passu with the
performance of the machine, p. 13.

What he is suggesting is that if we wait until the technology has been developed, it may be
too late to avoid ‘disastrous consequences’. Predicting is hazardous, and he does not suggest
that these machines should not be developed on the grounds that they may produce undesirable
consequences. Rather, the understanding must develop in step with the development of
the machines. Similarly, the contention here is that understanding of the ethical questions
must develop as the technology develops. This will be partly reactive and partly proactive,
continually returning to the technology in order to understand how it is developing and what
its actual or likely consequences are.

Proactive computer ethics is not new as we have just seen from this brief look at Wiener.
Joseph Weizenbaum too, one of the founders of Artificial Intelligence, discussed future ethical
and social issues, based on his predictions of the consequences of the technology. Amongst
other things, in 1969, he wrote of a potential ‘new cleavage in society’ between those who
could benefit from using computers and ‘that segment of the population that cannot use
computing power for lack of training’ (Chapter 4). It is worth noting that he did not talk
of inequalities based simply on access to computers, which was how the digital divide was
first discussed many years after he raised the concern, but of inequalities based on a /ack of
training to use the computers — a later and more sophisticated view of the digital divide that
developed more recently.

Philosophy of Technology

The picture painted in the previous section suggests that the technology develops somehow
independently from the ethics. Even when the ethics is proactive, it is only proactive in the
sense that it tries to predict consequences rather than waiting for them to happen. This enables
policies to be in place to mitigate harmful consequences, but it still assumes a variety of
technological determinism. This variety is what Bimber (1994, p. 82) calls the Normative
account and he relates it to what Habermas (1979) sees as technology being separated from
ethical and social values and driven only by efficiency and productivity. A richer way to view
proactive computer ethics is to see ethical and social values playing a role in the design of the
technology (see Part 111, ‘Values and Technology’). This approach is spoken about in various
ways. Friedman ez al. talk of value-sensitive design (2006), Nissenbaum of embodying values
in systems (2001), and Brey of disclosive computer ethics (Chapter 21). In all cases the
concern is with designing computer systems with ethical and social values in mind — that is,
designing systems that encourage or enhance these values.
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On this account, then, computer ethics involves reacting to technology that causes problems
and policy vacuums, predicting what the consequences of technologies are likely to be,
attempting to understand the technology as it develops in order to develop ethical policies
along with the technology and, importantly, to assist in the design of computer systems that
enhance or encourage values that we consider to be ethically important.

This way of doing computer ethics encourages thought about what values we consider
to be important and why, because both the technology and policies are designed in ways
that are intended to maximize their benefits to individuals and to societies. While doing
computer ethics by reacting to the technology does not rule this out, the proactive approach
that incorporates designing with values in mind encourages planning for the future, asking
such questions as: what sort of technology and which policies will maximize the chances of
us living the kinds of lives that we want? How can this technology be designed so that it is of
the greatest benefit? What sort of society do we want? What kind of lives do we want to live?
And even what constitutes a good life?

This approach has something in common with Ortega Gasset’s view of technology in
general. According to him, technology can be defined as ‘... the improvement brought about
on nature by man for the satisfaction of his necessities’ and ... the reform of nature’ (1961, p.
95). Perhaps it is more common for us to think of technology as the tools and techniques for
bringing about these improvements, but that does not alter his point.

He goes on to argue that ‘[not] being, but well-being, is the fundamental necessity of man...’
and that therefore a main aim of technology is ‘to promote good life, well-being, by adapting
the medium to the will of the individual’ (1961, p. 101).

This is an oversimplification of Ortega Gasset’s position, but for our purposes his important
point is that we humans use technology to modify our environment in order for us to live
better lives, and perhaps even the good life, and designing and developing computer systems
is, of course, modifying our environment. If technology in general is supposed to enhance our
lives, so is computer technology. How it has done this has changed over the years. Initially
stand-alone computers helped us to perform mathematical calculations, store and retrieve
data, write articles and so on. Later, with the development of widespread computer networks
and especially the Internet, they helped us communicate with one another just about anywhere
in the world. And now computer processors are embedded in a vast variety of products,
including cars, washing machines and telephones.

While there is room for the view that much of this development was, and still is, driven by
the technology rather than by any human needs, and some cynicism is not out of place, it is
plausible to see these developments as efforts to make life easier and more pleasant, keep us
healthier and more generally to help us satisfy our goals and to enhance our lives. The extent
to which our lives have been enhanced by computer technology may be debatable, but there
is no doubt that our lives have been changed by it and that in many ways our lives are easier,
so, to that extent at least, they have been enhanced.

Whither Computer Ethics?

This way of viewing computer ethics puts it into a much larger context. Answers to questions
in computer ethics depend on answers to much more general questions about the kinds of
creatures we are and about the kinds of lives that we consider to be worth living. Computer
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ethicists in the future will spend more time considering some big issues such as the ones just
mentioned, particularly given the direction in which technology is developing.

Computers, as we have just seen, have already changed, and are continuing to change,
our environment, arguably making it more pleasant for us. But now there is the possibility
that computers will play a part in changing us. In a sense this is not new. We are accustomed
to prosthetic limbs, spectacles, dentures, and more recently, cochlear implants. These all
modify the person in some way, but in a way that makes him or her more or less the same as
other people with respect to some particular deficiency such as poor sight or hearing. While
individuals were changed there was no change in humans as a whole. We still had the same
abilities.

But this could change. There is currently much discussion of converging technologies, which
are commonly said to comprise nanotechnology, information technology, biotechnology and
cognitive science (Roco and Bainbridge, 2002; Nordmann, 2004). These technologies taken
together have the potential to quite radically change our lives and enhance our abilities. In the
future, technology may not so much change our environment as change us. We will consider
a few relevant developments that may be primitive relative to future developments but do
demonstrate the direction that things could take.

First is the remote controlled rat or ratbot. This rat was controlled by inputs directly to its
brain and to its whiskers. When its whiskers were stimulated and it performed the appropriate
action, the reward centres of its brain were stimululated “filling the rodents with a feeling of
well-being’. So, in effect, the scientists could control the rat’s behaviour by controlling its
wants —that is, the rat was doing what it wanted to do, but the scientists were in control of what
it wanted (Whitehouse, 2002). The second example is that of Kevin Warwick who was able to
have direct communication through implants in his arms to the outside world, including with
his wife who also had implants. Warwick is optimistic about the future of cyborgs, creatures
that are part-human, part-machine who will have ‘... extra-sensory capabilities, a high-
performance means of communication and the best of human and machine brains’ (Warwick,
2002, p. 4). Both of these examples can be seen as early steps towards new forms of human
sensing, communication and reasoning ability.

Other research is also proceeding, particularly at DARPA, the US Defense Advanced
Research Projects Agency. One of these, related to the ratbor of the previous paragraph,
involves using sharks with electrodes implanted in their brains to track enemy ships (Brown,
2006). Another set of projects is designed to enhance the abilities of people in the military
(Goldblatt, 2002). One of these aims to augment cognition that is, to give people enhanced
cognitive ability. Another concerns the brain—machine interface and involves research into
giving people the ability to directly control devices by the brain, without having to use hands
or feet or any other part of the body. This would enable a pilot, for example, to direct fly an
aeroplane by the use of his or her brain, without physically needing to handle the controls.
Other research is examining the possibility of directly inputting skills and information without
the need for learning in the way in which we learn now. Our brain could perhaps receive its
download while we slept. In the morning we would know a lot that we did not when we went
to sleep.

These new issues have not been neglected, and ethical discussion of cyborgs has begun
(Moor, 2005) as has discussion of ethical concerns with developments in computing enabled
by nanotechnology (Moor and Weckert, 2004; Sparrow, 2002; Weckert, 2001b, 2002). In a
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sense, of course, the philosophical and ethical discussion of cyborgs is just an extension of the
debate about whether machines can be considered as moral entities, and that debate goes back
at least to the 1960s. Human enhancement has been a subject for philosophical and ethical
examination in bioethics for some time and, as the technologies converge, so will the ethics.
Human enhancement will be part of an ethics of convergent technologies, which will include
computer ethics.

These types of development raise two questions. First, are these enhancements likely to
promote the good life? And, second, will we need to rethink the whole notion of a good life
in the light of them?

First, are enhancements likely to make life better for us? An enhancement here is taken
to mean some change or modification made to us that in some way gives us abilities beyond
those which a human normally has. It might be vision as good as an eagle or hearing as good
as a dog. Or it could be the ability to directly communicate with machines or with other people
through transmitters and receivers connected to our brains. We are not talking here about
treatments, modifications or devices that bring people up to what is more or less normal in the
total population.

It is difficult to know whether enhancement would make life better overall. Consider direct
communication between brains. How would this affect our privacy? Currently my thoughts
are more or less, mine alone, something for which I am very grateful. This is not so much
because I intentionally think things that I should not, but more that I do not have the same
sort of control over my thoughts that I have over my actions. Direct communication between
brains would reduce my autonomy to the extent that I would have much less control over what
people knew about me, and this would certainly make me more vulnerable to government and
employer control.

Consider, too, enhanced senses. Suppose that I had the vision of an eagle. This may
improve my life, but I really cannot say because I have no idea what it would be like. But it
raises another issue. If some of us have enhanced vision but not everyone does, how will this
affect communication and general social cohesion? Suppose that it became possible to have
enhancements of many kinds and that we could choose which we wanted, if any. Could I, as
a conservative, unenhanced human who is fairly happy being as he is, communicate easily
with my highly enhanced neighbours who had all kinds of experiences of which I could not
even conceive?

Up until now we have had a pretty good idea of what makes life better and we can be fairly
confident about what makes life better for most. In the future, with human enhancements, it
will not be so clear. Do we know if particular ‘enhancements’ will improve life? Will enhanced
people be happier, and if not, why bother with enhancements? Can we say much about the
‘good life’ for an ‘enhanced’ person? One important factor is this. Currently people around the
world are more or less the same. We know in general what sorts of things make people happy,
what makes them suffer, what gives pleasure and pain and so on. If human enhancements
become widespread it is likely that people will become very different from each other. Many
different kinds of enhancement and enhancements to different levels may be possible, and if
people are free to choose, they will choose differently. So it may not be known what should
be done to relieve the suffering or increase the pleasure of others. In an important respect our
commonality will be lost, and if this is so, the notion of ‘the good life’ becomes vacuous in the
sense that it can play no role as a goal for technological development. It was noted earlier that,
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for Ortega Gasset, the goal of technology was ‘to promote good life, well-being, by adapting
the medium to the will of the individual’. In a world of human enhancement this no longer
holds. Technology no longer adapts just the environment but also the human, so our frame
of reference, namely a common humanity, is gone. This may not matter, but it should make
us reconsider the purpose of technological development. What will be a computer-enhanced
good life? To date, computer ethicists have undertaken little explicit examination of these
kinds of question. In the future they will be difficult to avoid.

Background

Computer ethics is a relatively new field of applied ethics, even though Norbert Wiener
began raising many of the issues over fifty years ago. Partly because of its newness and partly
because of the need to communicate with, and influence, computer professionals, many of
the influential figures have published more in professional publications, or elsewhere, than
in refereed academic journals. An example is Walter Maner, who in 1978 self-published his
Starter Kit on Teaching Computer Ethics. (Bynum (1999), discusses the importance of Maner
and others.) Particularly important have been the ACM publications: Computers and Society
and Communications of the ACM. Until 1999 there was no academic journal dedicated to
computer ethics, and most of the academic philosophical papers are found in computing
journals. A notable exception is Metaphilosophy which, in 1985, published a special issue
on computer ethics edited by Bynum, which included the most influential paper in the field
to date, James Moor’s ‘What is Computer Ethics?’. Another exception is the special issue on
global information ethics of Science and Engineering Ethics published in 1996, guest edited
by Terrell Ward Bynum and Simon Rogerson. In 1999 Ethics and Information Technology,
edited by Jeroen van den Hoven, began publication. This was followed in 2003 by 7%e
Journal of Information, Communication and Ethics in Society, edited by Simon Rogerson and
Ben Fairweather. Two conference series stand out as being the most important for generating
discussion: Ethicomp and Computer Ethics, Philosophical Enquiry (CEPE). The former has a
more professional focus and the latter is more philosophical. Undoubtedly the most influential
text to date has been Deborah Johnson’s Computer Ethics, first published in 1985 which
to a large extent defined the field. This is now in its third edition. Herman Tavani’s Ethics
and Technology: Ethical Issues in an Age of Information and Communication Technology,
published in 2004, is probably the most influential text currently, apart from Johnson’s.

Finally, it is worth pointing out that the work of Rob Kling and other researchers in Social
Informatics has been omitted from this volume, not because it is considered unimportant — it
is certainly not that — but because the focus has been on the field of computer ethics as it has
in fact developed. For better or worse, there has been less interaction between these two fields
than might have been expected.

About this Volume

The 39 chapters of this volume are organized into seven parts which cover many, but not all,
of the main themes in the field. The most notable omission, perhaps, is intellectual property,
which covered in only one chapter in the Part II. The choice was made to give more space to
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less-discussed issues, particularly values in design, areas in which perhaps computers should
not be used, and machine morality. All of these will gain in importance if the field develops
as suggested in the first part of this Introduction — that is, if the approach becomes more
proactive, if technologies converge and if the distinction between humans and machines
becomes less clear. This is not to suggest that intellectual property questions are not important.
In the early days of computing there was discussion of, for example, copyright of computer
programs (Stallman, 1992; Johnson, 1985) and patenting of algorithms (Samuelson, 1990).
More recently the focus has been on downloading music and other material from the Internet
(Spinello, 2005; Tavani, Chapter 11).

Computer Ethics — Its History and Nature

The essays in Part I are arranged in chronological order because they show something of the
development of computer ethics. The one exception is that by Terrell Ward Bynum which
constitutes Chapter 1. Bynum has been responsible for bringing the importance of Norbert
Wiener to the attention of current researchers in computer ethics. He shows how, in the mid-
twentieth century, Wiener recognized the power and potential of automation and potential
ethical and social problems. Chapter 2 is an essay by Wiener published 10 years after the first
publication of his book that forms the basis of Bynum’s discussion, and continues its themes.
It was mentioned earlier in this Introduction that Wiener argued that ‘our understanding of
our man-made machines should in general develop pari passu with the development of the
machine’ this volume, p. 13. This view is based on his belief that autonomous machines can be
creative and that it is not true that ‘nothing can come out of the machine that has not been put
in’. This can be both beneficial and dangerous, and therefore extreme care must be taken both
in developing our understanding of the machines and in making sure that ‘the purpose put
into the machine is the purpose which we really desire...’, a point which sounds remarkably
similar to the topic of Part III.

In Chapter 3 the emphasis changes to ethics for computing professionals. In the 1960s
computing as a profession was still in its infancy, and Donn Parker’s 1968 essay considers
the development of codes of ethics for computing professionals. Recognizing that there
are serious ethical problems in computing, or information processing, he notes that ‘[o]ne
thing our societies have neglected is to define and enforce a general code of ethics’. This
professional stand in computer ethics has continued to be an important element in the field
and we will return to it again.

In 1976 Joseph Weizenbaum’s well-known book Computer Power and Human Reason:
From Judgement to Calculation was published, in which he raised various concerns about
some actual or potential uses of computers. Moor (Chapter 33) discusses some of his
arguments. Less well-known are Weizenbaum’s essays raising ethical concerns. In the first of
his two essays included here (Chapter 4), he speculates on some general effects of computers
on society and, as mentioned previously, demonstrates considerable foresight regarding what
has become known as the digital divide. In the second essay (Chapter 5), he raises concerns
about technology — particularly computer technology — replacing humans in decision-making
and the impact that this might have on individual self-image and self-esteem, on responsibility
and more generally on society.
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The following essay, by James Moor (Chapter 6), probably the best known and most quoted
paper in computer ethics, introduces the policy vacuums mentioned earlier in this Introduction.
Moor argues that computers are so important because of their logical malleability — that is,
they can be programmed to do any task ‘that can be characterised in terms of inputs, outputs,
and connecting logical operations’. Because of this there will be many areas of their use in
which there are no policies in place, forming the policy vacuums which research in computer
ethics attempts to fill.

It was suggested previously that perhaps computer ethicists should take a more top-down
approach and consider the problems in the light of the kind of society that we want. Richard
Mason does this and raises four ethical issues in Chapter 7 that he believes should be the focus
of concern: privacy, accuracy, property and access. These he refers to as PAPA. Like Parker
and Gotterbarn, Mason is primarily interested in ethics for computing professionals.

Geoffrey Brown’s main concern, on the other hand, in a strangely neglected essay (Chapter
8), is rather to see if there really is a sub-field of applied ethics that is computer ethics. The
spirit of his argument is similar to Moor’s, in that he argues that new problems are raised
by computing for which no existing solutions are completely satisfactory. By way of an
examination of the legal situation with respect to computer privacy, ownership and hacking,
he shows that new laws need to be drafted to cover the new situations, and argues from this that
the issues are significantly different enough for there to be a genuine ethics of computing.

Donald Gotterbarn is one of the most influential computer ethicists concentrating on
professionals and on the profession. His essay (Chapter 9) reflects a number of his themes
related to the education of professionals. He argues that ethics education is much more effective
if it is incorporated throughout the curriculum rather than being taught as a discrete subject
or course and, second, that it is not necessarily best taught by philosophers or theologians.
His concern is not to denigrate a philosophical approach to computer ethics but it is rather to
understand how best to ethically educate computing professionals.

In the final essay of Part I, Luciano Floridi is concerned with the field of computer ethics as
a whole and with the fact that it has not really developed in the way that some other areas of
applied ethics, such as environmental ethics have, with overarching or foundational theories.
Floridi is not only attempting to provide such a theory in a series of essays on information
ethics, of which this is an early one, but is also arguing that computer ethics is really part of
environmental ethics. He sees environmental ethics as extending the ontology of ethics from
humans to all living objects and argues that it should be extended further to all informational
objects, and this is what information ethics, on his account, does. He maintains that what is
common to all problems in computers is information: ‘Right and wrong, in CE [computer
ethics] do not just qualify actions in themselves, they essentially refer to what is eventually
better or worse for the infosphere [information environment]’. The infosphere is better off if
information quantity, quality and variety are promoted and worse off when these are decreased.
Entropy, the loss or destruction of information, is an ‘evil’. All entities, Floridi: argues, are at
one level informational entities, whether people or rocks, and therefore deserve at least some
moral consideration. Information ethics, then, is an extension of environmental ethics. All
entities are taken into account for their own sakes and not merely living entities.
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Cyberspace

From around the mid-1990s and the growth of the Internet some new topics began to appear
in computer ethics — for example, friendship and trust in cyberspace and global ethics — and
discussions of other familiar topics — for example, intellectual property and privacy began
to be influenced by the Internet environment. Part II covers a broad sample of these issues,
although not privacy, since this is discussed in Part V.

Herman Tavani (Chapter 11) considers aspects of the content of the Internet. He examines
the ‘commons’ created by the Internet — that is, the vast amount of information accessible to
anyone who has access to a computer linked to the Internet — and sees the emergence of more
restrictive intellectual property legislation as a threat to this commons. He considers several
pieces of US legislation and argues that they have the effect of restricting access to what was
once free information and continues his argument by examining Locke’s labour theory of
property which, despite the differences between the physical commons of which Locke spoke
and the intellectual commons, suggests a solution by providing a balance between property
rights and the intellectual commons. The next essay discusses the control or censorship of
on-line material. John Weckert’s basic argument in Chapter 12 is that, in some cases, reasons
for restricting access to certain kinds of material apply to the Internet just as they do to other
media.

The next two essays shift from content to communication; they view the Internet as a
communication space. Dean Cocking and Steve Matthews (Chapter 13) argue that real
friendships, in the sense of friendships in everyday life, are not possible. Their main argument
relates to what we disclose about ourselves to each other. On-line we have much more control
over how others see us. The question of self-disclosure is also of interest to Victoria McGeer
who argues, in Chapter 14, that reasonable trust is possible on-line. While there are dangers
for immature trusters — that is, those who seek security from their trusting relationships,
genuine trust can develop and flourish amongst those with a mature approach to trusting
relationships.

Friendship and trust involve relationships that develop in societies which traditionally have
been limited to geographic locations. The Internet is often seen or described as global; as a
global village requiring a global ethics. Because it recognizes no national boundaries and is,
in principle, accessible by anyone anywhere, the situation is akin to that of a group of people
who live in the same geographic location. Krystyna Gorniak-Kocikowska (Chapter 15) argues
that current ethical theories are inadequate to cope with this new globalism created by the
Internet and that something new is required. This, she believes, will, or should, grow out
of computer ethics. Charles Ess (Chapter 16), also argues for a different approach to ethics,
at least partly to overcome a computer-mediated colonization. This approach, he believes,
should draw on diverse cultural traditions, particularly Socratic/Aristotelian and Confucian
ethics, and provide a middle way between applying traditional ethical approaches to the
computer-mediated environment and radically new approaches.

The final essay in Part II returns to an issue of content, in the sense of finding the content
that we want. The vast amount of information on the Internet, organized in a very haphazard
manner, has led to the situation where search engines are of central importance in finding
relevant information. Lucas Introna and Helen Nissenbaum argue that the politics of search
engines matter because the design of the engine contributes to what sites or kinds of site
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are most easily found. In other words, search engines have biases built into them, either
accidentally or by design, that favour some sites over others. This discussion leads naturally
to the topic of Part III, the role of values in the design of technologies.

Values and Technology

Earlier, when talking of proactive computer ethics, there was a brief mention of the role of
values in the design of computer systems and in the design of technology in general. The
essays in Part III all discuss this topic. Chapter 18, a much cited essay by Langdon Winner,
discusses values, or politics in his terms, in technology overall, and using various examples
demonstrates the effect that certain designs can have on people’s behaviour and on the structure
of society, with moral consequences. Jeroen van den Hoven’s concern is somewhat different.
He argues in Chapter 19 that particular designs can affect responsibility. For example, can
someone justifiably be held responsible for some action if he or she performed it on the basis of
information from some difficult-to-comprehend computer system? He demonstrates, through
a discussion of the shooting down of an Iranian passenger airliner by the USS Vincennes
using the Aegis combat system, that attributing responsibility is problematic and that this poor
design also affected personal autonomy. Batya Friedman and Helen Nissenbaum, in Chapter
20, analyse the notion of bias in computer systems and examine a number of examples. On
the basis of this they argue that system designers should strive for freedom from bias in their
systems, just as they should aim for reliability and so on, even if it is an ideal that cannot
always be achieved. Part III ends with Philip Brey (Chapter 21) discussing what he calls
‘disclosive computer ethics’ in the context of the nature of computer ethics, as we noted
earlier in the Introduction. Computer ethics should be disclosive in that it should ‘reveal the
moral import of practices that appear to be morally neutral’ and Brey’s particular concern is
with the moral import of various designs and uses of computer systems.

Responsibility and Professionalism

As was noted earlier, a central part of computer ethics has been focused on computing
professionals and their responsibilities as professionals. The essays in Part IV reflect various
concerns with the professional responsibility in the computing industry. Chapter 22, by Batya
Friedman and Peter Kahn, continues the theme of Part III, arguing that human responsibility
can be enhanced at the design stage and suggesting two approaches. First, systems should not
be designed to denigrate the human user to machine-like status and, second, systems should
not be designed to mimic human intentional states. Donald Gotterbarn (Chapter 23) looks
carefully at the notion of responsibility and argues that it needs to be viewed differently from
what it commonly is if those in the computing industry can really claim to be professionals.
He outlines two problems that help avoid taking responsibility. First is that responsibility
is viewed too narrowly. It is seen as applying only to following the specifications and not
applying to any broader consequences that the developed system might have. Second, the
fact that blame often cannot be attributed to just one person is taken to mean that nobody has
responsibility for systems problems. He outlines a broader concept of responsibility that he
sees as necessary if those in the computer industry are to be true professionals.
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Deborah Johnson’s discussion, which follows in Chapter 24, concerns the engineering
profession but her argument applies equally well to the computing profession. She argues
that non-licensed engineering professionals do not have special responsibilities by virtue of
being professionals, but as individuals they have the same social responsibilities as others in
society. Given that computing professionals are also non-licensed, presumably for Johnson
the same is true for them. Helen Nissenbaum in the next essay (Chapter 25), focuses on one
aspect of responsibility, accountability, and argues that computing professionals should be
held accountable for their work. She considers and disposes of four supposed barriers to
accountability before recommending ways of ensuring the accountability of the profession.
Codes of ethics are the focus of the final essay of Part IV. Ronald Anderson et al.demonstrate
through the use of case studies how the Association of Computing Machinery (ACM) code of
ethics can be used in decision-making by professionals.

Privacy and Surveillance

Privacy continues to be probably the most discussed issue in information technology, and its
importance and urgency is not diminishing as worries about terrorism increase and surveillance
technology develops further. The essays in Part V reflect the wide range of concerns. The first
three focus on problems associated with information stored on computers and the last three
on communication.

Eugene Spafford, in Chapter 27, considers various arguments advanced in favour of
hacking, the unauthorized entry into a computer system, and rejects all of them, arguing that
such ‘break-ins’ are unethical whether any damage is done or not. The problem that concerns
Ben Fairweather and Simon Rogerson (Chapter 28) is who has access to electronic patient
records. They outline various ethical principles — benefice, non-maleficence, respect for
patient autonomy, informed consent and fair information — showing how, in certain situations,
various of them can be in tension. A patient’s informed consent, they argue, should in general
override other considerations, although this can be overridden for the greater good. Jeroen van
den Hoven continues this theme of access to information in Chapter 29, but argues that talking
about data protection rather than about privacy is better in this context. In his view there are
three types of moral reason for protecting data that have little to do with privacy: information-
based harm, that is, harm that can be inflicted when information is in the hands of the wrong
person; informational inequality, or the sharing or trading of information; and information
injustice; or the using information in spheres for which it was not intended.

The next essays attend to issues in electronic communication, especially surveillance.
Privacy is most commonly thought to apply only to areas of our lives that are not in the
public sphere, but Helen Nissenbaum (Chapter 30) shows that there are privacy issues even
in those parts of our lives that are lived in public. In particular, there are problems with the
aggregation of data — that is, putting together various bits of information about a person, all
of which are in themselves public, and then building a profile of the person which can then
be used for a variety of purposes. It is often argued that this raises no moral issues because
it is only working with what is already in the pubic domain, but this position is resisted by
Nissenbaum. The main argument of Seumas Miller and John Weckert in Chapter 31 is that
privacy is a right that cannot simply be overridden by an employer in a workplace because
someone is his or her employee. While some surveillance is obviously justified — for example,
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if there is suspicion that someone is not working satisfactorily or is committing a crime, there
is no general justification, even if employees have, in a sense, consented to it. This theme is
continued by Ben Fairweather (Chapter 32) in his discussion of teleworking, which, by its
very nature, enables all aspects of an employee’s work to be monitored. He argues that while
there are problems, and he discusses many of them, there are ways of alleviating them.

What Computers Should not Do

From the early days of computing there have been arguments about whether there are some
things for which computers should not be used. Such arguments were not concerned with uses
in torture or other immoral acts; they were concerned with uses that could be seen as benign
or as positively good. Joseph Weizenbaum began this debate in Computer Power and Human
Reason: From Judgement to Calculation, published in 1976.

James Moor’s essay (Chapter 33) is a reaction to Weizenbaum’s position. He argues that
in situations where using a computer it is more reliable, for example, this is what we ought
to do. When computers improve life, the moral thing to do is to use them. However, he does
qualify this, suggesting that humans might be dehumanized by a reliance on decision-making
by computers and arguing that the values on which computer decisions are made must always
be a human responsibility. Arthur Kuflik and James Lenman are both more dubious about the
wisdom of using computers to replace humans. Kuflik (Chapter 34) argues that, even when
leaving decisions or the performance of certain tasks to computers might be more efficient, it
is not always the right thing to do. His main conclusion is that, even when decision-making
responsibility is given to computers, humans should always be in the position to override
these decisions. Relinquishing this oversight responsibility is, he argues, ‘an indefensible
abdication of ... responsibility as autonomous agents’.

Lenman’s argument (Chapter 35) focuses more on finding meaning in life or satisfying
our deepest needs. Much of what we do could, in principle anyway, be done by computers.
Computers could compose music, could provide us with our conversation and sexual partners,
and do all or most of our work. But then, of course, there might not be much point to life. This
is similar to a point made by Kuflik. A computer could choose, order, send and pay for a gift
for someone that I love. This might be efficient but it seems to leave out the most important
part of gift-giving, the part of me that goes into these activities.

Morality and Machines

The possibility of machines being moral agents or deserving of moral consideration has long
been discussed, but up until fairly recently these discussions have not been part of mainstream
computer ethics. This is changing, perhaps for three reasons. First, computers are becoming
much more powerful and are therefore able to simulate more human activities. Second, there
is more reliance on computers in decision-making. And third, the discussion now can focus on
actual software agents that are to some degree autonomous, rather than on humanoid robots
that are more the stuff of science fiction. Given this, it can be seen that the discussions in Part
VII follow on naturally from those in Part VI.
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The first essay, by Peter Manicas (Chapter 36), originally published in 1966 well before
computer ethics began in the form that we know it, uses the idea of machine morality in an
investigation of materialism. He believes that if we allow machines to be moral, then we
espouse materialism and that if we do not, we deny materialism. Laszlo Versenyi’s argument
(Chapter 37) is that machines, or robots, can be moral agents in principle; they just have not
been developed yet. He bases his justification for this conclusion on arguments put forward
by Plato and Kant. In Chapter 38 Shigeo Hirose is also concerned with robots but with how
to ensure that they behave morally. He rejects Asimov’s three laws of robotics on the grounds
that robots are not an evolving life form but are evolving as intelligent machines. Morality for
them should therefore be approached in terms of engineering and he considers game theory,
specifically the prisoners’ dilemma and Axelrod’s tit-for-tat, as fruitful ways of proceeding.
Bernd Stahl, in the final essay (Chapter 39) is not so concerned about the embodiment of
the agent, but rather whether it could pass the Moral Turing Test. If it could, we could call
it moral; otherwise not. He is sceptical whether this test will ever be passed but leaves the
possibility open. One of his central arguments is based on a Wittgensteinian view of language.
Computers cannot understand language in the required sense, and such understanding is
necessary to pass the test.
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ABSTRACT

This article discusses the foresight of philosop Norbert Wiener who, in the 1940s, founded
Information Ethics as a research discipline. Wiener d the coming of an ‘Gutomatic age” in which informa-
tion technology would have profound social and ethical impacts upon the world. He predicted, for example,
machines that will learn, reason and play games; ‘automatic factories” that will replace assembly-line workers and
middle 1gers with computerized devices; workers who will perform their jobs over great distances with the aid
of new ¢ ication technologies; and people who will gain remarkable powers by adding computerized “pros-
theses” to their bodies. To analyze the ethical implications of such developments, Wiener pr d some principles of
Justice and employed a powerful practical method of ethical analysis.

bor/mathenatics,

adequate information. Thus commu-
nication and control belong to the
essence of man’s inner life, even as
they belong to his life in society.
(1954, 18)

1.  INTRODUCTION

In Chapter I of his foundational informa-
tion-ethics book, The Human Use of Human
Beings (1950, 1954) Norbert Wiener said:

It is the thesis of this book that soci-
ety can only be understood through a
study of the messages and the com-

communications in society..are the
cement which binds its fabric togeth-

er. (1954, 27)

munication facilities which belong to
it; and that in the future...messages
between man and machines, between
machines and man, and between
machine and machine, are destined to
play an ever-increasing part. (1954, 16)

‘Wiener believed that, in the coming ‘auto-
matic age’ (as he called today’s era), the
nature of society, as well as its citizens’ refa-
tionships with society and with each other,
will depend more and more upon informa-
tion and communications. He predicted

To live effectively is to live with that, in our time, machines will join human

COVERAGE

7 o
LANO)

KEYWORDS

Information
Ethics

Entropy

Human
Purposes

Justice



Computer Ethics

Bynum: Ethical Challenges to Citizens of the Automatic Age

beings in the creation and interpretation of
messages and communications, and indeed
in shaping the ties that bind society togeth-
er. There will be, he argued, machines that
learn - that gather, store and interpret
information - that reason, make decisions,
and take actions on the basis of the mes-
sages which they send and receive. With
the help of information technology, he pre-
dicted, mechanical prosthetic devices will
merge with the bodies of disabled persons
to help them overcome their disabilities;
and indeed even people who are not dis-
abled will acquire ‘prostheses’ to give them
powers that a human never had before.
According to Wiener, the social and ethical
importance of these developments cannot
be overstated. “The choice of good and evil
knocks at our door,” he said. (1954, 186)
Today we have entered Wiener’s ‘auto-
matic age’, and it is clear that he percep-
tively foresaw the enormous social and eth-
ical importance of information and com-
munication technology (ICT). Remarkably,
he even foresaw — more than a decade
before the Internet was created — some of
the social and ethical problems and oppor-
tunities that came to be associated with the

the one hand, and the thermodynamic
principle on the other hand that increasing
entropy -- that is, growing chaos and disor-
der — eventually will destroy all organized
structures and entities in the universe. In
Chapter II of The Human Use of Human
Beings, Wiener described contemporary sci-
ence’s picture of the long-term fate of the
universe:

Sooner or later we shall die, and it is
highly probable that the whole uni-
verse around us will die the heat
death, in which the world shall be
reduced to one vast temperature
equilibrium.... (1954, 31)

In that same chapter, however, Wiener res-
cued his reader from pessimism and point-
lessness by noting that ‘the heat death’ of
the universe will occur many millions of
years in the future. In addition, in our local
region of the universe, living entities and
even machines are capable of reducing chaos
and disorder rather than increasing it.
Living things and machines are anti-
entropy entities that create and maintain
structure and organization locally, even if

66 Internet. (Some examples are given below) the universe as a whole is ‘running down’
and losing structure. For millions of years
into the future, therefore, human purposes

2. HUMAN PURPOSES and values can continue to have meaning
AND THE PROBLEM and worth, despite the overall increase of
OF ENTROPY entropy in the universe:
Although he thought of himself primarily In a very real sense we are ship-
as a scientist, Wiener considered it impor- wrecked p assengers on 2 .doomed
tant for scientists to see their own activities planet. Yet even in a shipwreck,
in the broader human context in which human decencxes' and h}lman values
they function. Thus, he said, “we must do not necessarily vanish... [Thus}
know as scientists what man’s nature is and d,le the'o ry of entropy, afld the con-
what his built-in purposes are.” (1954, 182) siderations of ' the ultimate heat
As an early twentieth-century scientist, death of the universe, need not have
 who was philosophically alert to recent such profoundly depressing moral
developments in physics, Wiener faced the consequences as they seem to have at
challenge of reconciling the existence and first glance. (1954, 40—41)
importance of human purposes and values on
3. JUSTICE AND A
GOOD HUMAN LIFE
According to Wiener, the Having rescued the meaningfulness of
ethical importance human purposes and values, Wiener could
223:‘;?: 1 discuss what would count as a good human

life. To have a good life, human beings must
live in a society where “the great human
values which man possesses” (1954, 52) are

be overstated
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nurtured; and this can only be achieved, he
said, in a society that upholds the “great
principles of justice” (1954, 106). In
Chapter VI of The Human Use of Human
Beings he stated those principles, although
he did not give them names. For the sake of
clarity and ease of remembering them, let
us attach names to Wiener’s own defini-
tions:

The Principle of Freedom: Justice
requires “the liberty of each human
being to develop in his freedom the
full measure of the human possibili-
ties embodied in him.” (1954, 105)

The Principle of Equality: Justice
requires “the equality by which what
is just for A and B remains just when
the positions of A and B are inter-
changed.” (1954, 106)

The Principle of Benevolence: Justice
requires “a good will between man and
man that knows no limits short of
those of humanity itself” (1954, 106)

Wiener considered humans to be funda-
mentally social beings who can reach their
full potential only by active participation in
a community of similar beings. For a good
human life, therefore, society is indispensa-
ble. But it is possible for a society to be
oppressive and despotic in ways that limit
or even stifle individual freedom; so
‘Wiener added a fourth principle of justice,
which we can appropriately call “The
Principle of Minimum Infringement of
Freedom”: (Wiener himself did not give it a
name.)

The Principle of Minimum Infringement
of Freedom: “What compulsion the
very existence of the community and
the state may demand must be exer-
cised in such a way as to produce no
unnecessary infringement of free-
dom.” (1954, 106)

According to Wiener, the overall purpose
of a human life is the same for everyone: to
realize one’s full human potential by engag-
ing in a variety of chosen actions (1954, 52).
It is not surprising, therefore, that the
Principle of Freedom would head his list,
and that the Principle of Minimum
Infringement of Freedom would limit the
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power of the state to thwart freedom.
Because the general purpose of each human
life, according to Wiener, is the same, his
Principle of Equality follows logically;
while the Principle of Benevolence follows
from his belief that human freedom flour-
ishes best when everyone sympathetically
looks out for the wellbeing of all.

WIENER’S METHOD OF
DOING INFORMATION
ETHICS

Wiener was keen to ask questions about
“what we do and how we should react to
the new world that confronts us” (1954, 12).
He developed strategies for analyzing,
understanding, and dealing with ICT-relat-
ed social and ethical problems or opportu-
nities that could threaten or advance
human values like life, health, security
knowledge, freedom and happiness. Today,
half a century after Wiener founded
Information Ethics as an academic
research subject, we can look back at his
writings in this field and examine the meth-
ods that he used to develop his arguments
and draw his conclusions. While Wiener
was busy creating Information Ethics as a
new area of academic research, he normal-
ly did not step back — like a metaphiloso-
pher would — and explain to his readers

what he was about to do or how he was

going to do it. Instead, he simply tackled an
ICT-related ethical problem or opportuni-
ty and began to analyze it and try to solve
the problem or benefit from the opportu-
mity.

Today, in examining Wiener’s methods and
arguments, we have the advantage of helpful
concepts and ideas developed later by semi-
nal thinkers such as Walter Maner and James
Moor. We can use their ideas to illuminate
‘Wiener’s methodology, examining what he
did in addition to what he szid. In Chapter VI
of The Human Use of Human Beings, for exam-
ple, Wiener considers the law and his own
conception of justice as tools for identifying
and analyzing social and ethical issues associ-
ated with ICT. Combining Maner’s ideas in
his “Heuristic Methods for Computer
Ethics” (1999) with Moor’s famous account
of the nature of computer ethics in “What Is
Computer Ethics?” (1985), we can describe

- Wiener’s account of Information Ethics
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methodology as the following five-step
heuristic procedure:

Step One: Identify an ethical problem or posi-
tive opportunity regarding the integration
of ICT into society. (If a problem or
opportunity can be foreseen before it
occurs, we should develop ways to solve
the problem or benefit from the oppor-
tunity before we are surprised by — and
therefore unprepared for — its appear-
ance.)

Step Two: If possible, apply existing policies’
[as Moor would call principles, laws,
rules, and practices that already apply in
the given society} using precedent and tra-
ditional interpretations to resolve the
problem or to benefit from the oppor-
tunity

Step Three: If existing policies appear to be
ambiguous or vague when applied to the
new problem or opportunity, clarify
ambiguities and vagueness. {In Moor’s lan-
guage: identify and eliminate ‘conceptu-
al muddles’.}

Step Four: If precedent and existing inter-

pretations, including the new clarifica-
tions, are insufficient to resolve the
problem or to benefit from the oppor-
tunity, one should revise the old policies or
create new ones using ‘the great principles of
Justice’ and the purpose of a human life to
guide the effort. {In Moor’s language,
one should identify ‘policy vacuums’ and
then formulate and ethically justify new
policies to fill the vacuums.}

Step Five: Apply the new or revised policies to
resolve the problem or to benefit from
the opportunity.

These policies enable a citizen
to tell whether a proposed
action should be considered

ethical

It is important to note that this method of
engaging in Information Ethics need not
involve the expertise of a trained philoso-
pher (though such expertise often can be
helpful). In any society; a successfully func-
tioning adult will be familiar with the laws,
rules, customs, and practices (Moor’s ‘poli-

cies’) that normally govern one’s behavior
in that society. These policies enable a cit-
izen to tell whether a proposed action
should be considered ethical. Thus, all
those in society who must cope ethically
with the introduction of ICT -~ whether
they are public policy makers, ICT profes-
sionals, business people, workers, teachers,
parents, or others — can and should engage in
Information Ethics by helping to integrate ICT
into society in ways that are socially and ethical-
Jy good. Information Ethics, understood in
this very broad way, is too vast and too
important to be left only to academics or to
ICT professionals. This was clear to
Wiener, who especially challenged govern-
ment officials, business leaders, and public
policy makers to wake up and begin to
address the ‘good and evil” implications of
the coming information society.

5.  UNEMPLOYMENT AND
THE ‘AUTOMATIC
FACTORY’

After World War I, Wiener became con-
cerned about the possibility that unprece-
dented unemployment could be generated
if ‘automatic factories’ were created with
robotic machines to replace assembly-line
workers and with information processing
devices to replace middle-level managers.
Such a factory would “play no favorites
between manual labor and white-collar
labor”. (1954, 159) An automatic factory,
said Wiener, would be very much like an
animal with 2 computer functioning like a
central nervous system; industrial instru-
ments such as thermometers and photo-
electric cells serving as ‘sense organs’; and
‘effectors’ like valve-turning motors, elec-
tric clutches, and newly-invented robotic
tools functioning like limbs:

The all-over system will correspond
to the complete animal with sense
organs, effectors, and propriocep-
tors, not...[just} to an isolated brain.
(954, 157)

Such a factory, said Wiener, would need far
fewer human workers, blue-collar or white-
collar, and the resulting industrial output
could nevertheless be copious and of high
quality.
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‘Wiener noted that there is at least one
good feature of ‘automatic factories’ that
speaks in favor their creation; namely, the
safety that they could offer to humans.
Since such factories would employ few
humans, they would be ethically preferable
for the manufacture of risky items like
radioactive products or dangerous chemi-
cals. Far fewer people would be killed or
injured in cases of emergency or accident in
such a factory. Nevertheless, Wiener was
concerned that the widespread creation of
automatic factories could generate massive
unemployment:

Let us remember that the automatic
machine...is the economic equivalent
of slave labot. Any labor which com-
_petes with slave labor must accept the
economic conditions of slave labor. It
is perfectly clear that this will pro-
duce an unemployment situation, in
comparison with which the present
recession and even the depression of
the thirties will seem a pleasant joke.
(1954, 162)

Thus the new industrial revolution is
a two-edged sword. It may be used for
the benefit of humanity: ...It may also
be used to destroy humanity, and if it
is not used intelligently it can go very
far in that direction. (1954, 162)

‘Wiener was not a mere alarmist, however;
nor was he just a theoretician. Instead, hav-
ing identified a serious threat to society
and to individual workers, he took action.
In the early 1950s, he met with corporate
managers, public policy makers, and union
leaders to whom he expressed his deep
concerns about automatic factories. By
1954, when he published the Second
Revised Edition of The Human Use of Human
Beings, Wiener had become optimistic that
his warnings were being heeded. (1954, 162)

6. LONG-DISTANCE
COMMUNICATIONS,
TELEWORKING AND
GLOBALIZATION

Besides the automatic factory, Wiener
envisioned other ways in which informa-
tion technology could affect working con-
ditions. For example, he foresaw what
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today is called ‘teleworking’ or ‘telecom-
muting’ -- doing one’s job while being a
long distance from the work site. This will
be possible, he said, because of communi-
cations technologies like telephones,
‘Ultrafaxes’, telegraph, teletype, and long-
distance communications technologies that
are bound to be invented in the future.
Performing one's job at a distance - even
thousands of miles away — is possible, said
‘Wiener, because

where a man’s word goes, and where
his power of perception goes, to that
point his control and in a sense his
physical existence is extended. To see
and to give commands to the whole
world is almost the same as being

everywhere. (1954, 97)

As an example, Wiener imagined an archi-
tect in Europe supervising the construction
of a building in the United States. Although
an adequate building staff would be on the
construction site in America, the architect
himself would never leave Europe:

Ultrafax gives a means by which a fac-
simile of all the documents concerned
may be transmitted in a fraction of a
second, and the received copies are
quite as good working plans as the
originals. The architect may be kept
up to date with the progress of the
work by photographic records taken
every day or several times a day, and
these may be forwarded back to him
by Ultrafax. Any remarks or advice he
cares to give...may be transmitted by
telephone, Ultrafax, or teletypwriter.
(1954, 99)

Thus long-distance communications tech-
nologies which were available even in the
eatly 1950s made it possible for certain
kinds of ‘teleworking’ to take place.

In addition, Wiener noted that the long
reach of such communications technolo-
gies is likely to have significant impacts
upon government. “For many millennia”, he
said, the difficulty of transmitting language
restricted “the optimum size of the state to
the order of a few million people, and gen-
erally fewer.” (1954, p. 91) Exceptions like
the Persian and Roman Empires were made
possible by improved means of communi-
cation, such as messengers on ‘the Royal

69



Computer Ethics

Bynum: Ethical Challenges to Citizens of the Automatic Age

70

Road’ conveying the Royal Word across
Persia, or the dramatically improved roads
of the Roman Empire conveying the
authority of the Emperor. By the early
1950s, he noted, there already were global
communications networks made possible
by airplanes and radio technology, in addi-
tion to the telecommunications technolo-
gies mentioned above. The resulting glob-
alization of communication, he suggested,
may even move the world community
toward some kind of world government:

very many of the factors which previ-
ously precluded a World State have
been abrogated. It is even possible to
maintain that modern communica-
tion...has made the World State
inevitable. (1954, 92)

By today’s standards, the long-distance
communications technologies of the early
1950s, when Wiener published The Human
Use of Human Beings, were very slow and
clumsy. Nevertheless Wiener identified,
even then, early indications of ‘contempo-
rary’ information-ethics topics like tele-
working, job outsourcing, globalization,
and the impact of ICT on government and
world affairs.

7. DISABILITIES,
PROSTHESES AND THE
MERGING OF HUMANS
AND MACHINES

Norbert Wiener’s foundational
Information Ethics works were concerned
with possible and actual impacts of infor-
mation technology upon human values,
such as /life, health, security, knowledge,
resources, opportunities, and most of all free-
dom. He focussed not only upon harms and
threats to such values, but also upon bene-
fits and opportunities that information
technology could make possible. Wiener
and some colleagues, for example, used
cybernetic theory to explain two medical
problems called ‘intention tremor’ and
‘Parkinsonian tremor’. The result was the
creation of two information feedback
machines, called ‘the moth’ and ‘the bed-
bug’, to prove that the cybernetic explana-
tion of Wiener and his colleagues was cor-
rect. The machines were successful and

made a positive contribution to human
health and medicine. (1954, 163-167)

A second project of Wiener and his col-
leagues was the creation of a ‘hearing glove’
that could be worn by someone who is
totally deaf This device was designed to
use information technology to convert
human conversation into vibration patterns
in a deaf person’s hand. These tactile pat-
terns would then be used to help the deaf
person understand human speech.
Although the project was not pursued to
completion, it did lead to the creation of
other devices which enabled persons who
were blind to find their way through a maze
of streets and buildings. (154, 167-174)

A proposed prosthesis project that
Wiener described in The Human Use of
Human Beings (1954, 174) was an iron lung
that would be electronically attached to
damaged breathing muscles in a person’s
body and would use the patient’s own brain
to control his breathing. This project
would physically merge a person's body
with an electronic machine to create a
functioning being that is part man and part
machine.

Another project like that was the cre-
ation of a mechanical hand to replace a
hand that had been amputated. Wiener and
some Russian and American colleagues
worked together to develop such a hand,
some of which were created in Russia
where they “permitted some hand
amputees to go back to effective work”.
(1964, 78) Electrical action potentials in
the remaining forearm were generated by
the amputee’s brain when he tried to move
his fingers. These potentials were sensed by
electronic circuits in the mechanical hand
and used to run motors which closed and
opened the mechanical fingers. Wiener
suggested that a kind of ‘feeling’ could be
added to the artificial hand by including
electronic pressure sensors that would gen-
erate vibrations in the forearm.

Besides using prostheses to help persons
with disabilities, said Wiener, people with-
out disabilities will eventually use prosthe-
ses to give themselves significant powers
that human beings never had before:

Thus there is a new engineering of
prostheses possible, and it will involve
the construction of systems, of a
mixed nature, involving both human
and mechanical parts. However, this
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type of engineering need not be con-
fined to the replacement of parts we
have lost. There is a prosthesis of
parts we do not bave and which we
never have had. (1964, 77)

The dramatic new powers of
man/machine beings could be used for
good purposes or for bad ones, and this is
one more example of Wiener's point about
“good and evil knocking at our door”™:

Render unto man the things which
are man’s and unto the computer the
things which are the computers...
What we now need is an independ-
ent study of systems involving both
human and mechanical elements.

(1964, 77)

In today’s language, a being who is part
human and part machine is called a
‘cyborg’. In the 1950s, when Wiener wrote
The Human Use of Human Beings, he did not
use this word, but he did see the urgent
need to consider the ethical issues that
were bound to arise when such beings are
created.

8.  ROBOT ETHICS AND
MACHINES THAT LEARN

In addition to ethical concerns about
man/machine beings, Wiener also
expressed worries about decision-making
machines. The project that originally led
him and some of his colleagues to create
the new scientific field of cybernetics during
‘World War Two was the development of an
anti-aircraft cannon that could ‘perceive’
the presence of an airplane, calculate its
likely trajectory, aim the cannon and fire
the shell. This project made it clear to
‘Wiener that humans possessed the scientif-
ic and engineering knowledge to create
decision-making machines which gather
information about the world, ‘think about’
that information, reach decisions based
upon that ‘thinking’, and then carry out the
decisions they had made.

Besides the anti-aircraft cannon, Wiener
discussed other decision-making machines,
including the checker-playing (.e.
draughts-playing) computer of A. L.
Samuel of the IBM Corporation (1964, 19)
and various chess-playing computers (1964,
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Ch. ID). Samuel’s checker-playing computer
was able to reprogram itself to take account
of its own past performances in checker
games. It made adjustments in its own play-
ing strategy until it began to win more fre-
quently. Although Samuel created this
game-playing computer, it learned how to

‘Wiener glso expressed worrles
about decision-making

machines

defeat him consistently by playing games
against him. Wiener also discussed chess-
playing computers. In his day, they played
chess very poorly; although some of them
were able to learn from their ‘experiences’
and improve their playing skills to some
extent. Wiener predicted, as many of his
colleagues also did, that chess-playing com-
puters would eventually become excellent
opponents, even for chess masters.

Although machines that play checkers or
chess do not pose major ethical challenges,
they nevertheless demonstrate the fact that
computerized devices can be designed to
learn from their ‘experiences’, make deci-
sions, and act on those decisions. Wiener
noted that, in the 1950s and 1960s, both
the United States and the Soviet Union -
following John von Neumann’s view that
war can be seen as a kind of game (1954,
181) — were using computers to play war
games in order to prepare themselves for
possible nuclear war with each other. He
was most concerned that one or the other
of the two nuclear powers would come to
rely, unwisely, upon war-game machines
that learn and reprogram themselves:

[Man} will not leap in where angels
fear to tread, unless he is prepared to
accept the punishment of the fallen
angels. Neither will he calmly trans-
fer to the machine made in his own
image the responsibility for his
choice of good and evil, without con-
tinuing to accept a full responsibility
for that choice. (1954, 184)

the machine..which can learn and
can make decisions on the basis of its
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learning, will in no way be obliged to
make such decisions as we should
have made, or will be acceptable to
us. For the man who is not aware of
this, to throw the problem of his
responsibility on the machine,
whether it can learn or not, is to cast
his responsibility to the winds, and to
find it coming back seated on the
whirlwind. (1954, 185)

War and business are conflicts
resembling games, and as such, they
may be so formalized as to constitute
games with definite rules. Indeed, I
have no reason to suppose that such
formalized versions of them are not
already being established as models
to determine the policies for pressing
the Great Push Button {of nuclear
warl...(1964, 31-32.)

If machines that play ‘war games’ are used
by governments to plan for war, or even to
decide when to “push the nuclear button”,
said Wiener, the human race may not sur-
vive the consequences. Woe to us humans,
if we allow machines to make our decisions
for us in situations where human judgment
and responsibility are crucial to a good
outcome. Decision-making machines must
be governed by ethical principles that
humans select. But if such machines learn
from their past activities, how can we
humans be sure that they will obey the eth-
ical principles that we would have used to
make those decisions? Even in 1950, there-
fore, it was clear to Wiener that the world
would need to develop a genuine robot
ethics —- not just science-fiction ‘laws of
robotics’ from a writer like Isaac Asimov
(1950), but genuine rules to govern the
behavior of decision-making machines
that learn. Today, Wiener would not be
surprised to hear that there exists a branch
of software engineering to deal with robot
ethics. (See Eichmann, 1994; and Floridi &
Sanders, 2001.)

‘Woe to us humans, if we allow
‘machines to make our decisions

forus

9.  ARTIFICIAL
INTELLIGENCE AND
PERSONAL IDENTITY

Wiener’s cybernetic analyses of living
organisms — including human beings — as
well as his consideration of learning
machines, led him to comment on a variety
of ideas that, today, are associated with AI
(artificial intelligence). He did not have a
rigorously worked out theory of AI, and
many of his comments were guesses or
speculations; but, taken together, they con-
stitute a significant perspective on human
nature and intelligence; and they have pro-
found implications for the concept of per-
sonal identity.

Wiener would consider many of today’s
Al questions — like whether machines
could be ‘alive’, or ‘intelligent’, or ‘purpose-
ful’ — to be essentially semantic questions
using words that are far too vague to be
used for scientific purposes:

I want to interject the semantic
point that such words as life, pur-
pose, and the soul are grossly inade-
quate to precise scientific thinking,
These terms have gained their signif-
icance through our recognition of
the unity of a certain group of phe-
nomena, and do not in fact furnish us
with any adequate basis to character-
ize this unity Whenever we find a
new phenomenon which partakes to
some degree of the nature of those
which we have already termed ‘living
phenomena,” but which does not
conform to all the associated aspects
which define the term ‘life, we are
faced with the problem whether to
enlarge the word ‘life’ so as to include
them, or to define it in a more
restrictive way so as to exclude them.
(1954, 31)

Now that certain analogies of behav-
ior are being observed between the
machine and the living organism, the
problem as to whether the machine
is alive or not is, for our purposes,
semantic and we are at liberty to
answer it one way or the other as best
suits our convenience. (1954, 32)

Wiener thought of both human beings and
machines as physical entities whose behav-
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ior and performance can be explained by
the interaction of their parts with each
other and with the outside world. He some-
times spoke of human beings as a “special
sort of machine”. (e.g., 1954, 79) In the case
of humans, the parts are atoms that are
combined in an exquisitely complex pat-
tern to form a living person. The parts of a
non-human machine, on the other hand,
are much larger and less finely structured,
being simply shaped ‘lumps’ of steel, cop-
per, plastic, silicon, and so on.
Nevertheless, according to Wiener, it is
physical structure that accounts for the
‘intellectual capacities’ of both humans and
machines:

Cybernetics takes the view that the struc-
ture of the machine or of the organism is
an index of the performance that may be
expected from it... Theoretically, if we
could build a machine whose
mechanical structure duplicated
human physiology, then we could
have a machine whose intellectual
capacities would duplicate those of
human beings. (1954, 57, italics in the
original text)

Consistent with this view, Wiener regularly
analyzed human intellectual and psycholog-
ical phenomena, both normal and patho-
logical, by applying cybernetic theory to
the various parts of a person’s body. In the
early 1960s, because of the relatively large
size of electronic components (compared
to the neurons in a person’s brain), and
because of the tendency of electronic com-
ponents to generate much heat, Wiener
expressed doubt that humans would ever
create a machine as complex and sophisti-
cated as a person's body or nervous system.
(1964, 76) Today, perhaps, he would change
his mind, given recent progress in microcir-
cuit development.

‘Wiener’s view that buman beings are
sophisticated physical entities whose parts
are atoms enabled him to speculate, in
Chapter V of The Human Use of Human
Beings, about the possibility of creating a
complex mathematical formula that would
completely describe the intimate structure
of a person’s body. If one were able, he said,
to send this formula across telephone lines,
or over some other long-distance commu-
nications network, and if the formula
enabled someone or some device at the

Bynum: Ethical Challenges to Citizens of the Automatic Age

other end to ‘reassemble’ the person -
atom by atom — then it would be possible
for that person to travel long distances
instantly via telephone or some other com-
munications network. Today, Wiener’s
physiological account of human nature,
including human intellectual and emotion-
al capacities, is widely shared by many sci-
entists and other thinkers, including biolo-
gists, physicians, psychologists, and
philosophers, to name but a few examples.
When this view is combined with Wiener’s
ideas about electronic ‘traveling’ over com-
munications networks, a number of chal-
lenging questions arise regarding a human
being's personal identity Wiener himself
did not explore these questions, but they
are worth mentioning here:

1. “Traveling’ in this manner would requite
that a person be ‘disassembled’ into
atoms at the starting point and
‘reassembled’ at the destination. Since
the original atoms themselves do not
travel across the network (only the
mathematical formula travels), new
atoms must be used at the destination.
Does this mean that the traveler is gen-
tly ‘killed’ at the starting point and then
carefully ‘resurrected’ at the destina-
tion?

2. What if the person’s identity formula
somehow gets scrambled while traveling
over the network? The ‘reassembled’
person at the destination could be sig-
nificantly different from the original
one. Who is this new person? Where
did the original person go? Could the
new person, on behalf of the original
person, sue someone for murder? —
manslaughter? — bodily harm? — breach
of contract? Would all these issues
become moot points if the original per-
son is simply ‘reassembled’ correctly at
the original starting point? Could the
‘new person’ at the other end then be
killed because he or she was a ‘mistake”?

3. What if a person’s identity formula is
sent across the network, but his or her
body is not disassembled? The ‘traveler’,
in other words, stays home and remains
alive just as he or she was? If a person is
nevertheless ‘reassembled’ at the desti-
nation, using the formula that was sent
across the network, who is that new per-
son? He or she would have all the mem-
ories, knowledge, personality traits, and
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s0 on, of the original person. Indeed, he
or she would have a body — atom for
atom - identical to that of the original
person. This ‘new’ person would be more
than a clone of the original, since a
‘clone’ in today’s sense of the term would
start out as a baby, and not be ‘reassem-
bled’ as an adult. The ‘new’ person also
would not just be the twin sibling of the
original person, since such twins have
different memories and different past
experiences. The new person would be a
perfect copy of the original one, whose
knowledge and memories would then
begin to diverge more and more from
the original person’s as time goes on.

4. What constitutes someone’s unique per-
sonal identity? Perhaps it is the mathe-
matical formula that fully describes his or
her physiology at any given moment. But
this would mean that someone’s personal
identity changes from moment to
moment as his or her body changes. This
conflicts with our usual view that a person
keeps his or her identity over a lifetime.

5. Suppose someone stores away complete
identity formulas corresponding to my
body on my tenth birthday, my twenti-
eth birthday, and my thirtieth birthday.
Then, on my fortieth birthday, he or she
‘reassembles’ all three past versions of
me. Who is ‘the real me”? Are they all
me? Who can claim to own my proper-
ty? Who gets to go home to my wife and
live with her? Why?

6. If a ‘life insurance’ organization stores
away one of my personal identity formu-
las and always ‘reassembles’ me anew
when I die, does this mean that I have
been granted something approaching
eternal life? If the ‘resurrected’ me
always has the same original memories,
knowledge, personality, etc., does this
mean that I get to relive part of my life
many different times, taking different
paths? — marrying different partners? —
holding down different jobs?

10. CONCLUSION

Norbert Wiener was a scientist, an engi-
neer and a mathematician; but he also was
a philosopher with the vision to see the
enormous social and ethical implications of
the information and communication tech-
nologies that he and his colleagues were

inventing. His creative tour de force, The
Human Use of Human Beings (1950, 1954), was
the first book-length publication in
Information Ethics; and it instantly created
a solid foundation for that subject as a field
of academic research. Wiener’s many con-
tributions to this field — in books, articles,
lectures and interviews — not only estab-
lished him as its ‘founding father’, they
continue to provide a rich source of ideas
and issues to inspire Information Ethics
thinkers for many years to come.
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Some Moral and Technical
Consequences of Automation

As machines learn they may develop unforeseen
strategies at rates that baffle their programmers.

Some 13 years ago, a book of mine
was published by the name of Cyber-
netics. In it 1 discussed the problems
of control and communication in the
living organism and the machine. I
made a considerable number of predic-
tions about the develop t of con-

Norbert Wiener

tochni

of the p day have in-
vaded the latter fields as well, so that
the actual machine of today is very
different from the image that Butler
held, and we cannot transfer to these
new devices the assumptions which
d axiomatic a generation ago. I

trolled machines and about the
corresponding techniques of autom-
atization, which I foresaw as having
important consequences affecting the
society of the future. Now, 13 years
later, it seems appropriate to take stock
of the present position with respect to
both cybernetic technique and the social
q of this technique.

Before commencing on the detail
of these matters, I should like to men-
tion a certain attitude of the man in
the street toward cybernetics and au-
tomatization. This attitude needs a
critical discussion, and in my opinion
it should be rejected in its entirety.
This is the assumption that machines
cannot possess any degree of originali-
ty. This frequently takes the form of a
statement that nothing can come out
of the machine which has not been
put into it. This is often interpreted as
asserting that a machine which man
has made must remain continually sub-
ject to man, so that its operation is at
any time open to human interference
and to a change in policy. On the basis
of such an attitude, many people have
pooh-poohed the dangers of machine
techniques, and they have flatly con-
tradicted the early predictions of
Samuel Butler that the machine might
take over the control of mankind,

It is true that in the time of Samuel
Butler the available machines were
far less hazardous than machines are
today, for they involved only power,
not a certain degree of thinking and
communication. However, the machine

find myself facing a public which has
formed its attitude toward the machine
on the basis of an imperfect under-
standing of the structure and mode of
operation of modern machines.

It is my thesis that machines can and
do transcend some of the limitations
of their designers, and that in doing so
they may be both effective and danger-
ous. It may well be that in principle

our man-made machines should in gen-
eral develop pari passu with the per-
for of the hine. By the very
slowness of our human actions, our
effective control of our machines may
be nullified. By the time we are able
to react to information conveyed by
our senses and stop the car we are
driving, it may already have run head
on into a wall.

Game-Playing

I shall come back to this point later
in this article. For the present, let
me discuss the technique of machines
for a very specific purpose: that of
playing games. In this matter I shalt
deal more particularly with the game
of checkers, for which the Internation-
al Business Machines Corporation has
developed very effective game-playing
machines.

Let me say once for all that we are
not concerned here with the machines
which operate on a perfect closed
theory of the game they play. The
game theory of von Neumann and
Morgenstern may be suggestive as to
the operation of actual game-playing
machines, but it does not actually de-
scribe them.

In a game as complicated as check-
ers, if each player tries to choose his
play in view of the best move his

PP t can make, against the best

we cannot make any hi the
elements of whose behavior we cannot
comprehend sooner or later, This does
not mean in any way that we shall be
able to iprehend these el in
substantially less time than the time
required for operation of the machine,
or even within any given number of
years or generations.

As is now generally admitted, over
a limited range of operation, machines
act far more rapidly than human
beings and are far more precise in
performing the details of their opera-
tions. This being the case, even when
machines do not in any way transcend
man’s intelligence, they very well may,
and often do, transcend man in the
performance of tasks. An intelligent
understanding of their mode of per-
formance may be delayed until long
after the task which they have been
set has been completed.

This means that though machu:m

response he can give, against the best
response his opponent can give, and so
on, he will have taken upon himself
an impossible task. Not onmly is this
humanly impossible .but there is ac-
tually no reason to suppose that it is
the best policy against the opponent
by whom he is faced, whose limitations
are equal to his own.

The von Neumann theory of games
bears no very close relation to the
theory by which game-playing ma-
chines operate. The latter corresponds
much more closely to the methods of
play used by expert but limited human
chess players against other chess
players. Such players depend on cer-
tain strategic evaluations, which are
in essence not complete, While the
von Neumann type of play is valid
for games like ticktacktoe, with a com-
plete theory, the very interest of chess
and checkers lies in the fact that they

are theoretically subij to

criticism, such criticism may be in-
effective until long after it is relevant.
To be effective in warding off disastrous
consequences, our understanding of

The author is professor of mathematics at
Massachusetts Institate of Technology, Cam-
bridge. This article is adapted from a lecture he
delivered 27 December 1959 before the Com-
mittee on Science in the Promotion of Human
‘Welfare, at the Chicago meeting of the AAAS.
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do not possess a complete theory.
Neither do war, nor business competi-
tion, nor any of the other forms of
competitive activity in which we are
really interested.

In a game like ticktacktoe, with a
small number of moves, where each
player is in a position to contemplate
all possibilities and to establish a de-
fense against the best possible moves of
the other player, a complete theory of
the von Neumann type is valid. In such
a case, the game must inevitably end
in a win for the first player, a win for
the second player, or a draw.

I question strongly whether this
concept of the perfect game is a com-
pletely realistic one in the cases of
actual, nontrivial games. Great generals
like Napoleon and great admirals like
Nelson have proceeded in a different
manner. They have beem aware not
only of the limitations of their op-
ponents in such matters as materiel
and personnel but equally of their
limitations in experience and in mili-
tary know-how. It was by a realistic
appraisal of the relative inexperience
in naval operations of the continental
powers as compared with the highly
developed tactical and strategic com-
petence of the British fleet that Nelson
was able to display the boldness which
pushed the continental forces off the
seas. This he could not have done had
he engaged in the long, relatively in-
decisive, and possibly losing conflict to
which his assumption of the best pos-
sible strategy on the part of his enemy
would have doomed him.

In assessing not merely the materiel
and 1 of his ies but also
the degree of judg and the t

a record of many games. This record
has been set by the player himself, by
his opponent, or even by players with
whom he has not personally played.
In terms of this record, he determines
the relative advantages of different
policies as proved over the past.

There is even a third stage of judg-
ment required in a chess game. This is
expressed at least in part by the length
of the significant past. The develop-
ment of theory in chess decreases the
importance of games played at a dif-
ferent stage of the art. On the other
hand, an astute chess theoretician may
estimate in advance that a certain
policy currently in fashion has become
of little value, and that it may be best
to return to earlier modes of play to
anticipate the change in policy of the
people whom he is likely to find as
his opponents.

Thus, in determining policy in
chess there are several different levels
of consideration which correspond in
a certain way to the different logical
types of Bertrand Russell. There is the
level of tactics, the level of strategy,
the level of the general considerations
which should have been weighed in
determining this strategy, the level in
which the length of the relevant past—
the past within which these considera-
tions may be valid—is taken into ac-
count, and so on. Each new Ilevel
demands a study of a much larger
past than the previous one.

I bave compared these levels with
the logical types of Russell concerning

Nt 1 of 1 . of
classes of classes, and so on. It may be
noted that Russell does not consider
t involving all types as

of skill in tactics and strategy to be
expected of them, Nelson acted on the
basis of their record in previous com-
bats. Similarly, an important factor in
Napoleon’s conduct of his combat with
the Austrians in Italy was his knowl-
edge of the rigidity and mental limita-
tions of Wiirmser.

This element of experience should
receive adequate recognition in any
realistic theory of games. It is quite
legitimate for a chess player to play,
not against an ideal, nonexisting, per-
fect antagonist, but rather against one
whose habits he has been able to de-
termine from the record. Thus, in the
theory of games, at least two different
intellectual efforts must be made. One
is the short-term effort of playing with
a determined policy for the individual
game. The other is the examination of
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significant. He brings out the futility
of such questions as that concerning
the barber who shaves all persons, and
only those persons, who do not shave
themselves. Does he shave himself? On
one type he does, on the next type he
does not, and so on, indefinitely. All
such questions involving an infinity of
types may lead to unsolvable paradoxes.
Similarly, the search for the best policy
under all levels of sophistication is a
futile one and must lead to nothing
but confusion.

These considerations arise in the
determination of policy by machines
as well as in the determination of
policy by persons. These are the ques-
tions which arise in the programming
of programming. The lowest type of
game-playing machine plays in terms
of a certain rigid evaluation of plays.

Quantities such as the value of pieces
gained or lost, the command of the
pieces, their mobility, and so on, can
be given numerical weights on a cer-
tain empirical basis, and a weighting
may be given on this basis to each
next play conforming to the rules of
the game. The play with the greatest
weight may be chosen. Under these
circumstances, the play of the machine
will seem .to its antagonist—who can-
not help but evaluate the chess per-
sonality of the machine—a rigid one.

Learning Machines

The next step is for the machine
to take into consideration not merely
the moves as they occurred in the in-
dividual game but the record of games
previously played. On this basis, the
machine may stop from time to time,
not to play but to consider what (linear
or nonlinear) weighting of the factors
which it has been given to consider
would correspond best to won games as
opposed to lost (or drawn) games.
On this basis, it continues to play with
a new weighting. Such a machine
would seem to its human opponent to
have a far less rigid game personality,
and tricks which would defeat it at an
earlier stage may now fail to deceive
it.

The present level of these learning
machines is that they play a fair
amateur game at chess but that in
checkers they can show a marked
superiority to the player who has
programmed them after from 10 to
20 playing hours of working and in-
doctrination. They thus most definite-
Iy escape from the completely effective
control of the man who has made
them. Rigid as the repertory of factors
may be which they are in a position to
take into consideration, they do un-
questionably—and so say those who
have played with them—show original-
ity, not merely in their tactics, which
may be quite unforeseen, but even in
the detailed weighting of their strategy.

As I have said, checker-playing ma-
chines which learn have developed to
the point at which they can defeat
the programmer. However, they ap-
pear still to have one weakness. This
lies in the end game. Here the ma-
chines are somewhat clumsy in de-
termining the best way to give the
coup de gréce. This is due to the fact
that the existing machines have for
the most part adopted a program in

SCIENCE, VOL. 131
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which the identical strategy is carried
out at each stage of the game. In view
of the similarity of values of pieces
in checkers, this is quite natural for a
large part of the play but ceases to
be perfectly relevant when the board
is relatively empty and the main prob-
lem is that of moving into position
rather than that of direct attack. With-
in the frame of the methods I have
described it is quite possible to have a
second exploration to determine what
the policy should be after the number

of pieces of the opponent is so re-

duced that these new considerations
become paramount.

‘Chess-playing machines have not, so
far, been brought to the degree of per-
fection of checker-playing machines,
although, as I have said, they can most

inly play a resp

game. Probably the reason for this is
similar to the reason for their relative
efficiency in the end game of check-
ers. In chess, not only is the end game
quite - different in its proper strategy
from the mid-game but the opening
game is also. The difference between
checkers and chess in this respect is
that the inmitial play of the pieces in
checkers is not very different in charac-
ter from the play which arises in the
mid-game, while in chess, pieces at the
beginning have an arrangement of ex-
ceptionally low mobility, so that the
problem of deploying them from this
position is particularly difficuit. This
is the reason why opening play and
development form a special branch of
chess theory.

There are various ways in which the

hine can take of these
well-known facts and explore a separate
waiting strategy for the opening. This
does not mean that the type of game
theory which I have here discussed is
not applicable to chess but merely that
it requires much more consideration
before we can make a machine that
can play master chess. Some of my
friends who are engaged in these prob-
lems believe that this goal will be
achieved in from 10 to 25 years, Not
being a chess expert, I do not venture
to make any such predictions on my
own initiative,

It is quite in the cards that learning
machines will be used to program the
pushing of the button in a new push-
button war. Here we are considering
a field in which automata of a non-
learning character are probably already
in use. It is quite out of the question
to program these machines on the basis
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of an actual experience in real war.
For one thing, a sufficient experience
to give an adequate programming
would probably see humanity already
wiped out.

Moreover, the techniques of push-
button war are bound to change so
much that by the time an adequate
experience could have been accumu-
lated, the basis of the beginning would
have radically changed. Therefore, the

programming of such a learning ma- .

chine would have to be based on some

type, where the policy itself improves
with learning. In the construction of
operative machines, there is no specific
foreseeable limit with respect to logical
type, mor is it safe to make a pro-
nouncement about the exact level at
which the brain is superior to the ma-
chine. Yet for a long time at least
there will always be some level at
which the brain is better than the
constructed machine, even though this
level may shift upwards and upwards.

It may be seen that the result of a

progr i of

tiza-

sort of war game, just as
and staff officials now learn an impor-
tant part of the art of strategy in a
similar manner. Here, however, if the
rules for victory in a war game do not
correspond to what we actually wish
for our country, it is more than likely
that such a machine may produce a
policy which would win a nominal
victory on points at the cost of every
interest we have at heart, even that of
national survival,

Man and Slave

The problem, and it is a morat prob-
lem, with which we are here faced is
very close to one of the great problems
of slavery. Let us grant that slavery
is bad because it is cruel. It is, how-
ever, self-contradictory, and for a
reason which is quite different. We
wish 2 slave to be intelligent, to be able
to assist us in the carrying out of our
tasks. However, we also wish him to
be subservient. Complete subservience
and complete intelligence do mnot go
together. How often in ancient times
the clever Greek philosopher slave of
a Jess intelligent Roman slaveholder
must have dominated the actions of his
master rather than obeyed his wishes!
Similarly, if the machines become
more and more efficient and operate
at a higher and higher psychological
level, the catastrophe foreseen by
Butler of the dominance of the ma-
chine comes nearer and nearer.

The human brain is a far more ef-
ficient control apparatus than is the
intelligent machine when we come to
the higher areas of logic. It is a self-
organizing system which depends on its
capacity to modify itself into a new
machine rather than on ironclad ac-
curacy and speed in problem-solving.
We have already made very successful
machines of the lowest logical type,
with a rigid policy. We are begmmng
to make hines of the d logi

S

tion is to remove from the mind of the
designer and operator an effective un-
derstanding of many of the stages by
which the machine comes to its con-
clusions and of what the real tactical
intentions of many of its operations
may be. This is highly relevant to the
problem of our being able to foresee

ed ide the
frame of the strategy of the game while
the machine is still in action and while
intervention on our part may prevent
the occurrence of these consequences.

Here it is necessary to realize that
human action is a feedback action. To
avoid a disastrous consequence, it is
not enough that some action on our
part should be sufficient to change the
course of the machine, because it is
quite possible that we lack information
on which to base consideration of such
an action.

In neurophy
ataxia can be quite as much of a
deprivation as paralysis. A patient with
locomotor ataxia may not suffer from
any defect of his muscles or motor
nerves, but if his muscles and tendons
and organs do not tell him exactly what
position he is in, and whether the
tensions to which his organs are sub-
jected will or will not lead to his fall-
ing, he will be unable to stand up.
Similarly, when a machine constructed
by us is capable of operating on its in-
coming data at a pace which we can-
not keep, we may not know, until too
late, when to turn it off. We all know
the fable of the sorcerer’s apprentice,
in which the boy makes the broom
carry water in his master’s absence, so
that it is on the point of drowning
him when his master reappears. If the
boy had had to seek a charm to stop
the mischief in the grimoires of his
master’s library, he might have been
drowned before he had discovered the
relevant incantation. Similarly, if a
bottle factory is programmed on the
basis of maximum productivity, the
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owner may be made bankrupt by the
enormous inventory of unsalable bot-
tles manufactured before he learns he
should have stopped production six
months earlier.

The “Sorcerer’s Apprentice” is only
one of many tales based on the as-
sumption that the agencies of magic
are literal-minded. There is the story
of the genie and the fisherman in the
Arabian Nights, in which the fisher-
man breaks the seal of Solomon which
has imprisoned the genie and finds the
genie vowed to his own destruction;
there is the tale of the “Monkey’s
Paw,” by W. W, Jacobs, in which the
sergeant major brings back from
India a talisman which has the power
to grant each of three people three
wishes. Of the first recipient of this
talisman we are told only that his
third wish is for death. The sergeant
major, the second person whose wishes
are granted, finds his experiences too
terrible to relate. His friend, who re-
ceives the talisman, wishes first for
£200. Shortly thereafter, an official
of the factory in which his son works
comes to tell him that his son has been
killed in the machinery and that, with-
out any admission of responsibility,
the company is sending him as consola-
tion the sum of £200. His next wish
is that his son should come back, and
the ghost knocks at the door. His third
wish is that the ghost should go away.

Disastrous results are to be expected
not merely in the world of fairy tales
but in the real world wherever two
agencies essentially foreign to each
other are coupled in the attempt to
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achieve a common purpose. If the
communication between these two
agencies as to the nature of this pur-
pose is incomplete, it must only be
expected that the results of this co-
operation will be unsatisfactory. If we
use, to achieve our purposes, a me-
chanical agency with whose operation
we cannot efficiently interfere once we
have started it, because the action is so
fast and irrevocable that we have not
the data to intervene before the action
is complete, then we had better be
quite sure that the purpose put into the
machine is the purpose which we really
desire and not merely a colorful imita-
tion of it

Time Scales

Up to this point I have been con-
sidering the quasi-moral problems
caused by the simultaneous action of
the machine and the human being in
a joint enterprise. We have seen that
one of the chief causes of the danger
of disastrous consequences in the use
of the learning machine is that man
and machine operate on two distinct
time scales, so that the machine is
much faster than man and the two do
not gear together without serious dif-
ficulties. Problems of the same sort
arise whenever two control operators
on very different time scales act to-
gether, irrespective of which system is
the faster and which system is the
slower. This leaves us the much more
directly moral question: What are the
moral problems when man as an in-

dividual operates in connection with
the controlled process of a much slow-
er time scale, such as a portion of
political history or-——our main subject
of inquiry—the development of sci-
ence?

Let it be noted that the development
of science is a control and communica-
tion process for the long-term under-
standing and control of matter. In this
process 50 years are as a day in the life
of the individual. For this reason, the
individual scientist must work as a part
of a process whose time scale is so long
that he himself can only contemplate
a very limited sector of it. Here, too,
communication between the two parts
of a double machine is difficult and
limited. Even when the individual be-
lieves that science contributes to the
human ends which he has at heart, his
belief needs a continual scanning and
re-evaluation which is only partly pos-
sible. For the individual scientist, even
the partial appraisal of this liaison
between the man and the process re-
quires an imaginative forward glance
at history which is difficult, exacting,
and only limitedly achievable. And if
we adhere simply to the creed of the
scientist, that an incomplete knowledge
of the world and of ourselves is better-
than no knowledge, we can still by no
means always justify the naive assump-
tion that the faster we rush ahead to
employ the new powers for action
which are opened up to us, the better
it will be. We must always exert the
full strength of our imagination to
examine where the full use of our new
modalities may lead us.

SCIENCE, VOL. 131
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There are 2 number of serious ethical
problems in the arts and sciences of in-
formation processing. A few of these
are: invasion of privacy by use of the
computer; implications of copyrighting
computer programs; and fraudulent pro-
gramming trade schools, The “little”
problems of personal ethics are of equal
importance and are often closely related
to the more imposing problems. We can
do a great deal about ethical problems
if we just give the msome serious at-
tention,

1t is difficult to discuss ethics in our
field without considering professional-
ism. A definition of a profession together
with an expansion of it for purposes of
this discussion, is as follows: A profes-
sion is a field of endeavor requiring a
high level of education, skill, and intel-
ligence in an area affecting society(').
A profession receives a trust from so-
ciety and in return is responsible to
society to perform at a high level in an
ethical manner. Specific definition of
ethical rules is based on the existence of
a profession within which the rules
apply.

Significant factors demonstrate that
there is an emerging profession in the
arts and sciences of information proe-
essing. Specific academic curricula for
colleges and universities are being de-
veloped in the field, and departments of
computer science are becoming common.

with many aspects of computers and
their use. We find a gradual, exclusive
identifieation with professional societies
in our field. There is an increasing dis-
tinction between professional and sub-
professional work. However, this last
point is probably the least apparent at
this stage in the development of our
professioni.

Several problems are associated with
the emergence of this profession. One,
for example, is that it does not even
have a name. Another problem is the
rapid development of our technology,
for which other professions have de-
veloped over hundreds of years in much
slower moving environments, our de-
velopment is measured in less than tens
of years. The diverse backgrounds .of
people in the field and the diverse ap-
plications of computers in other profes-
sions are also significant problems in
an effort to unify.

Segments of other professions are or-
ganized into professional societies. Like-
wise, societies in our profession should
define, represent, and bring order to this
emerging profession. These include the
Association for Computing Machinery
{ACM), Data Processing Management
Association (DPMA), Institute of Elee-
tronic Engineers (IEEE) Computer
Group, American Society for Informa-
tion Science (ASIS), the Simulation
Council Incorporated (SCI), and the
Society for Information Display (SID).

The Data Pr ing Ma: t As-
sociation has developed the Certificate
in Data Processing, which recognizes
certain levels of knowledge attainment
and will, by 1972, require a bachelor
level degreel®). Many companies have
been formed which are exclusively de-
voted to the field, and the US Govern-
ment has become increasingly concerned

Mr., Parker is Chairman of the ACM Professional
§ and Practices Committee, as well as be-
ing Secretary of the ACM. Mr. Parker’s address
is Control Data Corporation, Development Division,
3145 Porter Drive, Stanford Industrial Park, Palo
Alto, California 94304.

These societies are already communicat-
ing technology, motivating students to
enter the field, developing curricula, en-
gaging in professional development, in-
fluencing legislation through individual
members, setting membership require-
ments, and giving awards and recogni-
tion to members for outstanding per-
formance.

One thing our societies have neglected
is to define and enforce a general code
of ethics. Other societies have a wide
range of experience with ethics. The

American Society of Civil Engineers is
an old society established in 1852, but
it did not establish a code of ethics until
1914, This society considers hundreds
of ethical problems every year. Between
the years 1951 and 1964, 78 of these
problems became formal cases(®l; 48 of
them were dismissed. Of the remaining
30 cases, some involving more than one
member, 16 members were admonished,
18 suspended, and 8 expelled. One third
of the 78 cases concerned unethical com-
petitive bidding; one fourth concerned
derogatory actions to the integrity, dig-
nity, and honor of the profession; one
twelfth involved supplanting another en-
gineer in an engagement; and the re-
mainder rvepresented a variety of other
charges.

The IEEE has not established a code
of ethics, although it is considering that
one be proposed. However, since IEEE
is a scientific, educational and “literary”
organization, and its constitution so
states, the question of a code of ethics
would appear to be out of consonance
with the main purposes for which it is
organized and operatedi*], All the or-
ganizations in the information process-
ing field mentioned above are also com-
mitted to similar purposes.

THE DPMA established a code of
ethics when it was chartered in 1951.
However, the code is specialized for
DPMA members, and it is administered
in a variety of ways at chapter levels.
There is no national mechanism for en-
forcement. The Certificate in Data Proc-
essing program requires that a candi-
date must have his good character certi-
fied by a CDP holderl5). It states that
“candidates must be of high moral quali-
fications and professional attitude,” but
these concepts are not specifically de-
fined. Also, “if derogatory information
is discovered, DPMA will investigate
further.” Investigations have resulted in
a few applicants’ being turned away; no
certificates have been revoked.

ACM set minimum professional-type
requirements for membership in July
1966. Two members must attest that an
applicant has “attained professional
stature by demonstrating intellectual
competence and ethical conduct in the
arts and sciences of information proc-
essing”’[¢}, However, ethical conduct was
not defined. This left a void until on
November 11, 1966, the ACM Council
adopted a set of guidelines called “Pro-
fessional Conduct in Information Proc-
essing” (see full text reprinted herewith).
Using the term guidelines the Council
wisely avoided the implication that the
rules constitute a code to be enforced.
ACM does not yet feel prepared to gen-
erally enforce such a’ code. The set of

(Continued on page 200)
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Professional Conduct in Information Processing

INTRODUCTION

This set of guidelines was adopted by the Council of the Association for Computing Machinery
on November 11, 1966 in the spirit of providing a guide to the members of the Association.
In the years to come this set of guidelines is expected to evolve into an effective means of pre-
serving a high level of ethical conduct. In the meantime it is planned that ACM members will
use these guidelines in their own professional lives. They are urged to refer ethical problems to
the proper ACM authorities as specified in the Constitution and Bylaws to receive further guidance
apd in turn assist in the evolution of the set of guidelines.

PREAMBLE

The professional person, to uphold and advance the honor, dignity and effectiveness of the pro-
fession in the arts and sciences of information processing, and in keeping with high standards
of competence and ethical conduct: Will be honest, forthright and impartial; will serve with
loyalty his employer, clients and the public; will strive to increase the competence and prestige
of the profession; will use his special knowledge and skill for the advancement of human welfare.

1. Relations with the Public

1.1 An ACM member will have proper regard for the health, privacy, safety and general welfare
of the public in the performance of his professional duties.

1.2 He will endeavor to extend public knowledge, understanding and appreciation of computing
machines and information prc ing and achiev ts in their application, and will oppose
any untrue, inaccurate or exaggerated statement or claims.

1.3 He will express an opinion on a subject within his competence only when it is founded on
adequate knowledge and honest conviction, and will properly qualify himself when expressing
an opinion outside of his professional field.

1.4 He will preface any partisan statement, criticisms or arguments that he may issue concerning
information processing by clearly indicating on whose behalf they are made.

2. Relations with Employers and Clients

2.1 An ACM member will act in professional matters as a faithful agent or trustee for each
employer or client and will not disclose private information belonging to any present or
former employer or client without his consent.

2.2 He will indicate to his employer or client the consequences to be expected if his professional
judgment is over-ruled.

2.3 He will undertake only those professional assignments for which he is qualified and which
the state of the art supports.

2.4 He is responsible to his employer or client to meet specifications to which he is committed
in tasks he performs and products he produces, and to design and develop systems that
adequately perform their function and satisfy his employer’s or client’s operational needs.

3. Relations with Other Professionals

3.1 An ACM member will take care that credit for work is given to those to whom credit is
properly due.

3.2 He will endeavor to provide opportunity and encouragement for the professional develop-
ment and advancement of professionals or those aspiring to become professionals with whom
he comes in contact. .

3.3 He will not injure maliciously the professional reputation or practice of another person and
will conduct professional competition on a high plane. If he has proof that another person
has been unethical, illegal or unfair in his professional practice concerning information
processing, he should so advise the proper authority. ’

3.4 He will cooperate in advancing information processing by interchanging information and
experience with other professionals and students and by contributing to public communications
media and to the efforts of professional and scientific societies and schools. :
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guidelines was adapted from the En-
gineering Councii for Professional De-
velopment Short Form Canons of Ethics
of 1967071,

A brief history, as well as the basis
for codes of ethics, is quoted below from
the book Ethics and Professionalism in
Engineering' by Murray I. Mantell,
Chairman, Department of Civil En-
gineering, University of Miamil®).

Probably the most ancient and well-
known written statement of professional
ethies is the Hippocratic Oath of the
medical profession. Suggestions related
to the Oath date back to Kgyptian papyri
of 2000 B.c. The Greek medical writings
making up the Hippocratic Collection
were put together about 400 B.C. The
present form of the Hippocratic Oath
originated about 300 a.p. Most of the
major professional organizations in the
United States were founded during a
relatively short period in the latter half
of the nineteenth century; and most of
them adopted the present form of their
codes of ethics during a relatively short
period at the beginning of the twentieth
century. The American Medical Associa-
tion, founded in 1847, adopted its Piin-
ciples of Medical Ethics in 1912. The
American Society of Mechanical En-
gineers, founded in 1880, adopted its
Code of Ethics in 1914. The Institute
of Electrical and Electronic Engineers
(originally the American Institute of
Electrical Engineers),? founded in 1884,
adopted its Code of Principles of Pro-
fessional Conduct in 1912. The American
Institute of Architects, founded in 1857,
adopted its Principles of Professional
Practice and the Canons of Ethics in
1908.

The adoption of the comprehensive
Principles of Medical Ethics appear to
have followed closely behind the efforts
in 1910 of the American Medical Asso-
ciation to establish standards and classi-
fications for medical schools. Whereas
laws to regulate the practice of medicine
were established as early as 1639, most
of the other professions were not regu-
lated to any appreciable extent until the
early part of the twentieth century.
After the Civil War there was a greatly
increased feeling that it was undemo-
cratic and un-American to grant special
privilege to the professions, particularly
the legal profession. A number of states
passed statutes upholding the right of
every voter of good moral character to
practice law. This attitude appears to
have resulted in a rising tide of irre-
sponsibility and commercialism; and a
consequent reaction to establish standards
of character, education and experience
started at the turn of the twentieth
century. These standards were promoted
as states, one after the other, began to
pass registration laws controlling the
practices of engineering, architecture,
law, and the other professions, and the
various national professional organiza-
tions adopted their codes of ethics.

Professional activities cannot be based
upon the major common law premise
used in ordinary business relations
caveat emptor “let the buyer beware.”

R

with ission of The i

pany. Copyright ® Murray I. Mantell 1964.

2The IEEE was formed as a merger of the AIEE
and IRE, and the code was dropped at the time of
merger.
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A written code of ethics declares before
all the world the high standards which
are professed and gives an understand-
ing of what the public may expect in
their relations with members of the pro-
fession. The code also is a helpful guide
to the members of the profession in in-
forming them what is expected of each
member and what they may expect of
each other. The public has come to ex-
pect competence, trustworthiness, and
expeditious action; and the unethical ac-
tions of a few can arouse public indig-
nation which may condemn and punish
a profession at large through excessive
legislation or boycott. The promotion of
and adherence to ethical ideals brings
the mutual gain of building respect for
oneself by building respect for the pro-
fession.

A code of ethies is a set of local rules
which represents the sum total evalua-
tion (not merely appraisal) by a group
of individuals of wide experience, of
past practices and problems which are
commonly encountered in the profession.
The Canons of Ethics for Engineers
published in 1947 by the Engineer’s
Council for Professional Development,
have been adopted by most engineering
societies and are used as standards of
ethical practices by a number of state
registration boards. However, many of
the engineering societies have also re-
tained their own codes of ethics, pri-
marily because of problems believed
unique to that branch of engineering.

The status and history of establishing
rules of ethics have been described; now
motivation deserves some attention. We
all transgress ethical conduct by most
definitions to some degree just by our
human nature. Sooner or later some
body or some group is bound to do some-
thing drastic and bring nationwide at-
tention and disgrace to our profession.
We are sitting on the proverbial powder
keg. The public, the press, and the
Government are primed and ready for
something to happen. The press is creat-
ing a fear of computers through their
personification with such headlines as
“Meet the Monster that Checks Your
Taxes.” The “monsters” thus created
must now do something terrible to
justify this analogy.

Senator Sam J. Irvin of North Caro-
lina, who is chairman of the Subcommit-
tee on Constitutional Rights, was quoted
in the March 13, 1967 issue of Electronic
News as saying that thought should be
given to a professional ethics code for
the industry “. . . for those who arrange
and operate the computer’s processes. If
self-regulation and self-restraint are not
exercised by all concerned with auto-
matic data processing, public concern
will soon reach the stage where strict
legislative controls will be enacted, Gov-
ernment appropriations for research and
development will be denied, and the
computer will become the villian of our
society.” Senator Irvin was promptly
informed of the action taken by ACM
in adopting the Guidelines. He replied
in part as follows: “It is heartening to

me that your association is concerned
enough about the potential invasions of
privacy occasioned by the indiscriminate
use of computers that you would adopt
voluntarily a Guideline for Professional
Conduct in Information Processing”(®]l,

On January 10, 1967, the US Depart-
ment of Justice completed the prosecu-
tion of the first federal case involving
the eriminal use of a computer(’®l. A
23-year-old programmer worked for a
company which had a contract to pro-
vide data processing services for the
National City Bank of Minneapolis. The
young man programmed and operated
NCB Program 107, which processed the
bank’s checking accounts. He also had
his checking account with the bank. In
June 1966 he found that he would be
in financial difficulty that would make
his account overdrawn for several days
by $334. He put a “temporary” patch in
the program for exception reporting,
which caused it to ignore his account in
checking for overdrafts. The daily post-
ings showed the overdrawn condition,
but exception reports were relied upon.
By September 1966 his account was
overdrawn by $1357, and the patch was
still in the program; but the computer
failed one day and manual processing
led to the discovery of his activity. The
FBI was called in. The young man im-
mediately admitted his guilt and made
restitution to the bank. However, be-
cause indictment is mandatory in such
cases, he was charged with two counts
of making false entries in bank records

"with maximum penalties of $5000 and/

or five years in prison. On January 10,
1967, he received a suspended sentence
and two years’ probation. He was not
a ber of a professi iety, al-
though he had taken the CDP examina-
tion twice. Although the publicity of
this incident was local, it did appear in
headlines on the front page of the
Minneapolis Tribune. It is certain that
more incidents of this type and of a
more serious nature will occur with the
proliferation of computer usage in in-
creasingly important roles in society.
The status of ethical codes and some
of the motivation have been described.
An analysis of the adequacy of the
ACM Guidelines is in order. We who
work with and create logical machines
tend to look with scorn on redundancy,
vagueness ,and subjective measurements.
However, in ethical rules we are not
dealing with logical machines and scien-
tific truth. We are engaged in philosophy
and in dealing with people. A code of
ethics must be considered in this light.
A review of the set of Guidelines will
show some of its strengths and weak-

. nesses. The preamble and first part of

Section 1 state that a member is to
serve “with loyalty his employer, clients
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and public.” It is easy to think of situa-
tions where this leads to -conflicting
loyalties and seems impossible to follow.
Impossible or not, it is the effort to
comply and the awareness of possible
conflicts which count. Too many of us
can become so buried in the technical
details of our work that we miss their
implications on our environment. This
responsibility must be an additional
burden on the professional person.

The Guidelines also state that an ACM
member “will use his special knowledge
and skill for the advancement of human
welfare.” Consider the use of computers
to increase effectiveness of waging war,
of killing people. This is not a bizarre
problem. The biologists working on
methods of bacteriological warfare have
a code of ethics also. Some of us feel
that human welfare is dependent upon
our country’s having the ever improving
capacity to wage war more effectively
against our immoral enemies. Others
feel that human welfare is an absolute

be the author of this article who at this
point claims to be only an amateur philoso-
pher of ethics, and whose background on the
subject is limited to two years of part-
time study and research as chairman of
the ACM Professional Standards and
Practices Committee.

Section 2.4 states that we should pro-
duce computer programs and informa-
tion processing systems that work but
be willing to take the regponsibility and
consequences when they don’t work. The
eminence, stature, and other benefits of
being a professional person are not
without their price. The responsibility
for failure, even if it would have been
beyond the control of the most qualified,
still rests on the shoulders of the pro-
fessional person,

The first part of Section 8.3 is pur-
posely vague in its reference to con-
dueting competition on a high plane.
Many of us encounter what we think is
unethical competition, and there are
some obvious cases, but the information

concept precluding the develop t and
use of methods which kill people. Both
sides can base their position on that
same quote from the Guidelines.

ACM is not capable of deciding this
issue and shounld not try. ACM must
limit itself to its area of competence in
this matter by informing the Govern-
ment, sociologists, economists, and the
military of the limitations and capa-
bilities of information processing—but
no more. It is the responsibility of the
organizations in those other fields to
make decisions within their competence
and interests. ACM should urge its
members to assume their moral obliga-
tions as individual citizens and to take
part in the shaping of public policy out-
side our fields.

A resolution was recently adopted by
the ACM Washington, D.C. Chapterl’'].
It is for the most part a well-worded
and appropriate statement warning that
the consequences of using computing
equipment in public and private data
banks may resuilt in loss of privacy, and
urging that technical safeguards against
misuse be part of the design. However,
the resolution went too far by including
2 warning about the constitutional right
of privacy, and stating that laws pro-
tecting the individual must be passed.
This is an example of a statement out-
side the area of competence of a tech-
nical society in information processing.

Sections 1.3 and 1.4 emphasize our re-
sponsibilities to qualify ourselves before
expressing opinions in public outside our
areas of professional competence. Too
many professional people use their emi-
nence in one field to amplify the im-
portance of their partisan views in
another field beyond their areas of pro-
fessional competence. An example might
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P ing industry is changing too
rapidly to get more specific on this
point. An obvious example of rapid
change is the recent emergence of soft-
ware firms.

Section 8.3 also refers to employees
as well as the organizations for whom
they work and to self-employed indi-
viduals. We all compete whether in job
advancement or in technical achieve-
ment.

The last part of Section 3.3 is also
vague in stating that misconduct should
be reported to the proper authorities.
This could mean the police, a federal
regulatory agency, an individual’s own
professional society, or the accused in-
dividual’s professional society. It also
has serious implications for ACM. Sup-
pose a member complains to ACM that
his employer is forcing him to engage
in unethical practices. ACM is not yet
mature enough or strong enough to
formally advise the member, admonish
or punish the employer, insure the mem-
ber economically against discharge from
his job, or even to adequately investi-
gate the matter. In fact, it is not yet
clear that the membership wants ACM
to function in any of these ways. This
is why the ACM Council has wisely
adopted ethical rules as a guide to mem-
bers rather than a code to be enforced.

A significant amount of discussion has
started concerning the adoption of the
Guidelines. Louis Feinl'?] has been of
great help to the author in the develop-
ment of the Guidelines. However, he
disagrees with parts which he feels will
have significantly different and conflict-
ing meaning to people of different voca-
tions within the field of information
processing. For example the industrial-
ist, consultant, employee, academician,

and scientist each has his own relation
to society: the scientist to truth; the
industrialist to fair profits; the con-
sultant to his clients; the employee to
his employer; and the academician to
his students. Therefore, Fein feels that
they cannot be included under one eth-
ical umbrella and that for these different
vocations a single set of ethical rules
becomes ludierous, ACM must first de-
cide which interests it will support and
then discard the rest.

Anthony Oettinger, president of ACM,
believes ACM should continue to be a
home for all vocations within the infor-
mation processing field. ACM will avoid
a partisan battle for the interest of one
against an equally sound interest of
another. All interests in the field are
interdependent. There are transgressions
of ethical conduct which by any reason-
able code are clear. ACM ecan start by
acting therel'3).

The adoption of ACM Guidelines is
only the first small step in a process
which will involve years of experience
and maturing to recognize and approach
adequacy. This first step is justified
from the point of view that we must
start from some place, even though it
is not a perfect start and even though
those of the “new morality” of situa-
tional ethies barely tolerate ethical
maxims while existentialists and anti-
nomians (against law) reject them com-
pletelyl’#]. Tradition and the proven
success, (even though partial) of other
professional societies strongly motivate
us to proceed.
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The Two Cultures of
the Computer Age

Joseph Weizenbaum The computer can be a force for homogenization
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Suppose we had asked 50 years ago how photog-
raphy was to affect how and where we tive. Per-
haps we would have perceived photography as be-
ing fundamentally a communication technology.
Still, | doubt that any of us would have had suf-
ficient foresight to extrapolate from the then-cur-
rent photographic techniques and practices to to-
day’s global television networks.

| do not intend to stretch an analogy too far, but
surely we do see now that the technology that is
electronic photography—i.e., television—has had
enormous and, | would say, irreversible effects on
each of our lives. it has profoundly altered the prac-
tice of politics in our country. Insofar as it brings
what we call entertainment into our homes, it surely
has also affected our choice of where we wish to
live. And, more importantly, by allowing even the
- disadvantaged members of our society to vicariously
experience the good life we pretend is our national
standard, we have unieashed social forces of im-
measurable magnitude.

The automobile is another piece of technology that
has profoundly aitered our way of life within a few
generations. When we notice that the machine it-
self—the automobile—has changed relatively little
since its mass production began, we are brought
sharply face to face with the fact that, while it may
be possible to predict with some confidence a path
of technological development of a particular ma-
chine, that alone says nothing about our ability to
predict its social consequences.

The computer is a child par excellence of our era of
fantastically rapidly expanding technology. One of
the first computers | worked on had a storage ca-
pacity of 800 words with an access time of about 20
milliseconds. it fully occupied a very large room
and required an élaborate cooling plant. Its cost
was about $750,000. A computer of the same mem-
ory capacity but 20,000 times faster is today an off-
the-shelf sub-component costing under $10,000.

All of the above is an ill-disguised plea to be let off
the prediction hook. To put it another way: the
technologist himself is perhaps the poorest pre-
pared to forecast the consequences of his tech-
nology. The fact is simply that the side effects of
technological progress eventuaily dominate by

far the direct effects predictable on the basis of
technology itself. And to perceive potential targe-
scale side effects requires a different insight than
that which is the natural by-product of an in-
dividual's preoccupation with technology. (It is, by
the way, precisely for such reasons that questions
over the responsibility of the scientist are becoming
ever more urgent and that the very concept of a
university devoted entirely to science and tech-
nology is no iong viable.}

Having disqualified myself, | may safely begin my
analyses.

Rescuing Man From His Growth

The computer has at present no effect on where we
live. But already it affects how we live. The first
bank deposit accounting computer system was built
by the General Electric Company for the Bank of
America about 13 years ago. At that time, the bank
said that unless the deposit accounting process was
soon automated, every adult living in California
would have to be hired by the bank to help do its
bookkeeping. | cite this in order to show that there
are certain normal activities we carry on—ap-
parently just as always—which would have ground
to a halt were it not for computer intervention. Per-
haps the handling of airline and hote! reservations
is another example. The effect then is not very
visible—it is merely that we can carry on. [t is only
when the foresight exercised—by Al Zipt of the
Bank of America in that example— is not forthcom-
ing in time that the effects become dramatic. | have
in mind the fact that trading in the New York Stock
Exchange has had to be repeatedly suspended
lately to permit the data processing to catch up with
the data flow.

“To merely carry on” sounds so banal. But we must
from now on remember the absolutely most over-
riding fact of our time: we are on the exponential of
the population growth curve—both here in the
United States and in the world. if—and | emphasize
the “if”"—the computer permits us to maintain our
production and distribution, our finance and our
vital statistical services, then that alone will have
justified its existence. But | personally do not be-
lieve that even an arbitrary growth in national com-
putational capacity will prevent a drastic degrada-
tion of our present life style in the face of the popu-
lation explosion without a simultaneous implemen-
tation of social inventions of the highest order of
imaginativeness.

The computer, in other words, is a life boat that ar-
rived on the horizon in the nick of time. Itis a
necessary part of the rescue machinery—but not a
sufficient one.

‘Homogenization vs. Individuation

Another threat facing us as a result of the popula-
tion explosion is that, even if we can manage to
keep our society going in some way, life could be-
come very drab, monotonous, dull. We are in fact
experiencing a homogenization of life styles of con-
siderable proportions as it is. There may be some
comfort in knowing that a Holiday !nn near Coral
Gabiles, Florida, is indistinguishabie from another
near Vernal, Utah, or that one cannot tell when
waking up in a Hilton Hotel room whether one is in
Berlin, Chicago, or Tokyo—but those circum-

55



Computer Ethics

23

stances certainly derate the old adage that travel
broadens one.

I have never made the computation, but | would
guess that the number of different cars one can
today specify from, say, General Motors, exceeds
their total annual production of automobiles. With
the multiplicity of options available with respect to
engine size, transmission type, upholstery, exterior
and interior colors, and so on ad infinitum, it is sur-
prising that any two new cars are exactly like one
another. The important point is, of course, not that
modern cars have their individuality. it is that the
computer-controlled assembly line is making it
possible to combine mass production with custom
tailoring, so to speak. And the measure of near
uniqueness achievable even today is enough to
shame an old-time craftsman (if one could be found
to witness the phenomenon). Here the computer is
performing a service that is more than a holding
action and in this area we have reason for consider-
able optimism.

Let me state quite clearly that we are in the grip of
two opposing forces—-the one due to the population
explosion and running virtually out of control tend-
ing to homogenize life, and the other available for
us to use at all or not, or wisely or stupidly, that
could lead to the enrichment of life through in-
dividuation.

Extending Man's Perception and Understanding
The wise application of computing resources can
mean not merely an enormous differentiation of the
products we consume and the houses and even
communities we live in, but of our inteliectual and
ultimately our emotional lives as well. An example
is the enormous impact computers can make in the
life-long educational process of the individual. For
we can now foresee an educational system which
has as its one grand objective to aid the individual
in achieving self-indentification. Even late in life,
when the computing system has learned so much
about him, the individual can use it to, in a sense,
consolidate his gains, to review his life and in effect
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compose the novel his life, like each of our lives,
really is.

A similar individuating effect can be achieved in
each of our perceptions of the world around us. We
know that the television news broadcast must of
necessity restrict itself to reporting those events in
which the largest number of people can be pre-
sumed to have an interest. It serves the mass man
and is therefore a homogenizing force. The news-
paper can be broader in its coverage and attempt to
report all the news it deems “fit to print.” But once
a story becomes stale, no follow-up reporting is
done. The election, for example, was no longer in-
teresting one week later. Where could | look then

to find out whether Senator Morse finally won or
lost in Oregon? A computer system could make it
possible for me to keep up with facts that interested
me. After it came to know me, so to speak, it could
even alert me to developments that | as an in-
dividual would find interesting.

We do have newspapers today that cater to special
audiences, such as the Wall Street Journal and
Women’s Wear Daily. We will soon have the tech-
nology to permit the publication of individuated ver-
sions; say, of the New York Times, which have ar-
rived at their individual styles and contents on the
basis of readers’ feedback to the publisher. | do not
believe that task to be harder than the production
miracle Detroit is currently achieving with respect
to automobiles.

A Return to the “Cottage industry”

Let me turn briefly to the question of the impact the
computer may have on where we live. | can foresee
a return to a kind of cottage industry. For five years
now | have had in my home a console attached to
the MAC 1.B.M. 7094 computer operated by M.L.T.’s
Project MAC. There have been many days when |
skipped the drive to Cambridge—I live about 20
miles from my office—in order to do my computer
work at home. More important from the point of
view of portents for the future, there have been
many occasions when students and | worked on
programs jointly while they were in Cambridge and
| was at home and we were all linked through
the MAC computer. Dr. Engelbardt of the Stanford
Research Institute in Menlo Park, Calif,, has an
ongoing experiment that clearly demonstrates the
feasibility of a computer forming the cohesive ele-
ment binding together a team of engineers whose
members are physically remote from one another.
If we are lucky, it may turn out that just when our
land and air traffic is at the point of choking us to
death, large concerns will have made it possible for
their engineers to stay at home—almost no matter
where home is.

That many homes wiil, in the not too distant future,
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be equipped with computer consoles—of that there
can be no doubt. | believe the home television set
will be tied to the telephone and hence to local,
state, and national computer services. Much man-
computer communication will be in the graphic
mode. | suppose that the cost of many of such home
consoles and their attendant line and other charges
will be borne by the employers of members of the
household. But this does not preclude the possibil-
ity that a major use of the console will be for en-
tirely personal matters such as shopping, self-edu-
cation, getting advice of all sorts (including medical
advice—from an electronic Dr. Spock), and so on.

New Economics~—and Mew llliteracy

But not all homes will be so equipped—perhaps not
even most homes. | mention this especially in order
to point up a serious and dangerous problem we
almest certainly havs to face, starting right now.

Daniel Bell, in a future issue, will deal with the

idea that knowledge is power. We are, in his words,
becoming a knowledge society. It is perfectly clear
that the access to information is necessary to exer-
cise this power of knowledge. Individuals can there-
fore be rendered impotent in tomorrow’s society
simply by being denied access to public computing
utilities. One implication of that fact is that informa-
tion and the power to transform information will be-
come an enormously important resource. We may
see a new kind of economics growing up in parallel
with the money-based economics we know now—
one in which the medium of exchange is time allot-
ments on the national computer utility. | can
imagine, for example, that a prize for superior
scientific achievement on the part of a research
worker might include a few hours of free computer
time.

But if the power to manipulate information in a
large computer system is really translatable into
social and political power, what about that segment
of the population that cannot use computing power
for lack of training?

They will find themselves in a very isolated position
indeed—in an important sense they will be the il-
literates of the new society. Perhaps the closest
modern Western society has come to having such a
population in its midst was during the Nazi German
period after Jews were forbidden to use the mails
and telephone services, They were thereafter com-
pletely cut off from the economic life of the nation.

The danger we face is, to use Daniel Bell's phrase,
that we will be creating a new cleavage in society.
A large part of our population will enjoy a high
standard of living—Ilimited, to be sure, by intense
population pressures—and experience the kind of
elan that accompanies the sense of full participa-

tion in one’s society. Meanwhile, the remaining and
potentially very large segment of the population will
drift further and further away from playing any but
the most menial and irrelevant roles and will fall be-
hind at an increasing rate. The magnitude of the
social strains this condition can generate is, | be~
lieve, presently unimaginable.

We, who are members of today’s intellectual and
technological elite, may find it easy to speculate on
the new marvels of comfort and delight the com-
puter age offers us. Perhaps our reveries are a
little disturbed by threats against our privacy. | do
not doubt, however, that our capacily for social and
political innovation will take us over that hurdle if
we so wish it. | think it more appropriate, however—
and indeed necessary—to challenge thoughtful
technologists and those who work with them to un-
hesitatingly face and begin to solve the problem of
how to prevent the growth of {wo cultures in our
midst—not two cultures in the relatively benign
sense of C. P. Snow, but two cultures that, once
they come to exist, may render each other into
waste.

Joseph Weizenbaum was educated at Wayne State University
and had broad industrial experience in computsr systems and
applications before joining the M.LT. faculty in 1964. Since
then he has been iated with the Institute’s Project MAC
and with work in the application of computers to the study of
poiitical systems, and he has taught in the Departments of
Electrical Engineering and Political Scienca.
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On the Impact

of the Computer on Society

How does one insult a machine?

The structure of the fypical essay

Joseph Weizenbaum

sophisticated technologiceﬂ fixes. The

on “The impact of puters on so-
ciety” is as follows: First there is an
“on the one hand” statement. It tells
all the good things computers have
already done for society and often even
attempts to argue that the social order
would already have collapsed were it
not for the “computer revolution.”
This is usually followed by an “on the
other hand” caution which tells of cer-
tain problems the infroduction of com-
puters brings in its wake. The threat
posed to individual privacy by large
data banks and the danger of large-
scale unemployment induced by indus-
trial automation are usually mentioned.
Finally, the glorious present and pro-
spective achievements of the computer
are applauded, while the dangers al-
luded to in the second part are shown
to be capable of being alleviated by

The author is professor of computer science,
» Institut 545 Tech-

of
nology Square, Cambridge 02139,

losing paragraph consists of a plea
for generous societal support for more,
and more large-scale, computer re-
search and development, This is
usually coupled to the more or less
subtle assertion that only computer
science, hence only the computer sci-
entist, can guard the world against the
admittedly hazardous fallout of applied
compnter technology.

In fact, the computer has had very
considerably less societal impact than
the mass media would lead us to be-
lieve. Certainly, there are enterprises
like space travel that could not have
been undertaken without computers.
Certainly the computer industry, and
with it the computer education indus-
try, has grown to enormous propor-
tions. But much of the industry is
self-serving. It is rather like an island
economy in which the natives make a
living by taking in each other’s laundry.
The part that is not self-serving is

largely supported by government agen-
cies and other gigantic enterprises that
know the value of everything but the
price of nothing, that is, that know the
short-range utility of computer systems
but have no idea of their ultimate social
cost. In any case, airline reservation
yst and p ized h ‘u 1
serve only a tiny, largely the most afflu-
ent, fraction of society. Such things
cannot be said to have an impact on
society generally.

Side Effects of Technology

The more important reason that I
dismiss the argument which I have
caricatured is that the direct societal
effects of any pervasive new technology
are as nothing compared to its much
more subtle and ultimately much more
important side effects. In that sense,
the societal impact of the computer has
not” yet been felt.

To help firmly fix the idea of the
importance of subtle indirect effects of
technology, consider the impact on so-
ciety of the invention of the micro-
scope. When it was invented in the
middle of the 17th century, the domi-
nant commonsense theory of disease
was fundamentally that disease was a
punishment visited upon an individual
by God. The sinner’s body was thought
to be inhabited by various so-called
humors brought into disequilibrium in
accordance with divine justice. The
cure for disease was therefore to be
found first in penance and second in
the balancing of humors as, for ex-
ample, by bleeding. Bleeding was, after
all, both painful, hence punishment
and penance, and potentially balancing
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in that it actually removed substance
from the body. The microscope en-
abled man to see microorganisms and
thus paved the way for the germ theory
of disease. The enormously surprising
discovery of extremely small living or-
ganisms also induced the idea of a
continuous chain of life which, in turn,
was a necessary intellectual precondi-
tion for the emergence of Darwinism,
Both the germ theory of disease and
the theory of evolution profoundly al-
tered man’s conception of his contract
with God and consequently his self-
image. Politically these ideas served to
help diminish the power of the Church
and, more generally, to legitimize the
questioning of the basis of hitherto
unchallenged authority. I do not say
that the microscope alone was responsi-
ble for the enormous social changes
that followed its invention. Only that it
made possible the kind of paradigm
shift, even on the commonsense level,
without which these changes might
have been impossible.

Is it reasonable to ask whether the
computer will induce similar changes
in man's image of himself and whether
that influence will prove to be its most
important effect on society? 1 think so,
although I hasten to add that I don’t
believe the computer has yet told us
much about man and his nature. To
come to grips with the question, we
must first ask in what way the com-
puter is different from man’s many
other machines. Man has built
two fundamentally different kinds of
machines, nonautonomous and autono-
mous. An autonomots machine is one
that operates for long periods of time,
not on the basis of inputs from the real
world, for example from sensors or
from human drivers, but on the basis
of internalized models of some aspect
of the real world. Clocks are examples
of autonomous machines in that they
operate on the basis of an internalized
model of the planetary system. The
computer is, of course, the example
par excellence. It is able to internalize
models of essentially unlimited com-
plexity and of a fidelity limited only by
the genius of man.

It is the autonomy of the computer
we value. When, for example, we speak
of the power of computers as in-
creasing with each new hardware and
software development, we mean that,
because of their increasing speed and
storage capacity, and possibly thanks
to new programming tricks, the new
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computers can internalize ever more
complex and ever more faithful models
of ever larger slices of reality. It seems
strange then that, just when we exhibit
virtually an idolatry of autonomy with
respect to machines, serious thinkers in
respected academies [I have in mind
B. F. Skinner of Harvard University
(1)1 can rise to question autonomy as
a fact for man. I do not think that the
appearance of this paradox at this time
is accidental. To wunderstand it, we
must realize that man’s commitment to
science has always had a masochistic
component.

Time after time science has led us to
insights that, at least when seen su-
perficially, diminish man. Thus Galileo
removed man from the center of the
universe, Darwin removed him from
his place separate from the animals,
and Freud showed his rationality to be
an illusion. Yet man pushes his in-
quiries further and deeper. I cannot
help but think that there is an analogy
between man’s pursuit of scientific
knowledge and an individual’s commit-
ment to psychoanalytic therapy. Both
are undertaken in the full realization
that what the inquirer may find may
well damage his self-esteem. Both may
reflect his determination to find mean-
ing in his existence through struggle
in truth, however painful that may be,
rather than to live without meaning in
a world of ill-disguised illusion. How-
ever, 1 am also aware that sometimes
people enter psychoanalysis unwilling
to put their illusions at risk, not search-
ing for a deeper reality but in order to
convert the insights they hope to gain
to personal power. The analogy to
man’s pursuit of science does not break
down with that observation,

Each time a scientific discovery
shatters a-hitherto fundamental corner-
stone of the edifice on which man’s
self-esteem is built, there is an enor-
mous reaction, just as is the case under
similar circumstances in psychoanalytic
therapy. Powerful defense mechanisms,
beginning with denial and usually ter-
minating in rationalization, are brought
to bear. Indeed, the psychoanalyst sus-
pects that, when a patient appears to
accept a soul-shattering insight without
resistance, his very casualness may well
mask his refusal to allow that insight
truly operational status in his self-
image. But what is the psychoanalyst
to think about the patient who posi-
tively embraces tentatively profiered,
profoundly humiliating self-knowledge,

when he embraces it and instantly con-
verts it to a new foundation of his life?
Surely such an event is symptomatic of
a major crisis in the mental life of the
patient.

I believe we are now at the begin-
ning of just such a crisis in the mental
life of our civilization. The microscope,
I have argued, brought in its train a
revision of man’s image of himself.
But no one in the mid-17th century
could have foreseen that. The possi-
bility that the computer will, one way
or another, demonstrate that, in the
inimitable phrase of one of my es-
teemed colleagues, “the brain is merely
a meat machine” is one that engages
academicians, industrialists, and jour-
nalists in the here and now. How has
the computer contributed to bringing
about this very sad state of affairs? It
must be said right away that the com-
puter alone is not the chief causative
agent. It is merely an extreme extrapo-
lation of technology. When seen as an
inducer of philosophical dogma, it is
merely the reductio ad absurdum of
a technological ideology. But how does
it come to be regarded as a source of
philosophic dogma?

Theory versus Performance

We must be clear about the fact that
a computer is nothing without a pro-
gram. A program is fundamentally a
transformation of one computer into
another that has autonomy and that, in
a very real sense, behaves, Program-
ming languages describe dynamic proc-
esses. And, most importantly, the proc-
esses they describe can be actually
carried out. Thus we can build models
of any aspect of the real world that
interests us and that we understand.
And we can make our models work.
But we must be careful to remember
that a computer model is a description
that works. Ordinarily, when we speak
of A being a model of B, we mean
that a theory about some aspects of
the behavior of B is also a theory of
the same aspects of the behavior of
A. It follows that when, for example,
we consider a computer model of
paranoia, like that published by Colby
et al. {2), we must not be persuaded
that it tefls us anything about paranoia
on the grounds that it, in some sense,
mirrors the behavior of a paranoiac.
After all, a plain typewriter in some
sense mirrors the behavior of an autis-
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tic child (one types a question and gets
no response whatever), but it does not
help us to understand autism. A model
must be made to stand or fall on the
basis of its theory. Thus, while pro-
gramming languages may have put a
new power in the hands of social sci-
entists in that this new notation may
have freed them from the vagueness of

words. (John is here — Is John here?)
It is ome thing to describe rules that
transform declarative into

guage at all, however narrow the con-
text, has captured something of the
of man? Descartes himself

questions—a simple permutation rule
is clearly insufficient—but another thing
to describe a “machine” that necessi-
tates those rules when others would,
all else being equal, be simpler. Why,
for example, is it not so that declara-

discursive descriptions, their oblig

to build defensible theories is in no way
diminished. Even errors can be pro-
nounced with utmost formality and elo-
quence. But they are not thereby trans-
muted to truth.

The failure to make distinctions be-
tween descriptions, even those that
“work,” and theories accounts in large
part for the fact that those who refuse
to accept the view of man as machine
have been put on the defensive. Recent
advances in computer understanding of
natural language offer an excellent case
in point. Halle and Chomsky, to men-
tion only the two with whom I am
most familiar, have long labored on a
theory of language which any model of
language behavior must satisfy (3).
Their aim is like that of the physicist
who writes a set of differential equa-
tions that anyone riding a bicycle must
satisfy. No physicist claims that a per-
son need know, let alone be able to
solve, such differential equations in
order to become a competent cyclist.
Neither do Halle and Chomsky claim
that humans know or knowingly obey
the rules they believe to govern lan-
guage behavior. Halle and Chomsky
also strive, as do physical theorists, to
identify the cc and par
of their theories with components of
reality. They hypothesize that their
rules constitute a kind of projective
description of certain aspects of the
structure of the human mind. Their
problem is thus not merely to discover
economical rules fo account for lan-
guage behavior, but also to infer eco-
nomic mechanisms which determine that
precisely those rules are to be preferred
over all others. Since they are in this
way forced to attend to the human
mind, not only that of speakers of
English, they must necessarily be con-
cerned with all’ human language be-
havior—not just that related to the
understanding of English.

The enormous scope of their task is
illustrated by their observation that in
all human languages declarative sen-
tences are often transformed into ques-
tions by a permutation of two of their
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tive 1 read backward trans-
form those sentences into questions?
The answer must be that other con-
straints on the “machine” combine
against this local simplicity in favor of
a more nearly global economy. Such
examples illustrate the depth of the
level of explanation that Halle and
Chomsky are trying to achieve. No
wonder that they stand in awe of their
subject matter.

Workers in computer comprehen-
sion of natural language operate in
what is usually called performance
mode. It is as if they are building ma-
chines that can ride bicycles by fol-
lowing heuristics like “if you feel a
displacement to the left, move your
weight to the left.” There can be, and
often is, a strong inferaction between
the development of theory and the em-

might have believed it. Indeed, by way
of this very understandable seduction,
the computer comes to be a source of
philosophical dogma.

I am tempted t0 recite how per-
formance programs are composed and
how things that don’t work quite cor-
rectly are made to work via all sorts
of strategems which do not even pre-
tend to have any theoretical founda-
tion. But the very asking of the ques-
tion, “Has the computer captured the
essence of man?” is a diversion and,
in that sense, a trap. For the real ques-
tion “Does man understand the es-
sence of man?” cannot be answered
by technology and hence certainly not
by any technological instrument.

The Technological Metaphor

I asked earlier what the psycho-
analyst is to think when a patient
grasps a tentatively proffered deeply
humiliating interpretation and attempts
to convert it immediately to a new

pirical task of g
whose theory is not yet thoroughly
understood. Witness the synergistic co-
operation between aerodynamics and
aircraft design in the first quarter of
the present century. Still, what counts
in performance mode is not the elab-
oration of theory but the performance
of systems. And the systems being
hammered together by the new crop
of computer ticists are- begii
(just beginning) to perform.
Since computer scientists have rec-
ognized the importance of the interplay
of syntax, semantics, and pragmatics,
and with it the importance of computer-
manijpulable knowledge, they have made
progress. Perhaps by the end of the
present decade, computer systems will
exist with which specialists, such as
physicians and chemists and mathe-
maticians, will converse in natural
language. And surely some part of such
achievements will have been based on
other successes in, for example, com-
puter simulation of cognitive processes.
1t is understandable that any success in
this area, even if won empirically and
without accompanying enrichments of
theory, can easily lead to certain delu-
sions being planted. Is it, after all, not
terribly tempting to believe that a
computer that understands natural lan-

ing sy

foundation of his life. I now think I
phrased that question too weakly. What
if the psychoanalyst merely coughed
and the cough entrained the conse-
quences of which I speak? That is
our situation today. Computer science,
particularly its artificial intelligence
branch, has coughed. Perhaps the press
has unduly amplified that cough—but
it is only a cough nevertheless. I can-
oot help but think that the eagerness
to believe that man’s whole nature has
suddenly been exposed by that cough,
and that it has been shown to be a
clockwork, is a symptom of something
terribly wrong.

What is wrong, I think, is that we
have permitted technological meta-
phors, what Mumford (4) calls the
“Myth of the Machine,” and technique
itself to so thoroughly pervade our
thought processes that we have finally
abdicated to technology the very duty
to formulate questi Thus bl
men correctly perceive that large data
banks and enormous networks of com-
puters threaten man. But they leave it
to technology to formulate the corre-
sponding question. Where a simple man
might ask: “Do we need these things?”,
technology asks “what electronic wiz-
ardry will make them safe?” Where 2
simple man will ask “js it good?”, tech-
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nology asks “will it work?” Thus sci-
ence, even wisdom, becomes what tech-
nology and most of all computers can
handle. Lest this be thought to be an
exaggeration, I quote from the work
of H. A. Simon, one of the most senior
of American computer scientists (5):

As we sicceed in broadening and deep-
ening our knowledge—theoretical and
empirical—about computers, we shall dis-
cover that in large part their behavior
is governed by simple general laws, that
what appeared as complexity in the com-
puter program was, to a considerable
extent, complexity of the environment fo
which the program was secking to adapt
its behavior.

To the extent that this prospect can
be realized, it opens up an exceedingly
important role for computer simulation
as a tool for achieving a deeper under-
standing of human behavior. For if it is
the organization of components, and not
their physical properties, that largely de-
termines behavior, and if computers are
organized somewhat in the image of man,
then the computer becomes an obvious de-
vice for exploring the consequences of
alternative organizational ions for

erned by simple general laws, then the
very possibility of understanding man
as an autonomous being, as an indi-
vidual with deeply internalized values,
that very possibility is excluded. How
does one insult a machine?

The question “Is the brain merely a
meat machine?”, which Simon puts in
a so much more sophisticated form, is
typical of the kind of question formu-
lated by, indeed formulatable only by,
a technological mentality. Once it is
accepted as legitimate, arguments as
to what a computer can or cannot do
“in principle” begin to rage and them-
selves become legitimate. But the legiti-
macy of the technological question—
for example, is human behavior to be
understood either in terms of the or-
ganization or of the physical properties
of “components”"—need not be -ad-
mitted in the first instance. A human
question can be asked instead. Indeed,
we might begin by asking what has
already become of “the whole man”
when he can conceive of computers or-

3

human behavior.
and

A man, viewed as a behaving system, is
quite simple. The apparent complexity
of his behavior over time is largely 2
reflection of the complexity of the en-
vironment in which he finds himself.

. . . I believe that this hypothesis holds
even for the whole man.

We already know that those aspects
of the behavior of computers which
cannot be attributed to the complexity
of their programs is governed by simple
general laws—ultimately by the laws of
Boolean algebra. And of course the
physical properties of the computer’s
components are nearly irrelevant to its
behavior. Mechanical relays are log-

ically equivalent to tubes and to tran-

sistors and to artificial neurons. And of
course the complexity of computer pro-
grams is due to the complexity of the
environments, including the computing
environments themselves, with which
they were designed to deal. To what
else could it possibly be due? So, what
Simon sees as prospective is already
realized. But does this collection of
obvious and simple facts lead to the
conclusion that man is as simple as
are computers? When Simon leaps to
that conclusion and then formulates the
issue as he has done here, that is, when
he suggests that the behavior of the
whole man may be understood in terms
of the behavior of computers as gov-

612

i in his own image.

The success of technique and of
some technological explanations has, as
Pve suggested, tricked us into permit-
ting technology to formulate important
questions for us—questions whose very
forms severely diminish the number of
degrees of freedom in our range of
decision-making. Whoever dictates the
questions in large part determines the
answers. In that sense, technology,
and “especially computer technology,
has become a self-fulfilling nightmare
reminiscent of that of the lady who
dreams of being raped and begs her
attacker to be kind to her. He answers
“it's your dream, lady.” We must come
to see that technology is our dream and
that we must ultimately decide how
it is to end.

I have suggested that the computer
revolution need not and ought not to
call man’s dignity and autonomy into
question, that it is a kind of pathol-
ogy that moves men to wring from
it unwarranted, enormously damaging
interpretations, Is then the computer
less threatening that we might have
thought? Once we realize ‘that our
visions, possibly nightmarish visions,
determine the effect of our own crea-
tions on us and on our society, their
threat to us is surely diminished. But
that is not to say that this realization
alone will wipe out all danger. For
example, apart from the erosive effect
of a technological mentality on man’s
self-image, there are practical attacks

on the freedom and dignity of man in
which computer technology plays a
critical role.

1 mentioned earlier that computer
science has come to recognize the im-
portance of building knowledge into
machines. We already have a machine

_—Dendral-~(6) that commands more

chemistry than do many Ph.D. chem-
ists, and another—Mathlab~(7) that
commands more applied mathematics
than do many applied mathematicians,
Both Demxdral and Mathlab contain
knowledge that can be evaluated in
terms of the explicit theories from
which it was derived. If the user be-
lieves that a result Mathlab delivers is
wrong, then, apart from possible pro-
gram errors, he must be in disagree-
ment, not with the machine or its
programmer, but with a specific mathe-
matical theory. But what about the
many programs on which management,
most particularly the government and
the military, rely, programs which can
in no sense be said to rest on explicable
theories but are instead enormous
patchworks of programming techniques
strung together to make them work?

Incomprehensible Systems

In our eagerness to exploit every ad-
vance in technique we quickly incor-
porate the lessons learned from ma-
chine manipulation of knowledge in
theory-based systems into such patch-
works. They then “work” better. I have
in mind systems like target selection
systems used in Vietnam and war
games used in the Pentagon, and so
on. These often gigantic systems are
put together by teams of programmers,
often working over a time span of
many years. But by the time the sys-
tems come into use, most of the orig-
inal programmers have left or turned
their attention to other pursuits. It is
precisely when gigantic systems begin
to be used that their inner workings
can no longer be understood by any
single person or by a small team of
individuals. Norbert Wiener, the father
of cybernetics, foretold this phenome-
non in a remarkably prescient article
(8) published more than a decade ago.
He said there:

It may well be that in principle we can-
not make any machine the elements of
whose behavior we cannot comprehend
sooner or later. This does not mean in
any way that we shall be able to compre-
hend these elements in substantially less

SCIENCE, VOL. 176



Computer Ethics

29

time than the time required for opera-
tion of the machine, or even within any
given number of years or generations.

An intelligent understanding of [ma-
chines’] mode of performance may be
delayed until long after the task whxch
they have been set has been

can agree or disagree, and finally no
basis on which one can challenge
“what the machine says.” My father

used to invoke the ultimate authority

by saying to me, “it is written.” But
then I could read what was written,

This means that though machines are
theoretically subject to human criticism,
such criticism may be ineffective until
long after it is relevant.

This situation, which is now upon us,
has two consequences: first that de-
cisions are made on the basis of rules
and criteria no one knows explicitly,
and second that the system of rules
and criteria becomes immune to
change. This is so because, in the ab-
sence of detailed understanding of the
inner workings of a system, any sub-
stantial modification is very likely to
render the system altogether inoperable.
The threshold of complexity beyond
which this phenomenon occurs has al-
ready been crossed by many existing
systems, including some compiling and
computer operating systems. For ex-
ample, no one likes the operating sys-
tems for certain large computers, but
they cannot be substantially changed
nor can they bde done away with. Too
many people have become dependent
on them.

An awkward operating system is in-
convenient. That is not too bad. But
the growing reliance on supersystems
that were perhaps designed to help peo-
ple make analyses and decisions, but
which have since surpassed the under-
standing of their users while at the
same time becoming indispensable to

them, is another matter. In modemn’

war it is common for the soldier, say
the bomber pilot, to operate at an
enormous psychological distance from
his victims. He is not responsible for
burned children because he never sees

their village, his bombs, and certainly

not the flaming children themselves.
Modern technological rationalizations
of war, diplomacy, politics, and com-
merce such as computer games have
an even more insidious effect on the
making of policy. Not only have policy
makers abdicated their decision-making
responsibility to a technology they don’t
understand, all the while maintaining
the illusion that they, the policy mak-
ers, are formulating policy questions
and answering them, but responsibility
has altogether evaporated. No human
is any longer responsible for “what the
machine says.” Thus there can be
neither right nor wrong, no question
of justice, no theory with which one
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a i author, infer his
values, and finally agree or disagree.
The systems in the Pentagon, and their
counterparts elsewhere in our culture,
have in a very real sense no authors.
They therefore do not admit of exer-
cises of imagination that may ultimate-
ly lead to human judgment. No wonder
that men who live day in and out with
such machines and become dependent
on them begin to believe that men are
merely machines. They are reflecting
what they themselves have become.

The potentially tragic impact on so-
ciety that may ensve from the use of
systems such as I have just discussed
is greater than might at first be imag-
ined. Again it is side effects, not direct
effects, that matter most. First, of
course, there is the psychological im-
pact on individuals living in a society
in which anonymous, hence irrespon-
sible, forces formulate the large ques-
tions of the day and circumscribe the
range of possible answers. It cannot be
surprising that large numbers of per-
ceptive individuals living in such a
society experience a kind of impotence
and fall victim to the mindless rage
that often accompanies such experi-
ences. But even worse, since computer-
based knowledge systems become es-
sentially unmodifiable except in that
they can grow, and since they induce
dependence and cannot, after a certain
threshold is crossed, be abandoned,
there is an enormous risk that they will
be passed from one generation to an-
other, always growing. Man too passes
knowledge from one generation to an-
other. But because man is mortal, his
transmission of knowledge over the
generations is at once a process of fil-
tering and accrual. Man doesn’t merely
pass knowledge, he rather regenerates
it continuously. Much as we may
mourn the crumbling of ancient civili-
zations, we know nevertheless that the
glory of man resides as much in the
evolution of his cultures as in that of
his brain. The unwise use of ever
larger and ever more complex com-
puter systems may well bring this proc-
ess to a halt. It could well replace the
ebb and flow of culture with a world
without values, 2 world in which what
counts for a fact has long ago been
determined and forever fixed.

Positive Effects

Tve spoken of some potentially dan-
gerous effects of present computing
trends. Is there nothing positive to be
said? Yes, but it must be said with
caution. Again, side effects are more
important than direct effects. In par-
ticular, the idea of computation and
of programming languages is beginning
to become an important metaphor
which, in the long run, may well prove
to be responsible for paradigm shifts
in many fields. Most of the common-
sense paradigms in terms of which
much of mankind interprets the phe-
nomena of the everyday world, both
physical and social, are still deeply
rooted in fundamentally mechanistic
metaphors. Marx’s dynamics as well as
those of Freud are, for example,
basically equilibrium systems. Any hy-
drodynamicist could come to under-
stand them without leaving the jargon
of his field. Languages capable of de-
scribing ongoing processes, particularly
in terms of modular subprocesses, have
already had an enormous effect on the
way computer people think of every
aspect of their worlds, not merely those
directly related to their work. The in-
formation-processing view of the world
so engendered qualifies as a genuine
metaphor. This is attested to by the
fact that it (i) constitutes an intellectual
framework that permits new questions to
be asked about a wide-ranging set of phe-
nomena, and (ii) that it itself provides
criteria for the adequacy of proffered
answers. A new metaphor is important
not in that it may be better than existing
ones, but rather in that it may enlarge
man’s vision by giving him yet another
perspective on his world. Indeed, the
very effectiveness of a new metaphor
may seduce lazy minds to adopt it as
a basis for universal explanations and
as a source of panaceas. Computer
simulation of social processes has al-
ready been advanced by single-minded
generalists as leading to general solu-
tions of all of mankind’s problems.

The metaphors given us by religion, .
the poets, and by thinkers like Darwin,
Newton, Freud, and Einstein have
rather quickly penetrated to the lan-
guage of ordinary people. These meta-
phors have thus been instrumental in
shaping our entire civilization’s imag-
inative reconstruction of our world.
The computing metaphor is as yet
available to only an extremely small
set of people. Its acquisition and in-
ternalization, hopefully as only one of
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many ways to see the world, seems to
require experience in program compo-
sition, a kind of computing literacy.

ity, chiefly by the example set by teach-
ers, to be one of the most important
missions of every university department

Perhaps such literacy will b very
widespread in the advanced societal
sectors of the advanced countries. But,
should it become a dominant mode of
thinking and be restricted to certain
social classes, it will prove not merely
repressive in the ordinary sense, but
an enormously divisive societal force.
For then classes which do and do not
have access to the metaphor will, in
an important sense, lose their ability to
communicate with one another. We
know already how difficult it is for the
poor and the oppressed to communi-
cate with the rest of the society in
which they are embedded. We know how
difficult it is for the world of science to
communicate with that of the arts and
of the humanities. In both instances
the communication difficulties, which
have grave consequences, are very
largely due to the fact that the respec-
tive communities have unsharable ex-
periences out of which unsharable
metaphors have grown.

Given these dismal possibilities, what
is the responsibility of the computer
scientist? First I should say that most
of the harm computers can potentially
entrain is much more a function of
properties people attribute to computers
than of what a computer can or cannot
actually be made to do. The nonpro-
fessional has little choice but to make
his attributions of properties to com-
puters on the basis of the propaganda
emanating from the computer com-
munity and amplified by the press. The
computer professional therefore has an
enormously important responsibility to
be modest in his claims. This advice
would not even have to be voiced if
computer science had a tradition of
scholarship and of self-criticism such
as that which characterizes the estab-
lished sciences. The mature scientist
stands in awe before the depth of his
subject matter. His very humility is
the wellspring of his strength. I regard
the instilling of just this kind of humil-
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The computer scientist must be aware
constantly that his instruments are ca-
pable of having gigantic direct and in-
direct amplifying effects. An error in
a program, for example, could have
grievous direct results, including most
certainly the loss of much human life.
On 11 September 1971, to cite just
one example, a computer programming
error d the simul destruc-
tion of 117 high-altitude weather bal-
loons whose instruments were being
monitored by an earth satellite (9). A
similar error in a military command
and control system could launch a
fleet of nuclear tipped missiles. Only
censorship prevents us from knowing
how many such events involving non-
nuclear weapons have already oc-
curred. Clearly then, the computer sci-
entist has a heavy responsibility to
make the fallibility and limitations of
the systems he is capable of designi

tion systems. Will they not be used pri-
marily to spy on private communica-
tions? To answer such questions by
saying that big computer systems, com-
puter networks, and speech recognition
systems are inevitable is to surrender
one’s humanity. For such an answer
must be based either on one’s profound
conviction that society has already lost
control over its technology or on the
thoroughly immoral position that “if 1
don’t do it, someone else will.”

I don’t say that systems such as I
have mentioned are necessarily evil—
only that they may be and, what is
most important, that their inevitability
cannot be accepted by individuals
claiming autonomy, freedom, and dig-
nity. The individual computer scientist
can and must decide. The determina-
tion of what the impact of computers
on society is to be is, at least in part,
in his hands,

Finally, the fundamental question the
computer scientist must ask himself is
the one that every scientist, indeed
every h must ask. It is not “what

brilliantly clear. The very power of his
systems should serve to inhibit the
advice he is ready to give and to con-
strain the range of work he is willing
to undertake.

Of course, the computer scientist,
like everyone else, is responsible for
his actions and their consequences.
Sometimes that responsibility is hard to
accept because the corresponding au-
thority to decide what is and what is
not to be done appears to rest with
distant and anonymous forces. That
technology itself determines what is to
be done by a process of extrapolation
and that individuals are powerless to
intervene in that determination is pre-
cisely the kind of self-fulfilling dream
from which we must awaken.

shall I do?” but rather “what shall I
be?” 1 cannot answer that for anyone
save myself. But I will say again that
if technology is a nightmare that ap-
pears to have its own inevitable logic,
it is our nightmare. It is possible, given
courage and insight, for man to deny
technology the prerogative to formulate
man’s questions. It is possible to ask
human questions and to find humane
answers,
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WHAT IS COMPUTER ETHICS?*
JAMES H. MOOR

A Proposed Definition

Computers are special technology and they raise some special ethical issues.
In this essay I will discuss what makes computers different from other tech-
nology and how this difference makes a difference in ethical considera-
tions. In particular, I want to characterize computer ethics and show why this
emerging field is both intellectually interesting and enormously important.

On my view, computer ethics is the analysis of the nature and social impact
of computer technology and the corresponding formulation and justification
of policies for the ethical use of such technology. I use the phrase “computer
technology” because I take the subject matter of the field broadly to include
computers and associated technology. For instance, I include concerns about
software as well as hardware and concerns about networks connecting com-
puters as well as computers themselves.

A typical problem in computer ethics arises because there is a policy
vacuum about how computer technology should be used. Computers pro-
vide us with new capabilities and these in turn give us new choices for action.
Often, either no policies for conduct in these situations exist or existing poli-
cies seem inadequate. A central task of computer ethics is to determine what
we should do in such cases, i.e., to formulate policies to guide our actions. Of
course, some ethical situations confront us asindividuals and some as a society.
Computer ethics includes consideration of both personal and social policies
for the ethical use of computer technology.

Now it may seem that all that needs to be done is the mechanical applica-
tion of an ethical theory to generate the appropriate policy. But this is usually
not possible. A difficulty is that along with a policy vacuum there is often a
conceptual vacuum. Although a problem in computer ethics may seem clear
initially, a little reflection reveals a conceptual muddle, What is needed in
such cases is an analysis which provides a coherent conceptual framework
within which to formulate a policy for action. Indeed, much of the import-
ant work in computer ethics is devoted to proposing conceptual frameworks
for understanding ethical problems involving computer technology.

An example may help to clarify the kind of conceptual work that is
required. Let’s suppose we are trying to formulate a policy for protecting
computer programs. Initially, the idea may seem clear enough. We are look-
ing for a policy for protecting a kind of intellectual property. But then a

* Editor’s footnote: This article is the prize-winning essay in Metaphilosophy’s essay
competition on computer ethics.
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number of questions which do not have obvious answers emerge. What is a
computer program? Is it really intellectual property which can be owned or
is it more like an idea, an algorithm, which is not owned by anybody? If a
computer program is intellectual property, is it an expression of an idea that
is owned (traditionally protectable by copyright) or is it a process that is
owned (traditionally protectable by patent)? Is a machine-readable program a
copy of a human-readable program? Clearly, we need a conceptualization of
the nature of a computer program in order to answer these kinds of questions.
Moreover, these questions must be answered in order to formulate a useful
policy for protecting computer programs. Notice that the conceptualization
we pick will not only affect how a policy will be applied but to a certain ex-
tent what the facts are. For instance, in this case the conceptualization will
determine when programs count as instances of the same program.

Even within a coherent conceptual framework, the formulation of a policy
for using computer technology can be difficult. As we consider different poli-
cies we discover something about what we value and what we don’t. Because
computer technology provides us with new possibilities for acting, new values
emerge. For example, creating software has value in our culture which it didn’t
have a few decades ago. And old values have to be reconsidered. For instance,
assuming software is intellectual property, why should intellectual property
be protected? In general, the consideration of alternative policies forces us to
discover and make explicit what our value preferences are.

The mark of a basic problem in computer ethics is one in which computer
technology is essentially involved and there is an uncertainty about what to
do and even about how to understand the situation. Hence, not all ethical
situations involving computers are central to computer ethics. If a burglar
steals available office equipment including computers, then the burglar has
done something legally and ethically wrong. But this is really an issue for
general law and ethics. Computers are only accidently involved in this situa-
tion, and there is no policy or conceptual vacuum to fill. The situation and
the applicable policy are clear.

In one sense I am arguing for the special status of computer ethics as a
field of study. Applied ethics is not simply ethics applied. But, I also wish
to stress the underlying importance of general ethics and science to computer
ethics. Ethical theory provides categories and procedures for determining
what is ethically relevant. For example, what kinds of things are good? What
are our basic rights? What is an impartial point of view? These considerations
are essential in comparing and justifying policies for ethical conduct. Similarly,
scientific information is crucial in ethical evaluations. It is amazing how many
times ethical disputes turn not on disagreements about values but on disagree-
ments about facts. ‘

On my view, computer ethics is a dynamic and complex field of study
which considers the relationships among facts, conceptualizations, policies
and values with regard to constantly changing computer technology. Com-
puter ethics is not a fixed set of rules which one shellacs and hangs on the
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wall. Nor is computer ethics the rote application of ethical principles to a
value-free technology. Computer ethics requires us to think anew about the
nature of computer technology and our values. Although computer ethics is
a field between science and ethics and depends on them, it is also a discipline
in its own right which provides both conceptualizations for understanding
and policies for using computer technology.

Though I have indicated some of the intellectually interesting features
of computer ethics, I have not said much about the problems of the field
or about its practical importance. The only example I have used so far is the
issue of protecting computer programs which may seem to be a very narrow
concern. In fact, I believe the domain of computer ethics is quite large and
extends to issues which affect all of us. Now I want to turn to a considera-
tion of these issues and argue for the practical importance of computer
ethics. I will proceed not by giving a list of problems but rather by analyz-
ing the conditions and forces which generate ethical issues about computer
technology. In particular, I want to analyze what is special about computers,
what social impact computers will have, and what is operationally suspect
about computing technology. I hope to show something of the nature of
computer ethics by doing some computer ethics.

The Revolutionary Machine

What is special about computers? It is often said that a Computer Revo-
Iution is taking place, but what is it about computers that makes them
revolutionary? One difficulty in assessing the revolutionary nature of com-
puters is that the word “revolutionary” has been devalued. Even minor
technological improvements are heralded as revolutionary. A manufacturer
of a new dripless pouring spout may well promote it as revolutionary. If
minor technological improvements are revolutionary, then undoubtedly
everchanging computer technology is revolutionary. The interesting issue,
of course, is whether there is some nontrivial sense in which computers are
revolutionary. What makes computer technology importantly different from
other technology? Is there any real basis for comparing the Computer Revolu-
tion with the Industrial Revolution?

If we look around for features that make computers revolutionary, several
features suggest themselves. For example, in our society computers are afford-
able and abundant. It is not much of an exaggeration to say that currently in
our society every major business, factory, school, bank, and hospital is rush-
ing to utilize computer technology. Millions of personal computers are being
sold for home use. Moreover, computers are integral parts of products which
don’t look much like computers such as watches and automobiles. Computers
are abundant and inexpensive, but so are pencils. Mere abundance and afford-
ability don’t seem sufficient to justify any claim to technological revolution.

One might claim the newness of computers makes them revolutionary.
Such a thesis requires qualification. Electronic digital computers have been
around for forty years. In fact, if the abacus counts as a computer, then com-
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puter technology is among the oldest technologies. A better way to state this
claim is that recent engineering advances in computers make them revolution-
ary. Obviously, computers have been immensely improved over the last forty
years. Along with dramatic increases in computer speed and memory there
have been dramatic decreases in computer size. Computer manufacturers are
quick to point out that desk top computers today exceed the engineering

~ specifications.of computers which filled rooms only a few decades ago. There

has been also a determined effort by companies to make computer hardware
and computer software easier to use. Computers may not be completely user
friendly but at least they are much less unfriendly. However, as important as
these features are, they don’t seem to get to the heart of the Computer Revo-
lution. Small, fast, powerful and easy-to-use electric can openers are great
improvements over earlier can openers, but they aren’t in the relevant sense
revolutionary.

Of course, it is important that computers are abundant, less expensive,
smaller, faster, and more powerful and friendly. But, these features serve as
enabling conditions for the spread of the Computer Revolution. The essence
of the Computer Revolution is found in the nature of a computer itself. What
is revolutionary about computers is logical malleability. Computers are
logically malleable in that they can be shaped and molded to do any activity
that can be characterized in ferms of inputs, outputs, and connecting logical
operations. Logical operations are the precisely defined steps which take a
computer from one state to the next. The logic of computers can be mas-
saged and shaped in endless ways through changes in hardware and software.
Just as the power of a steam engine was a raw resource of the Industrial
Revolution so the logic of a computer is a raw resource of the Computer
Revolution. Because logic applies everywhere, the potential applications of
computer technology appear limitless, The computer is the nearest thing
we have to a universal fool. Indeed, the limits of computers are largely the
limits of our own creativity. The driving question of the Computer Revolu-
tion is “How can we mold the logic of computers to better serve our pur-
poses?”

I think logical malleability explains the already widespread application
of computers and hints at the enormous impact computers are destined to
have. Understanding the logical malleability of computers is essential to
understanding the power of the developing technological revolution. Under-
standing logical malleability is also important in setting policies for the use
of computers. Other ways of conceiving computers serve less well as a basis
for formulating and justifying policies for action,

Consider an alternative and popular conception of computers in which
computers are understood as number .crunchers, i.e., essentially as numeri-
cal devices. On this conception computers are nothing but big calculatois.
It might be maintained on this view that mathematical and scientific appli-
cations should take precedence over nonnumerical applications such as word
processing. My position, on the contrary, is that computers are logically
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malleable. The arithmetic interpretation is certainly a correct one, but it is
only one among many interpretations. Logical malleability has both a syn-
tactic and a semantic dimension. Syntactically, the logic of computers is
malleable in terms of the number and variety of possible states and operations.
Semantically, the logic of computers is malleable in that the states of the
computer can be taken to represent anything. Computers manipulate sym-
bols but they don’t care what the symbols represént. Thus, there is no
ontological basis for giving preference to numerical applications over non-
numerical applications.

The fact that computers can be described in mathematical language, even
at a very low level, doesn’t make them essentially numerical. For example,
machine language is conveniently and traditionally expressed in 0’s and 1’s.
But the 0’s and 1’s simply designate different physical states. We could label
these states as “on” and “off” or “yin” and “yang” and apply binary logic.
Obviously, at some levels it is useful to use mathematical notation to des-

cribe computer operations, and it is reasonable to use it. The mistake is to

reify the mathematical notation as the essence of a computer and then use
this conception to make judgments about the appropriate use of computers,

In general, our conceptions of computer technology will affect our poli-
cies for using it. I believe the importance of properly conceiving the nature
and impact of computer technology will increase as the Computer Revolu-
tion unfolds.

Anatomy of the Computer Revolution
Because the Computer Revolution is in progress, it is difficult to get a
perspective on its development. By looking at the Industrial Revolution I
believe we can get some insight into the nature of a technological revolu-
tion. Roughly, the Industrial Revolution in England occurred in two major
stages. The first stage was the technological introduction stage which took
place during the last half of the Eighteenth Century. During this stage inven-
tions and processes were introduced, tested, and improved. There was an
industrialization of limited segments of the economy, particularly in agri-
culture and textiles. The second stage was the technological permeation
stage which took place during the Nineteenth Century. As factory work
increased and the populations of cities swelled, not only did well known
social evils emerge, but equally significantly corresponding changes in human
activities and institutions, ranging from labor unions to health services,
occurred. The forces of industrialization dramatically transformed the society.
My conjecture is that the Computer Revolution will follow a similar two
stage development. The first stage, the introduction stage, has been occurring
during the last torty years. Electronic computers have been created and re-
fined. We are gradually entering the second stage, the permeation stage, in
which computer technology will become an integral part of institutions
throughout our society. I think that in the coming decades many human acti-
vities and social institutions will be transformed by computer technology and
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that this transforming effect of computerization will raise a wide range of is-
sues for computer ethics,

What I mean by “transformed” is that the basic nature or purpose of an
activity or institution is changed. This is marked by the kinds of questions
that are asked. During the introduction stage computers are understood as
tools for doing standard jobs. A typical question for this stage is “How well
does a computer do such and such an activity?” Later, during the permeation
stage, computers become an integral part of the activity. A typical question
for this stage is “What is the nature and value of such and such an activity?”
In our society there is already some evidence of the transforming effect of
computerization as marked by the kind of questions being asked.

For example, for years computers have been used to count votes. Now the
election process is becoming highly computerized. Computers can be used to
count votes and to make projections about the outcome. Television networks
use computers both to determine quickly who is winning and to display the
results in a technologically impressive manner. During the last presidential
election in the United States the television networks projected the results
not only before the polls in California were closed but also before the polls
in New York were closed. In fact, voting was still going on in over half the
states when the winner was announced. The question is no longer “How
efficiently do computers count votes in a fair election?” but “What is a fair
election?” Is it appropriate that some people know the outcome before they
vote? The problem is that computers not only tabulate the votes for each
candidate but likely influence the number and distribution of these votes.
For better or worse, our electoral process is being transformed.

As computers permeate more and more of our society, I think we will
see more and moré of the transforming effect of computers on our basic in-
stitutions and practices. Nobody can know for sure how our computerized
society will look fifty years from now, but it is reasonable to think that vari-
ous aspects of our daily work will be transformed. Computers have been used
for years by businesses to expedite routine work, such as calculating payrolls;
but as personal computers become widespread and allow executives to work
at home, and as robots do more and more factory work, the emerging ques-
tion will be not merely ““How well do computers help us work?” \but|{*“What
is the nature of this work?”

Traditional work may no longer be defined as something that normally
happens at a specific time or a specific place. Work for us may become less
doing a job than instructing a computer to do a job. As the concept of work
begins to change, the values associated with the old concept will have to be
reexamined. Executives who work at a computer terminal at home will lose
some spontaneous interaction with colleagues. Factory workers who direct
robots by pressing buttons may take less pride in a finished product. And
similar effects can be expected in other types of work. Commercial pilots
who watch computers fly their planes may find their jobs to be different
from what they expected.
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A further example of the transforming effect of computer technology
is found in financial institutions. As the transfer and storage of funds be-
comes increasingly computerized the question will be not merely “How
well do computers count money?” but “What is money?” For instance, in
a cashless society in which debits are made to one’s account electronically at
the point of sale, has money disappeared in favor of computer records or
have electronic impulses become money? What opportunities and values
are lost or gained when money becomes intangible?

Still another likely area for the transforming effect of computers is educa-
tion, Currently, educational packages for computers are rather limited. Now
it is quite proper to ask “How well do computers educate?”’ But as teachers
and students exchange more and more information indirectly via computer
networks and as computers take over more routine instructional activities,
the question will inevitably switch to “What is education?”” The values asso-
ciated with the traditional way of educating will be challenged. How much
human contact is necessary or desirable for learning? What is education when
computers do the teaching?

The point of this futuristic discussion is to suggest the likely impact of
computer technology. Though I don’t know what the details will be, I believe
the kind of transformation I am suggesting is likely to occur. This is all I
need to support my argument for the practical importance of computer
ethics. In brief, the argument is as follows: The revolutionary feature of
computers is their logical malleability. Logical malleability assures the enor-
mous application of computer technology. This will bring about the Com-
puter Revolution. During the Computer Revolution many of our human acti-
vities and social institutions will be transformed. These transformations will
leave us with policy and conceptual vacuums about how to use computer
technology. Such policy and conceptual vacuums are the marks of basic
problems within computer ethics. Therefore, computer ethics is a field of
substantial practical importance.

I find this argument for the practical value of computer ethics convincing,
I think it shows that computer ethics is likely to have increasing application
in our society. This argument does rest on a vision of the Computer Revolu-
tion which not everyone may share. Therefore, I will turn to another argument
for the practical importance of computer ethics which doesn’t depend upon
any particular view of the Computer Revolution. This argument rests on the
invisibility factor and suggests a number of ethical issues confronting com-
puter ethics now.

The Invisibility Factor

There is an important fact about computers. Most of the time and under
most conditions computer operations are invisible. One may be quite know-
ledgeable about the inputs and outputs of a computer and only dimly aware
of the internal processing. This invisibility factor often generates policy
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vacuums about how to use computer technology. Here I will mention three
kinds of invisibility which can have ethical significance.

The most obvious kind of invisibility which has ethical significance is in-
visible abuse. Invisible abuse is the intentional use of the invisible operations
of a computer to engage in unethical conduct. A classic example of this is
the case of a programmer who realized he could steal excess interest from a
‘bank. When interest on an bank account is calculated, there is often a frac-
tion of a cent left over after rounding off. This programmer instructed a
computer to deposit these fractions of a cent to his own account. Although
this is an ordinary case of stealing, it is relevant to computer ethics in that
computer technology is essentialy involved and there is a question about what
policy to institute in order to best detect and prevent such abuse. Without
access to the program used for stealing the interest or to a sophisticated
accounting program such an activity may easily go unnoticed.

Another possibility for invisible abuse is the invasion of the property and
privacy of others, A computer can be programmed to contact another com-
puter over phone lines and surreptitiously remove or alter confidential in- .
formation. Sometimes an inexpensive computer and a telephone hookup is
all it takes. A group of teenagers, who named themselves the **414s” after
the Milwaukee telephone exchange, used their home computers to invade a
New York hospital, a California bank, and a government nuclear weapons
laboratory. These break-ins were done as pranks, but obviously such invasions
can be done with mali¢ce and be difficult or impossible to detect.

A particularly insidious example of invisible abuse is the use of computers
for surveillance. For instance, a company’s central computer can monitor the
work done on computer terminals far better and more discreetly than the
most dedicated sweatshop manager. Also, computers can be programmed to
monitor phone calls and electronic mail without giving any evidence of tam-
pering. A Texas oil company, for example, was baffled why it was always
outbid on leasing rights for Alaskan territory until it discovered another bid-
der was tapping its data transmission lines near its Alaskan computer terminal.

-A second variety of the invisibility factor, which is more subtle and con-
ceptually interesting than the first, is the presence of invisible programming
values. Invisible programming values are those values which are embedded in
a computer program,

Writing a computer program is like building a house, No matter how de-
tailed the specifications may be, a builder must make numerous. decisions
about matters not specified in order to construct the house, Different houses
are compatible with a given set of specifications. Similarly, a request for a
computer program is made at a level of abstraction usually far removed from
the details of the actual programming language. In order to implement a
program which satisfies the specifications a programmer makes some value
judgments about what is important and what is not. These values become
embedded in the final product and may be invisible to someone who runs the
program,
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Consider, for example, computerized airline reservations. Many different
programs could be written to produce a reservation service. American Air-
lines once promoted such a service called “SABRE”. This program had a bias
for American Airline flights built in so that sometimes an American Air-
line flight was suggested by the computer even if it was not the best flight
available. Indeed, Braniff Airlines, which went into bankruptcy for awhile,
sued American Airlines on the grounds that this kind of bias in the reserva-
tion service contributed to its financial difficulties.

Although the general use of a biased reservation service is ethically suspi-
cious, a programmer of such a service may or may not be engaged in invisible
abuse. There may be a difference between how a programmer intends a pro-
gram to be used and how it is actually used. Moreover, even if one sets out to
create a program for a completely unbiased reservation service, some value
judgments are latent in the program because some choices have to be made
about how the program operates. Are airlines listed in alphabetical order? Is
more than one listed at a time? Are flights just before the time requested
listed? For what period after the time requested are flights listed? Some
answers, at least implicitly, have to be given to these questions when the pro-
gram is written. Whatever answers are chosen will build certain values into the
program.

Sometimes invisible programming values are so invisible that even the
programmers are unaware of them. Programs may have bugs or may be based
on implicit assumptions which don’t become obvious until there is a crisis.
For example, the operators of the ill-fated Three Mile Island nuclear power
plant were trained on a computer which was programmed to simulate pos-
sible malfunctions including malfunctions which were dependent on other
malfunctions. But, as the Kemeny Commission which investigated the disaster
discovered, the simulator was not programmed to generate simultaneous, in-
dependent malfunctions. In the actual failure at Three Mile Island the operators
were faced with exactly this situation — simultaneous, independent malfunc-
tions. The inadequacy of the computer simulation was the result of a pro-
gramming decision, as unconscious or implicit as that decision may have been.
Shortly after the disaster the computer was reprogrammed to simulate situa-
tions like the one that did occur at Three Mile Island.

A third variety of the invisibility factor, which is perhaps the most dis-
turbing, is invisible complex calculation. Computers today are capable of
enormous calculations beyond human comprehension. Even if a program
is understood, it does not follow that the calculations based on that pro-
gram are understood. Computers today perform and certainly supercom-
puters in the future will perform calculations which are too complex for
human inspection and understanding.

An interesting example of such complex calculation occurred in 1976
when a computer worked on the four color conjecture. The four color prob-
lem, a puzzle mathematicians have worked on for over a century, is to show
that a map can be colored with at most four colors so that no adjacent areas
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have the same color. Mathematicians at the University of Illinois broke the
problem down into thousands of cases and programmed computers to con-
sider them. After more than a thousand hours of computer time on various
computers, the four color conjecture was proved correct. What is interesting
about this mathematical proof, compared to traditional proofs, is that it is
largely invisible. The general structure of the proof is known and found in the
program and any particular part of the computer’s activity can be examined,
but practically speaking the calculations are too enormous for humans to
examine them all. '

The issue is how much we should trust a computer’s invisible calculations.
This becomes a significant ethical issue as the consequences grow in import-
ance. For instance, computers are used by the military in making decisions
about launching nuclear weapons. On the one hand, computers are fallible
and there may not be time to confirm their assessment of the situation. On
the other hand, making decisions about launching nuclear weapons without
using computers may be even more fallible and more dangerous. What should
be our policy about trusting invisible calculations?

A partial solution to the invisibility problem may lie with computers them-
selves. One of the strengths of computers is the ability to locate hidden infor-
mation and display it. Computers can make the invisible visible. Information
which is lost in a sea of data can be clearly revealed with the proper computer
analysis. But that’s the catch. We don’t always know when, where, and how
to direct the computer’s attention.

The invisibility factor presents us with a dilemma. We are happy in one
sense that the operations of a computer are invisible. We don’t want to in-
spect every computerized transaction or program every step for ourselves or
watch every computer calculation. In terms of efficiency the invisibility fac-
tor is a blessing. But it is just this invisibility that makes us vulnerable. We are
open to invisible abuse or invisible programming of inappropriate values or
invisible miscalculation. The challenge for computer ethics is to formulate
policies which will help us deal with this dilemma. We must decide when to
trust computers and when not to trust them, This is another reason why com-
puter ethics is so important.

Dartmouth College
Hanover, NH 03755 USA



[7]

Four Ethical Issues of
the Information Age
Richard O Mason

Today in western societies more people are
employed collecting, handling and distribut-
ing information than in any other occupation.
Millions of computers inhabit the earth and
many millions of miles of optical fiber, wire
and air waves link people, their computers
and the vast array of information handling
devices together. Our society is truly an infor-
mation society, our time an information age.
The question before us now is whether the
kind of society being created is the one we
want. It is a question that should especially
concern those of us in the MIS community for
we are in the forefront of creating this new
society.

There are many unique challenges we face in
this age of information. They stem from the
nature of information itself. Information is the
means through which the mind expands and
increases its capacity to achieve its goals,
often as the result of an input from another
mind. Thus, information forms the intellectual
capital from which human beings craft their
lives and secure dignity.

However, the building of intellectual capital is
vulnerable in many ways. For example, peo-
ple’s intellectual capital is impaired when-
ever they lose their personal information with-
out being compensated for it, when they are
precluded access to information which is of
value to them, when they have revealed infor-
mation they hold intimate, or when they find
out that the information upon which their liv-
ing depends is in error. The social contract
among people in the information age must
deal with these threats to human dignity. The
ethical issues involved are many and varied,
however, it is helpful to focus on just four.
These may be summarized by means of an
acronym — PAPA.

Prlvacy: What information about one’s seif or
one’s associations must a person reveal to
others, under what conditions and with what
safeguards? What things can people keep to
themselves and not be forced to reveal to
others?

Accuracy: Who is responsible for the authen-
ticity, fidelity and accuracy of information?
Similarly, who is to be held accountable for
errors in information and how is the injured
party to be made whole?

Property: Who owns information? What are
the just and fair prices for its exchange?

Who owns the channels, especially the air- -
ways, through which information is transmit-
ted? How should access to this scarce re-
source be allocated?

Accessibility: What information does a per-
son or an organization have a right or a privil-
ege to obtain, under what conditions and with
what safeguards?

Privacy

What information should one be required to
divulge about one’s self to others? Under
what conditions? What information should
one be able to keep strictly to one’s self?
These are among the questions that a concern
for privacy raises. Today more than ever cau-
tious citizens must be asking these questions.

Two forces threaten our privacy. One is the
growth of information technology, with its en-
hanced capacity for surveillance, communi-
cation, computation, storage, and retrieval. A
second, and more insidious threat, is the in-
creased value of information in decision-
making. Information is increasingly valuable
to policy makers; they covet it even if acquir-
ing it invades another’s privacy.

A case in point is the situation that occurred
a few years ago in Florida. The Florida Legis-
lature believed that the state’s building codes
might be too stringent and that, as a resuit,
the taxpayers were burdened by paying for
buildings which were underutilized. Several
studies were commissioned. In one study at
the Tallahassee Community College, moni-
tors were stationed at least one day a week in
every bathroom.

Every 15 seconds, the monitor observed the
usage of the toilets, mirrors, sinks and other
facilities and recorded them on a form. This
data was subsequently entered into a data-
base for further analyses. Of course the stu-
dents, faculty and staff compiained bitterly,
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feeling that this was an invasion of their
privacy and a violation of their rights. State
officials responded however, that the study
would provide valuable information for policy
making. In effect the State argued that the
value of the information to the administrators
was greater than any possible indignities suf-
fered by the students and others. Soon the
ACLU joined the fray. At their insistence the
study was stopped, but only after the state
got the information it wanted.

Most invasions of privacy are not this drama-
tic or this visible. Rather, they creep upon us
slowly as, for example, when a group of
diverse files relating to a person and his or
her activities are integrated into a single large
database. Collections of information reveal
intimate details about a person and can there-
by deprive the person of the opportunity to
form certain professional and personal rela-
tionships. This is the ultimate cost of an inva-
sion of privacy. So why do we integrate data-
bases in the first place? It is because the
bringing together of disparate data makes the
development of new informational relation-
ships possible. These new relationships may
be formed, however, without the affected par-
ties’ permission. You or.| may have con-
tributed information about ourselves freely to
each of the separate databases but that by it-
self does not amount to giving consent to
someone to merge the data, especially if that
merger might reveal something else about us.

Consider the story that was circulating during
the early 1970s. It's probably been embellish-
ed in the retellings but it goes something like
this. It seems that a couple of programmers
at the city of Chicago’s computer center began
matching tape files from many of the city's
different data processing applications on
name and I.D. They discovered, for example,
that several high paid city employers had un-
paid parking fines. Bolstered by this revela-
tion they pressed on. Soon they uncovered
the names of several employees who were
still listed on the register but who had not
paid a variety of fees, a few of whom ap-
peared in the files of the alcoholic and drug
abuse program. When this finding was leaked
to the public the city employees, of course,
were furious. They demanded to know who
had authorized the investigation. The answer
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was that no one knew. Later, city officials
established rules for the computer center to
prevent this form of invasion of privacy from
happening again. In light of recent proposals
to develop a central federal databank con-
sisting of files from most U.S. government
agencies, this story takes on new meaning. It
shows what can happen when a group of eager
computer operators or unscrupulous adminis-
trators start playing around with data.

The threat to privacy here is one that many of
us don’t fully appreciate. | call it the threat of
exposure by minute description. It stems
from the collection of attributes about our-
selves and use of the logical connector
“and.” For example, | may authorize one in-
stitution to collect information “A” about me,
and another institution to collect information
“B’ about me; but | might not want anyone to
possess “A and B” about me at the same
time. When “C” Is added to the list of con-
junctions, the possessor of the new informa-
tion will know even more about me. And then
“D” is added and so forth. Each additional
weaving together of my attributes reveals
more and more about me. in the process, the
fabric that is created poses a threat to my
privacy.

The threads which emanate from this fore-
boding fabric usually converge in personnel
files and in dossiers, as Aleksandr Solzhenit-
syn describes in The Cancer Ward:

“, . . Every person fills out quite a few
forms in his life, and each form contains
an uncounted number of questions. The
answer of just one person to one question
in one form is already a thread linking that
person forever with the local center of the
dossier department. Each person thus radi-
ates hundreds of such threads, which all
together, run into the millions. If these
threads were visible, the heavens would be
webbed with them, and if they had sub-
stance and resilience, the buses, street-
cars and the people themselves would no
longer be able to move. . . . They are neith-
er visible, nor material, but they were con-
stantly felt by man. . ..

Constant awareness of these invisible
threads naturally bred respect for the peo-
ple in charge of that most intricate dossier
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department. It bolstered their authority.”
[1, p. 221},

The threads leading to Americans are many.
The United States Congress’ Privacy Protec-
tion Commission, chaired by David F.
Linowes, estimated that there are over 8,000
different record systems in the files of the
federal government that contain individually
identifiable data on citizens. Each citizen, on
average, has 17 files in federal agencies and
administrations. Using these files, for exam-
ple, Social Security data has been matched
with Selective Service data to reveal draft
resisters. IRS data has been matched with
other administrative records to tease out
possible tax evaders. Federal employment
records have been matched with delinquent
student loan records to identify some 46,860
federal and military employees and retirees
whose pay checks might be garnished. In
Massachusetts welfare officials sent tapes
bearing welfare recipients Social Security
numbers to some 117 banks to find out
whether the recipients had bank accounts in
excess of the allowable amount. During the
first pass some 1600 potential violaters were
discovered.

Computer matching and the integration of
data files into a central databank have enor-
mous ethical implications. On the one hand,
the new information can be used to uncover
criminals and to identify service requirements
for the needy. On the other hand, it provides
powerful political knowledge for those few
who have access to it and control over it. It is
ripe for privacy invasion and other abuses.
For this reason many politicians have spoken
out against centralized governmental data-
banks. As early as 1966 Representative Frank
Horton of New York described the threat as
follows:

“The argument is made that a central data
bank would use only the type of informa-
tion that now exists and since no new prin-
ciple is involved, existing types of safe-
guards will be adequate. This is faliacious.
Good computermen know that one of the
most practical of our present safeguards
of privacy is the fragmented nature of pre-
sent information. It is scattered in little
bits and pieces across the geography and
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years of our life. Retrieval is impractical
and often impossible. A central data bank
removes completely this safeguard. | have
every confidence that ways will be found
for all of us to benefit from the great ad-
vances of the computermen, but those
benefits must never be purchased at the
price of our freedom to live as individuals
with private lives .. .” [2, p. 6].

There is another threat inherent in merging
data files. Some of the data may be in error.
More than 60,000 state and local agencies, for
example, provide information to the National
Crime Information Center and it is accessed
by law officers nearly 400,000 times a day. Yet
studies show that over 4% of the stolen vehi-
cle entries, 6% of the warrant entries, and
perhaps as much as one half of the local law
enforcement criminal history records are in
error. At risk is the safety of the law enforce-
ment officers who access it, the effectiveness
of the police in controlling crime, and the free-
dom of the citizens whose names appear in
the files. This leads to a concern for accuracy.

Accuracy

Misinformation has a way of fouling up peo-
ple’s lives, especially when the party with the
inaccurate information has an advantage in
power and -authority. Consider the plight of
one Louis Marches. Marches, an immigrant,
was a hard working man who, with his wife
Eileen, finally saved enough money to pur-
chase a home in Los Angeles during the
1950s. They took out a long term loan from
Crocker National Bank. Every month Louis
Marches would walk to his neighborhood
bank, loan coupon book in hand, to make his
payment of $195.53. He always checked with
care to insured that the teller had stamped
“paid” in his book on the proper line just op-
posite the month for which the payment was
due. And he continued to do this long after
the bank had converted to its automated loan
processing system.

One September a few years ago Marches was
notified by the bank that he had failed to
make his current house payment. Marches
grabbed his coupon book, marched to the
bank and, in broken English that showed
traces of his old country heritage, tried to ex-
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plain to the teller that this dunning notice was
wrong. He had made his payment he claimed.
The stamp on his coupon book proved that he
had paid. The teller punched Marches’ loan
number on the keyboard and reviewed the
resulting screen. Unfortunately she couldn’t
confirm Marches’ claim, nor subsequently
could the head teller, nor the branch
manager. When faced with a computer gen-
erated screen that clearly showed that his ac-
count was delinguent, this hierarchy of bank-
ers simply ignored the entries recorded in his
coupon book and also his attendant raving.
Confused, Marches left the bank in disgust.

In October, however, Marches dutifully went
to the bank to make his next payment. He was
told that he could not make his October pay-
ment because he was one month in arrears.
He again showed the teller his stamped cou-
pon book. She refused to accept it and he
stormed out of the bank. In November he re-
turned on schedule as he had done for over 20
years and tried to make his payment again,
only to be told that he was now two months in
arrears. And so it went until inevitably the
bank foreclosed. Eileen learned of the foreclo-
sure from an overzealous bank debt collector
while she was in bed recovering from a heart
attack. She collapsed upon hearing the news
and suffered a near fatal stroke which
paralzyed her right side. Sometime during
this melee Marches, who until this time had
done his own legal work, was introduced to
an attorney who agreed to defend him. They
sued the bank. Ultimately, after months of
anguish, the Marches received a settiement
for $268,000. All that the bank officials who
testified could say was, “Computers make
mistakes. Banks make mistakes, too.”

A special burden is placed on the accuracy of
information when people rely on it for matters
of life and death, as we increasingly do. This
came to light in a recent $3.2 million lawsuit
charging the National Weather Service for fail-
ing to predict accurately a storm that raged
on the southeast slope of Georges Bank in
1980. As Peter Brown steered his ship — the
Sea Fever — from Hyannis Harbor toward his
lobster traps near Nova Scotia, he monitored
weather conditions using a long range, single
sideband radio capable of receiving weather
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forecasts at least 100 miles out to sea. The
forecasts assured him that his destination
area near Georges Bank, although it might
get showers, was safe from the hurricane-like
storm that the weather bureau had predicted
would go far to the east of his course. So he
kept to his course. Soon, however, his ship
was engulfed in howling winds of 80 knots
and waves cresting at 60 feet. in the turbu-
lence Gary Brown, a crew member, was
washed overboard.

The source of the fatal error was failure of a
large scale information system which col-
lects data from high atmosphere balloons,
satellites, ships, and a series of buoys. This
data is then transmitted to a National Oceano-
graphic and Atmospheric Administration
computer which analyzes it and produces
forecasts. The forecasts, in turn, are broad-
cast widely.

The forecast Peter Brown relied on when he
decided to proceed into the North Atlantic
was in error because just one buoy — station
44003 Georges Bank — was out of service. As
a result the wind speed and direction data it
normally provided were lost to the computer
model. This caused the forecasted trajectory
of the storm to be canted by several miles,
deceiving skipper Peter Brown and conse-
quently sending Gary Brown to his death.

Among the questions this raises for us in the
information age are these: “How many Louis
Marches and Gary Browns are there out
there?” “How many are we creating every-
day?” The Marches received a large financial
settlement; but can they ever be repaid for the
irreparable harm done to them and to their
dignity? Honour Brown, Gary's widow, re-
ceived a judgment in her case; but has she
been repaid for the loss of Gary? The point is
this: We run the risk of creating Gary Browns
and Louis Marches every time we design in-
formation systems and place information in
databases which might be used to make deci-
sions. So it is our responsibility to be vigilant
in the pursuit of accuracy in information. To-
day we are producing so much information
about so many people and their activities that
our exposure to problems of inaccuracy is
enormous. And this growth in information
also raises another issue: Who owns it?
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Property

One of the most complex issues we face as a
society is the question of intellectual proper-
ty rights. There are substantial economic and
ethical concerns surrounding these rights;
concerns revolving around the special attri-
butes of information itself and the means by
which it is transmitted. Any individual item of
information can be extremely costly to pro-
duce in the first instance. Yet, once it is pro-
duced, that information has the illusive quali-
ty of being easy to reproduce and to share
with others. Moveover, this replication can
take place without destroying the original.
This makes information hard to safeguard
since, unlike tangible property, it becomes
communicable and hard to keep it to one’s
self. It is even difficult to secure appropriate
reimbursements when somebody else uses
your information.

We currently have several imperfect institu-
tions that try to protect intellectual property
rights. Copyrights, patents, encryption, oaths
of confidentiality, and such old fashioned
values as trustworthiness and loyalty are the
most commonly used protectors of our in-
tellectual property. Problem issues, however,
still abound in this area. Let us focus on just
one aspect: artifical intelligence and its ex-
panding subfield, expert systems.

To fully appreciate our moral plight regarding
expert systems it is necessary to run back the
clock a bit, about two hundred years, to the
beginnings of another society: the steam
energy-industrial society. From this vantage
point we may anticipate some of the pro-
blems of the information society.

As the industrial age unfolded in England and
Western Europe a significant change took
place in the relationship between people and
their work. The steam engine replaced man-
power by reducing the level of personal physi-
cal energy required to do a job. The factory
system, as Adam Smith described in his
essay on the pin factory, effectively replaced
the laborer’s contribution of his energy and of
his skills. This was done by means of new
machines and new organizational forms. The
process was carried even further in the
French community of Lyon. There, Joseph
Marie Jacquard created a weaving loom in
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which a system of rectangular, punched
holes captured the weaver’s skill for directing
the loom’s mechanical fingers and for con-
trolling the warp and weft of the threads.
These Jacquard looms created a new kind of
capital which was produced by disembodying
energy and skill from the craftsmen and then
reembodying it into the machines. In effect,
an exchange of property took place. Weaving
skills were transferred from the craftsman to
the owner of the machines. With this techno-
logical innovation Lyon eventually regained
its position as one of the leading silk pro-
ducers in the world. The weavers themselves,
however, suffered unemployment and degra-
dation because their craft was no longer
economically viable. A weavers value as a
person and a craftsman was taken away by
the new machines.

‘There is undoubtedly a harbinger of things to
come in these 18th century events. As they
unfolded civilization witnessed one of the
greatest outpourings of moral philosophy it
has as ever seen: Adam Smith’s Theory of
Moral Sentiments and his Wealth of Nations;
the American revolution and its classic docu-
ments on liberty and freedom; the French
revolution and its concern for fraternity and
equality; John Stuart Mill and Jeremy Ben-
tham and their ethical call for the greatest
good for the greatest number, and Immanuel
Kant and his categorical imperative which
leads to an ethical utopia called the “king-
dom of ends.” All of this ethical initiative took
place within the historically short span of
time of about 50 years. Common to these
ideas was a spirit which sought a new mean-
ing in human life and which demanded that a
just allocation be made of social resources.

Today that moral spirit may be welling up
within us again. Only this time it has a dif-
ferent provocator. Nowhere is the potential
threat to human dignity so severe as it is in
the age of information technology, especially
in the field of artificial intelligence. Practi-
tioners of artificial intelligence proceed by ex-
tracting knowledge from experts, workers and
the knowledgeable, and then implanting it in-
to computer software where it becomes capi-
tal in the economic sense. This process of
“disemminding” knowledge from an indivi-
dual, and subsequently “emminding” it into
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machines transfers control of the property to
those who own the hardware and software. Is
this exchange of property warranted? Con-
sider some of the most successful commer-
cial artificial intelligence systems of the day.
Who owns, for example, the chemical knowl-
edge contained in DYNDREL, the medical
knowledge contained in MYCIN, or the geo-
logical knowledge contained in PROSPEC-
TOR. How is the contributor of his knowl-
edge to be compensated? These are among
the issues we must resolve as more intelli-
gent information systems are created.

Concern over intellectual property rights re-
lates to the content of information. There are
some equally pressing property rights issues
surrounding the conduits through which in-
formation passes. Bandwidth, the measure of
capacity to carry information, is a scarce and
ultimately fixed commodity. It is a “com-
mons.” Acommons is like an empty vessel in-
to which drops of water can be placed freely
and easily until it fills and overflows. Then its
capacity is gone. As a resource it is finite.

In an age in which people benefit by the com-
munication of information, there is a tenden-
cy for us to treat bandwidth and transmission
capacity as a commons in the same way as
did the herdsmen in Garrett Hardin's poig-
nant essay, “The Tragedy of the Commons,”
(subtitled: “The population problem has no
technical solution; it requires a fundamental
extension in morality). Each herdsman re-
ceived direct benefits from adding an animal
to a pasture shared in common. As iong as
there was plenty of grazing capacity the
losses due to the animal’s consumption were
spread among them and felt only indirectly
and proportionally much less. So each herds-
man was motivated to increase his flock. In
the end, however, the commons was destroyed
and everybody lost.

Today our airways are becoming clogged with
a plethora of data, voice, video, and message
transmission. Organizations and individuals
are expanding their use of communications
because it is profitable for them to do so. But
if the social checks on the expanded use of
bandwidth are inadequate, and a certain de-
gree of temperance isn't followed, we may
find that jamming and noise will destroy the
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flow of clear information through the air. How
will the limited resource of bandwidth be
allocated? Who will have access? This leads
us to the fourth issue.

Access

Our main avenue to information is through
literacy. Literacy, since about 1500 A.D. when
the Syrians first conceived of a consonant
alphabet, has been a requirement for full par-
ticipation in the fabric of society. Each inno-
vation in information handling, from the in-
vention of paper to the modern computer, has
placed new demands on achieving literacy. In
an information society a citizen must pos-
sess at least three things to be literate:

One must have the intellectual skills to
deal with information. These are skills
such as reading, writing, reasoning, and
calculating. This is a task for education.

One must have access to the information
technologies which store, convey and pro-
cess information. This includes libraries,
radios, televisions, telephones, and increas-
ingly, personal computers or terminals
linked via networks to mainframes. This is
a problem in social economics.

Finally, one must have access to the infor-
mation itself. This requirement returns to
the issue of property and is also a prob-
lem in social economics.

These requirements for literacy are a function
of both the knowledge level and the economic
level of the individual. Unfortunately, for
many people in the world today both of these
levels are currently deteriorating.

There are powerful factors working both for
and against contemporary literacy in our or-
ganizations and in our society. For example,
the cost of computation, as measured in, say
dollars per MIPS (millions of instructions per
second), has gone down exponentially since
the introduction of computers. This trend has
made technology more accessible and eco-
nomically attainable to more people. However,
corporations and other public and private
organizations have benefited the most from
these economies. As a result, cost economies
in computation are primarily available to mid-
dle and upper income people. At the same
time computer usage flourishes among some,



Computer Ethics

47

we are creating a large group of information
poor people who have no direct access to the
more efficient computational technology and
who have little training in its use.

Reflect for a moment on the social effects of
electronically stored databases. Prior to their
invention, vast quantities of data about publi-
cations, news events, economic and social
statistics, and scientific findings have been
available in printed, microfilm, or microfiche
form at a relatively low cost. For most of us
access to this data has been substantially
free. We merely went to our public or school
library. The library, in turn, paid a few hundred
dollars for the service and made it available
to whomever asked for it. Today, however,
much of this information is being converted
to computerized databases and the cost to
access these databases can run in the thou-
sands of dollars.

Frequently, access to databases is gained
only by means of acquiring a terminal or per-
sonal computer. For example, if you want ac-
cess to the New York Times Index through the
Mead Corporation service you must first have
access to a terminal and communication line
and then pay additional hook-up and access
fees in order to obtain the data. This means
that the people who wish to use this service
possess several things. First, they know that
the database exists and how to use it. Second,
they have acquired the requisite technology
to access it. And third, they are able to pay
the fees for the data. Thus the educational
and economic ante is really quite high for
playing the modern information game. Many
people cannot or choose not to pay it and
hence are excluded from participating fully in
our society. In effect, they become informa-
tion “drop outs” and in the long run will
become the source of many social problems.

PAPA

Privacy, accuracy, property and accessibility,
these are the four major issues of information
ethics for the information age. Max Plank’s
1900 conception that energy was released in
small discrete packets called “quanta” not
only gave rise to atomic theory but also per-
mitted the development of information tech-
nology as well. Semiconductors, transistors,
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integrated circuits, photoelectric cells,
vacuum tubes, and ferrite cores are among
the technological yield of this scientific
theory. In a curious way quantum theory
underlies the four issues as well. Plank’s
theory, and all that followed it, have led us to
a point where the stakes surrounding society’s
policy agenda are incredibly high. At stake
with the use of nuclear energy is the very sur-
vival of mankind itself. If we are unwise we
will either blow ourselves up or contaminate
our world forever with nuclear waste. At stake
with the increased use of information tech-
nology is the quality of our lives should we, or
our children, survive. If we are unwise many
people will suffer information bankruptcy or
desolation.

Our moral imperative is clear. We must insure
that information technology, and the informa-
tion it handles, are used to enhance the digni-
ty of mankind. To achieve these goals we
must formulate a new social contract, one
that insures everyone the right to fulfill his or
her own human potential.

In the new social contract information sys-
tems should not unduly invade a person’s pri-
vacy to avoid the indignities that the students
in Tallahassee suffered.

Information systems must be accurate to
avoid the indignities the Marches and the
Browns suffered.

Information systems should protect the via-
bility of the fixed conduit resource through
which it is transmitted to avoid noise and
jamming pollution and the indignities of “The
Tragedy of the Commons.”

Information systems should protect the sanc-
tity of intellectual property to avoid the indig-
nities of unwitting “disemmindment” of
knowledge from individuals.

And information systems should be accessi-
ble to avoid the indignities of information il-
literacy and deprivation.

This is a tall order; but it is one that we in the
MIS community should address. We must as-
sume some responsibility for the social con-
tract that emerges from the systems that we
design and implement. In summary, we must
insure that the flow of those little packets of
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energy and information called quanta, that
Max Plank bequeathed to us some 85 years
ago, are used to create the kind of world in
which we wish to live.

12 MIS Quarterly/March 1986
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Is there an Ethics of Computing?

GEOFFREY BROWN

The following essay was awarded the Society for Applied Philosophy Essay Prize for
1990.

ABSTRACT The article constitutes an attempt to answer the question contained in the
title, by reference to three example topics: individual privacy, ownership of software, and
computer ‘hacking’. The ethical question is approached via the legal one of whether
special, computer-specific legislation is appropriate. The conclusion is in the affirmative,
and rests on the claim that computer technology has brought with it, not so much the
potential for committing totally new kinds of crimes, as a distinctive set of linguistic and
conceptual apparatus which makes it necessary to describe computer—related activity in
special ways.

The subject of this article is the ethics of computing, and the question I want to ask in
it is: does such a topic exist? This may seem odd, since in one sense it obviously does.
Any profession or activity must be governed by some ethical principles, if only because
the things which go on in it will be instances of more general categories of behaviour
which are so governed. Lying to a business client is a kind of lying, and cheating at
Bridge is a kind of cheating. If this were the end of the story, things would be simple.
However in some areas, especially in the various professions, people often want to say
that there is a special ‘ethics’ concerned with that activity—for instance medical ethics
or political ethics. It is in this second sense that I want to ask whether computing
ethics is a distinctive subject.

Now although there are many disanalogies between ethics and law, I believe that in
this case it will be helpful to approach the ethical question via the legal one. For a
great deal of effort has been expended by lawyers and jurists over the past decade, in
discussing the pros and cons of special legislation to cover certain computing activities.
I am going to talk about three areas in which such controversy has recently taken
place: the areas of privacy, ownership of software, and computer ‘hacking’. The first
two I will discuss very briefly by way of preamble, and the third, which is perhaps the
most topical, in slightly greater detail. Having done so, I will return finally to the
general ethical question.

Computers and Privacy

The Data Protection Act 1984 was introduced at least partly with the intention of
protecting the privacy of individuals [1]. This is interesting in itself, since there had
already been a long-standing controversy regarding the desirability or otherwise of
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special laws regarding privacy generally (the USA has explicit privacy laws, Britain
does not). But, even granted that privacy is a proper category in its own right, and not
a rag-bag of bits and pieces which really belong elsewhere, why should privacy with
regard to computerised data be given separate treatment? In the case of the Data
Protection Act, one reason was purely pragmatic: legislation which covered people’s
notebooks and diaries as well as databases, would have been unwieldy and unworkable.

But there is, I think, a more important reason, which comes in two parts. First,
information cannot simply be regarded as one object of privacy among other candi-
dates such as sex, grief, financial transactions or religious devotions. Information is not
just one other thing which, in a given culture at a given time, we may wish to keep
private. For it is in the nature of information that it is has an object: it is potentially
about all these other things, and is therefore, in a sense, a “second-order’ issue.

Secondly, information stored electronically has a special status, in that it has
significantly different properties from ‘hard copy’, i.e. information written or typed on
paper or similar medium. For one thing, its representation inside the machine or on a
disk or tape, is very unlike a straight-forward written copy: it is stored merely as a
pattern of 1s and Os which is a kind of encoding and will vary depending on the
particular code employed, and which will be illegible to anyone who does not know
that code. In its electronic form, the data may be copied, recopied, compressed,
uncompressed, sent across a network, and be subject to many more operations which
make no sense in connection with hard copy. With recently explored techniques of
‘distributed representation’ aimed at mimicking the way human memory is thought to
work, it may not even be located in any identifiable place, but be held only as a pattern
of connection strengths between elements. If a piece of data in such a form can be said
to have and retain an identity, it is in some rather extended semse of ‘identity’.
However this might be, if legislation is required to protect privacy with regard to
electronic data, it will have to be legislation which looks rather different from the sort
intended to deal only with conventional methods of record-keeping. The significance
of this will emerge in dealing with our other two topics.

Computers and Ownership

It can hardly have escaped anyone’s notice that the past few years have seen many calls
for changes in the law regarding rights over computer software, and particularly rights
of ownership over the ideas embodied in a particular program. In short, the writers of
software do not want their ideas to be exploited for commercial gain by others who
have done nothing to develop them, or to reimburse the originator. Unfortunately, this
requirement has been found very difficult to articulate and codify, just as it has been
found difficult to extract from existing legislation in the areas of copyright, patent and
trade secrets [2). The reason for this lies in a dichotomy which is perhaps not obvious
to anyone unfamiliar with the concepts of computing and mathematics: the dichotomy
between a program and an algorithm. A computer program is a piece of software
written in a particular programming language, by a particular programmer at a
particular time. The algorithm, on the other hand, is the underlying method of which
the program is an instance, and of which other programs, possibly written in other
languages, will also be instances.

For example, if we want to find out the length of the circumference of a circle given
its radius, the algorithm for doing so is to multiply the radius by p7 and double the
result. Computer programs which do this could be written in a variety of languages,
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and differing programs which do it could be written within the same programming
language: but they would all be said to exemplify the same algorithm, for they all boil
downtoc=2pir.

The relevance of this is that when we ask what it is that the law is being called on to
protect the originator’s rights over, it is unclear whether it is the program or the
algorithm that is in question. There are things to be said on both sides. For example, if
it is the program that we wish to protect against piracy, this fails to capture what is
possibly the most likely scenario: somebody takes the originator’s program and alters it
just enough to make it a different program, for example by simply ‘translating’ it into
another programming language whilst retaining the central idea which it embodies. But
if it is the algorithm which is at stake, we are in danger of making laws of nature (or at
least of mathematics) into ‘intellectual property’; to allow a person copyright over
Pythagoras’ Theorem would be a bit like permitting someone to take out a patent on
rainfall or natural selection.

The answer to this problem has been, in practice, to make a variety of legal decisions
which determine how existing legislation, particularly the law of copyright, is to be
interpreted with regard to software. Despite the ad hoc nature of many of these
decisions, there is a significant connection between the need for these and the need for
special legislation regarding computer privacy, discussed above. The connection lies in
the fact that, in both cases, we are dealing not so much with unfamiliar kinds of
behaviour or motives, but with unfamiliar kinds of objects. Here, we can see a
connection with the suggested reason why fresh legislation might be necessary with
respect to data privacy. This point will become even more evident after we have dealt
with the final topic: legislation against what bas come to be known as ‘hacking’.

Computers and ‘Hacking’

The word ‘hacking’, in connection with computers, used simply to mean the basic day-
to-day activity of programmers. In recent years, however, it has acquired the meaning
of ‘exploring the limits of what can be done in a given computer system’, and more
recently still, ‘attempting to manipulate computer systems for nefarions purposes’. It
would undoubtedly have been better to have coined a new word to signify ill-
intentioned activity, but the usage is now well-established, and we are stuck with it.
Yet it is not simply the fact that the new meaning of ‘hacking’ is a perversion, which is
unsettling. Many people have an uncomfortable feeling that a category has been
created where none really exists: that the activities referred to collectively as ‘hacking’
are too diverse and loosely connected to be considered as a single pattern of behaviour.

This suspicion found expression recently in the course of an attempt to introduce
anti-hacking legislation in Britain. It first took the form of a private member’s bill by
Miss Emma Nicholson MP. This bill was, in the event, dropped when Mr Douglas
Hurd, the Home Secretary, announced that he was himself prepared to bring in
legislation concerning the abuse of computers, but not before it had forced some
serious thinking to be done about the issue.

The offence which Miss Nicholson, herself a former programmer, wished to
see introduced, was that of ‘unauthorised entry’ into a computer system (the very
mildest form of hacking, involving no damage), and the maximum penalty which she
recommended for it was 10 years’ imprisonment. The Law Commission, which was

already looking into the matter of computer abuse, had been assumed to take a more.

conservative view than that of the Nicholson campaign, and’ it was widely expected
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that they would not recommend special legislation. However, when their report finally
appeared on 10 October 1989, it did just that. The Law Commission’s findings were
then partially incorporated into a new bill introduced by Michael Colvin MP (the
Computer Misuse Bill), which had its second reading in February 1990, and became
law in June of that year, as the Computer Misuse Act 1990. This act reflects the three
new offences proposed by the Law Commission. These are:

e Unauthorised entry into a computer system, with a maximum penalty of three
months imprisonment (the Act specifies £2000 fine or six months’ imprison-
ment)

e Unauthorised entry with intent to commit or assist in serious crime, with a
maximum penalty of five years’ imprisonment (the Act allows for five years’
imprisonment and an unlimited fine)

o Altering computer-held data or programs without authorisation, also with a
maximum penalty of five years’ imprisonment (the Act again lays down five
years’ imprisonment and an unlimited fine).

The respective purposes of these new offences will be fairly apparent on the surface.
The first merely outlaws ‘hacking into’ a system without authorisation. The second is
meant to capture those cases where an existing crime such as fraud or theft is intended,
but in which things have not yet got far enough for prosecutions to be brought under
the appropriate laws. The third is designed to operate against hackers who are not
content with entry to a system, but perpetrate mischievous acts in the process. Both of
the last two categories of activity may, in the right circumstances, be extremely
damaging and dangerous. Computer fraud, both on a small and large scale, appears to
be becoming more common, though perhaps not as common as many people believe as
a result of media coverage. Quite recently, however, such a fraud has just come to
light, involving the removal of 50 million pounds from a major British financial
institution, illustrating the fact that, however hard it might be, and however rarely
successful, when it does succeed, computer crime can be on an alarmingly large scale.

Mischievous hacking, on the other hand, is more prevalent, and yet normally less
harmful. It has been reliably estimated, for example, that there now exist more than 40
strains of computer virus, and that in the USA alone, there have been 250,000
outbreaks of computer virus up to the end of 1988 [3]. Not all such abuse takes the
form of viruses, however. Mischievous software is usually thought of as falling into
five categories, which are not necessarily mutually exclusive:

o Time bombs. These are programs which are planted in a machine and triggered
to execute at a given time, taken from the computer’s own clock. The best-
known family of these is the so-called ‘Friday the 13th virus’. This is not a true
virus, but an umbrella term used for any time bomb set to the joker’s favourite
moment, the first second of any Friday 13th.

o Logic bombs. The logic bomb is analogous to the time bomb, but is triggered
not by the recognition of a particular date or time, but by a combination of
circumstances within the system (e.g. a user performs two particular operations
consecutively).

o Trojan horses. These are pieces of mischievous software which may take any
form, but which are introduced into the system as part of an apparently
legitimate piece of software, and which therefore are less likely to be suspected
by computer owners, administrators and users.

o Viruses. Viruses are perhaps the most feared form of computer mischief, since
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their characteristic feature is that they are reproductive: that is, once in the
system, they are capable of reproducing themselves, and even of ‘infecting’
other machines and systems. A typical sophisticated strain of virus will reside
within some crucial piece of code such as a copy command, causing every
instance of such a copy, to copy the virus along with the legitimate data, text or
code.

o Worms. A primitive form of the computer virus was known as a ‘worm’, and
the word ‘worm’ is sometimes used to mean the same as ‘virus’. However, 1
prefer to retain the useful distinction, according to which worms, though they
may progressively corrupt an area of memory, are not self-replicating in the
way that viruses are. A worm may iterate the same operation many times, but
unless it reproduces izself, it is not yet a virus.

In passing, it is well worth noting that all the above categories, with the exception of
the “Trojan Horse’, may be benign as well as malignant. For example, many of the
programs aimed at eradicating viruses are themselves viruses, in rather the same way
that inoculations against disease are often themselves harmless instances of the disease
in question.

Given what is known about the above kinds of abuse, and especially given the ‘silly
season’ approach to it which is often taken by the mass media, it is hardly surprising
that we should have seen campaigns to have such activity explicitly outlawed. Yet this
should not lead us to accept uncritically any proposal aimed at bringing this about.

An opponent of special legislation against hacking has been the computer forensics
consultant Peter Sommer, better known by his pen name Hugo Cornwall. He has
pointed out (writing before the passing of the Computer Misuse Act) that most of what
it usually thought of under this heading was actually illegal already, prior to the new
law [4]. Frauds perpetrated using computers may be dealt with under the law of Theft.
Making a device such as a magnetic stripe card to hack into a system may result in
prosecution for Forgery. The Criminal Damage Act of 1971 has been used successfully
against hackers who have caused damage in systems using ‘logic bombs’ or ‘viruses’.
The law dealing with intention is indeed a new departure, but whether it is really
workable is doubtful, as we shall see in a moment.

Granted these facts, what is the purpose of new legislation? One reason indeed is
that of closing the odd loophole. It has sometimes been found that legislation
introduced before the advent of computer technology is ambiguous with regard to its
application in that area, for the reason that the language used in drafting the legislation
pre-dates the advent of computer technology with its accompanying linguistic and
conceptual innovations. Here, either good and early precedents are necessary, or else
new laws,

The second reason is closely connected with this, and consists of a desire to keep all
the legislation together which ‘belongs together’. This rests on a feeling that certain
computer-related offences involve a distinctive set of concepts, and that the resulting
similarities make it appropriate to treat them as a piece in order to carve things at the
joints.

This is a tenable view, despite some prima facie objections. The chief objection is, of
course, that laws should embody general principles, and not ad koc solutions to local or
ephemeral problems. Thus using the laws against nuisance, drug possession and
unlawful assembly, are better than promulgating a specific law saying “Thou shalt not
hold Acid-House parties’. It is hard, however, to maintain that computer technology
represents a local or an ephemeral phenomenon; it is heré to stay, and the changes
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which it has made to our language and thinking are likely to be permanent. As for the
requirement of generality, it is a requirement which has limits. This would by no
means be the first time that technology had overtaken the existing law and created the
need for introducing new categories. An historical example would be the way in which
the prevalence of guns gave rise to special firearms legislation.

The justification, if any, for having specific anti-hacking laws is that, as just
mentioned, the language in which the existing laws are framed tends not to sit happily
with the concepts of computing science and information technology. A good example
of this conceptual gap is the issue of unauthorised entry to a computer system, which
brings us to the third remaining reason why computer-specific legislation may be
thought necessary. No previous legislation seems to make it illegal simply to ‘hack
into’ another person’s or organisation’s computer system, unless some damage is done
thereby; and if damage #s caused, the offence is that of causing damage, not of
unauthorised entry. The explanation of this alleged lacuna is not far to seck. When the
earlier laws were made, the idea of ‘getting into’ someone’s computer, in this sense, did
not exist. And indeed, if we scratch its surface a little, this sense of ‘getting into’
proves to be a rather odd sense. To begin with, it is not, for example, like getting into
someone’s orchard, or into a bank vault: it goes without saying that the hacker does not
enter anybody’s computer in person. Does he, then, intrude some other object into the
computer? Once again, not in the usual sense.

By far the most common means of hacking into a system is simply guessing or
otherwise acquiring the password for that system, and going on exactly as a legitimate
user would, moving around from one directory to another, reading files, and so on. The
only way in which anything ‘enters’ the system physically, is that some electrical
impulses are obviously initiated in order to carry out the operations in question. This is
very unlike actual entry of a building or enclosure; it is more like shouting from
outside the building and thus causing vibrations of the air inside. The fact is that the
sense of ‘entry’ in ‘unauthorised entry’ is not that of entry into a physical space at all.
It is rather that of entry into a notional ‘computer space’, which is not to be identified
with the hardware comprising the machine’s memory and other components. Being ‘in’
this kind of space consists in being able to interact with, or even just passively read
things from, the system. This ‘space’ is quite definitely a software concept rather than
a hardware one, and like most software concepts, it has more than a little of the
metaphorical, or analogical, about it. Access to this notional space is, then, what
computer owners wish to maintain control over, and what they object to when it is
achieved by unauthorised persons.

It is, then, no wonder that previous legislation made no provision for unauthorised
entry into a computer system. It is not that the concept of a computer did not then
exist, but that the concept of entry, in the above sense, did not exist. The nearest
historical parallels which suggest themselves here are the circumstances resulting in
new laws regulating air space and radio frequencies.

What I have just said is not intended to be a defence of new legislation against
unauthorised entry, but only as an explanation of why, if we do wish to make it illegal,
new legislation is appropriate. In fact, the case for such legislation seems to me rather
thin. For what is the objection to ‘entry’ in this sense, granted that damage, fraud and
theft are not committed, or even intended? Add to this the fact that ordinary trespass is
not even a criminal offence unless aggravated by some special circumstances, and
where is the case for such a law? I strongly suspect that the real answer is as follows.
The middle category in the new offences, that of unauthorised entry with intent to
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commit or assist in serious crime, would be very hard to prove. Provided no damage
had yet been caused, a hacker would be likely to get off scot free, even though it was in
practice pretty certain that his ultimate intention was to introduce a virus or perpetrate
a fraud. It would be rather like trying to prove loitering with intent to commit a felony:
except that computer hackers do not carry jemmys and crowbars to incriminate
themselves. A law against unauthorised entry fowz cowrt would therefore provide a
safety net for the prosecution, ensuring that the hacker got convicted of something or
other. The objection to this kind of legislation should not need spelling out.

Computers and their Objects

To return to the central thread of this discussion, what we have seen in all three cases
discussed is that the putative need for fresh and computer-specific legislation arises
from the fact that computers have brought with them not only new usage and jargon,
but new sets of concepts, new categories of objects which merit the law’s attention.
The sorts of objects in question will include things like computer systems, networks,
databases, computer files, records and other data structures, directories, file space,
memory space, electronic passwords, identification codes, and so on.

Naturally, I am not going so far as to suggest that any revision of our ultimate
ontology is required as a result. The categories of objects to which the language of
computing tends to refer are not bedrock categories like particulars and universals.
They can no doubt be cashed out in terms of more traditional objects: software can
always be spelled out as hardware if we so wish. However, there comes a point at
which it starts looking absurd to go on doing this ‘spelling out’, and to deal directly
with the supervenient category itself. This takes us back to the point I made earlier
about the feeling that certain kinds of legislation belong together. What I want to
suggest, is that the reason for this feeling is that the legislation in question would be
couched in terms of the sorts of concepts which are specific and proper to computing
and information technology, in a way which other kinds of legislation would not. A
recent comment made by Superintendent Don Randall of the London Police Fraud
squad, perhaps points the way to marking off the area in question. He makes a
distinction between crimes in which computers are merely used as a tool, and those
which involve the manipulation or corruption of the system itself [5]. Conventional
crime which just happens to employ computers (as do most activities these days, of
course), would not be included, but only those damaging activities to which it is
essential that they are carried out on a computer: of which, that is, the computer
element is definitive.

Despite the accusation of lack of generality, real gains might be made through the
adoption of this approach, especially in clarity. The terms in question would undoubt-
edly have to be defined within the law, but once defined, they would allow for greatei
perspicuity than the alternative of stretching the terminology in which more traditional
laws are framed so as to include what we want them to include.

The application of this principle to the field of ethics should now be fairly obvious.
We do not need to propose anything like wholesale changes in our moral thinking
(after the manner of Nietzsche or B. F. Skinner, for example) in order to argue for the
identification of specific areas such as Political Ethics, Medical Ethics, Business Ethics
or, as in this case, Computing Ethics. All we really need to point to is a broad and
lasting change in our language and, in a harmless sort of way, in our thinking, arising
from the phenomenon in question. I say ‘harmless’, because such a change represents
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not so much an alteration in the way we think about things generally, as an addition to
our stock of conceptual apparatus.

One sometimes hears it said that our moral thinking needs to be overhauled in
sweeping but often vaguely specified ways, in response to new scientific and technolo-
gical horizons, and it is no surprise that these ways have only been vaguely specified.
For the basic principles and building blocks of our moral outlook cannot by their very
nature be open to revision in the manner often suggested. New facts can, of course, be
taken into account, and may affect the kinds of action considered appropriate. But the
introduction of totally new values must by its nature lack justification, if only because
there could literally be no reason for such a revision. In the light of what could such a
change be justified? Anything which could count as a reason for it would, by definition,
be an existing (though, of course, perhaps neglected) value or principle.

Those working in new and developing areas of ethics are, therefore, faced with the
challenge of showing in what sense an area of moral discourse can be said to be new,
without falling into the above trap. What I have argued here, is that it is better to think
of our moral universe as growing, rather than as metamorphosing, as the more alarmist
of our commentators would have it.

There exist many more aspects than have been mentioned here, to the ethics of
computing. There are, for example, questions concerning the extent to which people
ought to be forced in everyday life to interact with machines instead of with people,
concerning how far computers ought to be allowed to take decisions for us, and about
the weight that ought to be put on the evidence of computers in court cases. This is to
name but three. These are, however, outside the scope of this essay, which is intended
to do no more than map out the area, justify its existence, and indicate a few
prominent landmarks.

With the development of the field known as ‘applied philosophy’ and of the study of
‘professional ethics’, it is becoming more and more important that we understand what
is meant by talking of the ‘ethics of such-and-such’. If this brief case study has
contributed at all to such understanding, it will have fulfilled its purpose.

Geaffrey Brown, Kernel Technology Ltd, The Design Centre, 46 The Calls, Leeds LS2
7EY, United Kingdom.
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INTRODUCTION

The creation of courses in applied ethics—business,
engineering, legal, medical, and professional ethics—is
a very fertile industry. In 1982 Derek Bok, president of
Harvard University, reported that over 12,000 distinct
ethics courses were taught in our academic institutions
[1]. As the emphasis on ethics has increased, so has the
number of such courses.

What is the pedagogical justification for these
courses? There are different justifications for different
courses. The justifications depend on the curriculum in
which they are tanght—liberal arts, business, engineer-
ing, medicine, or law. For professional schools and
professional cirricula the pedagogical objectives for
those courses include introducing the students to the
responsibilities of their profession, articulating the stan-
dards and methods used to resolve nontechnical ethics
questions about their profession, and developing some
proactive skills to reduce the likelihood of future ethical
problems. The type of institution that supports the
course—sectarian or nonsectarian—and the department
responsible for the course—philosophy, religion, or
computer science—affect the objectives.

The methods chosen and the issues discussed will
vary by the domain of the ethics course. Specific
objectives for these courses have varied from very
general to quite specific (e.g., sensitize the students to
values, teach a particular professionalism), indoctrinate
the students to a set of values, and teach the laws
related to a particular profession to avoid malpractice
suits. Rarely do such courses take the approach that
they are intended to discover values. These courses
generally start with an accepted set of values or a
variety of moral theories and apply them in particular
contexts.

Other objectives for these courses come from
nonacademic sources. In computer ethics some objec-
tives are based on a concern to prevent computer
catastrophes. It is hoped that computer ethics training

Address correspondence to Donald Gotterbarn, East Tennessee
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will eliminate unethical computer activity. This view
was first promulgated in response to significant media
attention given several incidents of computer trespass.
Another belief used to promulgate the teaching of
computer ethics is that errors in programs are at-
tributable to immoral behavior. It is hoped that if we
train people in ethics, they will produce error-free
programs.

In his paper, ‘“‘Human Values and the Computer
Science Curriculum,”” Terrell Ward Bynum [2] offers
as a major objective of teaching computer ethics that
such courses make it more likely that ‘‘computer tech-
nology will be used to advance human values.”” This is
a laudable goal for any discipline. Indeed one goal of
liberal education in general is to help the student de-
velop a sense of human values [3].

Computer ethics is a relatively new and developing
academic area. There have been several attempts to
define and categorize the field and how one ought to
teach it. There have been courses and textbooks dealing
with ethics and computing for more than 10 years. In
that time computing and its impact on our society have
undergone significant changes. As in most areas that
are under development, several directions are attempted
until the best ones are found. It is a mistake, however,
to canonize an approach simply because it was one of
the early approaches in a developing field.

There are two approaches to computer ethics which I
believe are mistaken, i.e., they do not advance any of
the above-cited objectives, and yet they are becoming
canonized as the good and the right things to do. The
two positions I am concerned about are 1) a method for
teaching computer ethics which some have called ‘‘pop
ethics’’ and 2) the idea that someone trained in philoso-
phy or theology must teach such a course [2]. The
remainder of this article addresses these two positions.

POP ETHICS

The concept of ‘“pop computer ethics” is very broad.
The goal of pop ethics is to *‘sensitize people to the fact
that computer technology has social and ethical conse-
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quences’’ [2]. This is not a course in sociology which
might use examples of the impact of computers in the
workplace to illustrate the impact of technology on
organizational structures, employment demographics,
and the values associated with these areas. The type of
pop ethics course I am concerned with generally con-
sists of litanies of the evils that can be promulgated
with the use of computers. ‘‘Newspapers, magazines,
and TV have increasingly engaged in computer ethics
of this sort. Every week, for example, there are new
stories about computer viruses, or software ownership
law suits, or computer-aided bank robbery, or harmful
computer malfunctions’’ [2]. Pop ethics courses are
justified on the grounds that it is necessary to sensitize
people to the fact that computer technology can
“‘threaten human values as well as advance them”’ [2].
If we presume that our students are literate and read
newspapers or magazines, then they already have read
the tales of the threatening computer. Even if they are
not literate and only watch television, they will still
have this knowledge. It looks, at first blush, as though
pop ethics might merely be an accouterment to the
university curriculum, dressing up its concerns with
ethics. If it were only this, I would not be concerned
with it; but T believe that such courses are in fact a
threat to most of the objectives for computer ethics
articulated above.

Pop ethics courses take a common, primarily nega-
tive approach. Collections of stories used or discussed
in these courses are variously entitled ‘‘RISKS™ or
‘“‘Cautionary Tales.”” Donn Parker took this negative
approach in his first collection of scenarios [4]. In that
work he describes the principle used to select the
scenarios. They were ‘‘written in such a way as to
raise questions of unethicality rather than ethicality”’
[4]. This negative approach has consequences for the
prospective computer professional as well as for the
student who does not intend to be a professional. Leon
Tabak, in his excellent article *“‘Giving Engineers a
Positive View of Social Responsibility’” (5] argues that
such a negative approach fails for students interested in
pursuing careers in computing. When they are inter-
ested in ethics, they are interested in the way they can
positively contribute to the world and how they can
apply their skills productively. The pictures of technol-
ogy painted by such courses are essentially pessimistic.
It puzzles everyone why this technology is singled out.
Why not have a pop ethics course about guns? I think
the difficulty with this pop ethics yellow journalism
approach is in fact more significant. I argue that this
approach is also harmful to the general student popula-
tion.

The types of issues singled out in such courses give
the impression that computer ethics issues are rare and
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irrelevant to the students. If computer ethics is con-
cerned with catastrophes—the failure of a program
which controls the safety switches of a nuclear reactor
—then I don’t have to worry about computing and
values because the only computer I program is my
microwave oven. How does the nuclear reactor story
relate to the student who works part time in the library
programming the computer? All this catastrophe talk
has nothing to do with his or her work. One also might
wonder what it has to do with ethics. If a problem is
caused by a mistake—an unintentional act—then what
does it have to do with ethical decisions? Other items
discussed in such courses do involve intentions, includ-
ing how easy it is to use a computer to commit fraud or
break into a hospital data base. If computer ethics (the
pop version) is about all of those immoral people who
used computers to perpetrate evil, how does it relate to
the individual, moral student who always tries to do the
right thing? These examples are interesting but irrele-
vant to these students. Major social issues are also
discussed in these courses, for example, ‘‘Is it permis-
sible to sell computers to nations which support terror-
ism? This discussion is interesting and includes ele-
ments of geopolitics and questions about how and
whether to propagate scientific discovery. For most
students, however, such large questions are not within
their present or future sphere of ethical decision making
and are best discussed in social science or political
science courses. There is not enough time in a semester
to resolve such large issues; there is barely enough time
to delineate all of the issues involved in questions of
this complexity. To attempt to handle these questions in
a single class trivializes the subject. The discussion of
such complex,Alarge issues strikes many students as
merely an academic exercise.

This brings me to one of my major objections to this
approach, viz., the distorted impression of ethics and
ethical reasoning that is often produced by a pop ethics
course. These courses are not guided by a single coher-
ent concept of computer ethics. Every piece of negative
news involving a computer becomes a candidate for
discussion in a pop ethics course. The breadth of the
material included does not help the student get a clear
concept of computer ethics. The degree to which this
approach can mislead is evident in a recent work in pop
ethics [6]. I think the authors are taken in by their own
approach. They include subjects ranging from the im-
pact of video display terminals on health to the use of
computers by organized crime, and then they claim that
computer ethics has no guiding principles or ethics
from which we can reason [6].

The concept of computer ethics is further clouded by
the emphasis on dilemma thinking. Under the guise of
getting students to think through a complex problem,
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they are presented with an ethical dilemma. The follow-
ing has been used as an example of computer ethics in a
pop ethics course: A programmer’s mother is suffering
from a rare but manageable disease which if uncon-
trolled will lead to a painful death. The medicine to
control the disease is so expensive that the only way the
programmer can pay for it is to commit computer
fraud. What is the moral thing for the programmer to
do?' There are two problems with this type of example.
First, this is not an issue in computer ethics. Although
there are many ethical issues here, such as the responsi-
bility of children to their parents and the responsibility
of society to make medicines available at reasonable
cost, therE is little here about computer ethics. To call
this an issue in computer ethics because a computer is
used to do the dastardly deed is like calling beating
someone to death with a law book a problem in legal
ethics. As second, more pervasive problem than the
elasticizing of the concept of computer ethics is that
ethical issues are equated with dilemmas, issues for
which there are no good resolutions. The programmer
has to choose between committing fraud and allowing
her mother to die. This example seems to require an
action which is the rejection of one or another of our
moral standards. The emphasis on dilemmas in these
courses leads students to think that ethical problems
cannot be resolved.

Not only does the structure of the pop ethics course
reinforce this no-solution view of ethics, but this view
has been reinforced by the way some current literature
has been constructed. For example, despite the fact that
there was significant agreement on several scenarios
used by Donn Parker in his early work, the only
scenarios he chose to put in his new edition are those
which generated the highest degree of diversity of
opinion [7]. The diversity of opinion generated by the
Parker cases should not be surprising given the hetero-
geneity of the group rendering the opinions—lawyers,
philosophers, computer managers, etc. There is signif-
icant evidence that, in professional ethics, there is
actually a convergence of opinion about computer ethi-
cal standards [8].

From the view that there never is any agreement in
ethics arises a danger that students will conclude that it
is a waste of time to think about ethical issues at all.
Ethics as presented in these courses is not relevant to
the student taking the course. It creates the impression
that issues of computer ethics are rare and impossible
to resolve. Thus, discussion of computer ethics is use-

! For further discussion of this example see D. Gotterbarn, Com-
puter ethics: responsibility regained National Forum, LXXI, 26-32
(Summer 1991).
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less. The emphasis on the negative side gives the
student no means to avoid real computer ethics prob-
lems. Given the dilemma nature of the teaching, an
attitude of surrender is encouraged. If ethics is a matter
of opinion and all opposing arguments have equal
weight, then students will not expect support for what
they consider to be a moral act. When they are placed
in a situation which requires them to take a moral
stand, they will be more likely not to ‘‘make a fuss’’
and not stand up for the moral choice.

The use of yellow journalism is sometimes an effec-
tive technique to fire up the masses. It presumes that a
set of accepted values have been violated. There are
several problems with this approach in the classroom:

1. This method of presenting ethics leaves the student
with the impression that ethical reasoning is fruit-
less. This is dangerous in computer ethics and even
more dangerous if the attitude spreads to other areas
of the student’s life.

2. The reactive emphasis does not encourage proactive
behavior. The student is encouraged merely to judge
the morality of an act that has occurred rather than
taught to guide behavior to prevent or discourage
immoral actions.

3. It encourages reactionary rather than anticipatory
thinking. The negative approach encourages actions
against what is perceived as the value-threatening
technology rather than action to turn the technology
in a value-supporting direction. For example, we
are encouraged to make laws against nationwide
data bases rather than to make laws which encour-
age the moral use of nationwide data bases. Instead
of praising automatic teller machines, they are char-
acterized as ‘“... a good example of how a new
technological device creates new opportunities for
fraudulent activity’’ [6].

Pop ethics might have had a place when computing
was a remote and esoteric disciplines, but I believe that
in the current environment this approach is dangerous
to the preservation and enhancement of values. This
model of computer ethics does not advance any of the
pedagogical objectives for teaching ethics cited earlier.

I believe computer ethics should be taught like engi-
neering ethics, i.e., ethical issues directly related to the
practice of engineering should be discussed in every
engineering course. The Accrediting Board for Engi-
neering and Technology standard states, ‘‘an under-
standing of the ethical, social, and economic considera-
tions in engineering practice is essential ... as a
minimum it should be the responsibility of the engineer-
ing faculty to infuse professional concepts into all
engineering coursework™ [9]. Discussions of computer
ethics should be integrated throughout the curriculum.
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In studies done in business ethics courses at the Univer-
sity of Delaware it was proven that this is the most
effective way to teach professional ethics. It is also
good to use a major project course for seniors to tie
together most of the professionalism issues discussed
throughout the curriculum.

If one is to offer anything like pop ethics, the typical
approach must undergo serious revision. It should look
at the positive opportunities of computing and how
computing technology can support our needs and fur-
ther our values. If one looks at computing technology
that works, one finds in many cases that it is the
exercise of and concern for values that increased its
chances of working. Good computing products follow
careful standards; they were built with the well-being
of the computer user in mind. Ethics courses should ask
students to think of new applications for computing
which are consistent with their values and to evaluate
the potential risks involved in such applications. They
should talk about the minimal controls needed for
development of these new applications. They should
discuss real ethical cases for which there are solutions.
They should present standards of good system design.
Above all, they should provide proactive guidance.
There are effective standards for reaching ethical deci-
sions in many situations, and they should be discussed
in this revised approach.

WHO SHOULD TEACH COMPUTER ETHICS?

To teach computer ethics this well requires much more
than the retelling of horror stories. Many faculty mem-
bers hesitate to discuss ethical issues in their class-
rooms. They feel a lack of expertise in the face of a
group of academics who have reserved discussion of
these issues for themselves. The computer scientist
shies away from involving students in ethical discus-
sions because of the apparent complexity of the philo-
sophical approaches. Although it is true that at a refined
level these philosophical theories are very complex, at
the level of application the theoretical complexity can
be largely ignored.

It is often said that only a philosopher should teach
ethics [10]. This suggests that philosophers’ moral the-
ories can be used to solve moral problems. So in works
on computer ethics there are philosophy sections on
teleological theories and deontological theories [11].
Behind these two theories lie two approaches, one
emphasizing results or consequences of actions (teleol-
ogy) and the other emphasizing motives or duties (de-
ontology). Armed with these theories we are supposed
to solve the practical ethical problems which confront
us daily. ‘‘Philosophers are no more educated in moral-

Donald Gotterbarn

ity than their colleagues in the dairy barn; they are
trained in moral theory, which bears about the same
relation to the moral life that fluid mechanics bears to
milking a cow’’ [3]. Philosophers mistakenly portray
ethics as ‘“‘pick your theory and then reason to an
answer.”” They believe that different theories will lead
to different sets of answers. Advocating this model of
reasoning reinforces the view that all ethics discussion
is fruitless because there are as many answers as there
are theories.

It has been shown that these theories primarily con-
flict on the level of theory and justification rather than
on the level of action [12]. Any theory which opposes
our normal views of right and wrong is viewed with
suspicion. These moral theories are merely alternate
descriptions of how we move through our daily lives.
Detailed knowledge of them is not required to act
responsibly. They are measured against our sense of
responsibility.

Professional computer ethics emphasizes a set of
software engineering standards accepted by the profes-
sional community engaged in software development
process.? Professional obligation follows from this ac-
cepted set of standards; it is of little practical conse-
quence whether that obligation is met out of a sense of
duty or because one has a contractual relationship with
a customer. One might ask whether the description of
software engineering I have offered is based on conse-
quentialism—doing things because of the significance
of the consequences—or deontologism—doing things
because they are the right thing to do. I think such a
question has little relevance to the moral life of a
software engineer. We emphasize the standards of the
process of building the software because we believe the
product will be better. The moral theory used to de-
scribe the event has little impact on the moral life. The
philosopher has no special competence here.

We need not be philosophers to discuss software
engineering ethics. The importance one places on the
theoretical dimension is a function of one’s aims in the
course. If our objectives are an acquaintance with
philosophical ethical theory and tolerance for ambiguity
and disagreement, then a professor trained in philoso-
phy would be useful. In applied professional ethics
courses, our aim is not acquaintance with complex
ethical theories but recognition of role responsibility

2 For a complete analysis of this contract basis of computer ethics
see D. Gotterbarn, Value free software engineering: a fiction in the
making, in Proceedings of the Workshop on Software Engineer-
ing Education, 1EEE International Software Engineering Confer-
ence, City, 1991, pp. 45-54.
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and awareness of the nature of the profession. A few
hours reading about these philosophical theories is ade-
quate.

If we do not teach ethical theories in computer ethics
course, then what will we teach? We want to teach
students how to anticipate and avoid ethical problems in
computing. We are also interested in providing tech-
niques or methodologies which can guide our behavior
when a problem does arise. This is best done within the
context of our technical curriculum. For example, in a
class dealing with writing software requirements, one
could look at a case like the following: Suppose you
were asked to develop a system which would measure
the times for ambulance trips beginning at different
ambulances services, going to accident scenes, and then
to hospitals. This data was to be used to redesign
ambulance service districts to reduce the time spent
getting patients to hospitals. The requirements for the
system are developed, and during prototyping it is
discovered that there are a significant number of trips
for which no time is recorded. In determining how to
handle these zero times it is discovered that in most of
these cases no time was recorded because critically ill
or injured patients were being transported and the
paramedic was too busy to record the time. Thus, the
most significant times to study are not recorded. The
discussion of the technical and professional options in
this situation teaches computer ethics.®> Students learn
how to handle a morally significant situation in an
application area.

The moral reasoning involved here is not generated
from some esoteric theory which requires a trained
philosopher to understand; rather, it is based on reason-
ing by analogy, where we can examine the technical
alternatives and attempt to anticipate their morally sig-
nificant outcomes. It is technical knowledge that en-
ables us to understand the potential consequences. We
must consider the technically viable alternatives and
make judgements guided by our technical skills and
professional values. The technical discussion in
class—deciding which are the better solutions and why
—is what teaches computer ethics. The use of detailed
technical examples in class helps students develop skills
for anticipating some of these ethical problems.

One can use less technical cases to show how values
relate to computing decisions: If you are asked to test
some software, funds are exhausted before the testing is
satisfactorily completed, and there is no possibility of

? For a full analysis of this case see D. Gotterbarn, Professionalism
and ethics (video tape), Software Engineering Institute Video Dissem-
ination Project, Pittsburgh, (1991).
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further funding, you have several options. Whichever
option you choose, your decision must be conditioned
by moral rules such as, ‘‘don’t deceive,”” ‘‘keep
promises,”” and ‘‘act professionally.”’ Depending on
the type of software being tested, rules like ‘“don’t
cause pain’’ and ‘‘don’t kill’’ also might come into
play. Different examples bring different moral rules
into play. Consider a person who was asked to write a
data base for a library check-out system to determine
the popularity of particular books and the number of
additional copies if any that should be ordered. The
association of the patron’s name with the book checked
out potentially violates several moral rules such as
privacy and the deprivation of pleasure (because one
does not feel free to read what one wants) and may
cause psychological pain.

I also believe that students need some general famil-
iarity with ethical argumentation. They need to under-
stand how different ethical values compete and how
they sometimes have only limited application. They
need to see how these values get prioritized and how
that affects decisions. This can be accomplished by
having students read articles in professional ethics on
analogous issues. When discussing the ambulance case
outlined above, for example, articles in Stevenson’s
book [13] or Johnson’s anthology [14] may be useful.
To avoid the dangers of pop ethics, one must be careful
that the examples chosen meet the following conditions:

. It is not told because it is impossible to resolve.
. It has enough detail to allow technical analysis.
. The main protagonist is not morally bankrupt.

. It is related to an issue in computing.

. It can be discussed using moral values.

B LN

Try to develop a proactive attitude. The stories should
be directly relevant to the class topic.

The pedagogical goals of discussing ethics in the
technical curriculum are to develop the following set of
skills:

1. the ability to identify correctly the potential for an
ethical problem in a particular context and identify
what moral rules are being compromised;

2. the ability to identify the cause of these issues,
determine severa) alternate forms of action consis-
tent with morality in that context, and for each of
these possible actions, to determine expected out-
comes and reasons for taking or not taking that
action;

3. the ability to select a workable solution and work
through the situation, either technically or morally.

Teaching these skills does not require learning new
theories. These are process skills, and the emphasis
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should be on a process that can be applied to changing
contexts. These skills, like other abstract skills, are
learned by practice. A single class meeting or a single
chapter of a textbook discussed in one course will not
develop these skills. To teach a single ethics course or
have a special professor for ethics reinforces the mis-
taken notion that ethics and the practice of computing
are distinct. What is needed is practice several times in
a course. A case study methodology does this best,
with each case addressing one or more specific phases
of the software development process. This methodol-
ogy involves giving a brief description of a professional
situation that might involve an ethical problem. The
class discusses the situation to try to identify if an
ethical issue is present. If they find a situation which
involves a violation of moral rules, they try to deter-
mine alternate approaches which would eliminate or at
least reduce the moral difficulty. In work done by
James Rest, case methodology has been shown to be
most effective when professors and students discuss the
case as peers. Thus it is better if the professor is not an
ethics specialist.

Computing has a come a long way, both technically
and ethically. We have learned how to apply moral
rules and values to computing decisions. This skill and
knowledge should be the subject of good computer
ethics courses.
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Abstract. The essential difficulty about Computer Ethics’ (CE) philosophical status is a methodological problem:
standard ethical theories cannot easily be adapted to deal with CE-problems, which appear to strain their
conceptual resources, and CE requires a conceptual foundation as an ethical theory. Information Ethics (IE),
the philosophical foundational counterpart of CE, can be seen as a particular case of ‘environmental’ ethics or
ethics of the infosphere. What is good for an information entity and the infosphere in general? This is the ethical
question asked by IE. The answer is provided by a minimalist theory of deserts: IE argues that there is something
more elementary and fundamental than life and pain, namely being, understood as information, and entropy, and
that any information entity is to be recognised as the centre of a minimal moral claim, which deserves recognition
and should help to regulate the implementation of any information process involving it. IE can provide a valuable
perspective from which to approach, with insight and adequate discernment, not only moral problems in CE, but
also the whole range of conceptual and moral phenomena that form the ethical discourse.

“We, who have a pn'vaté life and hold it infinitely
the dearest of our possessions ...” Virginia Woolf,
“Montaigne”!

“And I let myself go in a dream of lands where.every
force should be so regulated, every expenditure so
compensated, all exchanges so strict, that the slightest
waste would be appreciable; then I applied my dream
to life and imagined a code of ethics which should
institute the scientific and perfect utilisation of man’s
self by a controlling intelligence™2

The foundationalist problem

Lobbying, financial support and the undeniable
importance of the very urgent issues discussed by

* A shorter version of this article was given at
ETHICOMP98, The Fourth International Conference
on Ethical Issues of Information Technology, Erasmus
University, The Netherlands, 25 to 27 March 1998, hosted
by the Department of Philosophy Erasmus University, The
Netherlands, in association with Centre for Computing and
Social Responsibility De Montfort University, UK, Research
Center on Computing and Socicty Southern Connecticut State
University, USA, East Tennessee State University, USA. I am
grateful to the Erasmus University for its financial support and
to Roger Crisp, Jos de Mul, Frances S. Grodzinsky, Richard
Keshen and Jeroen van den Hoven, for thoughtful comments
on a previous version of this paper. Many readers of a CFC
version, available online, also provided useful suggestions.

1 In A Woman’s Essays. Penguin, London, p. 60, 1992.

2 André Gide, The Immoralist. Penguin, London, pp. 71-72,
£960.

Computer Ethics (henceforth CE) have not yet
succeeded in raising it to the status of a philosophically
respectable topic. If they take any notice of it, most
philosophers nowadays look down on CE as on a prac-
tical subject, a ‘professional ethics’ unworthy of their
analyses and speculations. They treat it like Carpentry
Ethics, to use a Platonic metaphor.

The inescapable interdisciplinarity of CE has
certainly done the greatest possible harm to the
prospects for recognition of its philosophical signifi-
cance. Everyone’s concern is usually nobody’s busi-
ness, and CE is at too much of a crossroads of technical
matters, moral and legal issues, social as well as polit-
ical problems and conceptual analyses to be anyone’s
own game. Philosophers’ notorious conservatism may
also have been a hindrance. After all, Aristotle, Mill
or Kant never said a word about it, and ‘professional
philosophers’ who know their syllabus do not often
hold very broad views about which new philosophical
questions may qualify as philosophers’ own special
problems. Yet these and other external factors, such
as the novelty of its questions and the conspicuously
applied nature of its answers, should not conceal the
fact that the essential difficulty about CE’s philosoph-
ical status lies elsewhere, and more internally. For it is
a methodological problem, and concerns its conceptual
foundation as an ethical theory.

CE shares with other philosophical disciplines in
the analytic tradition three important but rather too
general features:

1. it is logically argumentative, with a bias for analo-
gical reasoning



64 Computer Ethics

38 LUCIANO FLORIDI

2. it is empirically grounded, with a bias for
scenarios analysis, and
3. it endorses a problem solving approach.

Besides 1-3, CE also presents a more peculiar aspect,
which has so far acted as its driving force, namely:

4. it is intrinsically decision-making oriented.

These four features can be read in a roughly inverted
order of importance. Why CE shares them, and
whether it ought to, are questions sufficiently obvious
to deserve no detailed comment here. Technolo-
gical changes have outpaced ethical developments,
bringing about unanticipated problems that have
caused a “policy vacuum™ filled by CE, which has
initially surfaced from practical concerns arising in
the information society. Rational decisions have to
be taken, technical, educational and ethical prob-
lems must be solved, legislation needs to be adopted,
and a combination of empirical evidence and logical
arguments seems to provide the most obvious and
promising means to achieve such pressing goals. A
rather more interesting point is that 1-4 constitute
the theoretical justification of CE’s present inductive
methodology, which leads us to:

5. it is based on case studies.

During the last two decades, CE has consistently
adopted a bottom-up procedure, carrying out an
extended and intensive analysis of individual cases,
amounting very often to real-world issues rather
than mental experiments. Its aim has been to reach
decisions based on principled choices and defen-
sible ethical principles and hence to provide more
generalised conclusions — in terms of conceptual eval-
uations, moral insights, normative guidelines, educa-
tional programs or legal advice — which might apply
to whole classes of comparable cases. On the grounds
of such extensive evidence and analysis, defenders of
the novelty and originality of a CE-approach to moral
issues have developed two types of argument.

They have either suggested, perhaps too gener-
ally, that 1-5 are sufficient to qualify CE as a
well-grounded philosophical discipline. Or they have
argued, more specifically and somewhat more force-
fully, that on the one hand the ICT (digital Informa-
tion and Communication Technology) revolution, its
scale and complexity, malfunctioning computers and
computer misuse have created a whole new range
of social problems (computer crime, software theft,
hacking, viruses, privacy, over-reliance on intelligent
machines, workplace stress, intellectual and social
discrimination etc.) which have given rise to a new

3 Cf. James H. Moor. What Is Computer Ethics? Meza-
philosophy, 16.4, pp. 266-275, 1985.

grey area of moral dilemmas, not all of which are just
ICT versions of old moral issues; and that, on the other
hand, the new and old ethical problems CE works on
within the context of (5) — the PAPA group,4 that is
privacy, accuracy, intellectual property and access, but
also security and reliability, being arguably some of
the best examples — have been so transformed by the
computing technology in which they are embedded
that they acquire an altered form and new meanings;
and finally that, in both cases, we are confronted by the
emergence of an innovative ethical approach, namely
CE, which is at the same time original and of an
unquestionable philosophical value.

Unfortunately, however, neither line of reasoning
carries much weight. The more general thesis just fails
to be convincing, whereas the more restricted thesis is,
more interestingly, the actual source of the foundation-
alist crisis that presently afflicts CE. I shall later defend
the view that CE does have something distinctive and
substantial to say on moral problems, and hence can
contribute a new and interesting perspective to the
ethical discourse, but at the moment we need to realise
that features 1-3 fail to make CE any different from,
let alone better than, other ethical theories already
available, most notably Consequentialism and Deonto-
logism, while we have seen that feature 4 may work
equally well against CE’s philosophical ambitions, for
it leads to the Carpentry problem. As for feature 5,
it takes only a moment of reflection to realise that,
together with 4, it is one of the factors that contri-
butes to, rather than solves, the foundational problem,
for the following reason. If new moral problems have
any theoretical value, either by themselves or because
embedded in original contexts, they usually provide
only further evidence for the discussion of well-
established ethical doctrines. Thus, CE-problems may
work as counterexamples, show the limits or stretch
the conceptual resources of already available macro-
ethics, that is theoretical, field-independent, applicable
ethics, but can never give rise to a substantially new
ethical perspective, unless they are the source of some
very radical reinterpretation. ICT, by transforming in
a profound way the context in which some old ethical
issues arise, not only adds interesting new dimensions
to old problems, but may lead us to rethink, methodo-
logically, the very grounds on which our ethical posi-
tions are based. Missing the latter perspective, even
people who support the importance of the work done

4 R. Mason. Four Ethical Issues of the Information Age MIS
Quarterly 10.1, pp. 5-12, 1986. In this provocative essay Mason
discusses dilemmas thought to be unique to ICT and identifies
at least four main ethical issues for ICT professionals: privacy,
accuracy, ownership, and access to information, summarised
by the acronym PAPA. The essay has been influential in the
subsequent literature.
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in CE are led to adopt a dismissive attitude towards its
philosophical significance, and argue that there is no
special category of computer ethics, but just ordinary
ethical situations in which computers and digital tech-
nology are involved, and therefore that CE is at most
a microethics, that is a practical, field-dependent,
applied and professional ethics.5 Interest in CE is
then more justified than interest in Carpentry Ethics
only because, in the information society, computers
rather than timber permeate and influence almost every
aspect of our lives, so we need a conceptual interface
to apply ethical theories to new scenarios. If there were
only a limited number of machines, kept under very
tight control, there would be neither CE nor any need
for it.

Behind CE’s foundationalist problem there lies
a lack of a strong ethical programme. Although
everyone seems to agree that CE deals with innova-
tive ethical issues arising in ICT contexts within 5,
instead of reflecting on their roots and investigating, as
thoroughly as possible, what new theoretical insights
they could offer, we are urged by features 3 and 4 to
rush on, and look immediately for feasible solutions
and implementable decisions. The result is inevitably
disappointing: 3 and 4 load 5 with an unduly action-
oriented meaning (see below) and CE-problems are
taken to entail the fact that CE is primarily, when not
exclusively, concerned with the moral value of human
actions. Understood as a mere decision-making and
action-oriented theory, CE appears only as a prac-
tical subject, which can hardly add anything to already
well-developed ethical theories.

This is the present state in which CE finds itself.
Moral problems in CE, with their theoretical implica-
tions, are invariably approached against the back-
ground of a Deontologist, Contractualist or, more
often, Consequentialist position. Predictably, CE itself
is either disregarded, as a mere practical field of no
philosophical interest, or colonised as a special domain
of the application of action-oriented (see below) ethics

S For an influential defence of this view see for example
Deborah D. Johnson in her Computer Ethics, 2" ed. (Upper
Saddle River N.J.: Prentice Hall, 1994). Johnson shows some
sympathy for a moderately Kantian perspective, but does not
take an explicit position. The main thesis is that ethical issues
surrounding computers are not wholly new, and that it is not
necessary to create a new ethical theory or system to deal with
them. They have some unique features, but we can rely on
our traditional moral principles and theories. A radical posi-
tion is taken by Duncan Langford in Practical Computer Ethics
(London: McGraw-Hill, 1995), who disregards a philosophical
approach to CE as dispensable: “[... ] this book is not a work of
theoretical analysis and di ion. Practical Comp Ethics
is not for academic philosophers” (from the very first paragraph
of the Introduction).

in search of intellectual adventures.® Conceptually,
it is a most unsatisfactory situation, for two related
clusters of reasons.

Macroethics and computer ethics

On the more negative side, the nature of CE-
problems seems to strain the conceptual resources
of action-oriented theories more seriously than
is usually suspected. When consistently applied,
both Consequentialism, Contractualism and Deonto-
logism show themselves unable to accommodate
CE-problems easily, and in the end may well be inad-
equate. Two possible forms of distortion, sometimes
caused by the application of inappropriate action-
oriented analyses, are the projection of human agency,
intelligence, freedom and intentionality (desires, fears,
expectations, hopes etc.) onto the computational
system, and the tendency to delegate to the computa-
tional system as an increasingly authoritative interme-
diary agent (it is not unusual to hear people dismiss
an error as only the fault of a computer). In both
cases, we witness the erosion of the agent’s sense of
moral responsibility for his or her actions. Without
an ‘object-oriented’ approach (see below), computer
ethics may end up anthropomorphizing computational
systems.

That such limits have not yet been fully and
explicitly investigated in CE literature, despite
their decisive importance, is a clear mark of the
extraordinary sense of inferiority shown by CE
towards philosophically better-established theories.
Here, I can only alert the reader to the problem by
sketching a few points.

To begin with, we might expect that the empir-
ical, decision-making orientation of CE-problems
would tend to make Deontologism, with its inflex-
ible universal maxims and duty-based ethics, a much
less likely candidate than either Contractualism or
Consequentialism; while the strength of the conflicting
interactions between different rights, duties and moral
values, emerging from the case-studies carried on so
far — think, for example, of society’s right to security
vs. cryptography, of privacy vs. public control of
information, of freedom of expression vs. offensive
information — further undermines the viability of a
purely Deontological approach to CE. Even more
specifically, Kant’s moral imperatives appear to be

6 See for example D. M. Ermann, M. B. Williams and
M. S. Shauf, editors, Computers, Ethics and Society, 2"
ed. New York: Oxford U.P, 1997. Especially the first part,
entitled Computers in an Ethical Framework for a philosophical
perspective.
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challenged by two problems. Neither the law of impar-
tiality (the Golden rule) nor the law of universality
(behave as a universal legislator) are sufficient to
approach the following two types of problems:

1. CE-problems not involving human beings.

Common sense rejects the idea that there might be
victimless crimes, e.g. computer crimes against banks,
or that vandalism may not be morally blameworthy (I
shall come back to this problem later), yet it is unclear
how a Deontological approach can cope with this kind
of problem, since both Kantian imperatives apply only
to anthropocentric contexts.

2. CE-problems with a ludic nature.

The agent often perceives computer crimes as games or
intellectual challenges and his actions as role playing.
Because of the remoteness of the process, the imma-
terial nature of information and the virtual interaction
with faceless individuals, the information environment
(the infosphere) is easily conceived of as a magical,
political, social, financial dream-like environment, and
anything but a real world, so a person may wrongly
infer that her actions are as unreal and insignificant
as the killing of enemies in a virtual game. The
consequence is that not only does the person not feel
responsible for her actions (no one has ever been
charged with murder for having killed some monsters
in a video game), but she may be perfectly willing
to accept the universal maxim, and to extend the
rules of the game to all agents. The hacker can be
a perfect Kantian because universality without any
concern for the actual consequences of an action is
ethically powerless in a moral game.

The previous problems may help to explain why, in
practice, most of the theoretical literature on CE tends
to adopt some pragmatic version of the MINMAX and
Golden rules (minimise harms, maximise benefits and
“do unto others as you would have them do unto you™)
and is often more or less knowingly Consequentialist
and sometimes Contractualist in orientation. Things,
however, are no more promising if we look at these two
approaches, for they too end up strained by the nature
of the problems in question. A few essential issues may
be sufficient to illustrate the point:

1. the virtual nature of the actions in question often
makes it possible for them to remain completely
undetected and to leave no really perceptible
effects behind;

2. even when 1 does not apply, ICT distances
the agent from, and hence diminishes his
sense of direct responsibility for his computer-
mediated, computer-controlled and computer-
generated actions. Besides, the increasing separa-

tion of actions and their effects, both in terms of
the anonymity of the agent and in terms of concep-
tual distance, makes ‘moral sanctions’ (in Mill’s
sense) ever less perceptible by the agent the more
indirect, distant and obscure the consequences of
his actions are;

. in connection with 1-2, there is a corresponding

de-personalisation and an increasing sense of the
practical anonymity of actions/effects, in a context
where an individual agent’s behaviour is often
rightly perceived as only a marginal and micro-
scopic component of wider and more complex
courses of action. The diffusion of responsi-
bility brings with it a diminished ethical sense in
the agent and a corresponding lack of perceived
accountability;

. in connection with 1-3, the high level of control

and compartmentalisation of actions tends to
restrict them and their evaluation to specific areas
of potential misbehaviour;

. in connection with 1-4, the ostensibly negative

anthropology resulting from CE case-studies
shows that human nature, when left to itself,
is much more Hobbesian and Darwinian than
Consequentialism may be ready to admit and
hence able to cope with. The increasing number
and variety of computer crimes committed by
perfectly respectable and honest people shows
the full limits of an action-oriented approach to
CE: computer criminals often do not perceive,
or perceive in a distorted way, the nature of
their actions because they have been educated to
conceive as potentially immoral only human inter-
actions in real life, or actions involving physical
and tangible objects. A cursory analysis of the
justifications that hackers wsually offer for their
actions, for example, is sufficient to clarify imme-
diately that they often do not understand the real
implications of their behaviour, independently of
their technical competence. We have already seen
that this problem affects a Deontological approach
as well (the ludic problem);

. even when 1-5 do not apply, the great

complexity of the constantly changing infosphere
often makes any reasonable calculation or fore-
casting of the long-term, aggregate value of the
global consequences of an individual’s actions
impossible;

. quite apart from 1-6, the individual and his/her

rights acquires an increasing importance within
the information society, not just as an agent, but
also as a potential target of automatically tailored
actions, yet individual’s rights are something that
Consequentialism has always found difficult to
accommodate.
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With the exception of point 5 and the inclusion of the
next point

8. in connection with 1-4, the asymmetric nature of
‘virtual® actions gives rise to a ‘state of nature’
where individuals are very far from having even
a vaguely comparable strength, either technical
or technological, and therefore the ‘strongest’
can behave perfectly rationally, ‘opt out” of the
social contract and be successful. For example,
a very appropriate game-theoretic approach to
CE-problems would show that, since there are
never equal conditions, the ‘game’ is heavily
biased towards the hacker; suffice to mention here
that most experts agree that the vast majority
of computer crimes remain undetected, not just
unpunished;

the previous problems can be extended to Contrac-
tualism as well, if we treat it as a version of
Consequentialism based on a negative anthropology
and a conception of the nature of actions as always
rationally motivated only by self-interest (I shall very
briefly comment on a Deontological form of Contrac-
tualism later).

If Deontologism, Consequentialism and Contrac-
tualism are not ready-to-use programmes, which need
to be only slightly recompiled to become applicable
in the context of CE and deliver the expected results,
on the more positive side we may wish radically to
re-consider the action-oriented nature of CE itself.
For this, we first need to sketch a simple model of
macroethics.

A model of macroethics

Any action, whether morally loaded or not, has the
logical structure of a binary relation between an agent
and a patient. The interpretation of what can then
be inferred from the occurrence of prima facie moral
actions, in terms of what is the primary object of
the ethical discourse, is a matter of philosophical
controversy. Virtue Ethics, and Greek philosophy
more generally, concentrates its attention on the moral
nature and development of the individual agent who
performs the action. It can therefore be properly
described as an agent-oriented, ‘subjective’ ethics.
Since the agent is usually assumed to be a single
human being, Virtue Ethics is intrinsically anthropo-
centric and individualistic. Nothing would prevent it
from being applicable to non-individual agents, like
political parties, companies or teams, yet this is not
usually the way in which Virtue Ethics is developed,
partly because of a historical limitation, which has
Greek roots in the individualist conception of the

agent in question and the metaphysical interpretation
of his functional development, and partly because
of a contemporary empiricist bias, which consists in
an anti-realist conception of non-individual entities —
paradoxically, we live in a materialist culture based
on ICT but we do not treat data or information
as real objects — and in a pre-theoretical refusal to
conceive of moral virtues also as holistic properties of
complex systems. We shall see later that the removal of
such limitations has interesting consequences for the
foundation of CE.

Developed in a world profoundly different from
the small, non-Christian Athens, Utilitarianism, or
more generally Consequentialism, Contractualism and
Deontologism are the three most well-known theories
that concentrate on the moral nature and value of
the actions performed by the agent. They are ‘rela-
tional” and action-oriented theories, intrinsically social
in nature. They obviously anchor the stability of the
moral value of human actions very differently — the
former two a posteriori, through the assessment of
their consequences in terms of global and personal
welfare, the latter a priori, through universal principles
and the individual’s sense of duty — but the principal
target of their analysis remains unchanged, for they
both tend to treat the relata, i.e. the individual agent
and the individual patient, as secondary in importance,
and may sometimes end up losing sight of their destiny.
From their relational perspective, what the individual
agent becomes or does in his autonomy, and quite
irrespective’ of external factors, as may be the case
in Virtue Ethics, now has less importance than the
more significant interactions between the agent and
the surrounding society, or even the simple possibility
of such interactions (the Kantian universal maxim).
These ethics may be based on a central concept of self-
interest (Consequentialism and Contractualism) but
their analyses focus primarily on the nature of action
and choice, understood as the function from human
interests to moral values, and thus shift the atten-
tion from a purely agent-oriented to a substantially
interaction-oriented approach. Thanks to this shift in
perspective, the philosophy of history, understood as
the ethical interpretation of the collection of all signi-
ficant actions liable of a moral evaluation, acquires
more relevance than