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Demystifying Emotions provides a comprehensive typology of emotion
theories in psychology (evolutionary, network, appraisal, goal-directed,
psychological constructionist, and social) and philosophy (feeling, judg-
mental, quasi-judgmental, perceptual, embodied, and motivational) in a
systematic manner with the help of tools from philosophy of science,
allowing scholars in both fields to understand the commonalities and
differences between these theories. Agnes Moors also proposes her own
novel, skeptical theory of emotions, called the goal-directed theory, based
on the central idea that all kinds of behaviors and feelings are grounded in
goal-striving. Whereas most scholars of emotion do not call the notion of
emotion itself into question, this review engages in a critical examination of
its scientific legitimacy. This book will appeal to readers in psychology,
philosophy, and related disciplines who want to gain a deeper understand-
ing of the controversies at play in the emotion domain.
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Preface

Almost every book on emotions starts with a description of a variety of
emotions – ranging from joy over being kissed back by a love interest, the
nagging regret over a short-sighted decision, pride in the accomplishment
of a difficult task, sadness over a definitive goodbye, fear of being
attacked in a dark alley, and anger about being mistreated or underesti-
mated. This is followed by emphasizing how emotions are the spice of
our lives without which we would be condemned to leading a dull
existence. After that, the reader is alerted to the fact that the history of
our science shows eras of emotional drought when scientists did not
know how to fit emotions in their impoverished frameworks, followed
by eras of emotional flood in which a wealth of emotion theories have
mushroomed but that show a striking lack of consensus. Authors then
promise to provide solace by presenting a novel way of organizing the
differences and similarities between theories, and if the reader is lucky, a
novel theory that deals with all the challenges of its predecessors
and beyond.
I share these authors’ ambition to present a novel way of organizing the

literature, and even in proposing a novel theory of the phenomena called
emotions. Yet, whereas most scholars of emotion do not call the notion of
emotion itself into question nor its causal powers, I will critically examine
its scientific legitimacy and fruitfulness. Without denying the scientific
interest in explaining the phenomena themselves, that is, the fact that our
everyday routines are traversed by ups and downs, I will join the small
brigade of skeptical theorists in their attempt to demystify the phenom-
ena called emotions.
The first aim of the book is to compare major emotion theories in

psychology (i.e., evolutionary, network, appraisal, goal-directed, psycho-
logical constructionist, and social theories) and philosophy (i.e., feeling,
judgmental, quasi-judgmental, perceptual, embodied, and motivational
theories) in a systematic manner with the help of tools from philosophy of
science. Although previous comparisons of theories have provided many
useful insights, they tend to be partial. All too often, scholars are guilty of
portraying rival theories in a caricatured way so that their own theory
emerges as the miracle solution. I believe the time is ripe for a more

xiii
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in-depth and systematic approach. This will be to list phenomena that
merit explanation, to describe and compare possible explanations for
these phenomena, using a fine-tooth comb, and to examine whether
and how these explanations can be tested empirically and whether they
are internally consistent. It is not my aim to settle any of the debates in a
definitive manner nor to enforce premature consensus. My first hope is
that this exercise will lead to the clearing up of misunderstandings among
emotion theorists. This may increase consensus in some respects but it
may also lead to a sharpening of the real differences. Once real differences
are identified, ways of examining them can be developed and targeted
efforts can be made to further investigate these differences. This may
eventually move the field forward.

The second aim of the book is to propose my own skeptical theory of
the phenomena called emotions. Much of my previous theoretical and
empirical work on emotions was inspired by appraisal theories.
However, several elements contributed to a shift in my thinking and
culminated in the recently developed goal-directed theory. One element
is my own lab’s failures to empirically confirm hypotheses of appraisal
theories about the influence of appraisals on action tendencies, especially
when appraisals were manipulated experimentally and action tendencies
were measured with indirect objective methods. Another element is the
range of challenges articulated by existing skeptical theories. A final
element is my increasing acquaintance with other literatures such as those
on motivation, action, and operant learning. Applying insights from these
literatures to the study of emotion combined with a sizable skepticism
about popular dual-system models in psychology changed my thinking
for good.

The book is structured as follows. The first part (“Introduction”) com-
prises two chapters. Chapter 1 (“Theory Development and Concepts”)
lays out a meta-theoretical framework composed of insights borrowed
from philosophy of science. This framework forms the backbone of the
book and is indispensable for understanding the following chapters.
Chapter 2 (“Demarcation-Explanation Cycle Applied to Emotion
Theories”) applies this framework to the emotion domain, providing a
blueprint for the analysis of emotion theories discussed in the second part
(“Emotion theories one by one”). This part comprises seven chapters.
Chapter 3 (“General Precursors”) kicks off with Darwin (1872), followed
by James (1890b), whose theory is called a feeling theory in philosophy.
Chapter 4 (“Evolutionary Theories”) covers evolutionary theories in
psychology, also known as motivational theories in philosophy.
Chapter 5 (“Network Theories”) discusses network theories in psych-
ology and kindred theories in philosophy. Chapter 6 (“Stimulus
Evaluation Theories”) handles stimulus evaluation theories, which

xiv Preface
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include appraisal theories in psychology, and judgmental theories, quasi-
judgmental theories, perceptual theories, and embodied theories in phil-
osophy. Chapter 7 (“Response Evaluation Theories”) is dedicated to
response evaluation theories, in particular my own version of them, the
goal-directed theory. Chapter 8 (“Psychological Constructionist
Theories”) discusses psychological constructionist theories. After having
discussed these “personal” emotion theories, I discuss the “social” ver-
sions of these theories in Chapter 9 (“Social Theories”). The book closes
with a third part and Chapter 10 (“Conclusion”), in which I examine
whether some form of integration of the discussed theories is possible.
Each of the seven theory chapters includes a description of important

lines of empirical research that have been carried out under the umbrella
of the respective theory. The empirical parts are not meant as exhaustive
overviews but try to give insight into the ways in which research has
tackled the questions identified in the theoretical parts.
The book is interspersed with three boxes that delve deeper into issues

that transcend individual theories. Box 2.1 pitches the distinction between
stimulus-driven and goal-directed processes, which I consider to be one
of the central axes on which theories differ. Box 2.2 organizes empirical
research methods. Box 7.1 clarifies the nuts and bolts of emotion
regulation.

Preface xv
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PART I

Introduction

The emotion domain suffers from a proliferation of theories. The trad-
itional way of organizing these theories is to group them into discrete
categories. I propose a novel typology, in which theories are placed on
several axes. Axes correspond to questions that arise during theory
development. The places that theories occupy on these axes correspond
to the answers they provide to these questions. Chapter 1 describes
theory development as a cycle composed of various stages. It also lays
out a number of basic concepts and background assumptions required for
understanding the chapters that follow. Chapters 2–9 make use of this
cycle to compare a range of emotion theories from psychology
and philosophy.

1
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CHAPTER 1

Theory Development and Concepts

Theory development can happen via different paths. Section 1.1 describes
one such path: the “demarcation-explanation cycle.”1 This path will turn
out to be particularly suitable to describe theory development in the
emotion domain. Section 1.2 introduces different types of definitions
and ways to evaluate their adequacy. Section 1.3 introduces different
types of explanations, and related to this, the notion of levels of analysis.
This section also digs deeper into the ingredients of mechanistic explan-
ations such as representations, operations, and operating conditions
(related to automaticity). It also briefly pauses to discuss dual-process
and dual-system models, different types of rationality, and different
usages of the term cognition.

1.1 Demarcation-Explanation Cycle

Scientists develop theories with the aim of explaining, predicting, and/or
controlling phenomena (Barnes-Holmes & Hughes, 2013). Although pre-
diction and control are in principle possible without explanation, many
agree that explanation is an aim worth pursuing in itself, and that it does
have invaluable benefits for prediction and control. “Explanation” is an
activity in which an explanandum (i.e., a to-be-explained phenomenon) is
linked to an explanans (i.e., an explaining entity or set of entities). To
illustrate with a toy example, one type of explanation of the phenomenon
of water links it to H2O. Researchers need to demarcate the explanandum
before they can search for an explanans. Rather than being a linear
process, however, demarcation and explanation are better understood
as alternating activities that can be embedded in a series of cycles.
A first cycle comprises the following four stages (see Figure 1.1(a)).

In the first stage, researchers present a provisional demarcation or
working definition of the explanandum. If the explanandum is a single
entity, the working definition can be a collection of superficial properties.

1 This path combines elements from Bechtel’s (2008) path towards “reconstitution of the
phenomenon” with elements from Carnap’s (1950) path towards “explication.”

3
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For instance, water is a transparent, odorless fluid that runs in rivers and
falls out of the sky. In the second stage, researchers develop an explan-
ation of some type, in which they link the explanandum to an explanans.
In the water example, they discover that the molecular structure of water
is H2O. In the third stage, the explanation is validated by testing it in
empirical research. In the water example, researchers take samples of
water according to their working definition and they check whether the

water =

explanans

explanandum

H2O

WORKING/DESCRIPTIVE/FOLK
DEFINITION

EXPLANATION-INFUSED/PRESCRIPTIVE/SCIENTIFIC
DEFINITION

stage 1

stage2
EXPLANATION

CONSTITUTIVE
CAUSAL

MECHANISTIC

EMPIRICAL TEST

water = H2O

stage  3

2

2=

stage 4(a)

(b)

explanandum

stage 1 stage 4

stage2
EXPLANATION

CONSTITUTIVE
CAUSAL

MECHANISTIC

EMPIRICAL TEST
stage  3

air =

CO2

N2O2

WORKING/DESCRIPTIVE/FOLK
DEFINITION

EXPLANATION-INFUSED/PRESCRIPTIVE/SCIENTIFIC
DEFINITION

RIC
tag
PIR

geg

Figure 1.1 Demarcation-explanation cycle: (a) water; (b) air

4 Theory Development and Concepts
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molecular structure of these samples is indeed H2O. If this is sufficiently
confirmed, in a fourth stage, the explanans may eventually become part
of the definition of the phenomenon, where it replaces the superficial
features of the working definition. This definition has now become an
explanation-infused definition.2 Instead of demarcating water as a clear,
odorless fluid, it is now equated with H2O. From now on, water defined
as H2O may figure in new explananda such as the phenomenon that
certain substances (e.g., sugar) dissolve in water whereas others (e.g.,
oil) do not. Note that this new explanandum is no longer a single entity
(water), but a regularity between entities (i.e., the mixing of water with
other substances and the resulting substance). When new explanations
are developed and tested, a scientific theory of water gradually develops.
The entities in science can be understood as sets that have members.

This allows us to portray the cycle as follows. Theorists take the working
definition of a set as the starting point and develop an explanation in the
hope that this will yield a common denominator for the members in this
set. If the quest for a common denominator is successful, it forms the basis
for the explanation-infused definition of the set.
The demarcation-explanation cycle not only describes (one path

towards) theory development in the natural sciences but also in the
behavioral and mind sciences, in which all kinds of behaviors and experi-
ences can be targets of explanation. It is especially suitable to describe
theory development in the emotion domain, as this domain is still in the
stage of figuring out what emotions are. Before we can get our teeth into
the emotions, we need to elaborate on the present framework. The
following sections discuss types of definitions, types of explanations,
and related concepts.

1.2 Types of Definitions and Adequacy

Parallel to what I said about “explanation,” “definition” can be thought
of as an activity that links a definiendum (i.e., to-be-defined entity) to a
definiens (i.e., defining expression) in an identity relation. The
demarcation-explanation cycle contains two types of definitions: a
working definition in Stage 1 and an explanation-infused definition in

2 This corresponds to Bechtel’s (2008) “reconstitution of the phenomenon.” Several other
authors have accepted explanantia at the heart of definitions (e.g., Eilan, 1992; Gordon,
1974; Green, 1992; Reisenzein, 2012; Reisenzein & Junge, 2012; Reisenzein & Schönpflug,
1992; Siemer, 2008). A well-known example is that of “sunburn defined as inflammation
of the skin caused by overexposure to the sun” (Gordon, 1978). Note that the credo to
avoid conflating explanandum with explanans, although violated in the fourth stage,
remains important for the first three stages.

1.2 Types of Definitions 5

https://doi.org/10.1017/9781107588882.004 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.004


Stage 4. The working definition is often a descriptive or folk definition, that
is, a description of the way in which laypeople understand an entity. The
explanation-infused definition is a prescriptive or scientific definition, that
is, a definition in which scientists prescribe how the entity should be
understood in scientific discourse (Widen & Russell, 2010).

Another type of distinction pertains to different formats of definitions
(J. Lyons, 1977, p. 158). Intensional definitions specify the conditions or
criteria for a member to belong to a set (i.e., the intension): a single
condition that is both necessary and sufficient or a conjunction of neces-
sary conditions that are together sufficient. The conditions are often
expressed as properties (Orilia & Paolini Paoletti, 2020). For instance,
the set of bachelors has the properties “men” and “unmarried.” Note that
intensional definitions often do not list all the necessary conditions of a
set, but only those that help demarcate the set from specific other sets. The
non-mentioned necessary conditions either are implicated in some of the
mentioned ones, or they are implicitly assumed. In the bachelor example,
the condition “men” implies a bunch of conditions that make the exist-
ence of men possible (e.g., that there is a world, and a galaxy) and a bunch
of implicit conditions (e.g., that the men are human and that they are
adults not babies).

Extensional definitions list the members within a set (i.e., the extension).
Intensional and extensional definitions are reciprocal: A set with the
intension “all integers between 2 and 7” fixes the extension to {3, 4, 5,
6}. Conversely, a set with the extension {3, 4, 5, 6} leaves room for several
intensions, of which a simple one is “integers between 2 and 7” and a
more complex one could be “integers that subtract 7, 6, 5, 4, and 3 from
10.” A complete extensional definition is only possible for finite sets. For
infinite sets, the most one can do is give a sampling definition in which a
few prototypical members are listed.

A special type of extensional definitions, which I call divisio defin-
itions, specify the subsets within a set.3 Divisio definitions not only help
to demarcate a set, similar to intensional and extensional definitions, but
also to organize the variety within a set. Sets can often be partitioned in
more than one way. The set {3, 4, 5, 6} can be split on a low level into
subsets that correspond to each of the members ({3},{4},{5},{6}). On a
higher level, it can be split into the broad subsets of small ({3, 4}) and
large numbers ({5, 6}), but also into the broad subsets of even ({2, 4}) and
odd ({3, 5}) numbers. The way in which theorists partition a set thus
involves an element of choice.

3 The term was originally used by Cicero (Topics, V. 28; cited in Ierodiakonou, 1993).
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The sets, subsets, and members that science is interested in qualify as
types (i.e., abstract entities) that can be exemplified or instantiated by
tokens (i.e., concrete entities in space-time; Wetzel, 2018). It could be
argued that when members are understood as types, they are in fact
subsets of tokens. For this reason, I will continue to talk about “divisio
definitions” instead of “extensional definitions.”
In principle, both working definitions and scientific definitions can take

on an intensional format (i.e., a list of properties) and a divisio format (i.e.,
a list of subsets). While scientific definitions strive for completeness and
precision, working definitions are first approximations. This is why
working definitions will often be partial or incomplete.

The scientific definitions in Stage 4 can be evaluated in terms of their
adequacy using meta-criteria such as similarity, fruitfulness, and simpli-
city, to name the most important ones (Carnap, 1950). I first discuss what
these criteria entail in the case of intensional definitions before turning to
divisio definitions.
In the case of intensional definitions, the similarity meta-criterion entails

that the extension of the scientific definition bears sufficient overlap with
the extension of the working definition. This means that the scientific
definition should tie in with common sense (Green, 1992; Scarantino,
2012b). For instance, the members of the scientific set “water” should show
substantial overlap with members of the folk set “water.”
The fruitfulness meta-criterion requires that a set allows for scientific

extrapolation, that is, the generalization of discoveries about one exem-
plar to other exemplars in the set (Griffiths, 2004a; Scarantino, 2012b).
Scientific extrapolation is only possible when the set is homogeneous in a
non-superficial way. Exemplars must share a deep similarity such as a
common constitution, a common causal mechanism, or even a common
function. If the set is too heterogeneous, not enough generalizations can
be made from one exemplar to another. According to this criterion,
“diamond” is an adequate set because all its members are constituted
by one mineral whereas “jade” is inadequate because its members can be
constituted by two different minerals: jadeite and nephrite. Discoveries
for jadeite may not generalize to nephrite.
The meta-criterion of simplicity or parsimony, finally, requires that the

conditions in a scientific definition be few. Demarcating the set of water
using H2O as the only condition is simple. In fact, the simplicity meta-
criterion is hard to separate from the fruitfulness meta-criterion. The ideal
is to find a simple common ground among the members of a set, not a
complex disjunction of several partially common grounds as this would
again hamper extrapolation. This can be captured in the term “fruitful-
ness-annex-simplicity meta-criterion” but for ease of communication
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I will continue to use the term fruitfulness and treat the simplicity meta-
criterion as part of it.

Theorists must strike a balance between similarity and fruitfulness
even though there are no guidelines for how to establish their relative
weights (Swartz, 1997). If the folk set is heterogeneous at the outset, a
trade-off between these meta-criteria is inevitable. Maximizing similarity
comes at the cost of fruitfulness and maximizing fruitfulness comes at the
cost of similarity. Take again the folk set “jade,”which is composed of the
minerals of jadeite and nephrite. If the scientific definition keeps both
minerals on board, this would ensure maximal similarity at the expense
of fruitfulness. If the scientific definition keeps only one mineral on board
and throws out the other, this would ensure maximal fruitfulness at the
expense of similarity. In between these extreme forms of prioritizing
similarity or fruitfulness, more subtle forms can be identified.

One moderate form of prioritizing similarity over fruitfulness consists
in giving up the quest for a classic intensional definition (with one
condition that is both necessary and sufficient or a conjunction of neces-
sary conditions that are jointly sufficient) and turning instead to a cluster-
type definition. Simply put, a cluster-type definition is a weak form of
intensional definition in which the status of the conditions is relaxed from
necessary to typical (Boyd, 1999, 2010; Searle, 1958; Wittgenstein, 1953).
For instance, the conditions used to demarcate the set of lemons are
typical instead of necessary: oval (some lemons are round), yellow (some
lemons are green), and acid (some lemons are bitter). Members belong to
the set when they show more or less resemblance with a prototype
(Rosch, 1999), understood as an average of all members of the set
(Posner & Keele, 1968) or a salient member (Kahneman & Miller, 1986;
see Russell, 1991). More formally, cluster-type definitions can be
expressed as a disjunction of sets of jointly sufficient properties
(Longworth & Scarantino, 2010). The set of lemons has the properties
“oval, yellow, and sour” or “oval, yellow, and bitter,” or “round, yellow,
and sour,” and so on. Thus, cluster-type definitions still count as inten-
sional definitions but they are more complex than their classic counter-
parts and they may hamper smooth extrapolation. Cluster sets are
common in science. In addition to lemons, other popular examples are
biological species, games, art, and mental disorders. Proponents of this
approach argue that the cost for fruitfulness, although in principle
increased, remains low in practice. The fact that a strict intensional
definition has not been found for lemons does not bother people who
need to buy lemons to make lemonade. If it tastes and smells like lemon,
it will do.

Moderate forms of prioritizing fruitfulness over similarity, on the other
hand, consist in trimming the folk set to a smaller or larger degree.
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For instance, when the folk set “fish” turned out to contain not just cold-
blooded vertebrates that have gills throughout life (like guppies and
sharks) but also a small number of warm-blooded species that breathe
through lungs (like dolphins and whales), the latter were trimmed off
from the scientific set of fish. The case discussed above in which nephrite
is thrown out of the set of jade is more radical in that much more from the
initial set is lost. Another solution to handle heterogeneity in this case
would be to split the folk set into two equally valid subsets. In this way,
more can be rescued from the folk set than just a single subset.
The most radical form of prioritizing fruitfulness over similarity con-

sists in the elimination of the set altogether. If the quest for a common
ground turns out to be unsuccessful, scientists may conclude that the set
cannot reach a scientific status. Take the example of air (see Figure 1.1
(b)).4 Just like water, air was once thought to be a fundamental building
block of nature. The working definition of air contained superficial fea-
tures such as that it is a transparent, odorless gas that fills our lungs and
the sky. Scientists discovered that all members of the set of air are
composed of varying molecules such as oxygen, nitrogen, and carbon
dioxide. The lack of a stable common denominator led them to conclude
that air is not an adequate scientific set (at least not in chemistry). The
question of whether the folk set “emotion” is more like “water,” “fish,”
“jade,” or “air” is one that I will be considering later in this book.
Turning to the case of divisio definitions then, the similarity meta-

criterion entails that the scientific definition carves up the set in a similar
way to the working definition. The fruitfulness meta-criterion stipulates
that subsets should be created on the basis of simple criteria that allow for
extrapolation between the members of each subset. For instance, a scien-
tific divisio definition with subsets solid, fluid, and gasiform H2O is
similar to the working divisio definition with subsets ice, running water,
and steam. The partitioning is fruitful because it is based simply on
temperature differences and allows extrapolation within each of the
resulting subsets.
Once a set has reached the status of a scientific set, it can be called a

scientific or investigative kind (Brigandt, 2003; Griffiths, 2004a). Some
scientific kinds are called natural kinds. A natural kind not only requires
a common denominator that allows for extrapolation, but also that the
common denominator be natural, as is captured in the aphorism that
natural kinds carve nature at its joints. Natural kinds are typically con-
trasted with arbitrary or conventional kinds, in which the members are
held together by a common feature that is not natural but resides, at least

4 I owe this example to Jim Russell.
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in part, in the minds of the people making the classification. Examples are
the set of weeds and the set of pet animals. The differences between
weeds and cultivated plants or between pets and other animals cannot
be easily captured in natural terms. Weeds and pets can nevertheless be
considered as investigative kinds in certain scientific disciplines such as
domestication science (Griffiths, 2004a). The question of whether emotion
is a natural kind or a conventional kind has gathered some interest
among emotion theorists. It is good to realize, however, that the debate
about emotions as natural kinds is complicated by the fact that some
scholars have stretched the meaning of natural kinds and use it as
synonymous with scientific kinds. Such an extension of meaning is based
on the ideas that (a) “natural” is not synonymous with “material” but can
also be “mental” and (b) “natural” does not need to equate with a
“natural essence” (as per a classic intensional definition) but can also
include a “cluster of natural features” (as per a cluster-type intensional
definition) (for discussions see Barrett, 2006a; Boyd, 1999; Griffiths, 2004a;
Scarantino, 2012b; Scarantino & Griffiths, 2011).

1.3 Types of Explanations and Levels of Analysis

Explanations come in various types. Three types will turn out to be
relevant for present purposes: constitutive explanations, causal explan-
ations, and mechanistic explanations (see Figure 1.2). I illustrate these
types with the hangover example. A constitutive explanation specifies the
constituents or components of a phenomenon. For instance, a hangover is
comprised of a headache, nausea, and a dry mouth. This constitutive
explanation is not yet a definition because the presence of these compon-
ents is not sufficient to demarcate hangovers from other phenomena.
Indeed, a headache, nausea, and a dry mouth may also occur when
someone has the flu. To demarcate hangovers from viral infections we
probably need a causal explanation, in which a hangover is linked to
excessive drinking the night before. In such an explanation, a phenom-
enon is explained by pointing at an antecedent cause. A mechanistic
explanation specifies the detailed steps of the mechanism that mediates
between the cause and the explanandum. Drinking allows alcohol to flow
into the bloodstream, part of which is transformed by the liver into
acetaldehyde (via a mechanism called alcohol dehydrogenase) and fur-
ther into acetate (via a mechanism called acetyl dehydrogenase). This
causes the contraction of blood vessels in the brain, ending up in a
headache, and so on.

The nature of these three types of explanations is best understood if we
place them within a levels-of-analysis framework. Levels can be distin-
guished on the basis of several criteria (e.g., scientific disciplines, strata
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across nature, mere aggregates, size, and complexity; see Bechtel, 2008;
Craver, 2015). I follow the proposal of mechanistic philosophers of sci-
ence (e.g., Craver, 2015) to distinguish levels on the basis of mereological
(i.e., part–whole) relationships: Level A is lower than level B if the entities
at level A are parts of the entities at level B.
In a causal explanation, the explanantia are causal factors situated at

the same level of analysis as the explanandum (Craver & Bechtel, 2007,

entity
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mechanism
= black box

entity
(effect)

CAUSAL EXPLANATION
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CONSTITUTIVE 
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Figure 1.2 Types of explanations: (a) explanandum is an entity;
(b) explanandum is a causal relation between entities
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2013). In constitutive and mechanistic explanations, the explanantia are
parts. Constitutive explanations specify the parts of the explanandum,
whereas mechanistic explanations specify the parts of the mechanism that
mediates between the cause and the explanandum. Thus, mechanistic
explanations start from and build on causal explanations in that they
specify the mechanisms at a lower level of analysis that mediate between
the causal entities (specified in the causal explanation) and the explanan-
dum (Craver, 2013).

In the case in which the explanandum is itself a causal relation between
entities (and not a simple entity), explanations that specify the parts of the
mechanism mediating between the two entities count as constitutive
explanations, strictly speaking. Craver and Tabery (2019; Salmon, 1984)
treat the latter type of explanation as a subform of mechanistic explan-
ations, calling them constitutive mechanistic explanations (Figure 1.2(b)),
next to the subform of etiological mechanistic explanations (i.e., which cor-
respond to what I called mechanistic explanations simpliciter so far;
Figure 1.2(a)). This leads to an extension of the taxonomy of explanations
into four types: purely constitutive ones, causal ones, etiological mechan-
istic ones, and constitutive mechanistic ones. The first three are suitable
when the explanandum is an entity; the fourth is suitable when the
explanandum is a causal relation between entities.

Mechanistic explanations not only specify parts but also activities that
spell out the causal relations between parts. The parts in mechanistic
explanations are not like marbles in a bag, but hang together in a causal
fashion.5,6 Minimal descriptions of activities only mention that they are
causal; more elaborate descriptions specify that the causal relations are
also excitatory or inhibitory, for instance, or that they involve certain
types of computations.

In addition to specifying parts and activities, mechanistic explanations
also specify the way in which different parts and activities are organized.
An organization can be linear, describing the linear transition from input
to output, but it can also be cyclical, in which case the output of a
previous cycle forms the input to a new cycle. In sum, mechanistic

5 Activities figure in etiological as well as constitutive mechanistic explanations. In purely
constitutive explanations, on the other hand, information about activities relating to
parts is optional. The parts of an atom (neutron, electron, proton), for instance, are
working parts, whereas the parts of a marble statue (head, rump, limbs) are not. Purely
constitutive explanations that do report activities are nearly indistinguishable from
constitutive mechanistic explanations.

6 Activities have also been characterized as the manifestations of dispositions (also called
powers or capacities; Piccinini & Craver, 2011). Some authors have argued that the task
of science is not to uncover the activities themselves but rather these dispositions
(Manicas & Secord, 1983).
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explanations not only look downwards (specifying parts; i.e., decompos-
ition) and sideways (specifying causal activities among parts), but also
upwards (specifying the organization of parts into wholes; i.e., recompo-
sition) (e.g., Bechtel, 2008; S. Bem & Looren de Jong, 2013).
Parts are presented as the structural aspect of mechanistic explanations

whereas activities are presented as the functional aspect of these explanations
(Bechtel, 2005). Parts are structural in that they have a location, shape,
and orientation, even if they resist a neat description in these terms (Piccinini
& Craver, 2011). Activities are functional in that they are specified in terms of
what they do or accomplish, that is, the output parts they produce given a
certain input part. In the hangover example, the mechanism of alcohol dehy-
drogenase takes ethanol as its input and produces acetaldehyde as its output,
after which the latter substance forms again the input of the mechanism of
acetaldehyde dehydrogenase producing acetate as its output. Explanations
that specify activities but leave out structural details are dubbed functional
analyses. Instead of contrasting the latter with mechanistic explanations,
Piccinini and Craver (2011; Craver & Kaplan, 2020) have portrayed them as
elliptical or incomplete sketches ofmechanistic explanations thatmay form the
first steps towards a complete mechanistic explanation.
In mechanistic explanations and functional analyses, the output of the

activities is the explanandum. If the consequences of an explanandum are
envisaged, however, we speak of a functional – in the sense of teleological –
explanation (Mundale & Bechtel, 1996). Functional explanations in psych-
ology and biology, for instance, specify the role that the explanandum
plays for an organism’s long-term goals or survival or for the species or
society as a whole. In the hangover example, it might be speculated that
hangovers help to avoid alcohol abuse in the future. Hangovers could
alternatively be considered as purely epiphenomenal, defying a func-
tional explanation. Functional explanations can be added to the tax-
onomy as a fifth type of explanation (see Figure 1.2(a)).

The mereological (i.e., part–whole) view of levels of analysis presented
thus far is still compatible with a rough division of levels into three broad
super-levels inspired by the levels pioneered by Marr (1982) and others
(e.g., Bechtel & Shagrir, 2015): an observable super-level, a mental super-
level, and a brain super-level. These levels correspond to strata that are
relevant for behavioral and mind sciences. At the observable super-level, a
system produces an observable output (effect) in response to an observ-
able input (cause). The transition from input to output can be called a
process, and is mediated by the mechanism as a whole. At this level, a
process is described in terms of its observable input, its observable
output, and the relation between the two. Typically, the observable input
is called the stimulus, and the observable output is a behavioral or
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physiological response. The mechanism between input and output is
treated here as a black box. At the mental super-level, this mechanism is
decomposed into submechanisms, which can themselves be described in
terms of their inputs, outputs, and interrelations. The intermediate inputs
and outputs, which are not observable, are called mental representations
and the relations or activities among them are called mental operations (see
more below). Each of the submechanisms at the mental super-level may be
decomposed further into even finer-grained submechanisms until, at the
final stages of decomposition, they correspond to brain processes situated
at the brain super-level. In other words, the big black box is recursively
decomposed into little black boxes all the way down (i.e., heuristic identity
relation between levels; Bechtel, 2008). The three super-levels mentioned
here are all situated in the individual. In the social sciences, a fourth, social
super-level can be proposed, where regular patterns of interactions between
individuals are specified (Bunge, 2004).

There is debate about how to understand (a) the relations between (all
kinds of ) mereological levels, which is an ontological question, and (b) the
relations between the scientific theories that occupy the four super-levels,
which is an epistemological question. Regarding the ontological question,
mechanistic philosophers see inter-level relations as constitutive and there-
fore identity relations. If, in addition, a view of causation is endorsed in
which causes should be separate from and precede their effects, it follows
that causal relations are strictly intra-level (Bechtel, 2008, p. 153; Craver &
Bechtel, 2007, 2013; Crisp & Warfield, 2001; Romero, 2015; but see
Baumgartner & Gebharter, 2016; Krickel, 2017; Leuridan, 2012; Ylikoski,
2013). In line with this view, apparent cases of top-down and bottom-up
causation can be recast in terms of mechanistic mediation, that is, hybrids
of constitutive and causal relations (Craver & Bechtel, 2007, 2013).

Regarding the epistemological question, approaches to inter-theory rela-
tions range between (a) classic (i.e., smooth) reductionism in which higher-
level theories (e.g., mental theories) are explained away by lower-level
theories (e.g., neuroscientific theories; Oppenheim & Putnam, 1958); (b)
new-wave (i.e., “bumpy” and “patchy”) reductionism in which higher-
level and lower-level theories constrain and inspire each other (Churchland
& Churchland, 1992; see Mundale & Bechtel, 1996); (c) the “mosaic unity of
sciences” view, in which each science contributes in a non-reductive but
still interdependent way (Craver, 2007); and (d) explanatory pluralism that
lets many flowers bloom and grants each level full explanatory autonomy
(see S. Bem & Looren de Jong, 2013; McCauley, 1996; McCauley & Bechtel,
2001). Mechanistic philosophers profess non-reductionist relations among
levels based on the argument that mechanistic explanations span at least
two levels (e.g., Bechtel, 2008; McCauley & Bechtel, 2001). Critics are
unassuaged by this argument, maintaining that the identity relation
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between levels inevitably invites some form of reductionism (e.g., Fazekas
& Kertész, 2011; Glauer, 2012). Without digging further into the details of
this debate, I believe it is useful to separate ontological issues from epi-
stemological ones. According to mechanistic philosophers, who under-
stand the relations between levels in a mereological sense, different levels
of analyses do not house different realities, but different ways to parse and
look at the same reality. Thus, despite the fact that they assume identity
relations between the entities of different levels (i.e., ontological issue), the
theories situated at each level can still be granted explanatory individu-
ality, whether in a mosaic with, or independent of, theories on other levels
(i.e., epistemological issue). All this is to say that the mechanistic approach
adopted in this book does not imply epistemological reductionism.
To take stock, causal explanations are intra-level, with the explanantia

situated on the same level as the explanandum. Constitutive and mech-
anistic explanations cross different levels of analysis. If the individual is
taken as the unit of analysis, mechanistic explanations can reside at the
mental super-level (i.e., mental mechanistic explanations) or the brain
super-level (i.e., neural mechanistic explanations). Let us now consider
the ingredients of these two types of explanations in more detail.

1.3.1 Mental Mechanistic Explanations

So far, we learned that mechanisms are made up of parts and activities,
and that in the case of mental mechanisms, the parts are representations
and the activities are operations (Bechtel, 2008). Mechanisms, moreover,
vary in the conditions they require to operate. In the following sections,
I will clarify my usage of each of these notions – representations (Section
1.3.1.1), operations (Section 1.3.1.2), and operating conditions (Section
1.3.1.3) – and propose ways in which to organize the variety in each
(see Figure 1.3). As it turns out, researchers tend to dichotomize this
variety. This has tricked them into binary thinking and the formation of
dual-process and dual-system models (Section 1.3.3).

1.3.1.1 Representations
Representations have been invoked to cater for the feature of most mental
processes that they are directed at something beyond themselves, a
feature that philosophers call Intentionality7 or aboutness (Brentano,

7 I capitalize the term to indicate the difference with intentional in the ordinary sense,
following Searle (1983). The minimal meaning of the term intentional is “directed”
(Jacob, 2019). In philosophical usage, Intentional refers to the property of a mental state
by which it is directed at something beyond itself (Brentano, 1874). In ordinary usage,
intentional refers to the fact that an agent is directed to (i.e., willing to engage in) an
(overt or covert) act (Moors & De Houwer, 2006a).
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1874). One way in which a system can be directed towards something is
by forming a representation of it. The notion of representation can be
unpacked as being part of a three-place relation, in which it is linked to a
referent and a consumer. The referent is an object in the organism’s
external or internal world. The representation makes the referent avail-
able to the consumer or interpretant (Millikan, 1993; Peirce, 1940).
The representation itself is composed of a vehicle and a content. The

vehicle is typically identified with the physical brain activity underlying
activation of the representation. The content is the referent as represented.
This content can be organized along various dimensions. One important
dimension is the degree of abstraction. Concrete content can be virtually
anything. At the high end of the spectrum, content is so abstract that it
slides into what some authors have called the format of representations or
the representational code. I will list a number of popular contrasts that
have been proposed regarding format: symbolic vs. subsymbolic, concep-
tual vs. perceptual, simple vs. complex, associative vs. propositional, and
afferent vs. efferent. After that, I discuss two dichotomies that concern
specific types of representational content: heuristic vs. systematic and
stimulus-driven vs. goal-directed.
Let us start with the contrast between symbolic and subsymbolic

representations. A symbolic representation is one in which the content
is a meaningful entity such as an object. In subsymbolic representations,
the meaningful entity is distributed across representations that each refer
to a separate feature of the entity. Symbolic representations split further
into conceptual and perceptual representations. Conceptual representa-
tions are verbal-like or word-like. Perceptual or sensory representations
are image-like or picture-like, but they can in principle also be sound-like,
smell-like, taste-like, or touch-like.8 The analogies with words and pic-
tures are not literal – as if there are words and pictures in the head – but
rather structural. Perceptual representations have a higher level of detail
than conceptual ones and are more vivid, but at the same time, they are
schematic in the sense that they allow a form of indeterminacy that actual
pictures do not (Barsalou, 1999). For example, the perceptual representa-
tion of a tiger has stripes but the number of stripes may remain

8 The distinction between sensation and perception is not a sharp one. Sensation is used
more to refer to the detection of low-level stimulus features by sensory receptors
whereas perception is used more to refer to the identification of stimuli based on a
combination of sensory stimulus features. Note that the number of senses need not be
limited to the “Aristotelian five” listed here (see Macpherson, 2011). Sensation can be
organized into (a) external sensation (or exteroception), including vision, hearing, smell,
taste, touch, and temperature, and (b) internal sensation, including interoception
(internal body state) and proprioception (position of body parts in space, and kinesthe-
sia or movement of body parts).
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indeterminate. Another contrast linked to the conceptual-perceptual con-
trast is that between amodal and modal representations. Conceptual
representations are seen as amodal whereas perceptual representations
come in a specific modality, linked to a specific sensory channel (e.g.,
visual, auditory, olfactory, gustatory, and tactile) (e.g., Barsalou, 2008;
Barsalou et al., 2003; Garcia-Marques & Ferreira, 2011).

Another contrast has to do with the complexity of the content of
representations: Simple or nominal representations hold a single entity
(e.g., a cat) whereas complex representations house multiple entities (e.g.,
a cat and a mat) and relations among these entities. Relations can be of
two kinds. Unqualified relations are called “associations” (e.g., the cat
and the mat are related but it is not specified how). Qualified relations are
called “propositions” (e.g., spatial relations: the cat is on the mat; tem-
poral relations: night follows day; causal relations: allergens cause allergic
reactions) (De Houwer, 2014; Moors, 2014c). These are states of affairs
that can be expressed in a that-clause (e.g., that the cat is on the mat). This
is why propositional representations are often characterized as sentence-
like or sentential. Here again, the analogy with sentences is more struc-
tural than literal. Propositions are composed of elements that can be
recombined (i.e., compositionality and productivity; Fodor, 1981) but
they need not be sentences in the head made up of words.

A further contrast is that between afferent (sensory-perceptual/
cognitive) and efferent (motor/conative) representations. This contrast
can be expressed in terms of a different direction of fit (Searle, 1983): An
afferent representation (e.g., perception or belief ) has a world-to-mind
direction of fit. This means that it is fitting if its content fits with the
world, that is, if it is accurate. An efferent representation (e.g., goal) has a
mind-to-world direction of fit. This means that it is fitting if the world fits
with its content, that is, if it is satisfied. The contrast between afferent and
efferent representations also squares neatly with the contrast made in
motivation psychology between pure knowledge representations, which
are seen as non-dynamic representations, and goals, which are seen as
dynamic representations. A dynamic representation typically leads to
behavior and its activation accumulates over time (until the goal is
fulfilled or overridden by stronger goals), even in the face of obstacles
(Bargh & Barndollar, 1996; Bargh et al., 2010). A non-dynamic representa-
tion does not lead to behavior and its activation diminishes over time. To
illustrate, activation of the goal to have an apple (i.e., the representation of
the apple with a value attached to it) leads to behavior to get the apple
and does not diminish but rather increases until the apple is obtained or
until a more important goal intervenes. The mere thought of an apple
(activated by the instruction to think of an apple or a priming procedure
in which a picture of an apple is shown), on the other hand, creates a
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spike in the activation of the representation of an apple, that is, an initial
increase that gradually diminishes over time. Some authors have
also voted for the existence of sensorimotor representations: combined
afferent and efferent representations, also called “embodied” (Barsalou,
2008) or “pushmi-pullyu” representations (Millikan, 1995). These are
representations of stimuli that not only contain perceptual features but
also information about what can be done with these stimuli, so-called
“affordances“ (i.e., a term borrowed from Gibson, 1979, but put in a
representational jacket here, see Scarantino, 2003).9

The distinction between afferent and efferent representations seems to
dissolve when the content of the representation is a behavior. This idea
stems from James’s (1890b, p. 522) ideomotor hypothesis, which states
that when an action is carried out, the action command gets bound up
with its sensory effects, resulting in bidirectional action–effect links. Once
these links are in place, execution of the action conjures up its sensory
effects ([R!E]), and perceiving or thinking about the sensory effects is
sufficient to put the action in motion ([E!R], i.e., ideo-motor). Thus, for a
behavior to occur, the mere thought of the behavior in terms of its
immediate outcome is sufficient for it to become executed. No extra fiat
is required. Instead, an extra goal to suppress the behavior is required if
the person does not want to execute the behavior. This may explain why
some people avoid standing on the edge of a cliff. If James (1890b) is right,
the mere thought of jumping should cause one to jump unless it is
suppressed by the goal not to jump. Thus, if the person thinks of jumping
but the suppression is temporarily lowered or lifted (e.g., because of
inattentiveness), jumping may become a real risk. A similar idea is voiced
in W. Prinz’s (1990, 1997) common-coding hypothesis, which states that a
common representation or code is used to perceive a behavior and to
prepare for it. This hypothesis is supported by research showing that the
same brain activity (in mirror neurons) occurs when people are instructed
to watch someone else carry out a movement as when they are asked to
prepare making this movement themselves (e.g., Fadiga et al., 2000; see
Hommel et al., 2001).
Let me close with two popular dichotomies that are based on particular

types of representational content. A first content dichotomy – central in
theories on reasoning and persuasion – is that between systematic and
heuristic information processing. An example of systematic information

9 Gibson (1979) held a non-representationalist view, which places affordances in external
objects and not in the minds of agents. Scarantino (2003) and others have taken a more
liberal interpretation in which they allow affordances to figure in the content
of representations.
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are persuasive arguments of a speaker; an example of heuristic infor-
mation is the attractiveness of the speaker (Chaiken et al., 1989).

A second content dichotomy – central in behavior theories – is that
between stimulus-driven and goal-directed processes (Heyes &
Dickinson, 1990), two candidate mechanisms of behavior causation. In a
stimulus-driven process, behavior is caused by the activation of a repre-
sentation whose content is the association between the stimulus and a
response or behavior ([S–R]). In a goal-directed process, behavior is
caused by a representation that contains information about the outcome
of one or more response options given a certain stimulus ([S:R–Ov]), more
precisely, information about the value of these outcomes and about their
expectancy (i.e., the probability that these outcomes will occur). As this
dichotomy will be a central principle for organizing emotion theories in
this book, it will be discussed in more detail in Box 2.1.

Let us now turn to the consumer of the representation. The consumer is
another part of the system, typically another mechanism, that takes this
representation as its input. In philosophy, however, a homuncular inter-
pretation of the consumer proves hard to shake off. There, the consumer
is said to have an Attitude10 towards the content of a (usually propos-
itional) representation. Attitudes vary in mode, with the most common
ones being an Attitude of belief and an Attitude of desire. Believing that
the train is late is different from desiring that the train is late. To believe it
is to judge it as true, to desire it is to want it to come true. A “belief” is the
combination of a (propositional) representation and an Attitude of belief.
A “desire” is the combination of a (propositional) representation and an
Attitude of desire. A belief has a mind-to-world direction of fit (it fits if its
content fits with the world); a desire has a world-to-mind direction of fit
(it fits if the world fits with its content). It may be noted that beliefs and
desires in philosophy show overlap with afferent and efferent representa-
tions in psychology. The difference is that in beliefs and desires, the
direction of fit is located in the Attitude towards a representation whereas
in afferent and efferent representations, it resides in the format of
the representation.

So far, a realist picture of mental representations has been drawn, with
their vehicle corresponding to actual brain activity, although the precise
mapping between representations and brain activity has been left
unspecified. However, representations can also be understood in purely

10 I capitalize Attitude, used here in the philosophical sense, to mark the distinction with
attitude in psychology, where it refers to the liking or preference of a person for a
certain object, often understood on the mental super-level as the association between
an object and a valence label (e.g., apple – positive; Greenwald et al., 2002; but see De
Houwer, Gawronski, et al., 2013).
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functional terms as entities that help explain variable input–output rela-
tions, without making any commitment regarding the ontological status
of these representations. If a response to the same stimulus varies across
occasions, it makes sense to posit an intervening entity such as a repre-
sentation (Bermúdez, 1995; Fodor, 1981; Moors, 2014c). Representations
may be nothing but metaphors, as Skinner (1945, 1977) argued, but in this
capacity, they do still play an important heuristic role (De Houwer,
Barnes-Holmes, & Moors, 2013).

1.3.1.2 Operations
Operations are the activities carried out on representations. Examples of
types of operations cited in the literature are associative and rule-based
ones (S. A. Sloman, 1996). An associative operation is the activation of an
association between at least two representations. A rule-based operation
is the application of an abstract rule to representations. To make the
distinction intuitive, imagine a person ordering two lemonades at the
counter and trying to figure out how much to pay. To solve the problem,
she can engage in an associative operation in which she remembers the
price that she paid last time. She can also engage in a rule-based operation
in which she applies the rule “multiply the price of one lemonade by the
number of lemonades ordered.” Although intuitive at first sight, the
distinction between associative and rule-based operations has turned
out to be fairly elusive (Hahn & Chater, 1998; Moors, 2014c). Perhaps it
can best be characterized in terms of degrees of abstraction of the repre-
sentations, rather than as different types of operations, with representa-
tions in associative “operations” situated at the more concrete end of the
spectrum and those in rule-based “operations” at the more abstract end
(for an extensive justification, see Moors, 2014c).
Operations can also be classified with regard to their complexity. It is

worth distinguishing between a vertical and horizontal type of complex-
ity. Vertical complexity refers to the number of inputs that an operation
integrates simultaneously: Single-input operations take a single input to
produce their output; multiple-input operations, also called constructive
operations, take two or more inputs to produce their output (Moors,
2010b). The number of inputs can be regarded as independent of the
types of operations involved. Indeed, both associative and rule-based
operations can be single-input or multiple-input (Moors, 2014c).
Horizontal complexity refers to the number of sequential steps that

must be carried out to arrive at an output. Some operations are single-
step, others are multiple-step (Logan, 1988). Again, the types of oper-
ations involved in the steps is open. They can be rule-based or associative.
In the psychology of language, a reduction of steps is called chunking or
entrenchment (Hartsuiker & Moors, 2017). In computer science and
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artificial intelligence, a reduction of steps or of inputs is known as com-
pilation and the reverse movement as decompilation (A. Sloman &
Croucher, 1981).

Another distinction has to do with whether the output of the operation
was preset or is novel (e.g., Panksepp, 2012). Primary processes are
innate. They rely on outputs that were preset during phylogenesis (i.e.,
the evolution of the species). Secondary processes are learned. They rely
on outputs that were preset during ontogenesis (i.e., evolution of the
individual). Tertiary processes are computations. They can use raw
stimulus input or preset representations but their output is freshly pro-
duced during microgenesis (i.e., evolution of some process in real time).
Although the preset or novel output of operations is in principle inde-
pendent of types of operations and complexity, a compelling intuition is
that primary and secondary processes suffice with single-input associa-
tive operations, whereas computation involves a multiple-input oper-
ation, whether it is rule-based or associative. To bake a cake (i.e., a
novel entity), you typically have to combine several ingredients (i.e.,
multiple inputs).

1.3.1.3 Operating Conditions and Automaticity Features
In addition to the representations and operations that fix the nature of a
mental process, it is worth pointing at factors that count as conditions
under which a process can operate or that influence the strength of a
process. Examples are the duration, intensity, goal relevance, and un/
expectedness of the input, the amount of attention directed at the input,
the recency and frequency of the input, and the goal to engage in the
processing of the input. Stimuli that are longer-lasting, more intense,
more goal-relevant, more or less expected, more attended to, recently
and frequently processed, and intended to be processed by the person
are more likely to be processed or are processed better. Different taxono-
mies have been proposed to organize these factors. The social psycho-
logical literature, for example, groups factors into the categories of
opportunity (e.g., stimulus duration and intensity), capacity (e.g., atten-
tional resources), and motivation (e.g., the goal to engage in the process).
I recently proposed a more detailed taxonomy (Moors, 2016), based on
the distinctions between current vs. prior factors and between observable
vs. mental factors, combining them in a four-field table with (a) current
observable factors (e.g., stimulus duration and intensity), (b) prior observ-
able factors (e.g., recency and frequency), (c) current mental factors (i.e.,
quality of the current representation), and (d) prior mental factors (e.g.,
quality of a prior representation in working memory).

Only a small subset of the above-listed factors, namely duration/time,
attention, and intention, have been linked to the dichotomy between
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automatic and non-automatic processes. Automatic processes have been
characterized as fast, efficient, and unintentional, but also as difficult to
counteract and unconscious; non-automatic processes have been
bestowed with the opposites of these features (Bargh, 1994; Moors,
2016; Moors & De Houwer, 2006a). While the first three features can be
recast in terms of operating conditions (as above), the last two features
escape this framing. Saying that a process is automatic in the sense of fast,
efficient, or unintentional comes down to saying that this process requires
little time, little attentional capacity, or no goal to engage in the process,
respectively. However, a process that is difficult to counteract does not
operate due to, but despite, the presence of the goal to counteract the
process. And whether a process is conscious or unconscious is more aptly
considered as a consequence of the presence of other conditions (e.g., time)
rather than as a condition for the operation of the process itself (although it
can be a condition for the operation of subsequent processes; Moors, 2016).
Starting from the premises that all processes require an input of suffi-

cient quality to get launched, and that many mental processes take a
representation as their input, I have proposed that the quality or acti-
vation level of this input representation is the proximal factor that deter-
mines the occurrence and strength of these mental processes (Moors,
2016). A first threshold of activation must be exceeded for the representa-
tion to serve as the input to an unconscious process; a second threshold
must be reached for the representation to become conscious and serve as
the input to a conscious process. In addition, I proposed that the various
factors listed above (e.g., stimulus duration, stimulus intensity, attention,
frequency, recency) feed into this proximal factor, and that they do so in an
additive way. If stimulus duration is reduced, for instance, an increase in
stimulus intensity or attention may compensate so that the total activation
level is sufficient to launch the process and/or to make it conscious.
A fewmore words about consciousness are in order. Being conscious of

a process requires being conscious of the input and output of a process as
well as of their interrelation. These inputs and outputs must be represen-
tations and they must be situated on a high level of analysis. It is unlikely
that people can be conscious of raw stimulus input and of low-level
mental processes. A person can become conscious of the fact that watch-
ing advertisements influences her urge to go shopping, for instance, but
not of the many detailed representations that go into this process on a
lower level of analysis. On a final note, philosophers sometimes use the
terms personal-level vs. subpersonal-level processes to refer to conscious
vs. unconscious processes.
As mentioned above (see Section 1.3.1.1), the representations involved

in mental processes allow for Intentionality, the characteristic of being
directed at or about something (Brentano, 1874; Searle, 1983). Both
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conscious and unconscious mental representations have Intentionality. In
conscious representations, moreover, this Intentional aspect is combined
with a phenomenal aspect. The phenomenal aspect consists of the qualia
or the non-representational content of experience, the aspect of experience
that remains after the Intentional aspect is stripped away (Block, 1995;
Searle, 1983). For instance, it is what seeing red or having an itching toe
feels like, when all there is to know about redness and itches is removed.
Sensations like redness and itches have a felt aspect (i.e., there is “some-
thing it is like” to have them; Nagel, 1994) that defies any verbal descrip-
tion. Qualia may not be confined to sensations, but also apply to
conscious verbal and even abstract thoughts. Some theorists believe such
thoughts can only give rise to qualia in an indirect way, however, via the
mental images they conjure up (J. J. Prinz, 2010). While unconscious
representations are supposed to have Intentionality without phenomen-
ality, some authors have ventured the existence of conscious mental
entities that have phenomenality but lack Intentionality, such as object-
less sensations and positive or negative feelings (e.g., Reisenzein, 2012;
but see Brentano, 1874).11 Finally, the first-order consciousness discussed
so far must be distinguished from second-order consciousness or the state
of being conscious of one’s first-order conscious entities (Block, 1995;
Wegner & Bargh, 1998). Non-human animals are typically assumed to
be capable of the former but not the latter type (see Heyes, 2008).

1.3.2 Neural Mechanistic Explanations

The parts and activities in neural explanations correspond to neural
representations and neural operations. Neural representations have
sometimes been identified with populations or patterns of firing neurons
(Bechtel, 2001). In the domain of perception, for instance, the neurons in
cortical area V4 code for color whereas those in cortical areas MT and V5
code for motion. In other domains, additional criteria are used to demar-
cate working parts such as patterns of connectivity (e.g., Bechtel, 2005,

11 There is debate about how to cash out the distinction between Intentional and phe-
nomenal aspects of consciousness and about how to relate both aspects to one another.
So far, I have equated the Intentional aspect with the content of representations, and
the phenomenal aspect with non-representational content. The phenomenal aspect can
be absent but if it is present, it is supervenient or dependent on the Intentional aspect,
like the icing on a cake (Byrne, 2001). Another proposal is that the Intentional aspect
depends on the phenomenal aspect in the sense that the phenomenal aspect is what
gives the Intentional aspect its meaning (Natsoulas, 1981), as can be illustrated by the
argument that the abstract thought of a circle remains meaningless until it is injected
with phenomenal experience. Still another proposal is that both aspects are mutually
dependent and interwoven (Eilan, 1998).
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p. 316; Mundale, 1998). Identifying operations in the brain turns out to be
more challenging, however (Bechtel, 2005). In connectionist models (e.g.,
Rumelhart et al., 1986), the only operation allowed is the firing or acti-
vation of the neurons. Yet some scholars have argued that this level of
characterizing operations may be too low (Bechtel, 2005).

1.3.3 Dual-Process/System and Multiple-Process/System Models

The various dichotomies listed so far have all been used as grounds for
splitting the realm of processes into two exhaustive subsets. Dual-process
models have been based, for instance, on formats of representations (e.g.,
modal vs. amodal; associative vs. propositional), contents of representa-
tions (e.g., heuristic vs. systematic; Chaiken et al., 1989; stimulus-driven
vs. goal-directed; Balleine & Dickinson, 1998), types of operations (e.g.,
associative vs. rule-based; S. A. Sloman, 1996), operating conditions (e.g.,
automatic vs. non-automatic; see Moors & De Houwer, 2006a), and brain
locations (e.g., subcortical vs. prefrontal cortical).
Many dual-processmodels have mapped two or more dichotomies onto

each other, which has turned them into dual-systemmodels (e.g., J. S. B. T.
Evans, 2003; Hofmann et al., 2009; Kahneman & Frederick, 2005; E. R.
Smith & DeCoster, 2000; Strack & Deutsch, 2004). System 1 houses pro-
cesses that represent heuristic information (in reasoning models) or infor-
mation on stimuli and responses (i.e., stimulus-driven process in
behavioral models), represented in the form of associations (e.g., hand-
some – reliable; snake – flee), activated via associative operations, in an
automatic way, and implemented by subcortical brain areas. System
2 houses processes that represent systematic information (in reasoning
models) or information about outcomes of responses (i.e., goal-directed
process in behavioral models), in propositional format, handled by rule-
based operations, in a non-automatic way, and implemented in prefrontal
cortical brain areas.
Dual-system models have met with serious criticism (Keren & Schul,

2009; Melnikoff & Bargh, 2018a, 2018b; Moors, 2014c; Moors & De
Houwer, 2006b). In brief, it has been argued that assumptions of align-
ment should not be made a priori but should be investigated empirically.
This empirical research is complicated by the fact that some dichotomies
(e.g., associative vs. rule-based operations) resist a clear definition,
thereby making it nearly impossible to diagnose them (Hahn & Chater,
1998; see Moors, 2014c, for a review). Other dichotomies, such as that
between automatic and non-automatic modes of processing (and perhaps
also that between associative vs. rule-based operations), are gradual in
nature instead of binary, thereby allowing only for relative conclusions.
Keeping these caveats in mind, empirical research does provide evidence
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for non-alignment between several dichotomies. For example, several
studies have shown that goal-directed processes can be relatively auto-
matic (Aarts & Dijksterhuis, 2000). Other work has shown that people can
learn to categorize stimuli based on two sources of information (e.g.,
angle and density) that follow a complex rule even though participants
are unable to articulate the rule (Hélie, Roeder, & Ash, 2010; Hélie,
Waldschmidt, & Ash, 2010; Kovacs et al., 2021). Still other research has
shown that rule-based reasoning can be fast (Newman et al., 2017). These
findings have led some scholars to propose single-system models in
which dissociations are understood in terms of complexity rather than
in terms of qualitatively different systems (e.g., Kruglanski & Gigerenzer,
2011; Osman, 2004).

Some scholars have proposed triple-system models (e.g., Leventhal &
Scherer, 1987; Panksepp, 2012; Panksepp & Watt, 2011).12 Panksepp
(2012), for instance, distinguished between three layers of organization
in the brain. The first layer located in subcortical areas houses innate (i.e.,
primary) processes, mostly stimulus-driven ones, which are supposed to
be triggered automatically. The second layer houses basic learning (i.e.,
secondary) processes such as those involved in classical and operant
conditioning. Learning does not start from a blank slate, but builds
further on innate processes. Learning processes may range in complexity
and there is debate about the extent to which they involve computation.
Once installed, however, deployment of innate and learned knowledge is
assumed to happen via single-input associative processes that are auto-
matic. The third layer is located in neocortical regions and houses com-
putations (i.e., tertiary processes), which are assumed to rely on complex
rule-based operations that are non-automatic. Here again, the alignments
are assumed a priori and may not survive empirical testing.

1.3.4 Rationality

The two systems in dual-systemmodels have also been aligned with another
dichotomy: that between rationality and irrationality. This dichotomy does
not concern properties of the processes or their operating conditions, but
points at an outsider evaluation relative to certain standards (Davidson,
1985b). The presence of such standards reveals a normativist approach (as
distinct from a descriptivist approach, e.g., Elqayam & Evans, 2011). Before
turning to the alignment, let me explain a few basic distinctions.

Rationality comes in different shapes. Theoretical or epistemic
rationality refers to the accuracy of an entity to represent the external

12 Some scholars have also proposed multi-process or multi-system models with four
types of processes (e.g., Conrey et al., 2005; Sherman, 2006).
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world. Practical rationality or adaptiveness refers to the degree to which
an entity satisfies goals and leads to well-being. Afferent representations,
such as perceptions and beliefs, have a mind-to-world direction of fit.
They are evaluated in terms of how well they fit with the external world,
that is, their accuracy or theoretical rationality. Efferent representations,
such as desires and goals, have a world-to-mind direction of fit. They are
evaluated in terms of how well the world fits with them, that is, how well
they are satisfied. The satisfaction of goals must be done by subgoals and
ultimately by behavior. Thus, it is subgoals and behaviors that are typic-
ally evaluated in terms of how well they satisfy goals or well-being, that
is, how practically rational they are.
In addition to the afferent and efferent representations and behavior

that are produced as the outputs of processes, rationality can also be
judged for the processes themselves (Elster, 2010). While the rationality of
the outputs of processes is judged based on their actual fit (accuracy in the
case of theoretical rationality; satisfaction in the case of practical rational-
ity), the rationality of processes is judged based on their potential to pro-
duce a fitting output, irrespective of the output itself. Rationality in the
output-sense and the process-sense may dissociate. Indeed, a reasoning
process that uses the right logic may still produce a false belief whereas one
that uses the wrong logic may still produce a correct belief. Likewise, a
process of behavior causation designed to satisfy goals (i.e., a goal-directed
process) may fail to do so whereas one that is not so designed (e.g., a
stimulus-driven process) may still accidentally satisfy goals.
One of the reasons for these dissociations is that the rationality of

human thought and behavior is never Olympian, but always bounded
by the information that is available to the individual, along with the
opportunity, capacity, and motivation of the individual to process this
information (Bechtel & Richardson, 2010; Simon, 1983). Individuals facing
a decision lack information about all possible outcomes, and especially all
possible long-term outcomes, of their behavior. Rationality can also be
judged from a global or enlightened point of view, which depends on the
best evidence that is actually or conceivably available (and hence still not
Olympian) (Salmela, 2008). A decision process is rational according to an
enlightened standard if the individual makes use of the best available
information, but irrational if the individual does not use this information,
for instance, due to a lack of opportunity, capacity, and/or motivation.13

A few additional distinctions are worth making regarding practical
rationality. For one thing, the goals and well-being can be those of one

13 It could be argued that opportunity does not belong in this list because a lack of
opportunity implies a lack of access to information.
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individual or those of a community of people. The former type of prac-
tical rationality can be called prudential rationality; the latter type can be
called moral rationality.14 Orthogonal to the beneficiary of the rational
behavior (individual, community), it can also be specified who does the
evaluating: the individual or the community. Taken together, the behav-
ior of an individual can be evaluated by an individual or a community to
be good or bad for the individual or the community. Finally, well-being
can be understood in terms of the satisfaction of short-term goals (local
rationality), long-term goals (ultimate rationality), or an optimal mix of
the two (Lemaire, 2021). These are just a few distinctions that highlight
the versatility and complexity of the notion of rationality.

Turning back to the alignment of dichotomies, System 1 is typically
mapped onto irrationality and System 2 onto rationality. I would even
argue that the apparent deviations from rationality observed in daily life
are what motivated the creation of dual-system models in the first place.
It is when people talk or act dumb that explanations arise in terms of a
dumb system taking over. People tend to think that dissociations on the
observable super-level of analysis match with dissociations on the mental
and neural super-levels and they disregard the possibility that the same
mechanism may produce different outputs given different inputs and
different other conditions. Yet as several scholars have argued, even
double dissociations (e.g., Lieberman et al., 2004) are ultimately unsuit-
able to settle debates between dual-systemmodels and alternative, single-
system models (Chater, 2003; Keren & Schul, 2009).

But how can we make the alignment between ir/rationality and System
1/2 more intelligible? A first source of this alignment is the obvious
connection between heuristic content and irrationality and systematic
content and rationality. Buying a car because it has the best cost-benefit
ratio is more rational than buying it because the salesperson is handsome.
A second source is the widely (but often implicitly) assumed trade-off
between automaticity and rationality (reminiscent of the better-known
trade-off between speed and accuracy), which is tied to the complexity
and hence flexibility of processes (e.g., Strack & Deutsch, 2004; see Moors
et al., 2017). In short, complex processes are supposed to be non-
automatic, or less automatic, than their simple counterparts because
integrating more inputs (i.e., vertical complexity) or going through more
steps (i.e., horizontal complexity) takes more time and effort. At the same
time, complex processes are more flexible than their simple counterparts

14 Moral rationality is thus one way to cash out morality. The alignment between
morality and the well-being of a group of people is grounded in an extrinsic, relational
view of moral values (see Rodogno, 2016).
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because the more sources of information are taken into account, the better
the output can be attuned to these sources. For instance, a goal-directed
process that takes into account the outcomes of response options allows
for more flexibility than a stimulus-driven process in which this infor-
mation is absent. More flexible processes, in turn, are more likely to
produce accurate (i.e., theoretically rational) and hence adaptive (i.e.,
practically rational) outcomes (see Box 2.1).
The alignment of the two systems with the rational-irrational dichot-

omy has recently come under fire. Not all forms of complexity require
more time and effort, or the differences may be negligible. Eventually, it is
an empirical question to know just how much complexity can be handled
under poor operating conditions (see Moors, 2014c; Moors et al., 2017).

1.3.5 Cognition

Now is perhaps a good time to turn to the multifarious meaning of the
term cognition. Cognition is a contrastive notion: It takes on different
meanings depending on the entities with which it is contrasted (Moors,
2007, 2009). When contrasted with the body, cognitive means mental. For
scholars who believe that the realm of the mental is exhausted by repre-
sentational entities (e.g., Brentano, 1874), cognitive is also synonymous
with representational. Thus, cognitive processes are representation-
mediated processes. For scholars who leave room within the mental for
representational (i.e., Intentional) as well as non-representational (i.e.,
purely phenomenal) entities, cognitive also refers to representational but
they use it to mark the boundary with the phenomenal part of the mental.
The term cognitive has also been used to point at a specific content or

format of representation, to a specific type of operations, and to non-
automatic processes. Thus, when contrasted with emotional representa-
tions, cognitive representations refer to representations with cold, non-
valenced content. When contrasted with motivational or conative (i.e.,
dynamic or efferent) representations, cognitive representations refer to
pure knowledge (i.e., non-dynamic or afferent) representations. When
contrasted with perceptual or sensory representations, cognitive represen-
tations refer to conceptual or propositional representations. When con-
trasted with associative operations, cognitive operations are understood
as rule-based. And when contrasted with automatic processes, cognitive
processes are understood as non-automatic. A final meaning of cognitive is
when it is used to refer to the mental super-level and contrasted with the
observable and brain super-levels. In this book, I will specify the meaning
of cognition I have in mind if the contrasting category is not obvious.
On a final note, scholars who take representations as the bearers of

information are called representationalists. Throughout the history of
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cognitive science, several scholars have explored non-representationalist
alternatives (e.g., Gibson, 1979; Hutto & Myin, 2017; Stich, 1983;
Wakefield & Dreyfus, 1991; see discussions by Bechtel, 1998a, 1998b).
They maintain that cognition and Intentionality are possible without
representations (see more in Chapter 6).

In the coming chapters, I apply the demarcation-explanation cycle to the
emotion domain. As mentioned, theories in this domain are still trying to
figure out what emotions are. That is, they try to find an adequate scientific
definition for the set of emotions, or – if this turns out to be impossible – to
replace it with sets that promise to be more fruitful. The sober fact that the
first cycle has so far not led to a consensual scientific definition of emotion
has not stopped researchers from moving on to further cycles in which
emotions figure in other explananda, such as the influence of emotions on
attention, perception, memory, judgment, decision-making or behavior,
and psychopathology. The focus of this book will nevertheless be on
emotion theories concerned with the first cycle.

In psychology, theories are known as evolutionary theories (e.g., Ekman,
1992a), network theories (e.g., Leventhal, 1984), appraisal theories (e.g.,
Lazarus, 1991; Roseman, 2013; Scherer, 2009b), the goal-directed theory
(e.g., Moors, 2017a), psychological constructionist theories (e.g., Barrett,
2006b; Russell, 2003; Schachter, 1964), and social theories (e.g., Mesquita
& Parkinson, 2022). In philosophy, theories go by the names of feeling
theories (e.g., James, 1890b), judgmental theories (e.g., Green, 1992;
Solomon, 1993), quasi-judgmental theories (e.g., Greenspan, 1988), percep-
tual theories (e.g., Tappolet, 2016), embodied theories (e.g., Colombetti,
2014; Deonna & Teroni, 2012; Griffiths, 2004b; Hutto, 2012; J. J. Prinz,
2004a), and motivational theories (e.g., Scarantino, 2014).

To facilitate the comparison of emotion theories, I organize them in a
new typology built around the various stages in the demarcation-
explanation cycle. Each of the stages presents questions for which differ-
ent theories have provided different answers. The typology outlines a
multi-axis space in which the axes correspond to the questions that are
encountered during the consecutive stages of the cycle. Emotion theories
can be placed and compared within this space depending on the answers
they have provided to these questions. It may be noted upfront that
this exercise is complicated by the fact that theories are not static entities,
but evolve continuously. In addition to an analytic approach, in which
I try to do justice to the idiosyncrasies of individual theories, I will
also adopt a more synthetic approach, in which I try to identify axes that
allow drawing fault lines (FL) between larger groups of theories.
Chapter 2 identifies axes and fault lines and provides a broad overview
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of the possible choices that have been taken by emotion theories
(see Table 2.4). Chapters 3–9 discuss emotion theories one by one.
To structure my discussion of these theories, I had to create discrete
categories again. As a basis for this, I selected one axis, that of the
causal-mechanistic explanations of theories, which resulted in the
following overarching categories or families: (a) evolutionary theories
(including motivational theories), (b) network theories, (c) stimulus
evaluation theories (including appraisal theories, judgmental theories,
quasi-judgmental theories, perceptual theories, and embodied theories),
(d) response evaluation theories (including the goal-directed theory),
(e) psychological constructionist theories, and (f ) social theories. Prior to
my discussion of these theories, I start with two general precursors:
Darwin (1872) and James (1890b; a feeling theory).
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CHAPTER 2

Demarcation-Explanation Cycle
Applied to Emotion Theories

Emotion theorists take emotions as the explanandum, at least at the start
of the first cycle, and they seek an answer to the questions of (a) how to
demarcate the set of emotions from other sets, and (b) how best to
partition or organize the set of emotions internally. To this end, they first
choose a working definition of emotions (Stage 1). After this, they offer
constitutive, causal, and/or mechanistic explanations of emotions
(Stage 2). Extensive empirical validation of these explanations (Stage 3)
ideally precedes the proposal of a scientific definition (Stage 4) but most
theories already present a scientific definition before the empirical valid-
ation is complete, however premature that might seem.

Prior to the start of the demarcation-explanation cycle, theories already
differ in their expectations about how successful the cycle will turn out
to be for emotion. A first difference has to do with demarcation. Theories
differ in their outlook on whether the folk set of emotions (or a portion
of this set) will eventually achieve a scientific status (Axis 1, FL). On one
side are vindicators who expect this to be the case. For them, theory
development simply consists in discovering an explanans that all (or
most) members of the folk set of emotions have in common and hence
forms the basis for demarcating the set. Most emotion theories are vindi-
cators. On the other side are skeptics, who express no hope that the folk
set of emotions will be turned into an adequate scientific set (Bindra, 1969;
Duffy, 1934, 1941a, 1941b; Dunlap, 1932; Fantino, 1973; Hunt, 1941;
Meyer, 1933; Moors, 2017a; Russell, 2003; Skinner, 1953; Verplanck,
1954; see Kleinginna & Kleinginna, 1981). Instead of vindicating common
sense, skeptics aim to critically examine it. Vindicators expect emotion to
be like water, a set with an identifiable essence, lying in wait to be
discovered. But vindicators can also live with an intensional definition
of emotion that is more like that of “lemons,” “fish,” or “jade.” Skeptics
expect emotion to be more like “air,” a set that has no clear essence, and
that will have to be replaced by other sets that do. If their expectations
come true, skeptics turn into eliminativists.

A further difference between theories has to do with partitioning.
Theories vary in whether they expect that the emotion types from natural
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language (e.g., fear, anger, sadness, joy) will provide a good basis for
carving up the set of emotions (Axis 2, FL). On one side are again
vindicators, who try to vindicate the “vernacular” emotion types. On
the other side are skeptics or eliminativists, who doubt or reject them.15

2.1 Stage 1: Working Definition

Working definitions of emotions articulate and elaborate on our ordinary
understanding of emotions (Griffiths, 1997). Their role is to specify the
agenda of emotion theories, the desiderata that an adequate theory of
emotions should meet (Deonna & Teroni, 2012; Mulligan & Scherer, 2012;
but see Charland, 2005b). Intensional working definitions ideally specify
a number of properties that serve to demarcate the set of emotions from
other sets. Given that it is far too soon at this stage to establish the
necessity of properties, intensional working definitions fit best with a
cluster-type format in which properties have the status of being “typical”
at best. Moreover, given that properties at this stage are properties of
phenomena, they also have the status of being “apparent.” Even theories
that ultimately do not accept certain properties as necessary or real in
their scientific definitions (in Stage 4) should still be able to explain why
they are typical or apparent (Reisenzein, 2012). Divisio working defin-
itions specify samples of subsets of emotions – the emotion types – that
theories will have to account for. This not only helps to draw the contours
of the set but also suggests a way for how the set should be partitioned.
The content of working definitions is sampled via the armchair or by

consulting prior theories (revealing the intuition of scholars), via concep-
tual analysis (revealing the intuition of a community crystallized in
language), and/or via descriptive empirical research (e.g., by studying
the lexicon and/or laypeople’s intuitions; Averill, 1975; Clore et al., 1987;
Shaver et al., 1987; Storm & Storm, 1987). In short, intuition and observa-
tion are used as windows for discovering the desiderata for emotion
theories (Hatzimoysis, 2010). Although several desiderata reflect pre-
theoretical intuitions about emotions, they are not presented in pretheore-
tical form but linked to the concepts laid out in Chapter 1.
Theories vary in the content of the working definitions that they adopt

during Stage 1 (Axis 3) and this is true regardless of whether they take an
intensional (Axis 3a) or a divisio format (Axis 3b). This variety will
complicate the eventual comparison of their scientific definitions during
Stage 4. Fortunately, the consensus in Stage 1 is still reasonable enough to

15 It should be noted that some theories deny a scientific status to the set of emotions as a
whole, but still grant scientific status to individual emotions (e.g., Griffiths, 1997;
Panksepp, 1998; Rorty, 1980).
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carry on, at least when it comes to typical and apparent properties of
emotions and prototypical emotion types.

2.1.1 Intensional Working Definition

This section reviews typical and apparent properties for which there is
fair (although not perfect) consensus that adequate theories of emotion
should explain them (see Table 2.1). The properties roughly fall into five
classes related to the questions of the “where” (Section 2.1.1.1), “when”
(Section 2.1.1.2), “what” (Section 2.1.1.3), “how” (Section 2.1.1.4), and
“why” (Section 2.1.1.5) of emotions and their close correlates.16 For each of
the properties, I shall indicate how they help to provisionally demarcate the
set of emotions from other sets. The section closes by pointing at alignments
that theorists have drawn among several properties (Section 2.1.1.6).

2.1.1.1 Where
Most scholars agree that emotions are located in the individual. A notable
exception are social theorists who have toyed with the idea that emotions
reside in interactions between individuals (Boiger & Mesquita, 2012;
Colombetti & Krueger, 2015; De Rivera & Grinkis, 1986). There is also fair
consensus that emotions are not limited to human adults, based on
observed analogies with behaviors of infants (e.g., crying, smiling, cringing,
fussing) and non-human animals (e.g., flight, fight, freezing, fright). Despite
the presumed ontogenetic and phylogenetic continuity, the impression is
nevertheless that the range of emotions and/or the level of their sophistica-
tion is higher in human adults than in these other groups. For instance,
infants and non-human animals can have frustration and distress whereas
human adults can have indignation, shame, guilt, and regret.

2.1.1.2 When
Emotions typically arise upon the occurrence of certain (a) stimuli, which
are physical events in the external and internal world such as an aggres-
sive opponent or a sudden pain in the foot17 and (b) certain representa-
tions, which are mental events such as the memory, expectation, or

16 The reason for also considering properties of close correlates of emotions (i.e., entities
that are non-trivially connected to emotions) at this stage (Stage 1) is that it is too soon
to tell which entities are part of the emotion proper and which entities count as causes
and consequences. In fact, this is a question that should be addressed by the consti-
tutive explanation in Stage 2 (see Section 2.2.1).

17 Following the behaviorist tradition, I reserve the technical term “stimulus” for events
in the person’s external or internal physical environment (see also Heider, 1926/1959,
cited in Hommel, 2009). Thus, I will not stretch the term to also include mental events.
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Table 2.1. Typical and apparent properties of emotions listed in the working definition

typical and
apparent properties
of emotions

atypical
properties of
emotions

other entities lacking
the typical and
apparent properties of
emotions

where in individual
adult humans,
infants, non-human
animals

when after events of
major
importance:
physical events =
stimuli,
mental events

after
aesthetic and
fictional
stimuli

what:
aspects

mental aspect:

Intentional aspect:
formal + particular
object

phenomenal aspect

purely physical entities

- object-less mental
entities: e.g., purely
phenomenal sensations
- mental entities with
formal object but
indeterminate or
overgeneral particular
object: e.g., moods

unconscious mental
representations

bodily aspect:
peripheral
physiological
activity,
musculoskeletal
behavior: subtle,
coarse

purely intellectual
mental entities: e.g.,
thoughts and beliefs

action tendency
= again mental
aspect but with
bodily content

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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Table 2.1. (cont.)

typical and
apparent properties
of emotions

atypical
properties of
emotions

other entities lacking
the typical and
apparent properties of
emotions

what:
features

hot

qualitative:
- positive/negative
valence
- emotion-specific
quality

quantitative:
- intense

- short-lived

cold

qualitative:
neutral

quantitative:
- weak

- long-lived

- weak mental entities:
e.g., moods, sentiments,
personality traits

- long-lived mental
entities: e.g., moods,
sentiments, personality
traits

how automatic non-automatic non-automatic mental
entities: e.g., pensive
states

control
precedence:
- priority claiming
- persistence in face
of obstacles and of
attempts to stop
them at will

dis/
organization

why ir/rational:
- theoretically ir/
rational
- practically
irrational

practically
rational

instrumental behavior

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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imagination of an aggressive opponent or of having pain. Not all events
elicit emotions, thus creating a task for emotion theories to discover the
regularities. Typical events are those that have major importance for
individuals such as the death of a friend, a love declaration, a major
achievement, a vicious dog, and betrayal. Another class of events that
seem to have strong emotional powers are fictional and aesthetic stimuli
(stories, films, music, and other works of art). In addition to identifying
the types of events that elicit emotions, theories need to explain the
striking variety that events have in their capacity to elicit emotions in
different people and on different occasions. For instance, Sam cries at the
movie while Sunny remains indifferent, but the next time Sam watches
the same movie, his tears have already dried out.

2.1.1.3 What
This section specifies types of ingredients or aspects of emotional epi-
sodes as well as their qualitative and quantitative features.

  
Theorists who locate emotions in the individual agree that emotions are
constituted or accompanied by mental as well as bodily aspects.18 The
mental aspect sets emotions apart from purely physical, non-mental
phenomena such as digestion and thermoregulation (e.g., Clore &
Ortony, 2000; Frijda, 1986; Leventhal & Scherer, 1987). Their bodily aspect
sets them apart from purely intellectual phenomena such as thoughts and
beliefs (James, 1890b).
Focusing on the mind, emotions are said to have both an Intentional

aspect and a phenomenal aspect (Deonna & Scherer, 2010; Deonna &
Teroni, 2012; Mulligan & Scherer, 2012). That they have an Intentional
aspect means that they carry a directedness. This is exemplified by
expressions like being afraid of the dark, being angry with someone about
betrayal, being sad about someone’s death, and being happy about redis-
covering a lost love (Aristotle, Rhetoric; Averill, 1980; Brentano, 1874;
Clore & Ortony, 2000; Meinong, 1894; Sartre, 1939; Solomon, 1973; but
see Hume, 1739). In all these examples, emotions are directed at objects in
the world. This makes them similar to cognitive states (perceptions,
beliefs), which have a mind-to-world direction of fit.
It has been suggested that the object of an emotion can, but does not

have to, coincide with the cause of the emotion. Anger can be directed at
the perpetrator who caused one’s anger, but it can also be directed at the

18 In many emotion theories (except enactivist ones), some form of dualism between mind
and body proves difficult to throw off (see Jaworski, 2018).
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next person who crosses one’s path. Likewise, fear directed at a vicious
dog can be caused by the presence of the vicious dog or by rumors about
this dog or even a coffee overdose (Deonna & Scherer, 2010; de Sousa,
2003; Solomon, 1973; but see J. J. Prinz, 2004a).

A common distinction in philosophy is that between the particular and
the formal object of emotions (de Sousa, 1987, p. 126, 2003; Kenny, 1963,
chapter 9; Roberts, 2003; Teroni, 2007). The particular object or target is the
specific object that an emotion is directed at, such as the person one is
afraid of, angry with, or sad about. The formal object is the property that is
common to all particular objects in all tokens of an emotion type, such as
that fear is about danger, anger is about offense, and sadness is about
loss. Whether one is afraid of the dark or of snakes, they both entail
danger. The difference between particular and formal objects goes
beyond their level of abstraction, however. Talk of formal objects points
at the intuition that emotions can play an epistemic role, that they convey
information. Sam’s fear tells us that there is danger (i.e., the formal
object), for instance, but not what he is afraid of (i.e., the particular
object).19

Theorists quarrel about the type of information that is conveyed by
emotions. Externalists emphasize that emotions inform us about events
in the world. This is captured in a realist interpretation of the formal
object, the idea that dangers, offenses, and losses can be objectively
established (D’Arms & Jacobson, 2000). For instance, rattlesnakes are
objectively dangerous while stuffed animals are not. Interactionists, on
the other hand, emphasize that emotions inform us about the way in
which the world interacts with the mind. This is captured in a relative
interpretation of the formal object, the idea that dangers, offenses, and
losses depend on person factors such as goals, values, and learning
histories (Helm, 2001, 2009; Lépine, 2016; Roberts, 2003; Salmela,
2008).20 For instance, whether Sam is offended by a blue joke depends
on his sensitivities, and whether the frost killing Sunny’s cucumber plants
constitutes a true loss depends on whether she values her cucumber
plants. The upshot is still this: Emotions refer to and inform us about
events in the world, regardless of whether they do so in an objective (i.e.,

19 In addition to the particular object, the formal object, and the cause of emotions, de Sousa
(1987, 2003) also mentioned the focus of an emotion, which is the property of the
particular object that the emotion is directed at (e.g., indignation at the tone of a remark
not the content), and the aim of the emotion, which is the action tendency (e.g., the
tendency to fight the offender; see below).

20 The terms “externalist” and “interactionist” are my own. As far as I know, they have
not been used by philosophers in this context.
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externalist view) or subjective way (i.e., interactionist view). This is cap-
tured in the notion of world-directed Intentionality.21

The fact that we can dig up properties of emotions from introspection
indicates that emotions are not just mental but also conscious; they are
experienced or felt (Clore, 1994; Hatzimoysis, 2007; Ortony, 2021). This
means that in addition to an Intentional aspect, they also have a
phenomenal aspect or “qualia.” The phenomenal aspect of emotions sets
them apart from unconscious mental representations, which have
Intentionality but lack phenomenality. Their Intentional aspect sets them
apart from objectless mental entities such as purely phenomenal sensa-
tions (Block, 1995), and according to some authors, from moods (e.g., an
anxious mood; Averill, 1980; Clore & Ortony, 2000; Roberts, 2003;
Schwarz & Clore, 1996). Rather than seeing moods as entirely objectless,
however, several authors argue that moods have an intact formal object,
but an indeterminate or overgeneral particular object (Goldie, 2000; Price,
2006; Scarantino, 2010; Solomon, 1993). For instance, in an anxious mood,
the formal object is danger, but the particular object is nothing in particu-
lar or is waiting behind every corner. Tappolet (2018) alternatively pro-
posed that emotions have real objects whereas moods have possible
objects.
Few authors disagree that Intentionality and phenomenality are typical

and apparent properties of emotions, even if some of them deny the real
status of Intentionality (I. Goldstein, 2002; Hume, 1739; Reisenzein, 2012;
Shargel, 2015; Whiting, 2011) and others reject the necessity status of
phenomenality with the aim to make room for unconscious (i.e., unfelt)
emotions (Damasio, 2004; J. J. Prinz, 2004a; Roberts, 1988; A. Sloman &
Croucher, 1981).22

Turning to the body, emotions are said to be characterized or accom-
panied by (a) peripheral physiological activity such as rises and falls in
blood pressure, heart rate, blushing, and crying, and (b) motor responses
or musculo-skeletal behavior, which can be split into subtle, nonverbal
expressions in the face, the voice, and gestures, on the one hand, and
coarse or full-body behaviors such as approach, avoidance, flight, fight,
and reparation, on the other hand. Introspection teaches us, however, that
even if behavior (both subtle and coarse) is absent, emotions can still be

21 Note that the world in world-directed Intentionality can be outside (external) or inside
(internal) the skin. My fear can be about an impending hurricane or about the pain in
my foot. To simplify, however, I will focus on external stimuli from now on.

22 These scholars either treat feelings as an optional property of emotions or as an entity
separate from emotions. Postulating unconscious emotions allows them to accommo-
date cases of repressed or denied emotions (e.g., when a person shouts “I am not
angry!”).
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characterized by the inclination or urge to act, so-called action tendencies
or modes of action readiness (Frijda, 1986). It should be noted, however,
that action tendencies belong again to the mental realm; they qualify as
efferent representations of behavior. This has led some authors to argue
that the Intentionality of emotions is not only world-directed but also self-
directed (e.g., Helm, 2009; Roberts, 2013). According to them, emotions
have a double direction of fit: the mind-to-world direction of fit of
cognitive states and the world-to-mind direction of fit of conative states.


Taken together, however, the mere presence of mental and bodily aspects
does not suffice to demarcate emotions from neutral daily activities like
doing the dishes or walking home. A crucial property that is still missing
is their so-called “heat,” which has a qualitative and a quantitative side
(Frijda, 2007b, p. 26). On the qualitative side, emotions are said to have a
marked positive or negative valence (Barrett & Russell, 1998; Ben-Ze’ev,
2000; Cabanac, 2002; Charland, 2005b; Clore & Ortony, 2013; Colombetti,
2005; Damasio, 1994; Deonna et al., 2015; Deonna & Teroni, 2012; Fossum
& Barrett, 2000; Frijda, 2005; Helm, 2009; Lambie &Marcel, 2002; Lazarus,
1991; Ortony, 2021; Ortony et al., 1987, 1988; Panksepp, 1998; J. J. Prinz,
2010; Russell, 2003; but see Solomon, 2001; Solomon & Stone, 2002). Some
authors have relaxed this property, accepting emotions that gravitate
towards neutrality, such as surprise and interest (e.g., Izard, 1977;
Silvia, 2005; Tomkins, 1962; S. A. Turner & Silvia, 2006) although there
is debate whether these emotions are really neutral (C. A. Smith &
Ellsworth, 1985; Topolinski & Strack, 2015; Van de Cruys, 2017).23 The
quality of emotions has not been limited to valence, however. Anger and
fear, for instance, are both negative but differ in other respects. This is
referred to as emotion-specific quality.

On the quantitative side, the heat of emotions has been related to their
intense character and they have also been portrayed as short-lived
(Arnold, 1960; Cabanac, 2002; Ekman, 1992a, 1994, 1999a; Frijda, 2007b;
Frijda et al., 1991; Mulligan & Scherer, 2012; Schwarz & Clore, 1996;
Shadmehr & Ahmed, 2020; but see Tappolet, 2016). There is of course
some wiggle room: Research using self-report shows that the intensity of
emotions ranges from mild to strong and that they can last from a few
seconds to a few days, depending on the importance of the situation and
the intensity of the emotion at onset. On average, fear, anger, and joy tend
to be more intense than sadness and satisfaction. Sadness tends to last

23 Topolinski and Strack (2015) argued that the initial phase of surprise is negative (see
also Van de Cruys, 2017, for an extensive treatment of the relation between surprise
and affect). C. A. Smith and Ellsworth (1985) argued that interest is inherently positive.
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longer than anger, and anger in turn, tends to last longer than fear
(Verduyn, Delvaux, et al., 2009). Research on self-reported intensity pro-
files over time reveals three parameters that characterize emotions: steep-
ness at onset, skewness or accumulation, and number of peaks (Verduyn,
Van Mechelen, et al., 2009). Sadness and joy have more explosive onsets
than anger and affection, with affection standing out as a late-bloomer.
The quantitative profile of emotions separates them from other phe-

nomena with a pronounced valence, such as moods, sentiments, and
personality traits. Sentiments are dispositions to have emotions, which
are manifested in emotions when the conditions are right (Naar, 2018).
For example, a life-long hate for an enemy may result in anger whenever
the enemy is around. Personality traits are predispositions to have emo-
tions or sentiments (Hastings et al., 2011). For example, a hot-tempered
person is quick to become angry and to develop hate. Moods (e.g.,
grumpy mood) are milder and last longer than emotions (e.g., anger),
and sentiments (e.g., hate) and personality traits (e.g., hot temper) last the
longest (Goldie, 2011). This aligns with the proposals of ontologists that
emotions and moods are occurrents (i.e., entities with a beginning and an
end), whereas sentiments and personality traits are continuants (i.e.,
enduring entities) (Hastings et al., 2011).

2.1.1.4 How
The next set of properties has to do with the conditions under which
emotions arise and the way in which they relate to motivation. Emotions
tend to come in a sudden and uninvited way and while the person is
engaged in other activities. They tend to disrupt and take over this other
activity and to persist in the face of obstacles or attempts to stop them at
will. We are flooded by joy, overwhelmed by sadness, gripped by fear,
consumed with anger, and caught by surprise (Averill, 1982; Ekman,
1992a, 1994, 1999a; Scarantino, 2016; Zajonc, 1980). In more technical
terms, emotions are said to be automatic in the sense that they are quick
to arise, efficient, unintentional, and/or difficult to counteract (see
Chapter 1). The fact that some authors leave room for non-automatic
emotions (e.g., Barrett, Ochsner, & Gross, 2007; Kappas, 2006; Solomon,
1973) should not distract us from the typical automatic profile of emo-
tions, which separates them from more calculated states24 (Ekman,
1992a). On the flipside of an automatic emotion is a passive subject,
who surrenders to the emotion and is a slave to its commands (Helm,
2009). Historians teach us that some phenomena that go by the name of

24 Even if one intentionally seeks to have an emotion (or seeks to avoid one), whether or
not one ends up having one still seems at least partially beyond one’s control.
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emotions today were called passions a few centuries ago (e.g., Charland,
2010; Dixon, 2003, 2012; Rorty, 1982; Scarantino, 2016).

The disruptive and priority-claiming property of emotions is not usu-
ally counted as part of automaticity but goes by the technical term of
“control precedence” (Frijda, 1986; Scarantino, 2014). This ties in with
Arnold’s (1960) idea that emotions take us over completely (she calls this
the total stirred-up or all-over effect of emotions) and the widespread idea
of emotions as emergency responses (Solomon, 1973). Whether one is
reading a book or making a sandwich, when the house is on fire or bad
tidings arrive, priorities will be shifted. Note that Frijda (1986) extended
his notion of control precedence to also include persistence in the face of
obstacles and of attempts to stop emotions at will. Note that the latter
meaning has overlap with the automaticity feature of difficulty to counteract.

A final property of emotions pertains to the degree of organization
between the parts of the system. Some authors claim that emotions are
marked by disorganization or a breakdown of normal functioning (e.g.,
Young, 1943, 1949). Other authors claim exactly the opposite, that emotions
are marked by an increased organization or synchronization (e.g., Leeper,
1948; Scherer, 2000). Given that there is not the slightest consensus about
this property, I do not consider it as an incontrovertible desideratum.

2.1.1.5 Why
Why do we have emotions? Do they have a function or are they merely a
nuisance? Emotions seem to carry an irrational flavor. They seem to cloud
our thinking and make us behave counter to our best interests. The idea
that emotion contrasts with reason is widespread and tenacious. You
literally cannot open a newspaper without being fed the same line. No
matter what goes wrong in the world, emotions have always done it.
While public opinion is strongly convinced of this contrast, scholars are
more divided. Some scholars confirm that irrationality is an inherent
property of emotions (Dolan, 2002; Elster, 2010; Griffiths, 1997; Weber,
1947), yet an exploration of the history of the emotion concept teaches us
that early philosophers distinguished between rational and irrational
emotion types, with virtuous emotions such as devotion and gratitude
belonging to the former type and sinful emotions such as lust and anger
belonging to the latter (Dixon, 2012). This idea is revived in recent
psychological work in which guilt is associated with rational effects and
anger with irrational effects (Darlow & Sloman, 2010; Motro et al., 2018).
Other authors argue that all emotion types can be rational or irrational
depending on their fit with certain standards (Arnold, 1960). Different
types of standards are considered in different types of rationality (see also
Chapter 1, Section 1.3.4). Emotions have been judged for their theoretical
rationality as well as for their practical rationality.
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A token emotion is said to be theoretically rational or accurate (correct,
Deonna & Teroni, 2012; Kenny, 1963; fitting, Scarantino & de Sousa, 2018;
appropriate, Salmela, 2008) if its particular object instantiates the right
formal object. On the premise that danger is the formal object of fear, fear
of a widow spider is accurate because a widow spider is dangerous
whereas fear of a house spider is inaccurate because it is harmless. An
emotion that is inaccurate can still be justified, however, if it is coherent
with the person’s false beliefs. Thus fear of a house spider is inaccurate
but justified when the person falsely believes that the house spider is
dangerous. But an inaccurate emotion can also be unjustified. This is the
case for emotions that are recalcitrant to reason, for instance, when the
fear of the house spider persists despite the person’s belief that it is not
dangerous. Inaccuracy points at a gap between objective evidence and
subjective apprehension. A lack of justification points at a gap between
subjective apprehension and the emotion.
A token emotion is practically rational or adaptive if it promotes behav-

ior that is conducive to goal satisfaction and well-being. Sometimes
emotions help us achieve goals, for instance, when guilt helps us resist
temptations and stick to long-term goals. Sometimes they hinder us, for
instance, when sadness pushes us to indulge in temptations, a phenom-
enon called akrasia or weakness of will. And sometimes they lead to
arational actions, seemingly useless actions such as jumping up and
down out of joy, slamming the door out of anger, and kissing someone’s
picture out of grief (e.g., Hursthouse, 1991; Scarantino & Nielsen, 2015;
M. Smith, 1998; Goldie, 2000; but see Chapter 9). Philosophers reserve the
term “irrational behavior” for behavior that goes against goal satisfaction
(i.e., that we do for the wrong reasons) while they use the term “arational
behavior” for behavior that is irrelevant to goal satisfaction (i.e., that we
do for no reason at all). It could be argued that arational behavior still
qualifies as irrational behavior, however, because performing behavior
that does not serve any goal still uses up energy and therefore ultimately
goes against goal satisfaction. The practical rationality of emotions is a
complex and thorny issue that we can start to unravel by distinguishing
between a direct and an indirect influence of emotion on behavior. This
can be understood against the backdrop of three pathways of behavior
causation that are traditionally distinguished (Volz & Hertwig, 2016).
In a first, purely emotional pathway, behavior is directly caused by an

emotion. Examples are anger causing aggression, fear causing flight, guilt
causing reparation, and sadness causing resignation. The practical ration-
ality of an emotion is partly determined by its theoretical rationality. An
emotion that is in/accurate is likely to produce mal/adaptive behavior
(Salmela, 2008). Indeed, fear of a widow spider (i.e., accurate) causes
avoidance that promotes safety (i.e., adaptive) whereas fear of a house
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spider (i.e., inaccurate) causes avoidance that hinders moving freely
through the house (i.e., maladaptive). But this is not the whole story.
An accurate emotion may still produce maladaptive behavior. For
instance, anger about an unfair offer encourages people to engage in
costly aggression, thereby sacrificing their own profit (Pillutla &
Murnighan, 1996; Sanfey et al., 2003). Arational actions form another set
of examples. When people jump up and down out of joy, slam the door
out of anger, or kiss someone’s picture out of grief, their emotion may be
accurate but their behavior seems useless. Conversely, an inaccurate
emotion may still produce adaptive behavior in the sense of promoting
ultimate goal satisfaction. Examples are a person who works up her anger
to win a fight (Greenspan, 2004) or a person who forgoes indignation over
abuse to avoid more extreme abuse (Salmela, 2008).25

In a second, purely cognitive pathway, behavior is caused by a cognitive
process in the absence of emotion. Two processes subsume under this
pathway: a goal-directed process (e.g., choosing between a small or a
large balloon) and a stimulus-driven process (e.g., the bowl of nuts
triggering approach). Here, the goal-directed process counts as the more
practically rational one (see Box 2.1).

In a third, emotionally infused cognitive pathway, finally, behavior is
caused by a cognitive process, but emotion influences this process thereby
exerting an indirect influence on behavior. Several types of presumed
influences can be sorted under this third pathway. A first presumed influ-
ence is when emotion influences the operating conditions of processes and
in this way acts as a switch between goal-directed and stimulus-driven
processes. For instance, the emotion of stress is assumed to reduce atten-
tional capacity, thereby causing the system to switch from the more
rational goal-directed process to the less rational stimulus-driven process
(e.g., Schwabe &Wolf, 2011; but see Buabang, Boddez, et al. 2021).

A second presumed influence is when emotion influences the repre-
sentations involved in the goal-directed process. Emotions can improve
or bias the accuracy of these representations, which is in fact a form of
theoretical rationality. When studying this second presumed influence,
researchers commonly distinguish between incidental and integral emo-
tions (e.g., Lerner et al., 2015). Incidental emotions are ones that are

25 These cases can be reinterpreted as dissociations between short-term and long-term
adaptiveness. This ties in with Scarantino and de Sousa’s (2018) subdivision of practical
rationality into instrumental and substantive rationality. Instrumental rationality refers
to whether the right strategy is chosen to reach a goal; substantive rationality refers to
whether the right goal is picked to secure overall well-being. Well-being can itself be
cashed out in various ways (Diener et al., 1999), thus opening the door for even more
types of practical rationality.
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unrelated to the decision at hand, such as lingering fear from a prior
dangerous event. Integral emotions are ones that relate to the decision at
hand, such as fear about a potential outcome of a decision. Integral
emotions are often anticipatory, elicited by the anticipation of decision
outcomes that can be either material (e.g., fear about losing money) or
emotional (e.g., fear about regretting a decision). Both incidental and
integral emotions must be distinguished from anticipated emotions, how-
ever, which are not experienced at the time of decision making but merely
anticipated to be experienced in the future (e.g., expectation of regret).
They are therefore more accurately called anticipations of emotions.
Research has shown that incidental negative emotions not only lead to

more pessimistic judgments, but also to more systematic, and hence more
accurate, information processing than positive emotions (Schwarz &
Clore, 2003). Other studies have shown emotion-specific effects beyond
valence. For instance, Lerner and Keltner (2001) found that fear leads to
pessimistic but anger to optimistic risk perception. Integral, anticipatory
emotions have sometimes been shown to improve decisions (Bagozzi &
Pieters, 1998; Bechara et al., 1997; but see Newell & Shanks, 2014) and
sometimes to impair them (Loewenstein et al., 2001). Anticipations of
emotions, also called affective forecasts, are notoriously inaccurate (T.
D. Wilson & Gilbert, 2003). For instance, people tend to overestimate
the duration of negative emotions.
But increases and decreases in the accuracy of the representations in the

decision-making process are only half of the story. This is because the
ultimate practical rationality of these emotions depends on the global
accuracy of the decision-making process. If an emotion improves the
accuracy of a single representation (e.g., the expectancy that staying at
home will lead to safety), it may not improve the accuracy of other
representations (e.g., the expectancy that staying home will lead to a loss
of social contacts) that are also part of the weighing process. The resulting
decision may thus be out of balance, that is, not be globally accurate and
therefore not be adaptive.
To summarize, the irrational property of emotions can be spelled out in

different ways. Emotions can be judged to be irrational if they (a) do not
represent the right formal object, (b) bias cognitive processing, or (c)
promote behavior that is detrimental for the agent or for the community
at large, either directly or indirectly via the cognitive biases in “(b).”
Emotions often seem irrational in all three of these senses, and sometimes
they do not. Theories should be able to account for this.

2.1.1.6 Alignments
Before closing the section on the intensional working definition of emo-
tions, it is worth pointing out that theorists have assumed alignments
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among several of the properties of emotions listed so far. A first illustra-
tion is the clustering among intensity, automaticity, control precedence,
disorganization, and irrationality. The intense, sudden, and uninvited
properties of emotions are often linked to their claim for priority and
the difficulty to counteract them (e.g., Ekman, 1992a). The more explosive
an emotion, the harder it is to resist and the more disorganizing it can be.
The automatic nature of emotions, in turn, is often tied to their irrational
flavor. The latter connection may derive from the trade-off between
automaticity and rationality discussed in Chapter 1 (Section 1.3.4).
A similar connection has been drawn between disorganization and
irrationality. If the system breaks down, rational behavior should be
hindered. The clustering of these properties has led dual-system models
to file “hot” emotion or affect under System 1 and “cold” reason under
System 2 (see Keren & Schul, 2009). However, the legitimacy of these a
priori alignments may be questioned. To give just one example, it is not
because disorganization promotes irrational behavior that organization
promotes rational behavior. A perfectly organized system may smoothly
head towards irrational behavior.

A second illustration of property alignment is the tendency among
philosophers (e.g., Deonna & Teroni, 2012; J. J. Prinz, 2004a) to narrow
down the phenomenology of emotions to bodily feelings. Deonna and
Teroni (2012, p. 79), for instance, argued that the phenomenology of
emotions “is best captured in terms of bodily feelings” and they seem
to rule out the possibility that mental entities such as images and even
abstract thoughts might have qualia as well (as suggested by Block, 1995).
Some scholars have resisted this alignment. Helm (2009), for instance,
suggested that the positive/negative valence resulting from the process
of evaluation is the central aspect of affective phenomenology. Mason
and Capitanio (2012, p. 240), from their side, argued that the conventional
meaning of experience should shift from sensory experience to the experi-
ence of information (see also Oyama, 2000).

2.1.2 Divisio Working Definition

Scholars differ in the precise set of emotion types they seek to explain.
Restricted lists comprise prototypical or “blue-ribbon” emotions like fear,
anger, sadness, joy, disgust, and surprise. More extended lists add shame,
guilt, pride, gratitude, regret, disappointment, indignation, envy, jeal-
ousy, being moved, wonder, admiration, adoration, awe, shock, love,
hate, affection, annoyance, irritation, envy, indignation, and many more.
Despite these differences, however, there is fair consensus about the
prototypical emotions, give or take a few. Emotion types can be treated
as subsets in the set of emotions in the sense that they are types that
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comprise tokens of emotions. But emotion types have also been treated as
subsets (called families) that are themselves comprised of still smaller
subsets (called shades). Anger can be treated as a subset subsuming the
smaller subsets of annoyance, irritation, anger, and rage, whereas fear
subsumes the smaller subsets of worry, apprehension, anxiety, fear, panic,
and terror (e.g., Plutchik, 2001). Such families of shades are often assem-
bled on the basis of participants’ responses in sorting tasks or similarity
judgment tasks (Fehr & Russell, 1984). The upshot is that adequate theories
of emotion should ideally be able to account for the prototypical emotions,
and if possible, also for more subtle shadings of these emotions. A final
intuition to be accounted for is that different events elicit different emotions
in different people and on different occasions. For instance, upon hearing
an off-color joke, Sam is amused while Sunny is shocked, and the next time
Sunny hears the joke, it just makes her sad.

To wrap up, the desiderata for an adequate theory of emotion are to
explain phenomena known as fear, anger, sadness, joy, and so forth, and
to explain their typical and apparent properties such as their ontogenetic
and phylogenetic continuity, that they are elicited by events of major
importance, their mental and bodily aspects, their heat (valence and
intensity), their automaticity, their control precedence, and their
irrational flavor.

2.2 Stage 2: Explanation

Explanations proposed for emotions can be sorted into constitutive,
causal, and mechanistic ones. A constitutive explanation specifies the
components of an emotion and ideally also the interrelations among
them. If Sam is sad, what are the components of his sadness and how
do they hang together? A causal explanation specifies the entities that
cause emotions, such as certain types of stimuli and/or certain types of
mental events or representations. Let’s call them initial causal entities. Sam
is sad because he lost his cat (i.e., stimulus) or because he imagines losing
his cat (i.e., representation). A mechanistic explanation specifies the
mechanism, that is, the mental or neural entities that mediate between
the initial causes and the emotions as well as the causal relations among
these mediating entities. These can be called mediating causal entities. Sam
losing his cat causes a suite of mental/brain processes, which in turn lead
him to being sad.
Scientists are typically not after singular explanations, that is, explan-

ations of a token emotion. Instead, they try to discover regularities that
allow for generalization. In constitutive explanations, they try to figure
out the components of all tokens of sadness (not just Sam’s) or all tokens

2.2 Stage 2: Explanation 47

https://doi.org/10.1017/9781107588882.005 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.005


of emotions (not just sadness). In causal explanations, they try to discover
regularities between inputs and outputs. They propose, for instance, that
the loss of any valued object (not just cats) and not of non-valued objects
(e.g., paperclips) leads to sadness in many if not all people. The regular-
ities specified in causal explanations, in turn, form the starting point for
the development of mechanistic explanations. Once we have a clear
picture of the inputs and the outputs, we can start figuring out what lies
in between.

Not all existing emotion theories can gracefully be mapped on the
template outlined above, however. Three observations are worth making.
A first observation is that for some theories, a clean separation of consti-
tutive and mechanistic explanations proves difficult. To create their con-
stitutive and mechanistic explanations, theories start from the ingredients
listed in the working definition. Some of these ingredients are sorted in
the constitutive explanations of theories where they are assigned the
role of component of emotion. Other ingredients are pushed out of the
emotion and are assigned the role of mediating causal entity or conse-
quence of emotion. There is great variety in the number of the compon-
ents that theories include in their constitutive explanations. Some include
only a single component whereas others include multiple components
(see Section 2.2.1.3). Some even go so far as to include the maximal
number of components, so that no entity is left to act as the mediating
causal entity (mechanism) between the initial causal entity and
the emotion. These theories do not provide an etiological mechanistic
explanation, which specifies what happens prior to the emotion, but rather
a constitutive mechanistic explanation, which specifies what happens
inside the emotion (Craver & Kaplan, 2020). To avoid scattering mechan-
istic stories across two different sections (the section on constitutive
explanations and the section on mechanistic explanations), all talk of
mechanisms will be dealt with in the section on mechanistic explanations
(Section 2.2.2).

A second observation is that some theories provide purely causal
explanations (e.g., so-called descriptive appraisal theories; Clore &
Ortony, 2008, 2013; see Chapter 8). They describe the commonalities
and differences between events that elicit emotions or specific emotions,
but remain agnostic about the mediating mechanisms. Others provide
both causal and mechanistic explanations (e.g., so-called process theories
of appraisal; e.g., Scherer, 2009b; see Chapter 6). Still others provide
purely mechanistic explanations in that they do not specify features of
initial causal entities (e.g., network theories, goal-directed theories, psy-
chological constructionist theories). I use the umbrella term “causal-
mechanistic explanations” to refer to causal and/or mechanistic explan-
ations and discuss these together in Section 2.2.2.
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A third observation is that philosophical theories have a strong focus
on constitutive explanations whereas psychological theories are more in
the business of crafting causal-mechanistic explanations. This is mirrored
in the fact that philosophical theories are often named after the compon-
ents that emotions are made of (e.g., feeling theories, judgmental theories,
quasi-judgmental theories, perceptual theories, and motivational theor-
ies) whereas psychological theories are often named after mechanisms
(e.g., evolutionary theories,26 network theories, appraisal theories, the
goal-directed theory, psychological constructionist theories). This has
sometimes generated confusion in existing theoretical overviews (e.g.,
Scarantino, 2016; Scarantino & de Sousa, 2018; Tappolet, 2016, p. 12).
For instance, appraisal theories (a brand of psychological theories) have
sometimes been grouped together with judgmental theories (a brand of
philosophical theories) under the label of “cognitive theories” although
appraisal theories do not identify emotions with cognitions as judgmental
theories do. This is not to say that psychologists eschew talk of compon-
ents or that philosophers ignore mechanisms. Psychologists do make
choices about the components to include in emotion, but they rarely
provide extensive justifications for their choices as philosophers do.
When it comes to mechanisms, on the other hand, psychologists tend to
be more explicit than philosophers in that they embed their mechanisms
in a global architecture of the mind, and not unimportantly, that they
submit them to empirical testing. Philosophers invent ad hoc mechanisms
or borrow them from the psychological literature. Deviations from these
trends can be observed in scholars who have crossed the disciplinary
boundary, such as philosophically informed psychologists (e.g., Miceli &
Castelfranchi, 2015; Reisenzein, 2012) and philosophers with naturalistic
inclinations (e.g., Charland, 1995; Colombetti, 2009; Griffiths, 1997; J.
J. Prinz, 2004a; Scarantino, 2014). To conclude, the type of explanation
that emotion theories propose or capitalize on is an additional source of
variation among them (Axis 4).

2.2.1 Constitutive Explanations

In shaping their constitutive explanations, theories have sampled from
the following list of components (see Table 2.2): (a) a cognitive component
with changes in information processing,27 (b) a motivational component

26 Evolutionary theories propose evolutionary ancient mechanisms, known as “affect
programs,” and these theories have accordingly also been named affect program
theories (see Moors, 2009).

27 Here the term cognitive is taken to be broad enough to include representations in all
kinds of formats, but narrow enough to exclude conative representations.
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Table 2.2. Traditional components

components content examples

cognitive
component

information processes - stimulus evaluation
- response evaluation
- categorization

motivational
component

concrete action tendencies tendency to approach
(distance decrease), avoid
(distance increase), flee, fight

abstract action tendencies tendency to approach (contact
increase), avoid (contact
decrease)

other modes of action
readiness = highly abstract
action tendencies

tendency to be active, passive

somatic
component

peripheral activity (ANS) heart rate, blood pressure,
perspiration, pupil dilation

central activity (CNS) brain areas, brain circuits,
whole-brain patterns

hormonal activity (ES) release of testosterone,
adrenaline, cortisol, oxytocin

motor
component

subtle behavior (SNS) facial, vocal, gestural
“expressions”

coarse behavior (SNS) approach, avoid, flee, fight
give in, repair

feeling
component

first-order experience:
raw feelings

- feelings of other components
(Intentional aspect and/or
component-specific
phenomenal aspect)
- feelings of fear, anger,
sadness, joy (emotion-specific
phenomenal aspect)

second-order experience:
labeled feelings

feelings of fear, anger, sadness,
joy
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with changes in action tendencies, (c) a somatic component with changes
in physiological responses, (d) a motor component with changes in overt
behavior, and (e) a feeling component with changes in experience
or feelings.
Theorists disagree about the precise content of these components (Axis

5a) (Section 2.2.1.1), the granularity of the components (i.e., the fineness of
grain at which they are considered; Axis 5b, FL) (Section 2.2.1.2), and (c)
the number, identity, and necessity status of the components that they
ultimately include in their constitutive explanation of emotions (Axis 5c,
FL) (Section 2.2.1.3) (see Frijda, 2007a, 2007c; Frijda & Scherer, 2009;
Parrott, 2007; J. J. Prinz, 2004a). After discussing each of these sources of
variety, I note problems with this traditional list of components and
propose an alternative list that circumvents these problems and that
enables a more in-depth comparison of theories and their explanations
(Section 2.2.1.4).

2.2.1.1 Precise Content of Components
The cognitive component houses information processes. These processes
differ first of all in terms of their inputs and outputs. A few examples.
Stimulus evaluation theories focus on the evaluation or appraisal of
stimuli in terms of danger, offense, loss, and so forth (Lazarus, 1991).
The goal-directed theory focuses on the evaluation of behavior options in
terms of their expected utilities (Moors, 2017a). Psychological construc-
tionist theories focus on the categorization of bodily feelings in terms of
specific emotions (Barrett, 2006b). Other differences between processes
have to do with the format of the representations (e.g., propositional vs.
perceptual) and the types of operations (e.g., rule-based vs. associative)
involved.28

The motivational component contains action tendencies (e.g., tenden-
cies to orient, flinch, approach, avoid, flee, fight, repair, give in, hug),
which can be cast at higher or lower levels of abstraction (Arnold, 1960;
Frijda, 1986). The more abstract an action tendency, the more abstract is
the relationships that the agent tries to establish or maintain with the
world, such as approach or avoidance in the sense of increasing or
decreasing contact with an object. The more concrete an action tendency,
the more concrete details are specified about the behavior that the agent
tries to execute, such as approach and avoidance in the sense of

28 A minority of scholars also incorporate changes in the cognitive functions of attention
and memory within the cognitive component (e.g., Clore & Ortony, 2000; J. J. Prinz,
2004a). Others treat attention and memory as slave systems that support all mental
components (Scherer, 2009b). The majority of scholars treat changes in attention and
memory also as part of the consequences of emotions.
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decreasing or increasing physical distance with an object. The distinction
between abstract and concrete action tendencies is merely gradual.
Both abstract and concrete action tendencies are goals understood as
representations of valued future states (e.g., decreased contact or
decreased distance). Abstract action tendencies can be implemented via
concrete action tendencies, whether these are physical or only mental
in nature. Decreasing contact, for instance, can be done by taking a step
back or by redirecting attention or shutting oneself off mentally.
Some authors have even included mental action tendencies that have no
immediate relation with the outside world, such as reshuffling goal
priorities (Cova & Deonna, 2014; Frijda, 1986). Some theorists (e.g.,
Deonna & Scherer, 2010) only include abstract action tendencies in the
emotion and consider the concrete ones as a consequence of emotion.
Others (e.g., Frijda, 1986) include abstract and concrete action tendencies
with control precedence and exclude those without.

Besides action tendencies, Frijda (1986; Scarantino, 2016) included
other modes of action readiness such as a mere readiness to act or change
the current state (without specific direction) and a readiness to be inactive
or passive (or an unreadiness to be active). Rather than treating the
mere readiness to act or be passive as separate from action tendencies,
however, I think they can best be considered as highly abstract action
tendencies. Note that some authors have objected against inclusion of the
tendency to be passive because they consider it to be an illegitimate
stretch of the concept “action” tendency (e.g., Eder, 2017).

The somatic component covers (a) physiological responses (e.g.,
changes in heart rate, blood pressure, perspiration, pupil dilation) sup-
ported by the autonomous nervous system (ANS), a part of the peripheral
nervous system (PNS), (b) brain (and spine) activity supported by the
central nervous system (CNS), and (c) hormonal activity (e.g., release of
testosterone, adrenaline, cortisol, oxytocin) supported by the endocrine
system (ES). The activities of these systems are strongly intertwined.
Hormones support the physiological responses supported by the ANS.
For instance, adrenaline spikes make sure that heart rate and blood flow
increase and that muscle tension builds up. It may be noted that while
some theorists consider brain activity to be a subcomponent of the som-
atic component (e.g., Roseman, 2013), others do not mention it because
they consider brain activity to be part of many if not all of the other
components, situated on a lower level of analysis (e.g., Scherer, 2009b).

The motor component refers to changes in overt behavior, supported
by the somatic nervous system (SNS, also part of the PNS). Behavior has
traditionally been split into (a) subtle movements in the face, the voice,
and gestures, often called “expressive” behavior and (b) coarse or full-
body behavior (e.g., approach, avoid, fight, flee, give up; Mulligan &
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Scherer, 2012; Scherer, 1984). The terms subtle and coarse are not meant to
refer to a difference in intensity, but rather to the scale of the body that is
involved, and related to this, the potential impact that the behavior has on
the physical world. Facial and vocal behavior engage only a small area of
the body whereas coarse behavior such as fighting and fleeing makes
the whole body work. Because of this, the material impact of
subtle movements is often restricted to the body itself whereas coarse
behaviors are outward deeds with greater material impact. Both types of
behavior can nevertheless have a social impact.
This characterization of the distinction between subtle and coarse

behavior presents a few caveats, however. First, behavior categories such
as body posture (e.g., shrugged, upright posture) defy this dichotomy
because they involve the whole body while having a limited impact on
the physical world (Lhommet & Marsella, 2014; Dael et al., 2012a, 2012b).
Second, the characterization in terms of less vs. more impact on the
physical world misses out on the fact that coarse behavior is sometimes
described in highly abstract terms that do not specify the nature of the
impact. For instance, approach can be physical (e.g., walking to the
fridge), social (e.g., talking to someone), or purely mental (e.g., thinking
of something).
Some theorists limit the motor component to subtle behavior, exclud-

ing coarse behavior. More often, however, theorists draw a distinction
between “emotional” behavior, caused by their preferred mechanism of
emotion causation, and instrumental behavior, caused by a goal-directed
process (e.g., Scherer, 1984, 2001b, p. 374; but see Moors, 2017a).
Although the contrast between emotional and instrumental speaks to
the way in which the behavior was caused and therefore belongs in the
section on causal-mechanistic explanations, it is nevertheless worth
pointing out that it does not overlap with the contrast between subtle
and coarse. Indeed, facial expressions can be purely instrumental
(e.g., polite smile) and coarse behavior can be purely emotional (e.g.,
lashing out).
The feeling component, finally, refers to changes in conscious experi-

ence or feelings (see Dub, 2022; Frijda, 2005). This component has been
split into (a) first-order experience or raw feelings, with an Intentional
and/or phenomenal aspect, and (b) second-order experience or labeled
feelings, consisting of the experience of having an emotion or a specific
one (Block, 1995; Lambie & Marcel, 2002; Moors, 2017a; Scarantino,
2017a). Note that some authors only speak of first-order feelings (James,
1890b) and that some authors endorse the existence of unconscious feel-
ings (e.g., J. J. Prinz, 2004a; Winkielman & Berridge, 2004).
Zooming in on first-order experience, many options are again possible.

Not all theorists include an Intentional aspect (e.g., Reisenzein, 2012), but
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for those who do, it refers to one or more of the other components in the
emotional episode (cognitive, motivational, somatic, and/or motor) (e.g.,
Moors et al., 2013; Frijda & Parrott, 2011). Each of the components forms a
potential ingredient for the Intentional aspect of emotional experience.
For the phenomenal aspect of experience, two types of ingredients have
been distinguished. The first type of ingredients are component-specific
qualia. These can be seen as supervening on the Intentional aspects
stemming from the other components. The second type of ingredients
are emotion-specific qualia. These are qualia that cannot be reduced to the
qualia that belong to components. The idea is, for instance, that fear feels
intrinsically different from anger and that this is not (just) because fear is
about danger and anger is about offense and/or because they involve
different action tendencies and physiological responses (see Frijda, 2005).
Theorists have sampled from these three ingredients – Intentional aspect,
component-specific phenomenal aspect, and emotion-specific phenom-
enal aspect – to shape the content of first-order experience. Several
combinations are possible: only the first two aspects, the first and the
third aspects, all three aspects, only the second aspect, or only the third
aspect. Many theorists, moreover, assume that a certain degree of
blending takes place so that ingredients cannot easily be disentangled.
Some aspects can still be foregrounded, however, if attention is focused
on them (Lambie & Marcel, 2002).

2.2.1.2 Granularity of Components
Once the content of a component is chosen, theorists can treat it in a molar
or a molecular way. A molar treatment describes a component with a
single variable. A molecular treatment describes the component with a
collection of variables that each refer to a separate aspect of the compon-
ent, and the values on these variables combine to form a pattern (Moors &
Scherer, 2013).

For instance, the appraisal process in the cognitive component can be
described in a molar way with a single variable that has values such as
danger, offense, and irrevocable loss, corresponding to what Lazarus
(1991) called “core relational themes” of emotions. But it can also be
described in a molecular way with multiple appraisal variables such as
goal relevance (goal relevant vs. goal irrelevant), goal congruence (goal
congruent vs. goal incongruent), certainty (certain vs. uncertain), expect-
edness (expected vs. unexpected), controllability (easy vs. difficult),
agency (internal vs. external), and accountability (blame vs. credit) (C.
A. Smith & Lazarus, 1993).

Likewise, action tendencies in the motivational component can be
described in a molar way with a single variable that has values such as
the tendency to approach, avoid, flee, fight, repair, and give in (e.g., Frijda
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et al., 1989). A molecular description of action tendencies, on the other
hand, makes use of multiple variables such as level of activity (active vs.
passive), direction of movement (towards vs. away from the eliciting
stimulus), direction of adaptation (fit stimulus to self vs. fit self to stimu-
lus), and target (self vs. other vs. inanimate object; Roseman, 2001).
The peripheral part of the somatic component has sometimes been

described in a molar way, with values like shivering, boiling, blushing,
and butterflies in the stomach, but more often in a molecular way with
multiple variables such as heart rate, blood pressure, galvanic skin
response, and muscle tension (Bauer, 1998; Kreibig, 2010; Lench et al.,
2011; Mauss & Robinson, 2009; Stephens et al., 2010). The central part of
the somatic component (brain activity) has been described in terms of
brain areas (e.g., amygdala, anterior cingulate cortex, hypothalamus),
brain circuits (e.g., thalamo-amygdala route, thalamo-cortico-amygdala
route; LeDoux, 1996), and brain networks (e.g., Kragel & LaBar, 2016;
Nummenmaa & Saarimäki, 2019). Single brain areas correspond more to
a molar approach whereas brain circuits and networks fit more with a
molecular approach. Another type of molecular approach specifies the
activity in brain networks in terms of non-locationist parameters, such as
the degree of neural synchronization (e.g., Kragel et al., 2018).
Turning to the motor component, the molar and molecular treatment of

coarse behavior parallels that of action tendencies (molar: approaching,
avoiding, fleeing, fighting, repairing, giving in; molecular: activity level,
direction of movement, direction of adaptation, target). The subtle
behavior in facial expressions takes on molar values such as smiling face,
scowling face, startled face, and pouting face, and molecular values that
correspond to muscle activity in certain parts of the face (i.e., action units;
Ekman & Friesen, 1978). Vocal expressions take on molar values such as
screaming and laughter, and molecular values that specify pitch, tempo,
rhythm, pausing, loudness, and frequency perturbations (see review in
Scherer & Moors, 2019). Gestural expressions take on molar values
describing movements such as arm raising, head tilting, fist clenching
(see review by Witkower & Tracy, 2019), and molecular values specifying
the amount, speed, force, fluency, and size of these movements (Dael
et al., 2013).
Finally, the feeling component can be treated in a molar way with

values such as fear, anger, sadness, and joy. Molecular treatments
describe feelings with variables such as valence, arousal, and dominance
(Russell, 2003) or with variables describing aspects of the other compon-
ents that are supposed to be projected into the feeling component. To
illustrate the latter approach, a person can feel trapped, experience the
urge to lash out, feel her blood boiling, and realize that she is frowning
and clenching her teeth.
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In principle, each of the variables in a molar or molecular description
can be treated as discrete or dimensional. While the molar–molecular
dichotomy refers to the number of variables used to describe an entity
(single vs. multiple), the discrete–dimensional dichotomy refers to the
number of values that a variable can take (finite vs. infinite). As the
examples above show, however, “molar” often combines with “discrete”
whereas “molecular” often combines with “dimensional.” Indeed, in the
molar approach to appraisal, the values danger, offense, and loss are
discrete whereas in the molecular approach to appraisal, the variables
of goal relevance, goal congruence, and controllability are readily under-
stood as dimensions. A stimulus can be more or less goal-relevant, more
or less goal-congruent, and more or less controllable.

Philosophical theories tend to take a molar approach to components.
This is apparent, for instance, in the fact that they spell out the formal
objects of emotions in terms of danger, offense, and loss. Psychologists
more often adopt a molecular approach, probably encouraged by the
need to develop ways to measure the components in empirical research.
The two approaches are by no means incompatible, however. Molar
descriptions can be considered as summaries of molecular descriptions.
For instance, the molar appraisal value “danger” can be seen as a sum-
mary or pattern of the molecular appraisal values “goal-relevant,” “goal-
incongruent,” and “difficult to control.” So considered, molar and
molecular approaches address different mereological levels (Teroni,
2021).

Molar and molecular approaches are not only possible with regard to
the components of emotions but also with regard to the emotion itself.
A molar approach treats emotion as a single variable that can take on
values such as fear, anger, sadness, joy, and so on. A molecular approach
breaks down emotions into multiple components (e.g., cognitive, motiv-
ational, somatic, motor, and feelings). Here too, molar and molecular
approaches can be compatible if they are understood as addressing
different mereological levels.

2.2.1.3 Number, Identity, and Necessity Status of Components
Constitutive explanations of emotion theories range from narrow to
broad. The narrowest constitutive explanations identify emotions with a
single component. Emotions are taken to be special types of cognitions
(Neu, 2000; Nussbaum, 2001; Roberts, 2003; Solomon, 1993; Tappolet,
2016), special types of motivations (Roseman, 2013; Ryle, 1949; Shand,
1914), special types of brain mechanisms (Ekman, 1999a; Tomkins, 1962,
1963), special types of bodily responses (Watson, 1919), or special types of
feelings (Barrett, 2006b; Descartes, 1649/1989; Hume, 1739; LeDoux,
2012b; LeDoux & Brown, 2017; Reisenzein, 2012; Schachter, 1964;
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Wundt, 1897/1998). Broader constitutive explanations identify emotions
with compounds of two or three components (Frijda, 2009; Green, 1992;
Izard, 1972; Lazarus, 1991; W. Lyons, 1980; Marks, 1982; McDougall,
1908). The broadest constitutive explanations include all five components
(Clore & Ortony, 2000; Dewey, 1894, 1895; Frijda & Parrott, 2011; Scherer,
2009b). Using cooking metaphors, several authors have proposed con-
sidering appraisal and behavioral expressions as ingredients of emotions
rather than as causes and consequences. Thus, Ellsworth (2006) argued
that appraisal is no more the cause of emotion than eggs are the cause of a
cake, and Clore and Centerbar (2004) argued that emotion is not the cause
of expression in the same way as eggs are not the cause of an omelet.
Most proponents of all-inclusive constitutive explanations, however, do
not demand that all of their components are present in each token
emotion and they vary with regard to the component they do consider
to be necessary. For Damasio (2004) the essential component is a special
type of brain activity; Frijda (1986; Frijda & Parrott, 2011) picked out the
motivational and feeling components (“felt action tendencies”), and
A. Sloman and Croucher (1981) chose the cognitive and motivational
components. Pushing this idea further, Clore and Ortony (2013) sug-
gested that emotions require the simultaneous occurrence of any two
components, regardless of which they are (see Scherer, 2005, p. 697,
2022, for a similar suggestion).
The preference of theorists for narrow vs. broad constitutive explan-

ations can be attributed in part to the meta-theoretical principles that they
endorse. Philosophers – with their strong focus on constitutive explan-
ations – have the ideal to combine as many desiderata as possible inside
the emotion. Theories that are (or run the risk of being) criticized for being
unable to accommodate an important desideratum turn to one of four
possible strategies (see Scarantino & de Sousa, 2018, for the first three).
A first strategy is the elastic strategy, which consists in stretching the
content of the favored component. For instance, when the cognitive
component in judgmental theories was found wanting, the meaning of
cognition was stretched from beliefs to information processing at large
(see Scarantino, 2010).
A second strategy is the add-on strategy, which consists in planting

extra components inside the emotion, resulting in a hybrid theory with a
broader constitutive explanation. All multi-componential theories count
as examples.
A third strategy is the alternate-components strategy, which consists in

swapping the favored component for a different one, or in reshaping it
(Scarantino & de Sousa, 2018). This usually results in an altogether
different theory. One example is the trading of feeling theories for judg-
mental theories, which involves the swapping of the feeling component
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by the cognitive component. Another example is the trading of judgmen-
tal theories by perceptual theories, which involves the reshaping of the
cognitive component from judgment to perception.

A fourth strategy is the causes-consequences strategy, which consists in
adding causes and consequences of emotions that cover for the missing
desiderata. For instance, theories that equate emotions with motivations
and/or feelings often treat cognition as the cause and behavior as the
consequence of emotions (Reisenzein, 2012; Roseman, 2013; Scarantino,
2017a; Schachter, 1964).

Critical voices within philosophy consider the first two strategies to be
poor choices. The elastic strategy leads to overinclusive meanings of
entities (like cognition) so that they become trivial (see Scarantino, 2010;
Scarantino & de Sousa, 2018). The add-on strategy is considered an easy
cop-out that is unparsimonious (but see Goldie, 2012)29 and requires an
account of how the components hang together in the emotion (Soteriou,
2018). The alternate-components strategy is considered more promising
because it allows theories to keep a narrow (and hence parsimonious)
constitutive explanation. The causes-consequences strategy, finally,
shares this asset but abandons the ideal to keep all the desiderata within
the confines of the emotion itself.

Psychological theories – with their strong focus on causal-mechanistic
explanations – may be expected to have a preference for the causes-
consequences strategy. This strategy is indeed taken by some psycho-
logical theories (e.g., Reisenzein, 2012; Roseman, 2013). Many contempor-
ary psychological theories, however, are multi-componential. They adopt
an extreme add-on strategy, seemingly unhindered by a concern for
parsimony. In their defense, however, it should be mentioned that they
do not consider all of the included components to be strictly necessary
and they do provide an account of how the various components hang
together. Indeed, they do specify the causal relations between the com-
ponents inside the emotion (thereby providing a constitutive mechanistic
explanation, see Chapter 1).

For those theories that do not include all components but that push
some of the relevant entities to the causes or consequences of the emotion,
it makes sense to distinguish between the emotion proper and the
broader episode in which the emotion occurs (Moors, 2007; Scarantino
& de Sousa, 2018). Given that there is more consensus about the compon-
ents to include in the broad episode than in the emotion proper, and the

29 Goldie (2012) argued that instead of striving for parsimony, which dictates to not
include any entity beyond necessity, one could also follow the opposite rule, which is
to not exclude any entity beyond necessity, in line with Bishop Butler’s wisdom that
everything is what it is and not another thing (see Soteriou, 2018).
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impression held by many psychologists that the demarcation of the
emotion proper is an arbitrary matter, Russell (2003) proposed replacing
talk of emotions with talk of emotional episodes and in this way to
“reconstitute the explanandum” (Bechtel, 2008).

2.2.1.4 Problems with Traditional Components and a Proposal for
Alternative Components
The variety across theories regarding the precise content and granularity
of components poses a complication for the comparison of these theories.
Other obstacles are that the components cannot be distinguished
according to a single organizing principle, despite what some authors
have suggested, and that they are not mutually exclusive on most read-
ings. Scherer (2005) argued that all components have a different function,
but it may be too restrictive to demand that all components have a
function. For instance, the feeling component could be endowed with a
monitoring function, but some authors prefer treating feelings as
epiphenomena instead.
Frijda (2007b) argued that all components involve different processes,

but not all components contain processes, at least if we stick to the idea
that something counts as a process if it relates an input to an output (see
Chapter 1). The cognitive component contains processes (linking stimuli
to afferent representations) but the motivational component does not (it
merely contains efferent representations).
Finally, Clore and Ortony (2000) argued that the different components

correspond to different ontological categories, but this is not straightfor-
ward. A first problem is that the separation between mental components
(cognitive, motivational, and feeling) and bodily components (somatic
and motor) is ultimately artificial because a common way to close the
mind–body gap has been to argue that mental components are imple-
mented in the part of the body called the brain. To solve this problem,
some authors have proposed to discard the somatic component
altogether (e.g., Parrott, 2007) while many others have restricted the
somatic component to the peripheral part of the somatic component
(e.g., Scherer, 2009b; see above). Another problem is that the mental
components do not admit of a clean separation among themselves. In
their capacity as mental components, they all involve representations.
The cognitive and motivational components can be distinguished on the
basis of the format of their representations (afferent in the cognitive
component, efferent in the motivational component), but they are other-
wise not comparable given that the cognitive component contains pro-
cesses (i.e., transitions between inputs and outputs) whereas the
motivational component does not (i.e., just efferent representations).
The feeling component, moreover, is often treated as the conscious part
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of the other two mental components and hence as a subcomponent of
these other components (see Moors, 2017a; see also Colombetti &
Thompson, 2007, p. 59). Taken together, a clean separation in terms of
ontological categories seems difficult to maintain.

Because of the problems plaguing the traditional list of components,
I believe it is useful to propose an alternative list of components that fare
better in terms of mutual exclusivity (see Table 2.3). However, given that
the traditional components are so widespread in the literature, it will be
hard to completely disconnect from them without also disconnecting
from the literature. I will therefore tie the novel components back to the
traditional ones and continue to bring the latter up in the next chapters.
Each of the novel components listed below is accompanied by an acro-
nym. As a general rule, mental components have squared brackets
whereas overt components do not.

The first novel component is raw stimulus input (S): unprocessed
physical stimuli that are (a) external (eS) or (b) internal to the body (iS).
External stimuli are generated in the outside world. Internal stimuli have
their source in the body of the subject, referring to the immediate out-
comes or effects of the subject’s own somatic and motor activity.
Immediate outcomes may be resident in organs or muscles, in which case
they can only be perceived via interoception or proprioception. But
immediate outcomes can also be visual or auditory in nature. Strictly

Table 2.3. Novel components

observable
input

mental representations: unconscious (unfelt) or
conscious (felt)

observable
output

S: raw
stimulus

[S]: afferent/stimulus
representation

[O/R]: efferent
representation

R: overt response

eS: raw
external
stimulus

[ecS]: external concrete
stimulus representation

[Ov]: non-behavioral goal sR: somatic response

[R]: abstract behavioral
goal or behavior
representation

mR: motor response

[eaS]: external abstract
stimulus representation

smR: subtle motor
response

[r]: concrete behavioral
goal or behavior
representation

iS: raw
internal
stimulus

[icS]: internal concrete
stimulus representation

cmR: coarse motor
response

[iaS]: internal abstract
stimulus representation
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speaking, these visual and auditory outcomes belong to the outside world
again, and therefore come under the heading of external stimuli.
The second novel component is an afferent representation ([S]), which

has a mind-to-world direction of fit. Afferent representations try to
accommodate themselves to the physical world by extracting information
from the world. The content of afferent representations can be character-
ized along the dimensions external-internal and concrete-abstract,
resulting in the following four subtypes: (a) representations of external
stimuli in terms of concrete sensory or perceptual features ([ecS]) (e.g., the
coiling form of a snake, a snake); (b) representations of internal stimuli
(somatic and motor activity) in terms of concrete sensory or perceptual
features ([icS]) (e.g., throbbing sensation, muscle tension); (c) representa-
tions of external stimuli in terms of abstract features or categories ([eaS])
(e.g., danger, valence, goal congruence, controllability); (d) representa-
tions of internal stimuli (somatic and motor activity) in terms of abstract
features or categories ([iaS]) (e.g., valence, emotion types).
The third novel component is an efferent representation ([O/R]), which

has a world-to-mind direction of fit. Efferent representations try to
assimilate the physical world to themselves by spurring the organism to
overt behavior in the physical world. Efferent representations are goals,
that is, representations of valued outcome. Goals can be organized in a
goal hierarchy in which superordinate goals reside at the top (e.g., sur-
vival, autonomy, control, connectedness, happiness, identity) and branch
out in ever more subordinate goals at intermediate levels (e.g., safety,
food, partner) and further down in behavioral goals, also called action
tendencies or intentions (e.g., approach, avoidance).30 The level of action
tendencies can again be split into various sublevels, ranging from more
abstract action tendencies (e.g., tendency to avoid) to more concrete
action tendencies or motor programs (e.g., tendency to flee or run away).
In sum, subtypes of efferent representations are non-behavioral goals
([Ov]), (b) abstract behavioral goals ([R]), and (c) concrete behavioral
goals or motor programs ([r]).31

30 I do not follow Frijda’s (1986; Frijda & Parrott, 2011) proposal to distinguish between
(a) action tendencies, which are reserved for emotions and which are endowed with
control precedence (i.e., they take priority over other goals and persist in the face of
obstacles), and (b) intentions to act, which are reserved for non-emotional, instrumental
action. Regardless of how they are caused, action tendencies and intentions are both
goals to act. This means that they both have dynamic properties such as persistence in
the face of obstacles (see Chapter 1). Whether a goal takes priority over other goals
depends on its value, but this is a matter of degree, which obviates the need to use two
different terms.

31 The difference between [R] and [r] is fluid. I will only use the [r]-symbol when I need it
to mark the distinction with [R].
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Goals at lower levels have a means–end relation to goals at higher
levels if they belong to the same branch. For instance, running away
serves avoidance, avoidance serves safety, and safety serves survival.
Other assumptions are that goals at higher levels are valued more, are
more abstract, and are more likely to be innate and hence universal,
whereas goals at lower levels are valued less, are more concrete, and
are shaped by learning and hence more culturally specific and idiosyn-
cratic. The idea that subordinate goals are valued less squares with the
observation that they are more easily replaced by other goals. For
instance, if safety cannot be reached via the tendency to run away, it
may be replaced by the tendency to hide, whereas the goal for safety itself
is harder to replace by another goal.

As discussed in Chapter 1, the common-coding hypothesis (W. Prinz,
1997) states that when the content of a representation is a behavior, it does
not matter whether the representation is afferent or efferent. Thinking
about or observing a behavior (i.e., afferent representation) activates the
same brain regions as preparing to engage in the behavior (i.e., efferent
representation). In other words, if the content of a representation is a
behavior, the difference between afference and efference falls into obliv-
ion. The implication is that [R] can be seen as a subtype of [aS] and [r] as a
subtype of [cS].

The fourth novel component contains somatic responses (sR), which
I restrict to peripheral autonomous responses and the central and endo-
crine activity that supports these responses. Needless to say, each of the
other components has its own supporting central and endocrine activity.

The fifth novel component, finally, contains overt motor responses
(mR), consisting of both (a) subtle behavior in the face, the voice, and
gestures (smR) and (b) coarse behavior as in full-body behavior (cmR)
(see Chapter 9, for a more fine-grained taxonomy of behavior).

Linking the five traditional components to the five novel ones can be
done as follows. The information processes in the cognitive component
translate raw stimulus input (S) into afferent mental representations ([S]).
The motivational component houses efferent representations, and in par-
ticular, abstract ([R]) and concrete ([r]) behavioral goals. The (peripheral
part of the) somatic component aligns with the somatic responses (sR)
and the motor component with the motor responses (mR). The feeling
component can easily be matched with those parts of the afferent and
efferent representations ([S], [R]) that pervade consciousness. If it is
assumed that only representations can become conscious (Moors,
2017a), raw external and internal stimuli (eS, iS) can only enter conscious-
ness after they have been processed and have become the content of an
afferent representation ([eS], [iS]). As mentioned, not all scholars sub-
scribe to this view. Some have decoupled consciousness from
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representations considering feelings to be a purely phenomenal affair (e.
g., Reisenzein, 2012), and some allow feelings to be unconscious (e.g., J. J.
Prinz, 2004a). For ease of communication, I will continue to use the term
“components” to refer to the traditional components, unless specified
otherwise or when there is a risk of confusion.

2.2.2 Causal-Mechanistic Explanations

The next source of variation among emotion theories concerns the causal-
mechanistic stories that they present (Axis 6). On a coarse level, theories
vary in the order in which they place the components within the emo-
tional episode (Axis 6a).32 Inspection of the proposed orders already
teaches us a few things. One thing that stands out is that theories vary
in the components that they ultimately or primarily want to explain, that
is, their primary explanandum (Axis 6a1). Some theories work more
towards explaining bodily (somatic and motor) components (e.g., evolu-
tionary theories) whereas others focus more on feelings (e.g., psycho-
logical constructionist theories). The distinction is not a hard one. Most
theories also provide an account of their non-primary components.
Another thing we can learn is that theories vary in the component(s)

they take to be the explanans (or explanantia), that is, the component(s) in
which they place their proposed mechanism (Axis 6a2). Mechanisms to
explain bodily components have typically been placed in the connection
between the cognitive and the motivational component. Mechanisms to
explain the feeling component, on the other hand, show more variety.
A noticeable issue of disagreement is whether feelings are generated (a)
centrally, that is, directly by the mental components (i.e., cognitive and/
or motivational), (b) peripherally, via feedback from the bodily compon-
ents (i.e., somatic and motor), or (c) both centrally and peripherally (Axis
6a2*, FL).
Besides analyzing mechanisms on a coarse level in terms of “trad-

itional” components, we can also analyze them on a more fine-grained
level in terms of “novel” components (Axis 6b). Let us briefly consider the
explanation of the bodily components via the cognitive component in
connection with the motivational component. This path can be split into a
cognition step and a transition step from cognition to motivation. In both
steps, mechanisms proposed by theories differ regarding the content of
their inputs and outputs.

32 Ellsworth (1994, p. 228) wrote that “debates about the primacy of cognition, bodily
responses, or feelings make little sense when emotions are considered as a stream.”
I would argue that even if components follow each other in close temporal succession,
there is still merit in figuring out their logical order.
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In the cognition step, options are (a) a perceptual process, which links
a raw stimulus input to a representation of concrete stimulus features
(S![cS]) (e.g., James, 1890b; certain evolutionary theories), or (b) an
evaluation process, which links a raw or perceptually preprocessed
stimulus to abstract stimulus features such as appraisals (S/[S]![aS])
(e.g., certain stimulus evaluation theories) (Axis 6b1).

In the transition step, options are (a) a stimulus-driven process, which
consists of the activation of an association between an afferent represen-
tation and an efferent representation ([S–R]) (e.g., the majority of emotion
theories), and (b) a goal-directed process, in which the expected utilities
of one or more action options are weighed up and the action option
with the highest expected utility activates its corresponding action
tendency ([S:R1–O

v/R2–O
v] ! [R]) (e.g., the goal-directed theory). The

contrast between stimulus-driven and goal-directed processes is
one of the central, if not the most central contrast between theories
that try to explain behavior-related components of emotional episodes
(Axis 6b2, FL). I therefore describe it at length in Box 2.1.

In addition to the contents of inputs and outputs, mechanisms can also
vary in terms of the format of the representations (Axis 6c), the operations
handling these representations (Axis 6d), and/or the conditions under
which the mechanisms occur (Axis 6e). Options for formats discussed so
far are perceptual vs. conceptual vs. associative vs. propositional, and
afferent vs. efferent; options for operations are associative vs. rule-based,
simple vs. complex, and/or primary vs. secondary vs. tertiary; and
options for operating conditions are poor vs. ample, related to
automaticity vs. non-automaticity. A final source of variation worth
pointing out is whether theories propose a special-purpose mechanism
dedicated to emotions or whether they believe that emotions are brought
about by general-purpose mechanisms and therefore can be reduced to
other entities (Axis 6f, FL).

BOX 2.1 Stimulus-Driven vs. Goal-Directed Processes

Behavior theories distinguish between two processes of behavior causation:
stimulus-driven and goal-directed processes. The behavior caused by a
stimulus-driven process is said to be a “reaction”; the behavior caused by a
goal-directed process is said to be an “instrumental action.” This box clarifies
(a) my usage of the terms stimulus-driven and goal-directed process, (b) common
routes to install both processes, (c) ways to diagnose them, and (d) ways
to understand the interplay between them (Balleine & Dickinson, 1998;
Dickinson & Balleine, 1994; Heyes & Dickinson, 1990; Moors et al., 2017; T. W.
Robbins & Costa, 2017).
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What
A stimulus-driven process is one in which a stimulus activates the association
between the representation of a stimulus (with concrete or abstract stimulus
features) and the representation of a response. The latter representation then
translates in overt behavior. This process can be depicted as follows:

S ! [S–R] ! R

A goal-directed process is one in which an organism selects a response based
on the expected utilities of the available response options. The expected utility of
one response option depends on the value of the outcome of this response option
and the expectancy that this outcome will be attained. The minimal requirement
for a process to count as goal-directed is that the expected utility of one response
option is processed. If more response options are available, the response option
with the highest expected utility is selected. Once a response option is selected, it
activates its corresponding action tendency or intention, which subsequently
translates in overt behavior. This process can be depicted as follows:

S:R1 [R1] R1Ov

S:R2

Moors et al. (2017) recently proposed to embed this goal-directed process in a
broader goal-directed cycle. This cycle can be split into three large phases: (a) the
detection of a discrepancy between a stimulus and a goal, (b) the selection of a
strategy or behavior to undo the discrepancy, and (c) the feedback of the outcome
of the behavior to the start of the cycle. The detection and feedback phases are
drawn from feedback theories of motivation (also called cybernetic theories or
control theories; Carver & Scheier, 1985, 2000, 2002; MacKay, 1951; Miller et al.,
1960; Powers, 1973a; Wiener, 1948). The selection phase in the middle is drawn
from expectancy-value theories of motivation (Tolman, 1932), which are similar
to expected utility theories of decision making in behavioral economics
(see Camerer & Loewenstein, 2004) and belief-desire theories of intentional action
in philosophy (Davidson, 1985a). A full description of the goal-directed cycle will
be deferred until Chapter 7 (see also Figure 7.1).

In keeping with James’s (1890b) and W. Prinz’s (1997) idea that response
representations are always efferent or dynamic (see Chapter 1), the [R] in the
[S–R] association is not different from an action tendency or intention to act.
From this, it follows that behavior caused by a stimulus-driven process is also
intentional behavior, as it is caused by the intention to engage in the behavior.
Apart from noting that this intention need not be a conscious intention, it is
important to stress that intentional behavior is not the same as goal-directed
behavior, at least not according to the strict usage of goal-directed adopted here.
Only if the intention that causes the behavior is itself caused by representations of
values and expectancies of the outcomes of the behavior, does the behavior
qualify as goal-directed. If the intention is caused by the mere representation of
a stimulus, the behavior qualifies as stimulus-driven instead.
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Routes for Installation
The [S:R–Ov] representations in goal-directed processes can be computed online
(i.e., tertiary process). Alternatively, they can be retrieved from memory if they
were previously installed by learning (i.e., secondary process), more in particular,
a “moderate” operant conditioning procedure in which execution of a response
in the presence of a stimulus is followed by an outcome on a moderate number of
occasions. A few examples: Typing in one’s password when the opening screen is
on gives access to the computer; making jokes at a party breeds popularity;
lending a helping hand to a person in need leads to social approval; and drinking
a beer after work leads to feeling relaxed. In addition to learning through direct
experience of the outcomes, the contingencies may also be picked up via obser-
vation, instruction, imagination, or logical inference.
The [S–R] representations in stimulus-driven processes can be innate (i.e.,

primary process) or learned (i.e., secondary process). Innate connections between
unconditioned stimuli (USs) and unconditioned responses (URs) used to be
called instincts (Darwin, 1872; James, 1890b), but now go by the names of reflexes
or fixed reaction patterns (LeDoux & Daw, 2018). A few examples are loud noises
leading to a startle response, the sudden loss of support leading to contraction of
the limbs, and seeing a predator leading to a flight response. Learned [S–R]
connections are called habits. They can be installed via three learning procedures.
The first is an “extensive” operant conditioning procedure in which execution of
a response in the presence of a stimulus is followed by an outcome on an
extensive number of occasions. The idea is that as long as an S:R–Ov contingency
is trained on a moderate number of occasions, the [S:R–Ov] link remains intact,
but that once the number of repetitions becomes extensive, the outcome repre-
sentation is discarded or no longer activated ([S:R–Øv]) so that only an [S–R]
association is left and stamped in (i.e., Thorndike’s, 1911, law of effect; Wood &
Rünger, 2016). For instance, if typing in one’s password upon seeing the opening
screen of the computer was repeatedly followed by access to the computer, the
mere sight of the opening screen should come to trigger the tendency to type in
the password without envisaging access to the computer. Likewise, if drinking
beer after work always leads to relaxation, coming home from work should
trigger the tendency to drink beer without envisaging relaxation.
The second learning procedure is a purely associative or Hebbian conditioning

procedure in which a stimulus is repeatedly followed by a response without
being followed by an outcome. The mere co-occurrence may suffice to forge a
link between an [S] and an [R], albeit a weaker link than if it were followed by
an outcome.
A third learning procedure is a classical or Pavlovian conditioning procedure

in which a first stimulus that did not originally lead to a response is consistently
paired with a second stimulus (US) that did already produce a response (UR) via
an [S–R] connection.1 After this procedure, the mere presentation of the first
stimulus, which is now a conditioned stimulus (CS) also produces a response,
called a conditioned response (CR). For instance, if loud noises (US) naturally
lead to fleeing (UR) in wild cattle, the regular pairing of hunters with gun shots
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may over time cause the animals to flee (CR) upon the mere sight of the hunters
(CS). The CR does not have to be similar to the UR, like in the wild cattle
example, but it can also be anticipatory, opponent to, or just different from the
UR (see Moors, 2017b). Finally, each of the three conditioning procedures
involved in establishing [S–R] associations could happen via direct experience,
observation, instruction, or even inference.

Diagnosis
Goal-directed processes can flexibly adapt to changes in the outcomes of behav-
ior whereas stimulus-driven processes cannot. If the outcome of a response is no
longer valued or a response is no longer followed by the same outcome, [S:R–Ov]
links get updated, thus enabling a flexible adjustment of the behavior. For
instance, a person who learned that making jokes leads to social approval from
her colleagues may stop making jokes when she discovers that her new col-
leagues have no sense of humor. If only an [S–R] link is put in place, changes in
actual outcome values and actual response-outcome contingencies will not affect
this link, thus producing maladaptive behavior, called “action slips” or “bad
habits.” The typing in of one’s old password after it has expired is an example of
an action slip. The persistent drinking of alcohol when it only leads to bad
outcomes is an example of a bad habit.

Based on this rationale, the most common procedures to diagnose whether a
behavior is caused by a goal-directed or stimulus-driven process are to devalue
the outcome of the behavior (i.e., devaluation method; Adams & Dickinson, 1981)
or to degrade the behavior-outcome contingency (i.e., contingency degradation
method; Balleine & Dickinson, 1998). If the behavior remains the same, it is
inferred that outcome knowledge was not represented so that it could not get
updated, and hence that the behavior was caused by a stimulus-driven process. If
the behavior decreases, it is inferred that outcome knowledge was represented
and updated, and hence that the behavior was caused by a goal-directed process.

Using devaluation and contingency degradation methods, animal research
shows that reliance on habits is not ubiquitous but instead depends on a host
of conditions (e.g., extensive training, absence of a choice procedure, interval
reward schedule) and is short-lived (Adams, 1982; Colwill & Rescorla, 1985;
Dickinson, 1985; T. W. Robbins & Costa, 2017). In humans, moreover, evidence
for the role of habits is hard to find (e.g., failures reported by de Wit et al., 2018)
and studies that do report habits (Hardwick et al., 2019; Schwabe & Wolf, 2011)
remain open to alternative, goal-directed explanations (Buabang, Boddez, et al.,
2021; Buabang, Köster, et al., 2021; see below).

Interplay
Traditional dual-process models propose a default-interventionist architecture
with stimulus-driven processes as the default and goal-directed processes as the
intervenor (Hofmann et al., 2009; Wood & Neal, 2007; Wood & Rünger, 2016).
This is rooted in the trade-off between automaticity and adaptiveness discussed
in Chapter 1. Stimulus-driven processes are seen as simple and therefore
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automatic, which means that they can operate under poor conditions and there-
fore run by default. Goal-directed processes, on the other hand, are seen as more
complex and therefore non-automatic, which means that they can only operate
under ample conditions. At the same time, the simplicity of stimulus-driven pro-
cesses also makes them more rigid, which in turn makes them more likely to
produce maladaptive behavior. This is why the more complex and therefore more
flexible goal-directed process must sometimes intervene to correct the course of
action and make it more adaptive, but this is only possible when operating condi-
tions are ample. Thus, if operating conditions are poor, the agent has no other choice
but to switch to the stimulus-driven process. Note that the alignment between all
these dichotomies turns these dual-process models into dual-system models.
Let us pause to closely analyze the step from the rigidity of stimulus-driven

processes to maladaptive behavior. As explained in Chapter 1 (Section 1.3.4), a
process of behavior causation is practically irrational in the process-sense if it does
not take into account (objectively accessible) information about the outcomes of
behavior options. Given that a stimulus-driven process does not consider any
outcome of any behavior option, it can safely be regarded as irrational in this
sense. That being said, the behavior produced by a stimulus-driven process may
still satisfy a person’s goals, and hence still qualify as rational in the output-sense.
This may be the case, for instance, when the stimulus-driven process grew out of
a previous goal-directed process and the reward structure of the environment did
not change. For instance, if typing in one’s password is caused by a stimulus-
driven process, it remains adaptive as long as the password does not expire.
Recently, Moors et al. (2017; Moors, 2017a, 2017b, 2019; Moors & Boddez, 2017;

Moors & Fischer, 2019) proposed a dual-process model with a parallel-
competitive architecture in which both processes operate in parallel and compete
with each other, and in which the goal-directed process often wins the competi-
tion. The root of this model is the idea that not only stimulus-driven but also
goal-directed processes can be automatic (see Moors et al., 2017). If both pro-
cesses are automatic, there should be constant competition between them, also
under poor operating conditions. The model, moreover, assumes that this com-
petition is often won by the goal-directed process because this process combines
more benefits (automaticity and adaptiveness) than stimulus-driven processes do
(only automaticity), and the system should prioritize the process with the most
benefits (Moors et al., 2017). The implication is that goal-directed processes
should be the default determinant of behavior while the stimulus-driven process
should determine behavior only in exceptional cases (see Chapter 7). This is
exactly opposite to what the default-interventionist model suggests.
Much of the competition in the parallel-competitive model, however, will be

between different goal-directed processes serving different goals. One example is
the competition involved in action slips, such as when typing in an old password
competes with typing in a new password. This may not reflect the competition
between a stimulus-driven tendency to type in the old password and a goal-
directed tendency to type in the new password. Instead, it may reflect the
competition between two goal-directed processes, one based on the old
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contingency and the other based on the new contingency (Buabang, Köster, et al.,
2021).2 Another example is the struggle with temptation involved in bad habits.
This may not reflect the competition between a stimulus-driven tendency to
indulge (e.g., drinking alcohol) and a goal-directed tendency to suppress indul-
gence (e.g., abstain). Instead, it may reflect the competition between two goal-
directed processes, one based on the contingency between indulgence and a
short-term outcome (e.g., relax) and the other based on the contingency between
abstinence and the preservation of a long-term outcome (e.g., health).

The flexibility of goal-directed processes to adapt to changes in current out-
come values makes them more practically rational in the process-sense than
stimulus-driven processes, which cannot adapt in this way. This does not mean
that goal-directed processes are always flawless. The fact that they rely on
subjective values and expectancies makes them vulnerable to errors. This is one
of the reasons why they do not always lead to goal satisfaction, and hence are not
always rational in the output-sense. Finally, it may be good to keep in mind that
even the most Olympian rational decision may be thwarted by unforeseeable
outcomes caused by external obstacles.

As I will try to demonstrate in this book, most emotion theories, with the clear
exception of the goal-directed theory (Moors, 2017a), endorse a dual-system
model with a default-interventionist architecture.3 In particular, they put for-
ward (a) a stimulus-driven process to explain emotions and (b) a goal-directed
process to explain non-emotional instrumental behavior and emotion regulation.
The goal-directed theory of emotion, on the other hand, advocates a dual-process
model with a parallel-competitive architecture in which (a) the goal-directed
process is the default determinant of non-emotional as well emotional behavior,
and (b) the stimulus-driven process is the exception.

1 Note, however, that a classical conditioning procedure may also connect the first
stimulus to a second stimulus that is involved in an [S:R–Ov] connection rather than
in an [S–R] connection (Moors, 2017b).

2 Note that this interpretation defies the assumption that extensive operant condition-
ing leads to the discarding of the outcome representation in an [S:R–Ov] link (so that
it turns into an [S–R] link). The alternative interpretation is that the extensive
training of a given [S:R1–O

v] link makes the [R1–O
v] connection grow stronger

instead of weaker. If the reward structure of the environment changes so that a
different [R2] now leads to the [Ov], the old (now non-valid) [S:R1–O

v] link has to
compete with the new (now valid) [S:R2–O

v] link. Action slips occur when the
competition is won by the old [S:R1–O

v] link. Support for this interpretation was
recently obtained in our lab (Buabang, Köster, et al., 2021).

3 Some traditional dual-process models propose a parallel-competitive architecture in
which stimulus-driven and goal-directed processes start to operate in parallel, but in
which the stimulus-driven process often wins the competition because the goal-
directed process is too slow. The net result is the same as in the default-
interventionist architecture, however: The stimulus-driven process is the default
determinant of behavior and the goal-directed process can only occasionally change
its course (see Wood & Rünger, 2016). I will therefore group it together with the
default-interventionist view.
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2.3 Stage 3: Validation

In the validation stage, researchers carry out empirical studies to test the
explanatory success of their explanations, that is, whether the explanantia
in their explanations can indeed be linked to the explanandum specified in
the working definition. Returning to the water example from Chapter 1,
empirical research can take samples of water and check whether the
molecular structure of these samples is indeed H2O or it can combine
two hydrogen molecules and one oxygen molecule and check whether
the product indeed looks like water. During this stage, researchers may
also pause to evaluate the internal and/or external consistency of the
explanation. In the water example, this would amount to asking whether
it makes sense at all to hypothesize that two hydrogen molecules and one
oxygen molecule combine into the molecule H2O based on the rules of
combining atoms and what we know from previous research. Empirical
research in the emotion domain is carried out by psychologists and neuro-
scientists. This research is mainly focused on testing causal-mechanistic
explanations rather than constitutive explanations.

Finally, it is worth pointing out that empirical research is not restricted
to theory testing but may also foster theory building. Empirical research
programs not only serve to test the explanatory success of the proposed
mechanistic explanations (i.e., falsification or confirmation) but also to fill
in the gaps in these explanations (i.e., exploration). Most theories present
a mechanistic sketch for which the details remain to be worked out. For
instance, evolutionary theories propose that emotions have dedicated
brain mechanisms, but their precise implementation remains to be fleshed
out. Similarly, appraisal theories emphasize the role of appraisal in emo-
tion causation but hypotheses about precise links between appraisals and
emotions remain open to empirical adjustment. Box 2.2 describes the
most commonly used methods in emotion research.

2.4 Stage 4: Scientific Definitions

The explanations that theories propose for a phenomenon provide the
input for candidate scientific definitions of this phenomenon. These
explanations deliver criteria for both the demarcation and the partitioning
of the set under consideration. In the water example of Chapter 1, the
constitutive explanans of H2O allowed us to replace the working defin-
ition of water as transparent, odorless fluid by a scientific definition that
equates water with H2O. It further makes sense to divide the set of water
into gasiform, fluid, and solid subsets based on the criterion of tempera-
ture. Applied to the case of emotion, the constitutive and/or mechanistic
explanations of emotions deliver criteria for the demarcation of the set of
emotions as well as criteria for the set’s partitioning.

Ideally, the proposed explanations should first have been thoroughly
validated in Stage 3 and only those that earned wide consensus should be
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allowed to infuse the scientific definitions of emotion. The reality, how-
ever, is that psychologists and philosophers are easily convinced by the
sometimes weak empirical evidence for their theories, and that consensus
is still a far dream. The field is characterized by an enormous multiplicity
of theories that vie for dominance. This is partly because psychology and
naturalistic philosophy are relatively young disciplines but also because
the topic of investigation poses exceptional challenges for measurement:
mental states that are not directly observable (see Box 2.2). Against this
background, emotion theorists rush to put their scientific definitions out
in the hope to already inspire practitioners and policy makers before
theorists with less luminous insights do (Fang & Casadevall, 2015).

2.4.1 Intensional Scientific Definition

2.4.1.1 Demarcation
An intensional definition of emotion specifies what the members of the
set of emotion have in common (i.e., necessity) and in which way they
differ from the members of others sets (i.e., sufficiency). As emotion
theories propose different constitutive and causal-mechanistic explan-
ations, they naturally differ in the criteria for demarcation that they put
forward (Axis 7). Constitutive explanations yield as criteria the presence
and nature of certain components. Causal-mechanistic explanations yield
as criteria causal relations among certain components. A more extensive
treatment of these definitions will be deferred until the next chapters.

2.4.1.2 Adequacy
To determine the adequacy of a candidate scientific intensional definition,
the criteria for demarcation must be held against the light of the meta-
criteria of similarity and fruitfulness (Carnap, 1950; see Chapter 1). To
reiterate, the similarity meta-criterion requires the candidate scientific def-
inition to have a high degree of overlap with the working or folk definition,
carving out a similar extension. This can be evaluated with the help of the
properties of emotions listed as desiderata in the working definition.
However, theories are free to regiment or trim their scientific definitions
and reject certain properties as only apparent but not real. Ideally, how-
ever, they should still be able to account for these apparent properties, that
is, explain why people associate them with emotions. This can be captured
with the term “apparent-similarity meta-criterion.” This meta-criterion is a
first filter. If a theory cannot account for the apparent properties of emo-
tions, it does not qualify as a theory of emotion in the first place.
The fruitfulness (annex simplicity) meta-criterion requires scientific

extrapolation in the long run, which dictates that a deep (and preferably
simple) source of homogeneity should be discovered among the members
of the set of emotions in the present. This meta-criterion entails evaluating
whether the explanantia proposed by a theory can provide such a
common denominator.
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Unlike the working definition of water, however, the extension of the
working definition of emotion turns out to be heterogeneous (Russell,
2003). The phenomena that people call emotions range from acute states
like terror and rage to pensive states like regret and dreamy admiration
(see Section 2.1). As a consequence, a trade-off between the meta-criteria
of (real) similarity and fruitfulness seems inevitable. Different theories
have proposed different trade-offs (Axis 8, FL). Some maximize similarity
at the cost of fruitfulness whereas others do the reverse.

Theorists who choose to prioritize similarity over fruitfulness give up
the quest for a classic intensional definition and turn to a cluster-type or
syndrome definition in which no condition is individually necessary, but
some subcollection is sufficient (e.g., Averill, 1980; Clore & Ortony, 2000;
Parkinson, 1995; Scherer, 2005, 2022; Shaver et al., 1987). The members in
a cluster set share a sufficient number of conditions with the other
exemplars or with a prototype (Boyd, 2010). Because cluster-type defin-
itions are less fruitful than their classic counterparts, the theories dis-
cussed in the following chapters all somehow strive for a classic
definition, even if several individual theorists at some point have
resigned themselves to a cluster-type definition.

Theorists who choose to prioritize fruitfulness over similarity have
turned to one of the following four options, which range from subtle to
more radical.33 A first option is to relax the similarity criterion but to
safeguard the initial set by trimming or pruning a small part of the initial
heterogeneous set so that it becomes more homogeneous (cf. “fish” in
Chapter 1). For instance, some theorists toss out surprise and interest
because these have no marked valence, and some theorists discard disgust
because it does not seem to have a rich enough Intentionality. This “regi-
menting” of vernacular terms is so common that it is taken for granted.

A second option is to again make changes to the extension of the folk
set but to replace it with a novel set. For instance, Charland (2005b)
replaced the vernacular set of emotion with a novel set labeled with the
capitalized neologism emotion and demarcated it from other sets such
as cognition by pointing at the unique property of valence. This indicates,
on the one hand, that he denied scientific status to the original folk set
labeled as “emotion.” Yet the kinship between the two labels suggests
that he was still after some similarity and that rather than eliminating
“emotion,” he tried to reconstitute it (see Bechtel, 2008).

33 Note that some scholars not merely relax the similarity criterion but reject it outright.
For instance, Skinner (1945, 1977) famously argued that natural language and common
sense are always misleading and that science should free itself from their shackles.
Rather than starting from a folk set, Skinner’s (1945, 1977) ideal starting point is
language-independent phenomena, labeled with neologisms, that are formed with
the sole purpose of being fruitful.
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A third option is to split the heterogeneous folk set into several smaller
sets and to provide a separate intensional definition for each (cf. “jade” in
Chapter 1). One example is Panksepp’s (2012) proposal to shift the focus
from the set of emotions as a whole to individual emotions labeled with the
capitalized neologisms of fear, rage, panic/grief, lust, care, play,
and seeking. Another example is Griffiths’ (1997, 2004a) proposal to
split the set of emotions into primary emotions (i.e., those that have a
dedicated brain basis) and secondary emotions (i.e., those without such a
basis). Although both types of emotions can be mixed, in their pure forms
they have nothing in common (i.e., disunity thesis; see Hutto et al., 2018).
A fourth, eliminativist, option is to abandon the set of emotions

altogether (cf. “air” in Chapter 1; e.g., Duffy, 1941a, 1941b; Fridlund,
1994; Meyer, 1933; Moors, 2017a; Russell, 2003). Just like chemists aban-
doned the set of air and focused on the molecules in tokens of air (e.g.,
oxygen, nitrogen, carbonite, and argon), some emotion scholars have aban-
doned the set of emotions and focus on the components in emotions. Note
that this move is not the mere shift to a lower level of analysis. The
molecules in air also occur in things that are not air (e.g., oxygen is
everywhere and nitrogen is present in soils and food protein) and so it is
for the components in emotions. Evaluation, action tendencies, responses,
and feelings also occur in non-emotional episodes. If the folk set of emotion
cannot attain a scientific status, it could still be worthwhile to study
people’s usage of the term, but that is an entirely different enterprise (see
Russell, 2003; Scarantino, 2012b).

2.4.2 Divisio Scientific Definition

2.4.2.1 Partitioning
Traditionally, emotion theories have been contrasted on the axis discrete-
dimensional (Axis 9, FL), an axis that pertains to the divisio definition of
emotions. For instance, evolutionary theories endorse a discrete view;
network theories and appraisal theories come in a discrete and a dimen-
sional variant. Psychological constructionist theories have long been por-
trayed as dimensional because they go against a purely discrete view and
because they foregrounded the dimensions of valence and arousal. In
reality, however, some of them combine both views (e.g., Barrett et al.,
2009, p. 433), whereas others make no commitments regarding this axis
(e.g., Russell, 2003).
As explained in Section 2.2.1.2, the dichotomy between discrete and

dimensional refers to the number of values that a certain variable can
have: discrete variables have a countable number, dimensional variables
an uncountable number. But the labels discrete and dimensional as they
are used in relation to the divisio definition of emotion conceal other
differences. They are usually conflated with molar and molecular
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approaches to emotion, which refers to the number of variables used to
describe the emotion: a single one or multiple ones. Thus, proponents of a
discrete view place emotions on a single discrete variable (combining
molar and discrete) whereas proponents of a dimensional view place them
in a space shaped by multiple dimensional variables (combining molecular
and dimensional).34 To illustrate, discrete theories such as evolutionary
theories assume that the variety between emotions can ultimately be tied
to a limited number of dedicated brain mechanisms. Dimensional theories
such as certain appraisal theories, on the other hand, believe that each
conceivable emotion type has its own position in a multidimensional space
made up of dimensional appraisal variables (e.g., goal relevance, goal
congruence, certainty, expectedness, controllability). Given the infinite
variety within this space, the most parsimonious way to describe this
variety is by identifying the contributing dimensions.

It is worth pointing out that a discrete view does not preclude acknow-
ledging infinite variety. In fact, it will be hard to find a single discrete
theorist who believes that the chosen discrete emotion types capture all
the variety that exists in emotion land (see Ekman, 2016; J. Lange &
Zickfeld, 2021). Most discrete theorists agree that the variety is infinite,
yet they believe that there is at least one principle that allows organizing
this variety into separate bins, and that these bins happen to correspond
(more or less) to vernacular emotion types. In addition, they often believe
that this grouping variable hangs together with other variables so that the
overall variety within subsets is smaller than between subsets, all other
things being equal. Conversely, a dimensional view does not preclude
identifying discrete subsets either. Dimensional theories could easily
create “fluid” bins on the basis of each of the variables that they consider.

Nevertheless, I believe that the above considerations do not erase the
distinction between (a) a discrete view, which posits that the variety in
the set of emotions is best captured with discrete emotion subsets, and (b)
a dimensional view, which posits that this variety is most parsimoniously
described with dimensions. If the distinction is understood in this way,
most theories fall on one side of the divide. Still, some theories integrate
both views in that they consider the preference for discrete subsets and
dimensions itself as a relative matter (i.e., as depending on the component
under consideration; e.g., Barrett et al., 2009; see Chapter 8).

2.4.2.2 Adequacy
To determine the adequacy of a candidate scientific divisio definition, the
criteria for organizing the set of emotions may be held up against the
meta-criteria of similarity and fruitfulness again. Here, similarity is high if

34 Other options, such as (a) a single dimensional variable (combining molar and dimen-
sional) and (b) multiple discrete variables (combining molecular and discrete) are
less common.
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a theory’s explanation succeeds in generating the prototypical emotion
subsets from the working definition. This is straightforward for discrete
theories. Dimensional theories do not naturally generate these prototyp-
ical subsets, though they may still be able to make sense of them, that is,
pass the apparent-similarity test.
Fruitfulness is high if the principles for partitioning the set of emotions

allow for meaningful extrapolations. In the water example, the division
into solid, fluid, and gasiform H2O seems fruitful. Predictions for one
member of the subset of solid H2O probably generalize to other members
of this subset. As this example reveals, this also requires that the subsets
themselves are homogeneous. Turning to emotions, discrete theories
maintain that fruitfulness is covered by discrete emotion subsets, whereas
dimensional theories reckon that fruitfulness is much higher if dimen-
sions are used as the organizing principle. Still, discrete theories may
experience a tension between similarity and fruitfulness for certain emo-
tion subsets. To solve this tension, they may again revert to the options
stipulated above: prioritize similarity at the cost of fruitfulness or priori-
tize fruitfulness at a cost of similarity (Axis 10). To illustrate the latter
strategy, let us consider Cova and Deonna’s (2014) quest for a scientific
definition of the emotion of “being moved.” The authors started from a
folk set in which the members – collected from a survey – included
emotions elicited by acts of generosity, births, weddings, love declar-
ations, a victory against all odds, a lost son returning home, mass mani-
festations, and so on. The researchers discovered that what connected
most members was that an important positive value (e.g., friendship,
honesty, courage) stood out, either because it emerged against the back-
ground of negative stimuli (e.g., the winning against all odds, a lost son
returning home), because it was extraordinary (e.g., acts of generosity,
births, love declarations), or because a ceremony was put in place to
celebrate it (e.g., weddings). Once the researchers settled on this common
denominator, taking it as the basis for the scientific definition of the set,
they went on to exclude members – listed by some participants of
their survey – that did not conform to this definition, such as emotions
elicited by negative events such as the sight of a homeless person, a
famished child, or other tragic news. This means that the researchers
decided to trim the initial heterogeneous set, sacrificing part of the simi-
larity criterion to the benefit of homogeneity and hence fruitfulness.35

Table 2.4 provides a summary of axes, values, and fault lines of
emotion theories.

35 Thus, even though empirical research was conducted to keep “conceptual and phe-
nomenological exploration from the armchair [. . .] in check” (Cova & Deonna, 2014,
p. 449), it seems that the armchair did have the final say in how the set was
eventually demarcated.
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Table 2.4. Axes, values, and fault lines

axes, fault lines values on axes

Axis 1, FL prospect about whether the folk set of
emotion will turn into a scientific set

vindicator, skeptic

Axis 2, FL prospect about whether vernacular
emotion subsets will turn into
scientific subsets

vindicator, skeptic

Axis 3

Axis 3a

Axis 3b

working definition: desiderata

intensional working definition

divisio working definition

see Table 2.1

restricted vs. extended list

Axis 4 types of explanations provided constitutive, causal, constitutive
mechanistic, etiological
mechanistic

Axis 5

Axis 5a

Axis 5b,
FL

Axis 5c,
FL

constitutive explanations

content of components

granularity of components

number, identity, and necessity status
of components

see Tables 2.2 and 2.3

molar, molecular

narrow, broad

Axis 6

Axis 6a

Axis 6a1

Axis 6a2

Axis 6a2*,
FL

Axis 6b

Axis 6b1

Axis 6b2,
FL

Axis 6c

causal-mechanistic explanations

order of components in the emotional
episode

components as primary explananda

components as explanantia

components as explanantia of the
feeling component

novel components as explanantia

novel components involved in the
cognitive component

novel components involved in the
transition from the cognitive to the
motivational component

formats of representations

bodily components, feeling
component

central, peripheral

stimulus-driven, goal-directed

- perceptual, conceptual, associative,
propositional
- afferent, efferent

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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BOX 2.2 Research Methods

Empirical research on emotions typically examines the influence of some com-
ponents on other components (see validation sections in Chapters 4 to 8). This
requires that some components are manipulated and others are measured. The
present box lists methods for the manipulation and measurement of components
and draws attention to the advantages and disadvantages of these methods (see
also reviews in Mauss & Robinson, 2009; Moors & Scherer, 2013; Parkinson, 1997;
Quigley et al., 2014; Roseman & Evdokas, 2004; Scherer, 1988; Scherer & Moors,
2019).

Manipulation
The first distinction of interest is that between overt (bodily) and covert (mental)
components. Overt components are the somatic and motor components. Covert
components include the cognitive, motivation, and feeling components. For the
cognitive component, I consider the manipulation of (a) stimulus evaluation or
appraisal (as per appraisal theories) and (b) the categorization of bodily feelings
in terms of specific emotion categories (as per psychological constructionist
theories) (see Table 2.5).

Table 2.4. (cont.)

axes, fault lines values on axes

Axis 6d

Axis 6e

Axis 6f,
FL

operations

operating conditions

mechanisms dedicated to emotion or
not

- associative, rule-based
- simple, complex
- primary, secondary, tertiary

poor ~ automatic, ample ~ non-
automatic

special-purpose, general-purpose

Axis 7 intensional scientific definition:
criteria for demarcation

Axis 8, FL intensional scientific definition: trade-
off between meta-criteria of similarity
and fruitfulness

- similarity over fruitfulness: cluster
definition
- fruitfulness over similarity:
regimenting, replace set by subset,
split set into more subsets,
eliminativist

Axis 9, FL divisio scientific definition: criteria for
partitioning

discrete, dimensional

Axis 10 divisio scientific definition: if Axis 9 =
discrete: trade-off between meta-
criteria of similarity and fruitfulness

similarity over fruitfulness,
fruitfulness over similarity

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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The manipulation of overt components can be done in a direct or indirect way.
Peripheral physiological responses (somatic component) can be manipulated
directly by administering chemical substances (e.g., epinephrine; Schachter &
Singer, 1962). They can also be manipulated indirectly via the manipulation of
behavior (e.g., relaxation and physical effort influence heart rate). Behavior
(motor component), in turn, can be manipulated directly. An experimenter can
raise the participant’s arm or stimulate facial muscle contractions via electrical
currents (e.g., Duchenne, 1862/1990). More often, however, behavior is manipu-
lated indirectly via instructions. For instance, in the approach-avoidance task,
participants have to pull or push a joystick (Cacioppo et al., 1993). In the
amplification-suppression task, they are asked to amplify or suppress their
spontaneous facial expressions (Lanzetta et al., 1976). In the muscle-to-muscle
instruction task, they are asked to move different parts of their faces in specific
ways (e.g., squeeze eyelids, raise nose, lift mouth corners; Duclos et al., 1989).
Here, the instructions activate an intention or action tendency, which in turn
causes the behavior. The less the instruction itself is interpreted in emotional
terms, the more unobtrusive the manipulation is. For instance, the instruction to
put on a happy face is more transparent than the instruction to hold a pen
between the teeth (Strack et al., 1988).
The manipulation of covert components can only be done in an indirect way,

but some methods are remote and others are proximal. The remote way to
manipulate appraisals is via the manipulation of to-be-appraised stimuli (see
Chapter 6). These can be either real or representational stimuli (Robinson &
Clore, 2001). Examples of real stimuli are a real spider for spider phobics
(Morina et al., 2015), social exclusion (K. D. Williams & Jarvis, 2006), other-
induced point subtraction (Cherek, 1981; McCloskey et al., 2005), un/controllable
electric shocks (Seligman, 1968; Wiech et al., 2006), and performance feedback
(M. Lewis et al., 1990; Siemer et al., 2007; C. A. Smith & Kirby, 2009; see reviews
by Nummenmaa & Niemi, 2004; Pedersen et al., 2002). Examples of representa-
tional stimuli are verbal scenarios describing real stimuli that people are asked to
imagine or to recall (e.g., Kuppens et al., 2007; C. A. Smith & Ellsworth, 1985;
C. A. Smith & Kirby, 2009; C. A. Smith & Lazarus, 1993), pictures (e.g., from the
International Affective Picture Set; Lang et al., 2005), film clips (Kreibig, 2010),
and a spider in virtual reality (Morina et al., 2015).
The proximal method manipulates appraisals via appraisal words, which are

verbal representational stimuli referring to appraisals. These words can be
embedded in an instruction, such as the instruction to recall or imagine a goal-
incongruent event that was difficult to control (Fast & Chen, 2009; Galinsky et al.,
2003; Kuppens et al., 2003; Lammers et al., 2008). The words can also be pre-
sented as primes in a priming procedure. For instance, P. K. Smith and Bargh
(2008, Experiment 2) presented words referring to high vs. low power (and they
measured the influence of these appraisals on the tendencies to approach vs.
avoid). Neumann (2000) used a procedural priming procedure, in which partici-
pants were trained to make self- vs. other-attributions (and he measured the
influence of these attributions on feelings of guilt vs. anger).
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In choosing a method for the manipulation of appraisals, at least three issues
are important. A first issue is that of control over confounding variables. The
manipulation of appraisal via to-be-appraised stimuli (i.e., the remote method)
ensures more control over the objective stimulus features whereas the manipula-
tion of appraisals via appraisal words (i.e., the proximal method) grants more
control over the appraisals that participants make. A second issue is the extent to
which the processes induced by the manipulation resemble the processes
induced by real emotion-eliciting stimuli outside the lab. It seems fair to assume
that methods that manipulate appraisal via real stimuli approximate this process
better than methods that make use of representational stimuli. This is not to say
that representational stimuli are incapable of eliciting emotions, as is illustrated
by emotions elicited by fiction (e.g., stories, films). As long as it is not clear
whether representational stimuli elicit emotions via the same or a different
process than real stimuli, however, the use of real stimuli is preferable. In case
the representational stimuli are also appraisal words – and their relation with
feelings is measured, for instance – there is an additional risk that semantic
knowledge about relations between appraisals and feelings is activated in the
participants’ minds, and that this knowledge is responsible for the effects rather
than any actual relations between appraisals and feelings in the world (Moors &
Scherer, 2013; Parkinson, 1997). A third consideration is that methods that make
use of appraisal words are more transparent, which makes them more vulnerable
to self-presentation and demand effects (see Howle & Eklund, 2013).

Researchers studying the role of emotion categories have manipulated the
accessibility of these categories in a remote or proximal way (see Chapter 9).
The remote method involves the presentation of real or representational stimuli
that are supposed to activate different emotion categories. Real stimuli were used
in a study by Schachter and Singer (1962) in which confederates of the experi-
menter behaved in an angry or elated way. Representational stimuli were used in
a study by Lindquist and Barrett (2008) in which they showed a picture of an
interaction between an angry and a fearful man and in which they asked
participants to tell a story about one of them. The proximal method involves
the presentation of emotion words, which are verbal representational stimuli
referring to emotion categories. By repeating these words either a few times or
extensively, the accessibility of their corresponding emotion category is supposed
to be increased (i.e., primed) or decreased (i.e., satiated), respectively (Lindquist
et al., 2006).

Action tendencies are also mental entities and therefore require indirect
methods for manipulation. This is typically done with a proximal method. This
method consists of the manipulation of words that refer to actions or action
tendencies. These words can be embedded in an instruction to imagine or recall
an event that led to an action tendency (e.g., an urge to flee), but they can also be
embedded in an instruction to execute the action, as is the case in stimulus-
response compatibility tasks (e.g., approach/avoid: Kozlik et al., 2015; fight/flee:
Fischer et al., 2022; see Chapter 6). It could in principle also be done with a
remote method, involving instructions to engage in other actions than the ones
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under study. For instance, participants could be asked to take a slumped vs.
upright position to induce a tendency to give up or be persistent (see Riskind,
1984).
Methods involving action tendency words (i.e., the proximal method) present

similar advantages and disadvantages as methods involving appraisal words:
There is more control about the action tendency that is activated, but also more
risk for tapping into semantic knowledge, for self-presentation, and for
demand effects.
The final mental component, the feeling component, must also be manipulated

via indirect methods. Again, some methods are remote and others are proximal.
Remote methods involve the presentation of real stimuli (e.g., announcing that
participants will have to give a public speech) and representational stimuli (e.g.,
having participants watch film clips or listen to music). A proximal method is
when words are presented that refer to specific feelings. These words can be
embedded in an instruction to imagine or recall an instance of this feeling and to
try to relive it. The words can also be presented without such instructions as
when people are simply asked to read aloud sentences that evolve from neutral
to positive (to induce positive feelings) or from neutral to negative (to induce
negative feelings) (Velten, 1968). Both remote and proximal methods to induce
feelings presumably rely on the mediation of other mental and/or
bodily components.

Table 2.5. Methods for the manipulation of emotional components

direct indirect

overt
compo-
nents

somatic chemical
substances

via instructions to behave

motor direct
manipulation
or electric
stimulation

via instructions to behave

remote proximal

covert
compo-
nents

cognitive:
appraisal

to-be-appraised
stimuli:
1. real stimuli
2. representational
stimuli

representational
stimuli (words)
literally
referring to
appraisals
1. embedded in
instructions for
imagination or
recall
2. presented as
primes in
priming
procedure
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Table 2.5. (cont.)

direct indirect

remote proximal

cognitive:
categorization

stimuli suggesting
emotion
categories:
1. real stimuli
2. representational
stimuli

representational
stimuli (words)
literally
referring to
emotion
categories
presented a
few/many times
to increase/
decrease
accessibility

motivational instructions to
execute actions
other than the ones
under study but
that are supposed
to cause the action
tendencies under
study

representational
stimuli (words)
literally
referring to
actions or action
tendencies
1. embedded in
instructions for
imagination or
recall
2. embedded in
instructions to
execute the
actions

feeling stimuli that are
supposed to cause
feelings
presumably via the
mediation of other
components

representational
stimuli (words)
literally
referring to
feelings
1. embedded in
instructions for
imagination or
recall
2. embedded in
instructions to
read the words
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Measurement
Methods for the measurement of components can be categorized as objective vs.
subjective, and as direct vs. indirect (see Table 2.6). In objective methods, the
measurement output is verifiable by others. This is the case for measures gener-
ating physiological and behavioral responses as their output. For instance, every-
body can verify the numbers on a heart-rate monitor and everybody can register
approach/avoidance responses. In subjective methods, by contrast, the measure-
ment output is not verifiable by others. This is the case for verbal self-report.
There is no way for others to verify whether a participant’s rating on a scale
is accurate.
In directmethods, the researcher uses the measurement output as a direct read-

out of the values of the to-be-measured variable/component. For instance, a
heart-rate monitor directly delivers the values for the heart-rate variable. Self-
reported action tendencies directly deliver the values for the action tendency
component. In indirect methods, on the other hand, the researcher derives the
values of the to-be-measured variable/component from another variable/com-
ponent that is supposed to be influenced by the to-be-measured variable/com-
ponent (De Houwer & Moors, 2010). For instance, behavior is a direct measure of
the behavior component, but an indirect measure of the motivational component
based on the assumption that action tendencies influence behavior. Note that the
validity of an indirect measure hinges on the validity of the assumption that
the to-be-measured component does indeed influence the measured component.
It is worth emphasizing that “direct” in this context does not mean that these
methods yield direct access to the to-be-measured variable/component.
Saying that self-report of action tendencies is a direct measure of action
tendencies does not mean that self-report yields direct access to this compon-
ent. It is possible that the participant has to make several interpretive steps
before producing a measurement output and this output can even be false.
What it does mean is that the researcher does not make any interpretive steps
going from the measurement output to the values of the variable/component.
In the case of an indirect method, on the other hand, the researcher does have
to take interpretive steps when inferring the values of the to-be-measured
variable/component from the measurement output.
If both dichotomies are combined, four types of methods result: objective and

subjective direct methods and objective and subjective indirect methods. Overt
components can be measured with all four methods, but the preferred methods
are direct objective ones. Examples are the measurement of peripheral somatic
responses such as heart rate, blood pressure, and skin conductance response
(SCR) with proper technical devices (see Kreibig, 2010); the measurement of
central somatic responses with imaging techniques such as electro-
encephalography (EEG) and functional magnetic resonance imaging (fMRI)
(Lindquist et al., 2012; Sander et al., 2018); the measurement of coarse behavior
in choice tasks or by registering spontaneous behavior (Fischer, Kuppens, &
Moors, 2020); the measurement of facial expressions with the judgment method
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(e.g., Ekman, 1973), the facial action coding system (FACS; Ekman & Friesen,
1978), and electromyography (EMG) (e.g., Tassinary & Cacioppo, 1992; see
Barrett et al., 2019); the measurement of vocal expressions via acoustic analysis
(Juslin & Scherer, 2005); and the measurement of gestural expressions with the
body action and posture coding system (BAP; Dael et al., 2012a, 2012b).

Covert components can in principle be measured with all but direct objective
methods. Appraisals, categorizations, and feelings are most often measured via
direct subjective methods, that is, self-report. Self-reports can be collected long
after the fact on a single occasion (i.e., retrospective questionnaire) or they can be
collected online on multiple occasions (i.e., experience sampling method, ESM;
Csikszentmihalyi & Larson, 2014). Appraisals and feelings have also been meas-
ured via indirect objective methods. Common indirect objective methods to meas-
ure the positive or negative evaluation of stimuli, for instance, are compatibility
tasks such as the implicit association task (IAT; Greenwald et al., 1998) and the
evaluative priming task (EPT; Fazio & Olson, 2003; Spruyt et al., 2011). In a
typical EPT, participants are asked to classify positive and negative target stimuli
that were briefly preceded by prime stimuli. If a given prime stimulus leads to
faster reaction times (RTs) on subsequent positive/negative targets than nega-
tive/positive targets, researchers infer that the participant evaluated the prime
stimulus as positive/negative. It may be noted that although the IAT and EPT are
supposed to measure the appraisal of stimuli, they could also be used to measure
the feelings that the stimuli evoke.

A well-known disadvantage of self-report is that it opens the door for self-
presentation strategies and demand effects (Schwarz & Strack, 1991). This prob-
lem should be reduced (but not completely solved) by using compatibility tasks
(e.g., IAT and EPT; see Schnabel et al., 2008). In both self-report and compatibility
tasks, however, there is a risk of tapping into semantic knowledge about concep-
tual relations between whatever is manipulated and the measured appraisals or
feelings. This problem might be somewhat reduced for the online self-report
method (ESM). Because in this method, less time has elapsed between the
emotional episode and the measurement, the hope is that it will tap into episodic
rather than semantic knowledge (Robinson & Clore, 2002). It should be kept in
mind, however, that even online measures are necessarily retrospective and that
people’s episodic knowledge is influenced by their semantic knowledge (Lambie
& Marcel, 2002).

Action tendencies can likewise be measured with direct and indirect sub-
jective methods. A direct subjective method asks participants to self-report on
their action tendencies (Frijda et al., 1989). An indirect subjective method asks
participants to self-report on their behavior, which is then used to infer the
action tendencies causing the behavior. Action tendencies can also be meas-
ured with indirect objective methods. Indeed, they can be inferred from overt
behavior. A first indirect objective method is to simply observe the partici-
pant’s behavior (e.g., a choice in a single-trial study or choice frequencies in a
multiple-trial study; e.g., Bossuyt et al., 2014a, 2014b). A second indirect
objective method is to infer action tendencies (i.e., the tendencies to engage
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in coarse behavior) from facial expressions (i.e., subtle behavior) (Frijda &
Tcherkassof, 1997). For instance, lip biting may reveal the presence of a
tendency to attack. A third indirect objective method is to assess action
tendencies via compatibility tasks (e.g., Bossuyt et al., 2014a; Krieglmeyer
et al., 2013). In approach-avoidance tasks, for instance, participants are
instructed to approach positive stimuli and avoid negative stimuli in a “com-
patible” block and approach negative stimuli and avoid positive stimuli in an
“incompatible” block. Shorter RTs in the compatible than the incompatible
block suggest that the positive/negative stimuli elicited a tendency to
approach/avoid, so that when participants were instructed to approach/
avoid (in the compatible block), execution was facilitated compared to when
they were instructed to avoid/approach (in the incompatible block). Here the
presence of a particular action tendency is inferred from the relative speed
with which it can be executed when instructed (see review by Kozlik et al.,
2015). A fourth indirect objective method, recently developed at our lab,
makes use of motor-evoked potentials (MEPs) enhanced by transcranial mag-
netic stimulation (TMS) (Fini et al., 2020; Fischer, Fini, et al., 2020; Moors
et al., 2019). In one study (Fischer, Fini, et al., 2020), we first trained partici-
pants to use their right index finger to approach and their thumb to avoid.
After that, participants were presented with positive and negative pictures
that they had to observe. On each trial, a single TMS pulse was administered
to the left primary motor cortex (M1) at 300 ms post-stimulus onset in order
to boost any action tendency that was already elicited by the picture so that it
would become measurable by MEPs on the right (i.e., contralateral) hand. The
comparison of MEP amplitudes on both fingers allowed us to infer which
action tendency was elicited by certain stimuli: Higher MEP amplitudes on
the approach/avoid finger than on the avoid/approach finger suggested that
participants had a tendency to approach/avoid. A fifth, and final indirect
objective method makes use of EEG, more in particular lateralized readiness
potentials (LRPs). LRPs index the motor preparation for a left- or right-hand
response via the neural activity in the contralateral motor cortex. Participants
could be trained to use their left hand for one response (e.g., approach) and
their right hand for another response (e.g., avoid). Comparison of the ampli-
tudes of the LRPs for both responses would allow to infer which of both
responses is prepared for more strongly in the presence of certain stimuli (see
e.g., Eder et al., 2012).
The latter four indirect methods provide a window into action tendencies

that are not (yet) translated into coarse overt behavior. The neuroscientific
methods, moreover, present a clear temporal advantage and are therefore less
likely to be “contaminated” by participants’ attempts to regulate action ten-
dencies in order to improve self-presentation or to meet the expectations of
the experimenter (i.e., demand effect). They are therefore said to be the most
“implicit” methods.
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Table 2.6. Methods for the measurement of emotional components

direct indirect

objective overt
compo-
nents

somatic 1. peripheral:
e.g., heart rate, SCR,
blood pressure
2. central: e.g., EEG,
fMRi

motor 1. aspects of coarse
behavior: e.g.,
single choice, choice
frequency
2. facial behavior:
e.g., judgment
method, FACs,
EMG
3.vocalbehavior: e.g.,
acoustic analysis
4. gestural behavior:
e.g., BAP

covert
compo-
nents

cognitive:
appraisal

inferred from RTs
in compatibility
tasks

cognitive:
categorization

could in principle
be inferred from
RTs in
compatibility tasks

feeling inferred from RTs
in compatibility
tasks

motivational inferred from
1. coarse behavior
2. subtle behavior:
e.g., facial, vocal,
gestural behavior
3. RTs of
instructed
behavior ( in
compatibility
tasks)
4. TMS enhanced
MEPs
5. LRP
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Table 2.6. (cont.)

direct indirect

subjective overt
compo-
nents

somatic self-reported
somatic responses
(only peripheral)

motor self-reported
behavior

covert
compo-
nents

cognitive:
appraisal

self-reported
appraisal

inferred from self-
reported feelings

cognitive:
categorization

self-reported
emotion categories

inferred from self-
reported feelings

feeling self-reported
feelings

motivational self-reported action
tendencies

inferred from self-
reported behavior
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PART II

Emotion Theories One by One

In Chapter 2, I listed a number of axes on which emotion theories can
differ. These differences could arise across the four stages of the
demarcation-explanation cycle: working definitions in Stage 1, explan-
ations in Stage 2, validation in Stage 3, and scientific definitions in Stage 4.
Chapter 2 already worked out the details for the working definitions in
Stage 1. I listed the desiderata, that is, the typical and apparent properties
for which there is fair consensus that emotion theories need to account for
them. In the coming chapters, I discuss the next three stages for a range of
emotion theories. To structure the discussion, I will group emotion theor-
ies into families based on the causal-mechanistic stories that they peddle
(with a clear emphasis on mental rather than neural mechanisms; i.e.,
Axis 6). My choice for this axis is prompted by a radically mechanistic
approach. I apply this approach not only to psychological emotion theor-
ies, which are already mechanistically oriented at heart, but I will also try
to “squeeze” philosophical emotion theories into the mechanistic mold.
This will inevitably come at the cost of not doing full justice to all the
questions that are traditionally posed within the philosophy of emotion
(e.g., epistemology, phenomenology, rationality, ethics). Yet it may also
bring a hitherto underexplored benefit, namely that answers to mechan-
istic questions could eventually also throw some light on these non-
mechanistic questions. The analysis presented here is first and foremost
an exercise. It is an honest attempt to make – sometimes hidden –

assumptions about mechanisms more explicit. As such, it is an invitation
for the reader to participate in what will hopefully become a fruitful
discussion in years to come.
The order of appearance of emotion theories is as follows. I start with

general precursors in Chapter 3 (Darwin, 1872; James, 1890b), followed
by evolutionary theories in Chapter 4 (Ekman, 1992a, 1999a; Izard, 2011;
Keltner et al., 2016; Panksepp, 1998; Scarantino, 2014; Tomkins, 1962) and
network theories in Chapter 5 (Bower, 1981; Lang, 1994; Leventhal, 1984;
M. D. Lewis, 2005; Teasdale, 1999). After that, I discuss stimulus evaluation
theories in Chapter 6. These are split into two brands. The first brand,
called evaluation-first theories, includes appraisal theories (Ellsworth,
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2013; Frijda, 1986; Lazarus, 1991; Roseman, 2013; Scherer, 2009b),
judgmental theories (Gordon, 1987; Green, 1992; W. Lyons, 1980; Marks,
1982; Neu, 2000; Nussbaum, 2001; Reisenzein, 2012; Solomon, 1993), quasi-
judgmental theories (Armon-Jones, 1991; Greenspan, 1988), and perceptual
theories (de Sousa, 1987; Döring, 2007; Roberts, 2013; Tappolet, 2016). The
second brand, called embodied theories, includes J. J. Prinz’s (2004a)
embodied appraisal theory, Deonna and Teroni’s (2012) attitudinal theory,
Griffiths’s (2004b) affordance theory, and several enactivist theories
(Colombetti, 2014; Hutto, 2012; Shargel & Prinz, 2018). Chapter 7 discusses
response evaluation theories, in particular my own goal-directed theory
(Moors, 2017a; Moors et al., 2017). Chapter 8 zooms in on psychological
constructionist theories (Barrett, 2006b, 2012, 2017b; Russell, 2003, 2012;
Schachter, 1964). Chapter 9 closes with social theories (Averill, 1980;
Fridlund, 1994; Mesquita & Boiger, 2014; Parkinson, 1995). The latter
family is the odd one out, as its members have mechanistic affinity with
one or more of the personal emotion theories discussed in the other
chapters, while opening their scope to the social dimension of emotions.

The discussion of each theoretical family (except the social theories in
Chapter 9) is organized into four sections. The first section discusses the
precursors specific to the theory at hand. The second section presents the
constitutive and causal-mechanistic explanations of the theory (i.e., Stage
2 in the demarcation-explanation cycle; Axes 5 and 6). I start by sketching
the rudimentary order in which the traditional components listed in
Table 2.2 are placed within the emotional episode (Axis 6a). I also indicate
the component(s) that is (are) singled out as the emotion proper and that
form the constitutive explanation of emotion in the narrow sense (Axis
5c). After that, I break down the sequence into smaller steps and I analyze
each step in terms of the novel components listed in Table 2.3 (Axis 6b).
Information about the content of these novel components will be comple-
mented with information about representational format (Axis 6c), oper-
ations (Axis 6d), and operating conditions (Axis 6e) insofar as this is
available. In this second section, I also identify a number of axes that
help organize the within-family variety. I will label these axes with capital
letters instead of numbers. Some of these axes correspond to those that
were already discussed (see list in Table 2.4) and this will be indicated.

The third section presents the intensional and divisio scientific defin-
itions that flow from the theory’s explanations (i.e., Stage 4 in the
demarcation-explanation cycle; Axes 7 and 9). In the subsection on the
intensional definition, I start by listing the theory’s criteria for demar-
cation of the set of emotion, after which I evaluate the adequacy of this
definition in terms of the meta-criteria of apparent-similarity and fruitful-
ness. In the subsection on the divisio definition, I first list the theory’s
criteria for partitioning of the set of emotion, after which I also evaluate
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this divisio definition in terms of the meta-criteria of apparent-similarity
and fruitfulness.
The fourth section focuses on validation (i.e., Stage 3 in the

demarcation-explanation cycle). This section provides an overview of
research lines designed to evaluate the theory’s causal-mechanistic
explanations on empirical grounds. For some theories, the section also
touches upon lines of research that serve theory development rather than
validation. Finally, for some theories, the section also handles issues that
have come up with regard to the internal/external consistency of
the explanations.
As the above indicates, I switched the order of Stages 3 (i.e., validation)

and 4 (i.e., scientific definitions). One reason for this is that I follow the
order in which theorists have de facto proceeded. As mentioned in
Chapter 2, theorists have put up their scientific definitions before com-
pleting the validation stage. Another reason is for communicative pur-
poses. By laying all the cards of a theory on the table, we are better
equipped to evaluate the type of empirical evidence that is required for
validating it.
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CHAPTER 3

General Precursors

I start with the theories of Darwin (1872) and James (1890b) because they
can be considered as general precursors for many of the theories dis-
cussed later. Darwin (1872) preceded James (1890b) and inspired evolu-
tionary theories, but it is James (1890b) in particular, with his minimalist
and counterintuitive theory, who kick-started the development of several
contemporary theories. Many other precursors deserve a place in the
guard of honor. As some of these precursors can more easily be attached
to a particular theoretical family, they will be discussed in the chapters
dedicated to the respective family (for historical reviews, see Arnold,
1960; Gendron & Barrett, 2009; Reisenzein, 2012; Scarantino, 2016).

3.1 Darwin

3.1.1 Explanations

Darwin’s (1872) sequence of components in an emotional episode echoes
the sequence endorsed in folk psychology. A stimulus gives rise in some
unspecified way to an emotion or feeling. As Darwin (1872) used the
terms emotion and feelings interchangeably, we may infer that he
equated emotion with the feeling component (i.e., constitutive explan-
ation). The feelings subsequently produce bodily reactions (somatic and
motor components). For example, the perception of a crouching tiger
produces fear, which in turn produces palpitations and trembling, a rise
in heart beat and sweating palms, and fleeing behavior. In this sequence
of events, the first phase is the transition from the stimulus to the feeling
component. The second phase is the transition from the feeling compon-
ent to the bodily components.
As Darwin (1872) does not provide a causal-mechanistic account of the

first phase, and hence does not explain the emotion proper, he cannot be
credited with a theory of emotion per se. Rather than taking emotion as
the explanandum, Darwin (1872) took emotional behavior as the expla-
nandum once the emotion was already in place. The explanations that he
provided for this second phase were not merely mechanistic but also
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evolutionary. He provided an evolutionary story for the mechanisms that
elicit emotional behavior today.

Darwin (1872) started from the observation that much emotional
behavior, and especially facial expressions, have a compelling and uni-
versal character. It is this observation for which Darwin (1872) proposed
an evolutionary, and eventually also a mechanistic explanation. The
evolutionary story (similar to that proposed by Spencer, 1855) goes
somewhat like this (see Figure 3.1(a)). In our evolutionary past, certain
mental states including emotions or feelings such as anger or dislike, but
also motivations such as hunger, led to voluntary, so-called “serviceable”
behaviors, which I take to be instrumental behaviors caused by goal-
directed processes. For instance, if a dog is angry and seeks to attack an
opponent, he selects the action tendency to bite the opponent but at the

(a)

(b)

S S emotion S:R–Ov R R?

Remotion

instinct

? R

habit

RS emotion?S R

goal-directed
process

SS

S S R S:r–R r r?

habit

rS R?S r

goal-directed
process

instinct

rS R?S r

Figure 3.1 Darwin’s theory: (a) Darwin’s transition from goal-directed
process to habit to instinct: first interpretation; (b) Darwin’s transition
from goal-directed process to habit to instinct: second interpretation
Note: Observable entities are in squared boxes, mental entities in
rounded boxes.
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same time to put his ears flat in his neck to protect them from being bitten
off. If this goal-directed process is frequently repeated in the individual’s
life, it transforms into a so-called “habit.” This is a process in which the
emotion directly activates the action tendency even if the action is no
longer instrumental in the current context. Note that Darwin’s (1872)
usage of the term habit as learned [emotion–R] links (or more generally,
[mental-state–R] links) deviates from the contemporary usage, which
reserves the term habit for learned [S–R] links (see Box 2.1). Across several
generations, the [emotion–R] links become hereditary at which point they
are called “instincts.”36 Instincts are innate and hardwired in the brain.
Here as well, the behavior may no longer be of use, which is why it has
grown into a weaker version, that is, a remnant or vestige of the once
useful behavior. The mechanistic explanation of current weak or subtle
emotional behavior then, not just of dogs but also of other species such as
humans, is explained by Darwin (1872) as the automatic activation of an
innate [emotion–R] link. For instance, when we are angry at an opponent,
we clench our teeth as a remnant of goal-directed biting behavior, and
when we are afraid of a threat, we widen our eyes as a remnant of the goal-
directed behavior to better examine the source of the threat. Darwin (1872)
called this subtle emotional behavior “expressive” behavior.
In addition to this evolutionary mechanism, known as the principle of

serviceable associated habits – short, the teleological principle – Darwin
(1872) also proposed two other mechanisms for the evolution of instincts:
the principle of antithesis and the principle of direct activation of the
nervous system – short, the idiopathic principle. In brief, the principle of
antithesis explains the genesis of behavior that was never serviceable itself
but that is opposite in form to behavior that was. Examples are opening the
hand palms and raising the eyebrows in impotence as the opposites of
clenching the fists and lowering the eyebrows in anger. The idiopathic
principle explains responses that are not serviceable themselves but that
are a byproduct of surplus energy aroused by certain serviceable behaviors
that seeks its way out via other bodily channels, both muscular and visceral
ones. Examples are trembling of the muscles, sweating of the skin, blush-
ing, dilation of the nostrils, and movements in joy.37

36 Darwin (1872; see also James, 1890b) sometimes used the term instincts and habits to
refer to the responses caused by innate and habitual [emotion–R] links. For ease of
communication, however, I will use these terms to refer to the [emotion–R] links
themselves, and I will call the responses caused by these links instinctual and
habitual responses.

37 Darwin (1872) considered these responses to be useless. Today, however, several of
them are considered useful. For instance, trembling and sweating are seen as useful for
controlling body temperature.
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In sum, instincts grow out of the habits of our ancestors (teleological
principle), the opposites of these habits (antithesis principle), and from an
overflow of nervous discharge (idiopathic principle). But for Darwin
(1872), habits or learning also remained important in present-day life:
Some instincts require current habits (i.e., learning) in order to develop in
the individual’s life and many of our instincts are quickly modified by
current habits. At the same time, however, Darwin (1872) insisted that
only expressions that stem from instincts “deserve to rank as true expres-
sions” (p. 50). Although it is hard to tell in what sense he used the word
“true” here, it is possible that he meant “truly emotional.” If so, it would
be a small step to credit him with the view that it is not just the [emotion–
R] links that are hardwired but also the emotions themselves. To discover
these true expressions, Darwin (1872) recommended turning to the obser-
vation of the expressions of animals, infants, the insane, and people that
are cut off from Western society. He did not trust the expressions of
adults as they are often too subtle and there is a high risk that researchers
are biased in their interpretation of them. A final method he recom-
mended was to artificially produce facial expressions in adults via elec-
trical currents (Duchenne, 1862/1990) and to let observers classify these.

A special type of learning occurs when remnant instinctive behaviors,
which are no longer useful in the sense that they no longer impact on the
physical world, are co-opted in a later stage of evolution in goal-directed
processes that are at the service of the goal to communicate. In this way,
the instinctive behaviors become again useful in the sense that they can
now impact on the social world. Although the baring of the teeth can no
longer impact on the physical world, it now serves to signal that the agent
is angry. Such goal-directed processes may again grow into habits, and
(across many generations) into instincts. As proof of the existence of such
secondary instincts, Darwin (1872, p. 46) described the stereotypic postures
that cats and dogs adopt to communicate acceptance and hostility. But
even if an agent lacks the goal to communicate her mental state or if she has
an active goal to suppress her behavior, some leakage will be inevitable
due to the automatic nature of instincts. As a consequence, observers may
still use this behavior as a cue to infer the agent’s mental state. In a further
stage in evolution, repeated goal-directed attempts of agents to keep their
expressions in check may again grow into habits first and instincts later. As
an example, Darwin (1872, p. 354) suggested that the oblique position of
the eyebrows and the drawing down of the corners of the mouth in sadness
originated from the goal to prevent screaming.

3.1.2 Scientific Definitions

As Darwin’s (1872) theory does not present constitutive and causal-
mechanistic explanations for emotions, and therefore cannot technically
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be considered an emotion theory, there are also no scientific definitions to
be distilled. Nevertheless, the theory can still be evaluated in terms of its
success in explaining some of the desiderata outlined in the working
definition for emotions in Chapter 2. Darwin’s (1872) habits and instincts
can account for the automatic and irrational character that much of our
emotional responses have. Their automatic nature is tied to the fact that
they rely on associative operations. In addition, once initially goal-
directed processes have passed the stage of being goal-directed and
grown into habits and later instincts, they have lost their sensitivity to
the current outcomes of behavior. Thus, habits and instincts qualify as
practically irrational in the process-sense. They could, however, still yield
adaptive behavior and hence qualify as practically rational in the output-
sense. This aligns with Darwin’s (1872) portrayal of habits and instincts as
generating behavior that may not be “of the least use” (p. 48) but that
may still be useful on occasion (p. 42, p. 50). If goal-directed processes
tailored to the reward structure of one environment, later grow into
habits and instincts, activation of these habits and instincts may continue
to be adaptive in environments with the same reward structure but cease
to be so in environments with a different reward structure. Suppose an
animal developed the habit to bite a rival because that behavior repeat-
edly led to access to the best food. The habit may continue to be useful in
the presence of a submissive rival, but cease to be so in the presence of a
dominant rival, as the animal gets bitten back and robbed of the food.
Likewise, instincts that grew out of the goal to communicate a mental
state may be adaptive or maladaptive depending on the circumstances.
For instance, baring one’s teeth when angry may discourage some oppon-
ents from engaging in a physical fight while encouraging others.

3.1.3 Validation

I discuss three objections that have been raised about the internal consist-
ency of Darwin’s (1872) theory. Arnold (1960) called the teleological
principle into question, asking how our animal ancestors, who are sup-
posed to be less mentally developed would be capable of goal-directed
behavior selection in the first place. Contra Arnold (1960), however, the
capacity of animals to engage in goal-directed behavior is no longer
called into question (e.g., Dickinson & Balleine, 1994). Still, it is
legitimate to ask why our animal ancestors would have more access to
goal-directed processes in the selection of emotional behavior than we
would today.
Arnold (1960) also noted that the transition of habits learned in an

individual’s life into instincts (and their weakening through the loss of
usefulness) fits more with Lamarckian than with Darwinian evolution
theory. Lamarck’s (1809) theory was based on the principle that
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characteristics acquired during the lifetime of an individual can be trans-
mitted to the next generations. In Darwin’s (1872, p. 41) defense, how-
ever, it may be noted that he did mention at some point that instincts not
only grow out of habits that get inherited but that they can also develop
from other mechanisms, such as prior, more primitive instincts. The
variation that occurs in these prior instincts creates a basis for natural
selection.

Dewey (1894) raised the objection that if the mental state at the start of
Darwin’s (1872) evolutionary story is a feeling, the behavior that results
from it cannot be called “serviceable,” strictly speaking. There is simply
no behavior that is at the service of feelings. Only if the mental state is a
goal, does it make sense to call a response serviceable (in reaching that
goal), an idea that Darwin (1872, pp. 353–354) explicitly acknowledged
when he wrote that “all those [movements] included under our first
[teleological] principle were at first voluntarily performed for a definite
object – namely, to escape some danger, to relieve some distress, or to
gratify some desire.” If Darwin’s (1872) mental states were indeed
restricted to goals, there would still be two different ways in which his
instincts could be understood. Some instincts may be composed of a non-
behavioral goal (e.g., goal to have food) connected to an abstract action
tendency (e.g., goal to fight): [Ov–R]. Other instincts may be composed of
an abstract action tendency (e.g., goal to fight) connected to a concrete
action tendency, that is, a motor program or pattern of to-be-executed
responses (e.g., goal to bite): [R–r]. In many of Darwin’s (1872, p. 354)
examples, the second option seems to be in operation. For instance, in the
examples cited earlier, the dog was angry and wanted to attack ([R]), or the
animal was in fear and wanted to escape from danger ([R]), and these
abstract action tendencies were connected to more concrete action ten-
dencies such as the tendency to bite ([r]) (later reduced to the tendency to
bare the teeth) and the tendency to scan the source of threat ([r]) (later
reduced to the tendency to widen the eyes). Although feelings are indeed
not enough, Darwin (1872) did not carefully distinguish between various
types of mental states (emotions, feelings, goals). As a result, several
interpretations of Darwin’s (1872) instincts have lived on, the two most
important ones being: [emotion–R] and [R–r] (see Figure 3.1).

A further objection, also raised by Dewey (1894) is that Darwin (1872)
did not explain the origin of the idiopathic principle, that is, where the
excess neural discharge comes from. Dewey (1894) proposed that this
occurs when an organism overestimates the feasibility of the selected
action option. If an animal estimates that fleeing is possible, but next
discovers that it is trapped, the energy that was mobilized to flee has to
seek its way out via other channels. Thus, he concluded, the idiopathic
principle marks the breakdown of the teleological principle. It could be
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argued, however, that excess neural discharge may also be produced
when an organism overestimates the amount of effort needed to execute
the selected action, resulting in overshooting. If an animal overestimates
the effort required to flee, not all energy may be used up once fleeing is
successful. Research shows that overshooting is more likely when the
goal at stake is important, as when a football player kicks too hard for the
decisive penalty (see Oudiette et al., 2019; Pessiglione et al., 2007). The
latter type of error does not mark a complete breakdown but a miscalcu-
lation.

3.2 James

Unlike Darwin (1872), who took the existence of emotions for granted
and tried to explain emotional behavior, James’s (1884, 1890b, 1894)
ambition was to explain emotions themselves.

3.2.1 Constitutive and Mechanistic Explanations

James (1884, 1890b, 1894, similar to C. G. Lange, 1885/1922) famously
argued that perception of an exciting fact by the sensory cortex directly
activates the motor cortex, which produces bodily responses, such as
peripheral physiological responses and behavior. Feedback of these
bodily responses is again perceived by the sensory cortex, and the
resulting feeling or conscious experience is the emotion proper (i.e.,
constitutive explanation). For example, the perception of a crouching
tiger produces a rise in heart beat and sweating palms, a facial expression,
and fleeing behavior. These bodily changes are fed back to the sensory
cortex, where they are registered and felt, and this feeling is the emotion
we typically call fear. In James’s (1884, 1890b) theory, bodily changes
precede the emotion, as expressed in the aphorism “we feel afraid
because we tremble and run.” This view, foreshadowed by Descartes
(1649/1989) and Spinoza (1677/1982) deviated from the view endorsed
by Darwin (1872) and laypeople that emotions precede bodily changes, as
expressed in the opposite aphorism “we tremble and run because we feel
afraid.”
James’s (1890b) sequence can be split into four steps: a first step in

which a raw external stimulus (eS) is linked to an afferent representation
([eS]) (i.e., cognitive component), a second step in which the afferent
representation ([eS]) is linked to an efferent representation ([R]) (i.e.,
transition from cognitive to motivational component), a third step in
which the efferent representation is manifested in overt responses (R)
(i.e., transition from motivational to somatic and motor components),
and a fourth step in which a raw internal stimulus (iS) is linked to an
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afferent representation ([iS]) (i.e., cognitive component). Once the latter
representation becomes conscious it is also felt (i.e., feeling component)
(see Figure 3.2). I provide a detailed discussion of each of these four
steps below.

Step 1
In the first step, an exciting stimulus is perceived (i.e., cognitive compon-
ent). The standard case is a raw external stimulus (eS) that is linked to an
afferent representation of this stimulus with concrete features ([ecS]).
Most of the examples that James (1890b) cited fit this bill. But James
(1890b) also included cases in which a stimulus is imagined or remem-
bered. These are cases in which an afferent representation of a stimulus
with concrete features ([ecS]) is also activated, but in which the source of
the activation is unspecified. Some of James’s (1890a) examples of emo-
tions suggest that he was open to the possibility that more complex
processes could figure in the first step (Ellsworth, 1994; Ratcliffe, 2005).
A case in point is his analysis of self-related emotions like self-
complacency (pride, vanity, arrogance) and self-dissatisfaction (modesty,
humility, shame). As causes of these emotions, James (1890a, p. 306)
mentioned success and failure. The process at work in these cases can
thus be characterized as an evaluation process that takes external stimuli
(eS) or representations thereof ([ecS]) as its input and produces represen-
tations of the abstract features success and failure ([eaS]) as its output.38

eS S – R

instinct
habit

iS

MOTIVATIONALCOGNITIVE

sR

mR

COGNITIVE

FEELING

MOTOR

SOMATIC

iS

raw
feelings

Figure 3.2 James’s theory
Note: Feelings are in clouds; traditional components (motor, cognitive,
motor, somatic, feeling) are outside the boxes; novel components are
in squared (observable entities) or rounded boxes (mental entities); the
constitutive explanation of emotion is surrounded by a dotted bubble.

38 James (1890a, p. 310) further specified the formula “self-feelings = success divided by
pretensions.” Self-feelings can be increased either by increasing the numerator or
decreasing the denominator.
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Steps 2 and 3
In the second step, the afferent representation ([ecS] or [eaS]) from the
first step is directly linked to an efferent representation ([R]) (i.e., transi-
tion from cognitive to motivational component). This matches the format
of a stimulus-driven or [S–R] process. James (1890b) put forward
innate [S–R] links, called instincts (i.e., primary processes), as well as
learned [S–R] links, called habits (i.e., secondary processes).39 Note that
these are different from Darwin’s (1872) instincts and habits, which were
innate and learned [emotion–R] links (or broader: [mental-state–R] links).
In fact, James’s (1890b) sequence “S![S–R]! R” can be considered as a
further reduction of Darwin’s (1872) sequence “S![S]![emotion–R]!R”
by simply erasing the [emotion] term. The third step, the translation from
efferent representation ([R]) to overt responses (sR, mR) is straightfor-
ward. It occurs unless it is hindered by a competing efferent representa-
tion or a physical obstacle (in line with the ideomotor hypothesis, see
Chapter 1 and Box 2.1).
Each innate [S–R] link is activated by a specific US (or a restricted class

of USs) and gives rise to a specific UR. James (1890b) listed a number of
instincts ranging from simple ones that produce behaviors like sucking,
spitting out, clasping objects, holding the head erect, sitting up, and
standing, to more complex ones such as the curiosity instinct (producing
approach in response to novel stimuli), the fear instinct (producing flight
in response to loud noises, strangers, solitude, and high places), and
instincts of rivalry, pugnacity, and/or hunting (producing fighting in
response to an even wider range of stimuli). James (1890b) stated that
all instincts can produce emotional responses. However, this is easier to
see for the complex instincts (e.g., fear instinct) than for the simple ones
(e.g., sucking instinct). One way out for James (1890b) could be to argue
that all instincts can give rise to emotions provided that the bodily
responses they evoke are intense enough to be consciously felt, and this
may be more likely for complex than simple instincts. McDougall (1908)
avoided possible confusion in this respect by creating bins of instincts:
complex ones that lead to emotions and simple ones that do not (see
Chapter 4).
James (1890b) accepted Darwin’s (1872) idea that instincts are installed

by evolution and that they are vestiges of once instrumental actions that
have now become innate. He stated that instincts “produce certain ends,
without foresight of the ends, and without previous education in the perform-
ance” (James, 1890b, p. 383; italics in original). The ends or outcomes that

39 James (1890b, p. 554) used the term habit to refer to all kinds of associations, not only
[S–R] associations (as in contemporary usage) but also [S–S] associations or [R–R]
associations, and even complex chains of [S–R–S–R] associations.
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are produced in this way comprise physical and social well-being that
ultimately serve survival.

Instincts can produce “instinctual behavior” – outward deeds that take
effect on the external world (e.g., fleeing from a wild animal) and that can
serve physical well-being. But instincts can also produce “emotional
responses” – physiological responses and facial expressions that do not
go beyond the body. Facial expressions can still take effect on the social
world, and in this way serve social well-being (James, 1890b, p. 422).
James’s (1890b) “emotional responses” piggyback on his “instinctual
behavior”: Every instinctual behavior is accompanied by emotional
responses. But emotional responses can also occur in the absence of
instinctual behavior, for instance, when activation of the instinct was
too weak to produce the instinctual behavior or when the instinctual
behavior was inhibited.

To explain the particular form of emotional responses confined to the
body, James (1890b, pp. 481–482) adopted the teleological and idiopathic
principles put forward by Darwin (1872) and added the principle of
analogy. According to the latter principle, an innate [S–R] link can
become activated by a stimulus that is similar to the representation of
the stimulus that is part of this [S–R] link. For instance, the sucking
movements of the lips in response to a sweet stimulus can generalize to
any stimulus that is “sweet” if only in symbolic sense. Similarly, turning
up one’s nose at a bad odor can generalize to turning up one’s nose in
case of moral or social disdain. This takes us seamlessly to the next point:
the role of learning.

Like Darwin (1872), James (1890b) pointed out that instincts are rapidly
modified by learning. A first type of learning is when the set of stimuli
that can trigger an instinct is extended via (a) generalization based on
similarity (and that also forms the basis of the principle of analogy above)
or (b) contiguity, that is, the co-occurrence in time and space of the initial
stimulus with a novel stimulus (i.e., classical conditioning). The first route
explains why fish bite at fake worms, the second route explains why
Pavlov’s dog salivated at the bell after it repeatedly co-occurred with the
delivery of food. But James (1890b, p. 390) focused most on operant
conditioning principles, which install goal-directed processes on top of
the stimulus-driven process involved in instincts: “It is obvious that every
instinctive act, in an animal with memory, must cease to be ‘blind’ after being
once repeated, and must be accompanied with foresight of its ‘end’ just so
far as that end may have fallen under the animal’s cognizance.” Once an
instinct has led to overt behavior and an actual outcome, the outcome is
stored so that from then on, the organism will be guided by an expect-
ation of this outcome. A positive outcome reinforces the behavior and a
negative outcome inhibits it.

100 General Precursors

https://doi.org/10.1017/9781107588882.007 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.007


Outcomes are positive or negative insofar as they appeal to other instincts.
If the outcome of one instinct is the stimulus of another opposite instinct, the
stimulus that initiated the first instinct may create a conflict between the two
instincts. Thus, “a rat’s memory [. . .] of a former escape from a trap would
neutralize his impulse to take bait from anything that reminded him of that
trap” (James, 1890b, p. 390). While “nature” has endowed lower animals
with only a few instincts that make “them act always in a manner which
would be oftenest right” (James, 1890b, p. 392), she reduces the risk of fatal
errors in higher animals by endowing them with many conflicting instincts,
so that hesitation occurs and slight alterations in the stimuli end up deter-
mining the behavior that carries the day. James (1890b, p. 293) thereby
resisted the classic opposition between instinct and reason, arguing that
reason in itself is powerless and can only defeat one instinct by creating an
image of a stimulus that excites an opposing instinct.
Like many of his contemporaries (e.g., Darwin, 1872), James (1890b)

sided with the view that extensive repetition of a goal-directed mechan-
ism ([S:R–Ov]) transforms it into a habit (learned [S–R] link) (but see
Box 2.1). This is the reason why James (1890b) used the terms learning
and habit interchangeably.
James (1890b, p. 454) held that the shaping of instincts by learning

processes creates an infinite variety in the stimuli that trigger them and in
the emotional responses that they give rise to, as well as large individual
differences in both stimuli and responses. “Jokes at which one explodes
with laughter nauseate another, and seem blasphemous to a third” (James,
1890b, p. 448). Further, in contrast with Darwin (1872), who insisted that
only innate processes can generate “true” – or should we say “truly emo-
tional” – expressions, James (1890b) accepted that both innate and learned
processes can produce emotional responses. Thus, whereas Darwin (1872)
took the variety resulting from learning as a source of error, James (1890b)
took this variety to be part of the very fabric of emotions. James’s (1890b)
idea that the total number of innate and learned [S–R] links is infinite,
combined with his idea that [S–R] links not only lead to emotional
responses (somatic and facial responses) but also to instinctual behavior
(outward deeds), contributed to his view that emotional responses are
produced by general-purpose mechanisms (i.e., not dedicated to emotional
responses). Add to this his view that these [S–R] links are not localized in
dedicated brain centers (James, 1884, p. 188, 1890b, p. 453), and it becomes
clear why he resisted reifying emotions as “eternal and sacred psychic
entities” (James, 1890b, p. 449) as so many of his contemporaries did.

Step 4
In the fourth step, the bodily responses produced in Step 3 return to the
sensory cortex where they are perceived via interoception and
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proprioception (i.e., cognitive component). The process at work here is
one that takes a raw internal stimulus (iS; the immediate outcomes of
somatic and motor responses) as its input and produces an afferent
representation of concrete stimulus features as its output ([icS]). To the
extent that the content of this representation is conscious, it is also felt,
and it is this feeling that James (1890b) called the emotion. This feeling
qualifies as raw feeling and not as labeled feeling.

James (1890b) was convinced that the feelings he called emotions are
exhausted by (changes in) bodily feelings: The emotion begins and
ends with them. To make this insight persuasive, he presented his
“subtraction” argument, which reads: “If we fancy some strong
emotion, and then try to abstract from our consciousness of it all
the feelings of its bodily symptoms, [. . .] a cold and neutral state of
intellectual perception is all that remains” (p. 451). Two nuances are
worth noting, however. First, in addition to the standard emotions
discussed so far, James (1884, 1890b) also left room for non-standard
emotions such as moral, intellectual, and aesthetic emotions. He
split these emotions in a non-emotional stage involving purely
moral or intellectual cognitions or purely aesthetic sensations, and an
emotional stage in which these cognitions and sensations excite the
body and without which they would not count as emotions. Second,
James (1890b, footnote p. 459) relaxed his demand for the presence
of bodily responses by also accepting “hallucinated” bodily responses
as a sufficient basis for emotions, a possibility that was later
relabeled as the “mental simulation“ of bodily responses or the “as-if
body loop” in the neo-Jamesian theories of Damasio (1994) and J. J.
Prinz (2004a).

An implication of the claim that emotions are exhausted by
bodily feelings is that the variety (intensity and quality) in feelings stems
from the variety (intensity and nature) in the bodily responses. James’s
(1890b) hypothesis that each token emotion has its own specific pattern of
bodily changes has been misinterpreted by his critics as the hypothesis
that each emotion type that has a label in natural language has its own
specific pattern of bodily changes (Gendron & Barrett, 2009). Yet James
(1890b, p. 448) did not seem convinced that the variety within
emotion types was smaller than that between emotion types. In addition,
James (1890b, p. 450, pp. 472–474) argued that there are no special brain
centers for Step 4 – the perception of the feedback that produces the
feelings. All that is needed is a cortex that can perform an ordinary
process of perception by operating as a sounding board or projection
surface for every change in the body. Just like in Steps 2 and 3 then,
the only mechanism at play here is general-purpose rather than emotion-
specific.
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3.2.2 Scientific Definitions

In this section, I examine what sort of scientific definitions would be
suggested by the constitutive and mechanistic explanations proposed in
James’s (1890b) theory. To this end, I consider the criteria that these
explanations suggest for (a) the demarcation of the set of emotions (sci-
entific intensional definition) and (b) the partitioning of this set (scientific
divisio definition). I also evaluate the adequacy of the resulting defin-
itions in terms of the meta-criteria of apparent-similarity and fruitfulness.

3.2.2.1 Intensional Definition

  
James’s (1890b) constitutive explanation tells us that emotions are
exhausted by bodily feelings. This is the first necessary criterion, which
I call the “bodily feeling” criterion. It specifies the presence of the feeling
component with the content of the feelings being bodily responses.
James’s (1890b) mechanistic explanation tells us that these bodily feelings
must be caused in a specific way: by stimuli that, after being perceived,
activate instincts or habits, which in turn lead to bodily responses that are
again perceived. This is the second necessary criterion, which I call the
“Jamesian mechanism” criterion. To determine whether these two criteria
buy the set of emotions a scientific status, they must be evaluated in the
light of the meta-criteria of apparent-similarity and fruitfulness.


Apparent-Similarity To evaluate apparent-similarity, we must ask
whether the criteria of bodily feeling and Jamesian mechanism can
account for the properties of emotions specified in the working definition
of Chapter 2. Even if James (1890b) does not accept that all of these
properties are real, he should ideally still be able to explain why they
are apparent.
The bodily feeling criterion, which stipulates that emotions equal

bodily feelings, accounts for the phenomenal aspect of emotions. The
content of these bodily feelings – bodily responses – also accounts for
the bodily aspect of emotions. James (1890b) further linked this bodily
aspect to the heat of emotions, which allows demarcating them from cold,
purely intellectual phenomena. Apart from these selling points, critics
have argued that James’s (1890b) bodily feeling criterion may not be
necessary for emotion by pointing at counterexamples that lack a bodily
glow such as hope and regret (Deonna & Teroni, 2012, p. 65). An easy
way out for James (1890b), however, would be to reply that if hope and
regret lack a bodily glow, they are cognitions rather than emotions. This is
the line of thought that he followed for non-standard emotions (like
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moral, intellectual, and aesthetic emotions), for which he argued that if
they do not excite bodily feelings, they remain in the cognitive stage and
do not count as emotions at all.

Apart from necessity, critics have also argued that bodily feelings are
not sufficient for emotions. If bodily feelings were understood as purely
phenomenal sensations, they would lack Intentionality altogether
(Deonna & Scherer, 2010). As James (1890b) argued that bodily feelings
are the result of perception (in Step 4), however, bodily responses figure
in the content of representations, and this ensures Intentionality.
However, such a solution would not provide us with the right kind of
Intentionality as emotions are typically not about bodily responses but
about an object in the external world. Anger is not about an adrenaline
rush, but about an offense, and disgust is not about a squeamish feeling
but about a disgusting object (Deonna & Teroni, 2012; Salmela, 2011, p. 2).
As Dewey (1895, p. 17) put it, “the child who ceases to be angry at
something – were it only the floor at last – but who keeps up his kicking
and screaming, has passed over into sheer spasm.” Given that bodily
feelings lack the typical world-directed Intentionality of emotions, they
do not permit demarcation from non-emotional bodily feelings such as
feeling tired or cold. As Worcester (1893, as cited in James, 1894, p. 521)
put it, “shivering from cold . . . is the same sort of a movement as may
occur in violent fright, but it does not make us feel frightened.”

The bodily feeling criterion indeed does not seem sufficient to demar-
cate emotions from non-emotional bodily feelings. This is exactly why
James (1890b) equips us with an additional necessary criterion: the
Jamesian mechanism criterion. This criterion, which stipulates that bodily
feelings must be caused by instincts and habits, does allow demarcating
emotions from non-emotional bodily feelings such as feeling tired or cold
because the latter are caused by physical exercise or a temperature drop
respectively.40 James’s (1890b) advocates might even argue that this
criterion accounts for the world-directed Intentionality of emotions.
After all, instincts and habits are triggered by perceived stimuli. These
stimuli can therefore act as the objects of emotions. If bodily feelings are
produced by the encounter with a bear, chances are high that the bear is
also on one’s mind and constitutes the object of one’s fear. As it turns out,
James (1890b, 1894) gave more attention to the world-directedness of
emotions than is often thought (Ellsworth, 1994; Ratcliffe, 2005).

40 The further narrowing of the set of emotions (which James, 1890b, takes to be consti-
tuted by bodily feelings) by invoking its mechanistic origin (Jamesian mechanism) is
reminiscent of the way in which the set of hangovers (constituted by a headache,
nausea, and a dry mouth) was distinguished from viral infections by invoking the
cause of drinking too much and the ensuing physical processes.
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According to him, the stimulus and the bodily feelings are both perceived
and combine in consciousness so that “an object-simply-apprehended”
transforms into an “object-emotionally-felt” (James, 1890b, p. 474).41

The fact that James (1890b, pp. 458–461) allowed for the existence of
objectless emotions such as morbid terror, groundless anger, melancholy,
and apathy might suggest that he allowed for the existence of emotions
that are not caused by stimuli; and this would suggest that he considered
Intentionality to be optional or typical at best. Yet, a closer look at his
writings shows that he framed these emotions as only “outwardly cause-
less” (James, 1890b, p. 461) because they result from instincts or habits for
which the thresholds were set so low that any stimulus, however weak,
could trigger them. So rather than being “objectless” emotions, these are
better called emotions with “overgeneral objects.”
Critics may object, however, that the concrete stimulus representation

that serves as the basis for instincts and habits still does not deliver the
right kind of Intentional object for emotions. Emotions are not about the
concrete features of stimuli, but rather about their significance for us. My
fear of the anaconda is not about its coiling form or its slippery surface,
but about the possibility that it will eat me alive. Ward (cited in
McDougall, 1908, p. 54) sketched the problem as follows: “Let Professor
James be confronted first by a chained bear and next by a bear at large: to
the one object he presents a bun, and to the other a clean pair of heels.”
This suggests the need for a process that does more than just register the
concrete features of stimuli, such as an evaluation process that produces
representations with abstract content like valence, danger, loss, and so on.
This is precisely the path taken by stimulus evaluation theories (see
Chapter 6).
Similar problems arise for the heat of emotions. James (1890b) stipu-

lated that a state does not become emotional unless and until bodily
responses become intense enough to break through into consciousness,
but he did not explain in a satisfactory manner where this intensity comes
from. James (1890b) might argue that a more intense stimulus input leads
to a stronger activation of the instincts and habits producing the bodily
responses, but this cannot be the whole story. If you whisper in my ear
that you hate me, I will be as shocked as (or even more so than) when you
shout it to me during an escalating fight. In addition, we must observe
that James (1890b) does not provide a satisfactory account of valence
either. The concrete features of stimuli are entirely value free (e.g., the

41 Note, however, that a similar line of defense is adopted by theorists who equate
emotions with Intention-less feelings, such as Whiting (2011), I. Goldstein (2002), and
Reisenzein (2012). They would say, for instance, that fear of the ice is the sum of the
objectless emotion of fear and a representation of the ice.
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coiling form of a snake). This has made the call for a stimulus evaluation
process even louder (see Chapter 6).

Some of James’s (1890b, 1894) advocates were confident that he did
have an evaluation process in mind, but that he found “[t]he role of
interpretation (or appraisal) [. . .] so obvious that it need[ed] no special
emphasis” (Ellsworth, 1994, p. 223). James (1894, p. 518) did indeed seem
to assume a role for representations with abstract features when he wrote
“The same bear may truly enough excite us to either fight or flight;
according as he suggests an overpowering ‘idea’ of his killing us, or one
of our killing him.” It may further be recalled that James (1890b) dis-
cussed self-complacency and self-dissatisfaction as two emotions that are
caused by success and failure. These few examples notwithstanding, the
bottom line is that James (1890b) did not give special emphasis to an
evaluation process and that many of his other examples seemed to do just
fine with concrete representations requiring no further evaluation.

In conclusion, by adding the Jamesian mechanism criterion, the exten-
sion of James’s (1890b) scientific intensional definition of emotion can be
somewhat narrowed down but remains still broad. There is another
sense, however, in which adding the mechanism criterion keeps James’s
(1890b) extension broad: His list of instincts is very wide-ranging. It not
only includes instincts that resemble emotions such as the instincts of
fear, pugnacity, rivalry, shame, and curiosity, but also instincts that seem
neutral, such as the instincts of cleanliness, secretiveness, imitation,
appropriation, and construction. And then we have not even counted
the many modifications that these instincts can undergo through
learning.

James (1890b) has an easier time accounting for the self-directed
Intentionality of emotions, due to the presence of the action tendencies
that are part of instincts and habits. Instincts can also explain the
continuity in emotions between human adults, infants, and animals,
whereas habits (i.e., the modification of instincts by learning) can explain
why emotions of adults are more complex or rich than those of infants
and animals. Learning can also account for the wide range of stimuli that
can elicit emotions, including actual stimuli, representations of stimuli
(i.e., remembered, imagined, or anticipated stimuli), and aesthetic stimuli,
as well as for the variety across individuals within and across cultures.

The automatic nature of instincts and habits should account for the
automatic nature of many emotions and perhaps also their control
precedence. One dissenting voice, however, came from Cannon (1927),
who objected that bodily responses are generated too slowly to determine
emotions (see below).

The stimulus-driven nature of instincts and habits explains why emo-
tions are practically irrational in the process-sense. Instincts and habits do
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not take into account the current outcomes of behavior, even if they
evolved from goal-directed processes that did. The behavior generated
by instincts and habits can still be adaptive if the reward structure of the
current environment matches that of the reward structure of the environ-
ment in which the original goal-directed process was installed. Thus,
emotions can still be practically rational in the output-sense. This is
entirely analogous to my discussion of Darwin’s (1872) instincts
and habits.
Given that in James’s (1890b) theory, emotional responses cause emo-

tions and not the other way around, critics accused him of neglecting the
influence of emotions on behavior (Damasio, 1994, p. 130) or to consider
emotions as “a kind of froth on top of the real business of behavior”
(Oatley, 1992, p. 133). In James’s (1890b) defense, Barbalet (1999) replied
that the fact that bodily responses precede emotions does not preclude
them from having an influence on behavior afterwards. He illustrated this
by citing James’s (1897, pp. 96–97) discussion of an alpine-climber who is
better able to execute a dangerous leap when feeling confident than when
feeling fearful.

Fruitfulness To evaluate fruitfulness, we must ask whether James’s
(1890b) criteria of bodily feeling and Jamesian mechanism provide homo-
geneity among the members that he included in the set of emotions and
whether they allow separating these members from those of other sets.
This should ensure that meaningful generalizations can be made among
these members. In James’s (1890b) view, instincts, and especially habits,
are ubiquitous causes of behavior. The only thing that separates emo-
tional from non-emotional habits is that the bodily responses produced
by the former are felt whereas those produced by the latter are not.
Whether this will turn out to be a fruitful way of carving up the realm
of psychological entities depends on whether it makes any difference for
the organism whether bodily responses are felt or not. But perhaps we
should not try to look for something that is not there. There are many
indications that James (1890b) was a skeptic, who was not in the business
of vindicating the set of emotions, but rather tried to give an account of
the things that people call emotions. James (1890b) repeatedly argued that
the mechanisms involved in emotions are general-purpose.

3.2.2.2 Divisio Definition

  
The next question to ask is whether James’s (1890b) constitutive and
mechanistic explanations provide us with a meaningful way to carve up
the set of emotions internally. His constitutive explanation that emotions

3.2 James 107

https://doi.org/10.1017/9781107588882.007 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.007


are feelings of bodily responses, together with the assumption that bodily
responses can vary in infinite ways, suggests that emotions can also vary
in infinite ways. His mechanistic explanation that the bodily responses
are caused by instincts may reduce the variety to some extent, as the
bodily responses produced by the fear instinct probably differ from those
produced by the pugnacity instinct. To illustrate, James (1884,
pp. 193–194) described fear as a feeling of quickened heart beats, shallow
breathing, trembling lips, weakened limbs, goose-flesh, and visceral stir-
rings. And he described rage as a feeling of ebullition in the chest,
flushing of the face, dilatation of the nostrils, and clenching of the teeth.
Yet James’s (1890b) idea that habits can modify these instincts in infinitely
arbitrary ways increases this variety again without offering any useful
principles for partitioning in return. Thus, according to James (1890b), the
infinite variety in bodily responses did not follow the fault lines of
vernacular emotion types, which is why there can be no doubt that he
was skeptical about the existence of discrete emotion subsets. This fits
with his aversion to existing lists of descriptions of bodily responses for
different emotions. He said such descriptions were tedious and that he
“should as lief read verbal descriptions of the shapes of the rocks on a
New Hampshire farm as toil through them again” (James, 1890b, p. 448).
Like most other emotion theorists, however, James (1890b) kept using
discrete emotion labels for the purpose of communication and he did
occasionally provide descriptions of bodily responses for different emo-
tions (like those mentioned above) for the purpose of illustration. This is
probably why he has been misunderstood by his critics as making the
claim that every vernacular emotion has a fixed bodily response pattern
(e.g., Cannon, 1927; Hufendiek, 2016). James’s (1890b, p. 454) rejection of
the discrete view, however, should not be confused with a full-blooded
commitment to the dimensional view in that he did not identify any
meaningful dimensions to organize the set of emotions. He argued
instead that “any classification of the emotions is [. . .] as true and as ‘natural’
as any other, if it only serves some purpose.”


Apparent-Similarity and Fruitfulness Even if a theory denies that there is
sufficient ground for partitioning the set of emotions into vernacular
emotion subsets, it would be an asset if the theory can still make sense
of them, and in this way pass the apparent-similarity test. James’s (1890b)
theory does not seem to possess this asset, however. As critics have
argued, James’s (1890b) bodily feelings are not sufficient to account for
the variety of emotions in terms of vernacular emotion types. Cannon
(1927) pointed at a failure of empirical research to identify specific vis-
ceral response patterns for specific emotions, which led to the conviction
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that bodily feelings are too undifferentiated to account for the variety in
emotions (see Reisenzein, 1983). Although James (1890b) did not think
bodily feelings are undifferentiated, he did agree that their variety could
not be neatly organized in vernacular emotion types. In this sense,
Cannon’s (1927) data did not falsify James’s (1890b) theory. It remains
true, however, that James (1890b) could not make sense of the discrete
variety that the critics (trying to vindicate these emotion types) were after.
In other words, James (1890b) could not deliver apparent similarity.
It seems that adding James’s (1890b) mechanistic explanation does not

bring us any closer in this respect. Even if the bodily responses produced
by different instincts (e.g., fear vs. pugnacity) are likely to be different,
James’s (1890b) idea that learning can modify both the stimulus and
response representations of instincts in infinitely arbitrary ways entails
that every ground for grouping emotions is again lost soon after birth. As
long as the stimuli are only processed in terms of their concrete features,
the variety remains innumerable. This is another reason why many critics
did not settle for James’s (1890b) perceptual process but expressed the
need for a cognitive process that goes beyond mere perception.
What about fruitfulness? James (1890b) did not identify any concrete

categories or dimensions for organizing the set of emotions. Hence, there
is nothing that can be evaluated in terms of fruitfulness here.

3.2.3 Validation

Few emotion theories have been turned inside out in the way that James’s
(1890b) theory has. The current section concentrates on the empirical
status of James’s (1890b) theory. But first a note on internal consistency.
The most often heard objection against James’s (1890b) theory is that by
placing responses before emotions, he placed the cart before the horse
(Pineda, 2015a). According to common sense, it is simply unthinkable
that emotions come after their outward expressions. Nevertheless, several
researchers took up the glove and examined the empirical implications of
James’s (1890b) theory.
Cannon (1927) argued that it is implausible that bodily responses –

which he restricted to visceral responses – would come before feelings
because these responses and their feedback are too slow to determine
feelings (see above). The solution offered by Cannon (1927) and
McDougall (1908) was to argue that feelings already arise at the stage of
the activation of the [S–R] links (i.e., centrally) and do not have to be
postponed until the feedback (from the periphery) reaches the cortex again.
Others have argued, on the other hand, that bodily responses are not
restricted to visceral responses but also include musculo-skeletal responses,
which arise and are fed back much quicker (e.g., Damasio, 1999).
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Rather than focusing on order, one line of research investigated James’s
(1890b) assumption that feedback from the peripheral effects of bodily
responses to the sensory cortex is necessary for emotions. If this is indeed
the case, the separation between the peripheral organs and the central
nervous system should hinder the occurrence of emotions. Research
conducted with paralyzed patients and animals shows mixed results.
Patient studies show diminished emotions. Animal studies show intact
emotions. In a study by Hohmann (1966), paralyzed patients (due to
spinal cord injuries) reported reduced intensity of fear and anger (but
increased sentimentality after loss) compared to the time before they got
paralyzed, and the degree of paralysis correlated with the intensity of
these emotions. Chwalisz et al. (1988), however, found support for the
alternative interpretation that changes in the pattern of these patients’
emotions stemmed from changes in their daily lives. They found that
people in a wheelchair reported a stronger intensity for some emotions
but not others regardless of whether they were paralyzed or whether
there was another reason why they were in a wheelchair. The patient
studies need to be interpreted with caution, however. To conclude that
peripheral feedback is necessary for emotions, it must be demonstrated
that when peripheral feedback is absent, no emotions are experienced. All
patients still reported emotions. On the other hand, none of the patients
were completely paralyzed and feedback from their facial responses was
still possible (Damasio, 1999). In addition, they may have merely “hallu-
cinated” (James, 1890b, footnote, p. 459) or “mentally simulated“ bodily
responses (Damasio, 1994; J. J. Prinz, 2004a, pp. 58–59). A similar concern
can be raised against the finding that people whose facial muscles
were temporally paralyzed due to Botox injections did not show the
expected reduction in feelings while watching positive or negative video-
clips (J. I. Davis et al., 2010). These people could still have received
somatosensory feedback from other body parts or they could have men-
tally simulated facial responses (Hufendiek, 2016; Reisenzein & Stephan,
2014).

Animal studies showed that animals that no longer received peripheral
feedback due to surgical intervention (in which the spinal cord and vagus
nerve were cut) still showed intact emotional behavior (dogs:
Sherrington, 1900; cats: Cannon et al., 1927). This evidence was dismissed
as irrelevant, however, because James (1890b) had claimed that feelings,
and not emotional behavior, were dependent on feedback from the per-
iphery (Barbalet, 1999; Ellsworth, 1994; but note that Cannon, 1927, did in
fact admit that these data speak to behavior rather than to feelings).

Another piece of evidence that has been put forward as critical for
validating James’s (1890b) theory is evidence for the direct physical
induction of emotions, either by taking drugs or adopting artificial facial
expressions or coarse behavior (see also Chapter 5). Based on the
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Jamesian mechanism criterion, however, the mere activation of the bodily
components independent of their instinctual/habitual path would not
make the resulting bodily feelings genuinely emotional. Thus, it can be
argued that such evidence is not a test of the theory and falls outside of its
scope. Validating the theory would require demonstrating that direct
activation of the instinct/habit would produce emotions (instead of emo-
tions being produced indirectly via stimuli). But as James (1890b) did not
think there are dedicated brain areas for instincts/habits, the electrical
stimulation of certain brain sites does not seem to be an option here.
A final line of research, already hinted at, examined the claim falsely

attributed to James (1890b) that each prototypical emotion is character-
ized by a specific pattern of bodily responses (e.g., Cannon, 1927;
Hufendiek, 2016). This claim could not be confirmed by empirical evi-
dence in James’s (1890b) days, but the debate was reopened later under
the impulse of evolutionary theories (see Chapter 4).

To wrap up, the constitutive and causal-mechanistic explanations that
James (1890b) proposed for emotions allowed us to distill two criteria for
a scientific intensional definition of emotion: Emotions are bodily feelings
(i.e., bodily feeling criterion) and they are caused by instincts/habits that
produce bodily responses that are fed back to the brain (i.e., Jamesian
mechanism criterion). Although these criteria go a long way to fulfill the
desiderata of embodiment, phenomenality, continuity, automaticity, con-
trol precedence, practical irrationality, and self-directed Intentionality,
they are less satisfactory when it comes to the desiderata of world-
directed Intentionality and even heat. In addition, James (1890b) bumped
into the differentiation problem. He was unable to provide a clear ground
for individuating the discrete emotion types from natural language in a
scientific divisio definition. As James (1890b) was a skeptic, who explicitly
resisted seeing emotions and emotion types as special kinds of entities,
the issues raised did not pose a problem for him. Nevertheless, even
skeptics should ideally be able to account for the descriptive properties
of emotions, that is, the apparent properties that are typically ascribed to
them. James (1890b) was only partially successful in this respect.

The “gaps” in James’s (1890b) theory inspired the development of many
later theories. One solution to the differentiation problem was offered by
McDougall (1908). He proposed modifications to the [S–R] link in Step 2.
In particular, he put forward the existence of specific instincts that are
dedicated to specific vernacular emotion types. To make sure the specifi-
city would not get lost after habit formation set in, he also postulated that
the [S–R] links that grounded the vernacular emotions remained
unchanged after learning. In his theory, habits can only extend the range
of concrete stimuli that activate the [S–R] link as well as the range of
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concrete responses resulting from this activation, but they cannot touch
the original [S–R] core. This [S–R] core is also supposed to generate
feelings centrally (see above). As I will explain shortly, McDougall
(1908) can be considered as the bridge between James (1890b) and evolu-
tionary theories (see Chapter 4). The evolutionary theories gave further
substance to McDougall’s (1908) [S–R] links by anchoring them in the
brain. Thus, they postulated dedicated brain mechanisms for a limited set
of vernacular emotions, called basic emotions.

Another solution to the differentiation problem that James (1890b)
faced is provided by a family of theories known as network theories
(see Chapter 5). These theories embraced James’s (1890b) proposal that
learning takes on a major role in shaping emotions, but they did not – or
at least not all of them – adopt his conclusion that learning erases all
ground for having discrete emotion types.

A further set of solutions to solve the problems of differentiation as well
as world-directed Intentionality is provided by theories that add an
abstract cognitive process to James’s (1890b) sequence. This process takes
on different shapes in different theories. Stimulus evaluation theories (see
Chapter 6) insert a stimulus evaluation process in Step 1, prior to the [S–
R] connection in Step 2. Stimuli must be evaluated in order to give rise to
action tendencies, behavior, and feelings (Arnold, 1960). These theories
propose that the features of the stimulus representation that is part of the
[S–R] connection are not concrete (e.g., coiling form of a snake) but
abstract (e.g., valence, danger, loss). Psychological constructionist
theories (see Chapter 8), on the other hand, insert a construction process
(e.g., categorization) between the bodily responses in Step 3 and the
feelings in Step 4 (Barrett, 2006b; Russell, 2003; Schachter, 1964). These
theories propose that representations of diffuse bodily responses and
representations of abstract stimulus features combine to yield labeled
feelings.

A final adjustment to James’ (1890b) theory is provided by response
evaluation theories, in particular the goal-directed theory (Moors, 2017a;
see Chapter 7). This theory replaces the [S–R] connection in Step 2 with a
response evaluation process, more specifically, a goal-directed process,
which involves [S:R–Ov] connections. This is another general-purpose mech-
anism grounding another skeptical approach. With this overview of adjust-
ments in hand, I will move on to a discussion of the evolutionary theories,
preceded by a discussion of the preparatory work of McDougall (1908).
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CHAPTER 4

Evolutionary Theories

4.1 Precursors

Darwin (1872) is usually cited as the founding father of evolutionary
theories of emotion. Some of Darwin’s (1872) ideas, however, only
exerted their influence on evolutionary theories through the filters of
the theories of James (1890b) and McDougall (1908). James (1890b) turned
Darwin’s (1872) instincts, understood as [mental-state–R] links into [S–R]
links. Building further on these [S–R] links, McDougall (1908) in turn,
made several fundamental changes to James’s (1890b) theory in an
attempt to fix what was lacking in that theory from a vindicator’s point
of view. These changes formed the perfect stepping stone to evolutionary
theories.
James (1890b) argued that all instincts can elicit emotions, including

those for which the connection with emotion did not seem intuitive (e.g.,
instincts to walk and construct). McDougall (1908) solved this problem by
explicitly distinguishing between instincts that do (e.g., flight, repulsion,
curiosity, pugnacity, self-abasement/assertion, parental) and do not elicit
emotions (e.g., reproduction, food seeking, gregariousness, acquisition,
crawling, and walking). Moreover, he postulated that each of the emo-
tional instincts, alone or combined, accounted for the emotion types we
know from natural language. For instance, the flight instinct is for fear,
the pugnacity instinct for anger, and the repulsion instinct for disgust.
Pugnacity combines with repulsion to create scorn and with flight to
create loathing. This simple intervention allowed McDougall (1908) to
demarcate the set of emotions from other sets and to account for the
variety within this set. The fact that instincts could be combined in
numerous ways still allowed McDougall (1908) to account for the infinite
shadings that James (1890b) had emphasized, in the same way as mixing
a few basic colors can produce an infinite palette of color shadings.
Another intervention that McDougall (1908) made to keep the separ-

ation between emotions and other sets tidy was to hold the influence of
learning on emotional instincts at bay. James (1890b) argued that habits
could completely overtake instincts, and he refused to give special status
to instincts in generating emotions as compared to habits. McDougall
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(1908), by contrast, argued that learning could not modify the emotional
instincts themselves and that these constituted the pure emotion
(returning in this sense to Darwin’s, 1872, idea that expressions stemming
from instincts were more “true”). Learning increases the variety in the
inputs and outputs of emotions without touching their innate core – the
“hard liquor” so to speak (J. J. Prinz, 2004a).

On the input side, learning leads to an extension and refinement of the
range of stimuli that can trigger the innate [S–R] links. Extension happens
via associative learning based on similarity (i.e., generalization) and co-
occurrence (i.e., classical conditioning). The co-occurrence of the initial
stimulus and a neutral stimulus forges an association between the stimuli,
after which the mere presentation of the neutral stimulus can now acti-
vate the [S–R] connection and elicit an emotion. This is how animals, for
instance, learn to fear hunters: As hunters get paired with the loud noises
from their guns and the chasing of their dogs, they come to activate the
innate connection between loud noises and the flight tendency, felt as
fear. Refinement happens via discrimination learning (i.e., a form of
operant conditioning). This is illustrated by the undisturbed grazing of
cattle on pastures next to railways. The fact that the loud noises from
trains are never followed by negative outcomes leads to a refinement of
the inlet of the flight instinct, resulting in selective responding to different
types of loud noises. On the output side, variety is created by goal-
directed attempts to control or regulate the manifestation of action ten-
dencies in overt responses. Such attempts would be more successful for
large movements of trunk and limbs than for facial expressions and futile
for physiological responses. McDougall’s (1908) view can be character-
ized as a dual-system view with a default-interventionist architecture in
which the innate stimulus-driven process (instinct) is the default and the
goal-directed process is the intervenor (see Box 2.1).

A final deviation that McDougall (1908) proposed from James’s (1890b)
theory has to do with the time point at which feelings are generated (Axis
6a2*). James’s (1890b) theory counts as a peripheralist theory in that
feelings are postponed until feedback of the bodily responses is per-
ceived. McDougall’s (1908) theory, by contrast, is a centralist theory in
that feelings are already produced by the instinct itself (see also Cannon,
1927). McDougall (1908) parsed instincts into three parts. The first part is
the afferent part ([S]) of the [S–R] link, during which a perception of the
object takes place (i.e., cognitive aspect). The second part is the central
part or the bridge between the afferent ([S]) and the efferent part ([R]),
during which a feeling (however faint) is already produced in regard of
the object (i.e., affective aspect). This feeling constitutes the emotion and
corresponds with the vernacular emotion types, such as fear and anger.
The third part is the efferent part ([R]) or action tendency of the [S–R] link,
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during which a striving toward/away from the object occurs. Action
tendencies have their own central correlated feelings, such as the felt
urges to flee and fight. Like in James’s (1890b) theory, instincts get
manifested in overt bodily responses, which can be fed back via percep-
tion and produce peripheral feelings. But while James (1890b) took these
peripheral feelings to constitute the emotion, McDougall (1908) con-
sidered these only as accessory to the central feelings already produced
earlier. McDougall’s (1908) sequence is presented in Figure 4.1.
The changes that McDougall (1908) introduced to James’s (1890b)

theory paved the way for evolutionary theories (Buck, 1999; Damasio,
2004; Ekman, 1984, 1992a, 1999a; Ekman & Cordaro, 2011; Griffiths &
Scarantino, 2005; Izard, 2011; Keltner, Tracy, et al., 2019; LeDoux, 1996;
Levenson, 1994, 2011; Panksepp, 1982, 1998, 2005, 2012; Panksepp &
Watt, 2011; Plutchik, 1980, 1984; Shariff & Tracy, 2011b; Tomkins, 1962,
1963, 1970, 1995; Tooby & Cosmides, 1990; Tracy, 2014). Members of the
evolutionary family share the following mechanistic backbone: Emotions
are (partly) constituted or caused by inherited innate [S–R] links in which
the stimuli are recurrent challenges and the responses are the solutions to
these challenges that were selected by evolution. Individual members of
this family show differences in a number of corollary theoretical assump-
tions, which can be captured in the following axes (and values): (a) the
width of the constitutive explanation (Axis A: from narrow to broad;Axis
5c), (b) the role of stimulus evaluation (Axis B: absent vs. present), (c) the
time at which feelings are generated (Axis C: central vs. peripheral; Axis
6a2*), and (d) details about the number and nature of the emotions that
are included (Axis D). I start with the commonalities and indicate devi-
ations from the consensus along the way.

eS S – R

MOTIVATIONALCOGNITIVE

sR

MOTOR

COGNITIVE
SOMATIC

FEELING

iSiS
mR

iinstinct

labeled
feelings

Figure 4.1 McDougall’s theory
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4.2 Constitutive and Mechanistic Explanations

The sequence of components proposed by evolutionary theories is similar
to that in McDougall’s (1908) theory. A stimulus, after being processed,
activates the innate [S–R] link for a specific emotion type, which produces
physiological responses (somatic component), motor responses (motor
component), and feelings (feeling component) specific to that emotion
type. The [S–R] links are no longer called instincts, however, but “affect
programs,” and they are implemented in brain mechanisms (Ekman &
Cordaro, 2011; Tomkins, 1962; Levenson, 2011, called them “core
systems”; Panksepp & Watt, 2011, called them “command networks”42).
To illustrate this sequence, the processing of a crouching tiger activates
the affect program for fear, which consists of a link between the repre-
sentation of the tiger and the tendency to flee. This, in turn, generates an
adrenaline rush and blood flow to the legs (mobilizing the body in
general and preparing for flight), a fear expression (in face, voice, and/
or gestures), actual flight behavior, and the feeling we call fear (see
Figure 4.2).

The constitutive explanations of evolutionary theories vary somewhat.
Some evolutionary theories identify emotion with the affect program
itself (e.g., Ekman & Cordaro, 2011;43 Izard & Malatesta, 1987, p. 496;
Tomkins, 1970). Still others lean more towards treating the affect program
as the cause of emotion while equating the emotion itself with the sum of
the resulting somatic, motor, and feeling components. A final group takes
the entire emotional episode to be the emotion (Levenson, 2011;
Scarantino, 2014; Tracy, 2014).

In many evolutionary theories, the emotional episode has the following
sequence of steps: a first step in which a raw external stimulus (eS) is
linked to an afferent representation ([eS]) (i.e., cognitive component), a
second step in which the afferent representation ([eS]) is linked to an
efferent representation ([R]) (i.e., transition from cognitive to motivational
component), and a third step in which the efferent representation ([R]) is
manifested in overt bodily responses (sR, mR) and feelings (i.e., transition

42 Note that Tomkins (1970) used the term “affect” to indicate emotions, which he
understood as responses and not as feelings. Panksepp and Watt (2011) rejected the
term “affect program” because to them “affect” means “feelings” and they wanted to
focus – just like Tomkins (1970) – on responses.

43 Ekman and Cordaro (2011) considered the affect program as the sine qua non of
emotion. When Ekman (1992a, 1992b, 1999a) wrote that nobody identifies emotions
with a single component, I interpret this as meaning that nobody uses a single
component to empirically diagnose the activation of an affect program and that we
need to infer this from the total set of components.
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from motivational component to somatic, motor, and feeling compon-
ents). Let us consider these three steps in more detail.

Step 1

In some evolutionary theories, the first step (i.e., from stimulus to afferent
representation) is nothing more than a simple perception process, which
links a raw stimulus (eS) to a representation with concrete stimulus
features ([ecS]) (see Figure 4.2(a)). In other evolutionary theories, the first
step involves a stimulus evaluation process (after or instead of the per-
ception process) that produces a representation with abstract features
([eaS]) such as (molar or molecular) appraisal values (Tracy, 2014).
Theories that add stimulus evaluation can be considered as hybrids of
evolutionary and stimulus evaluation theories (see Figure 4.2(b)). It must
be noted, however, that the nature of this evaluation process varies across
scholars and even across writings of the same scholar. Sometimes it is
molded after the appraisal process in appraisal theories (Tracy, 2014);
sometimes it is understood as a simple perceptual matching process

(a)

(b)

ecS – R

affect program

sR

mR

FEELING

MOTIVATIONALCOGNITIVE

MOTORSOMATIC

labeled
feelings

iS
eS

iS

eS stimulus 
evaluation eaS – R

affect program

sR

mR

labeled
feelings

iS iS

COGNITIVE
MOTIVATIONAL

FEELING

MOTORSOMATIC

Figure 4.2 Evolutionary theories: (a) non-hybrid version; (b)
evolution-evaluation hybrid version
Note: The gray arrow from the affect program to the feeling component
is the route to feelings for the centralist version; the gray path from the
motor and somatic components to the feeling component is the route
to feelings for the peripheralist version.
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(i.e., the matching of raw stimulus input with an internal perceptual
template) (Matsumoto & Ekman, 2009); and sometimes as a process that
must determine that stimuli pertain to emotion and to which one they
pertain (Ekman, 1992a). Tooby and Cosmides (1990, pp. 407–408), more-
over, suggested that the evaluation process itself may be shaped by
evolution. It is prewired towards detecting and processing stimuli in
terms of fundamental challenges and opportunities.

Steps 2 and 3

In the second step, the afferent representation ([ecS]/[eaS]) from Step 1 is
linked to an efferent representation ([R]) in an affect program. Like the
instincts in McDougall’s (1908) theory, affect programs are installed by
evolution. They contain preset instructions for how to deal with certain
stimuli based on how our evolutionary ancestors dealt with them. The
stimuli pose “fundamental life tasks,” that is, prototypical survival-
related challenges and opportunities, such as threats, offenses, losses,
gains, and noxious substances (Ekman, 1992a; Levenson, 2011). The
responses are those that evolution has selected as the best solution to
deal with these stimuli (Ekman, 1992a; Johnson-Laird & Oatley, 1992). As
Levenson (2011) put it, the ubiquity and importance of these challenges
and opportunities created selection pressures to favor generalized solu-
tions that have the highest survival value for the individual (and the
group). As such, emotions “are the time-tested solutions to these timeless
problems. Because of their importance, having each individual learn each
solution de novo would be inefficient and uncertain” (Levenson, 2011,
p. 382).

The affect program for each emotion type is not only innate (i.e., hard-
wired in the genes) but also brain-bound (i.e., hardwired in the brain),
meaning that each emotion type has its own dedicated neural mechanism
or “fingerprint.”44 This need not be a specific brain area but can also be a
specific neural circuit comprised of interacting areas (including the neuro-
transmitters involved; see Panksepp, 1998) or even a specific brain net-
work (Nummenmaa & Saarimäki, 2019). In sum, affect programs can be

44 Hutto et al. (2018, p. 7) believe that evolutionary theories are not committed to the idea
that affect programs are brain-bound, based on Ekman’s (2003, p. 66; see also Ekman &
Cordaro, 2011) claim that affect programs are a metaphor rather than a literal set of
instructions localized in a specific part of the brain. I think this is a mistake. What
Ekman (2003) tried to debunk was the idea that the instructions in affect programs are
symbolically represented in a specific part of the brain, not the idea that they are brain-
bound.
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understood on the mental super-level as [S–R] links and on the brain
super-level as neural mechanisms.
Returning to the mental super-level, in some theories, the afferent part

of the [S–R] link is framed in terms of the concrete features of a small set
of USs (e.g., loud noises, sudden loss of support, predators, dark places,
strangers) (Izard, 2011; Levenson, 2011) or genetically prepared stimuli
(i.e., which require a minimum of training; Öhman, 1986). In other theor-
ies, the afferent part of the [S–R] link is framed in more abstract terms
such as threats, offenses, losses, gains, and so on. The format of the affect
program that is chosen has implications for the type of cognitive process
in Step 1 that must precede its activation: Affect programs of the type
[snake–flee] must be preceded by a perceptual process yielding concrete
stimulus representations (snake; [ecS]) whereas affect programs of the
type [danger–flee] must be preceded by a stimulus evaluation process
yielding abstract stimulus representations (danger; [eaS]).
The efferent part ([R]) of the [S–R] link holds instructions for (a) somatic

responses, (a) subtle behavior in different modalities (face, voice, ges-
tures), and (b) coarse behavior such as fight and flight. Once activated,
the affect program automatically triggers somatic responses (sR) as well
as subtle (smR) and coarse motor responses (cmR). The affect program
belonging to a certain emotion also generates feelings characteristic of
that emotion.
Some evolutionary theories follow McDougall’s (1809) centralist view

that feelings are the direct consequence of the affect program (e.g., Izard,
1977; Oatley & Johnson-Laird, 1987; Plutchik, 1980). These authors also
see these feelings as having irreducible qualia (see Chapter 2). Other
evolutionary theories return to James’s (1890b) peripheralist view that
feelings are generated by somatosensory feedback (e.g., Damasio, 1994,
1999, 2004;45 Levenson, 2014; J. J. Prinz, 2004a). This has earned them the

45 Damasio (1994) eventually proposed to divorce emotions, which he restricted to affect
programs and the bodily responses directly triggered by them, from feelings, which are
the depositions of these bodily responses in consciousness. This allowed him to make
the further claim that emotions can remain unconscious until they are made conscious
in feelings. Damasio (1994) further proposed that the function of these “gut” feelings is
to guide decision making. Specifically, he proposed that past behavioral choices are
stored together with the gut feelings that mark these choices as positive or negative in
the light of their outcomes. When confronted with the same choice options on a new
occasion, the positive or negative somatic markers of the options are re-activated in the
absence of any conscious memory of the outcomes, steering agents towards positively
marked options and away from negatively marked ones (for evidence, see Bechara
et al., 1997, 1999; Damasio, 1994; for counterevidence and criticism, see Beer, 2017;
Newell & Shanks, 2014). Finally note that Damasio (1994, p. 144) allowed mental
images of the eliciting stimuli to be part of feelings, in juxtaposition to the experience
of bodily changes. Since the cognitive component housing these mental images is also a
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name of neo-Jamesian theories, although they are perhaps more accur-
ately named evolutionary-Jamesian hybrids.

Like the instincts in McDougall’s (1908) theory, affect programs come
in limited numbers that either alone or combined with other affect pro-
grams or other processes correspond to vernacular emotion types. Basic
emotions are ones that have their own affect program. Although there is
disagreement about their number and identity, many theorists include at
least fear, anger, sadness, joy, disgust, and surprise. Non-basic emotions
are ones that do not have their own affect program but that combine, or
elaborate on, the affect programs of other basic emotions (see below).
Some emotions are still in limbo land; their basic-emotion status is still
under study, although the list is growing (see Section 4.4).

Like their predecessors, evolutionary theories assume that innate affect
programs (i.e., primary processes) do not operate in isolation, but interact
with learning (i.e., secondary processes) and computation (i.e., tertiary
processes). The contribution of affect programs to emotions is phylogen-
etic, that of learning ontogenetic, and that of computation microgenetic.
The question to ask is which part of the causal sequence can be changed
by ontogenetic and microgenetic processes. The plasticity model
endorsed by evolutionary theories is the avocado pear model (Goldie,
2000, p. 99; see Faucher & Tappolet, 2008, p. 111, for a review of six
plasticity models): The core, which is the affect program (Step 2), is not
malleable and forms the pure emotion; the soft flesh, which are the
processes that happen prior to (Step 1) or after the affect program (Step
3), can be superficially modified by learning and computation (see also
McDougall, 1908). On the input side (Step 1), learning processes can play
a role, for instance, by making sure the genetically prepared stimuli get
consolidated in representations (Öhman, 1986) or by extending the range
of stimuli that can trigger the affect program (on the basis of similarity
and co-occurrence) (Ekman, 1992a; Ekman & Cordaro, 2011; Izard, 2011;
Levenson, 2011). Learning and computation are further involved in the
stimulus evaluation process postulated by evolutionary-evaluation
hybrid theories.

On the output side (Step 3), learning and computation are involved in
emotion regulation and planning.46 The default scenario is that the affect
program automatically triggers all output components. Deviations from
this scenario occur when emotion regulation steps in. Emotion regulation
is thought to be subserved by goal-directed processes (Scarantino, 2014;

central component, Damasio (1994) cannot be said to be a pure peripheralist (see also
Dub, 2022).

46 Other processes that Ekman (1992b; Ekman & Cordaro, 2011) situated on the output
side are the verbal labeling of emotions and the attitudes one holds towards them.
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see Box 7.1). If an initial, emotional action tendency does not fit with one’s
(long-term) goals, such as when an aggressive tendency threatens to blow
up one’s relationship, attempts will be made to suppress its manifest-
ation. People are expected to have more control over their coarse behavior
than over their facial and vocal expressions and no direct control over
their physiological responses (Ekman, 1992a; see also McDougall, 1908).
They can try to wipe off their facial expressions in an attempt to follow
cultural display rules but occasional leakage may occur in the form of
micro-expressions (Ekman, 2006; Ekman & Friesen, 1969). They may even
try to regulate their feelings in an attempt to follow cultural feeling rules
(Hochschild, 1979). In theories in which feelings are produced centrally,
however, it should be virtually impossible to stop them once the affect
program is activated.
Goal-directed processes are also granted a role in planning or behav-

ioral concretization, that is, in the translation of the initial action tendency
into a more concrete action tendency or motor program. The tendency to
aggression may take the form of yelling, hitting, boycotting, turning one’s
back, or giving someone the silent treatment, and the choice between
these depends on weighing up expected utilities given the specific situ-
ation or context one is in. Anger in traffic will manifest itself in yelling
rather than hitting, for instance. The division of labor between a stimulus-
driven (innate [S–R]) process that generates the initial emotional action
tendency and the intervention of non-automatic goal-directed processes
to regulate or refine this action tendency is consistent with a dual-system
view with a default-interventionist architecture (see Box 2.1).47

At some point, Ekman and Cordaro (2011) started poking somewhat
inside the pit of the avocado pear when they proposed that ontogenetic
processes can also enter the affect program itself. They argued that an
affect program is not a closed program in which “nothing can be inserted
by experience” (p. 367), but rather an open program that “allows for
additional input during the life-span of its owner” (p. 367; distinction
after Mayr, 1974). They proposed, for instance, that learning can influence
the preset instructions for physiological responses and expressions. That
said, they added that learning these responses often develops in the same
way for everyone, unless the person is confronted with unusual,

47 It may be noted that some evolutionary theorists such as Scarantino (2014) proposed a
parallel-competitive architecture in which stimulus-driven and goal-directed processes
operate in parallel and compete with each other, but in which the stimulus-driven
process often wins the competition because it is seen as automatic and the goal-directed
process as non-automatic. As mentioned in Box 2.1, footnote 3, this brand of parallel-
competitive architecture is almost indistinguishable from the default-
interventionist architecture.
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traumatic experiences. Learning can also influence the preset instructions
for coarse behavior, but here more radical deviations from the innate
instructions are possible (Ekman & Cordaro, 2011, p. 367). Once learned
instructions have entered the affect program, they can be triggered and
executed in the same automatic way as the innate instructions can.

It could be argued that by allowing affect programs to be open, Ekman
and Cordaro (2011) landed on a slippery slope between evolutionary
theories (which put phylogeny first) and network theories (which put
ontogeny first; see Chapter 5). To avoid a complete slide-off, however,
Ekman and Cordaro (2011) pointed out that learning cannot go so far as
to delete or rewrite the innate instructions in affect programs. Novel
instructions can be added, but the innate ones remain intact. This means
that they can still rear their heads under the right circumstances, as
can be seen, for instance, in the dramatic startle reaction that people have
to unexpected loud noises. In Levenson’s (2011, p. 382) words, “[t]he
influence of basic emotions on behaviors and thoughts becomes most
deterministic under those conditions in which antecedent conditions
closely match prototypical elicitors . . . When these conditions are not
met, the plasticity and flexibility of the emotion system becomes more
ascendant.”

Ekman and Cordaro’s (2011) proposal notwithstanding, some scholars
(e.g., Griffiths, 1997; Scarantino, 2014, 2015, 2018) seem convinced that
evolutionary theories leave affect programs open on the input side, but
keep them closed on the output side. “We have to learn what to be afraid
of, but not how to act afraid” (LeDoux, 2003, p. 213). In order to increase
the power of evolutionary theories to account for flexible stimulus-
response relations, Scarantino (2014, 2015) therefore proposed to adjust
them by also opening up the output side. He dubbed his adjustment the
“new basic emotion theory.” I believe Ekman and Cordaro (2011) had
already opened up the output side, albeit in a different way than
Scarantino (2014) did. While the former authors allowed novel instruc-
tions to sit next to, and interact with, existing ones, Scarantino’s (2014)
solution consisted in the abstract reframing of affect programs, replacing
more concrete affect programs of the type [snake–flee] by more abstract
affect programs of the type [danger–defense]. Once danger has triggered
the tendency to defend oneself or to regain safety, the behavioral options
are not fixed, but are flexibly selected via a goal-directed process that is
tailored to the affordances in the environment. Safety can be regained by
fleeing but also by fighting or freezing.

Scarantino’s (2014, 2015) solution was in fact not so new. Hybrids of
evolutionary and stimulus evaluation theories had already proposed that
the [S] part of the affect program can be abstract. For several theorists, this
also counted for the [R] part. For instance, Oatley and Johnson-Laird
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(2011; see also Roseman, 2011)48 argued that emotions, which are
installed by evolution, do not lead to fixed action patterns but rather
constrain the action repertoire. Such a constraining would be useful when
an organism is confronted with a novel, unexpected stimulus for which a
rapid response is required, while at the same time leaving room for
flexible responding depending on the specifics of the environment.
Leaving aside the question of novelty, however, I do not think the

abstract (re)framing of affect programs makes them more open. The link
between the abstract [S] and abstract [R] remains as fixed as before. It is
true that making an affect program more abstract means that the concrete
action tendency is less determinate. Saying that danger leads to the
tendency to regain safety does not tell us yet whether the person will
run away or hide. But the job must still be done. A concrete action
tendency must still be determined. To this end, a goal-directed planning
process is invoked. This process, however, is not considered to be part of
the emotion itself. Thus, the flexibility is not delivered by the emotion but
by an extraneous, non-emotional process.
Summing up, affect programs are innate [S–R] connections that are rigid.

To increase flexibility between actual stimuli and actual responses, evolu-
tionary theories add learning and computation to the mix. Generalization
and classical conditioning increase the range of stimuli that can trigger the
[S–R] connection on the input side; goal-directed regulation and planning
increase the range of responses that can follow this connection on the
output side. Authors have chosen to frame their [S–R] links on more
concrete or more abstract levels, and this has the following implications.
First, on the input side, concrete links can be triggered by a primitive
perception process whereas abstract links must be preceded by a stimulus
evaluation process. Second, to increase response flexibility on the output
side, concrete links require a larger share of regulation processes (e.g., to
change fight into flight) whereas abstract links require a larger share of
planning (e.g., to translate defense into flight).

4.3 Scientific Definitions

4.3.1 Intensional Definition

4.3.1.1 Criteria for Demarcation
The intensional definition of evolutionary theories is straightforward: An
episode is emotional if an affect program is activated. Let us call this the

48 Note that Oatley and Johnson-Laird (2011) and Roseman (2011) fall more on the side of
evaluation-evolutionary hybrids (i.e., a version of stimulus evaluation theories, see Chapter
6)thanonthesideofevolutionary-evaluationhybrids(i.e.,aversionofevolutionarytheories).
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“affect program” criterion. This remains true regardless of whether the
boundaries of the emotion proper are put around the affect program itself,
only around the somatic, motor, and feeling components that form the output
of the affect program, or around the entire emotional episode. Theories with a
wide constitutive explanation can also invoke the presence of the output
components as a criterion. Let us call this the “components” criterion. The
status of this criterion is not so much one of necessity, however, but rather
one of typicality (as in a cluster-type definition). This is because the output
components, although supposed to flow automatically from the affect pro-
gram, can be held back to a greater or lesser extent by emotion regulation.

4.3.1.2 Adequacy

-
How does this intensional definition fare in terms of the properties of
emotions specified in the working definition from Chapter 2? The response
and feeling components that are generated by the affect program provide
the bodily and phenomenal aspects of emotion, respectively.

Affect programs are brain circuits on the brain super-level, but repre-
sentations of [S–R] links on the mental super-level. Because they are
representations, they carry Intentionality. The stimuli represented in the
[S–R] links are the objects, which ensure world-directedness. Non-hybrid
theories, which restrict the first step to a simple perception process,
however, are amenable to the same criticism as James (1890b) and
McDougall (1908) that representations with concrete features do not
provide the right kind of object (Deonna & Scherer, 2010). Fear is not
about the coiling form of a snake, but about danger. Hybrid theories,
which allow a (sufficiently abstract) evaluation process to precede the
affect program, on the other hand, effectively solve this problem, as they
provide stimulus representations with abstract features such as danger,
offense, loss, and so on. The response representations or action tendencies
in the [S–R] links display self-directedness.

Like the instincts in James’s (1890b) and McDougall’s (1908) theories,
the innateness of the affect programs in evolutionary theories can easily
account for the continuity in emotional life between adults, infants, and
animals. The increasing importance of learning and computation with
age and across the phylogenetic ladder can explain the increasing variety
in the stimuli that can trigger emotions and the increasing complexity of
their manifestations. Affect programs, moreover, are supposed to be
automatic and therefore to take control precedence.

The fact that affect programs are stimulus-driven processes that do not
take into account the current outcomes of behavior should lead us
to conclude that emotions are practically irrational, at least in the
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process-sense (Greenspan, 2004; Griffiths, 1997; Moors, 2017b; Tooby &
Cosmides, 1990, pp. 418–419). Yet several evolutionary theories turn out
to emphasize the adaptiveness of the behavioral solutions of our evolu-
tionary ancestors (Ekman, 1992a; Shariff & Tracy, 2011b; Tomkins, 1962,
but see Griffiths, 1997; Tooby & Cosmides, 1990). This seems to be at
variance with their predecessors (Darwin, 1872; James, 1890b;
McDougall, 1908), who emphasized that ancestral responses are often
vestigial and hence no longer useful (Barrett, 2013; Fridlund, 1994).
Jumping away from a snake in the zoo is not adaptive.
Three replies are possible. The first reply is the idea discussed earlier

that stimulus-driven processes can occasionally lead to adaptive behavior
provided that the reward structure of the current context matches the
reward structure of the ancestral context. Thus, jumping away from a
snake in the zoo is maladaptive whereas jumping away from a snake in
the wild continues to be adaptive. The second reply, based on a dual-
system view, is that innate [S–R] links are considered dirty but quick.
They are dirty (biased) in the sense that they are triggered by minimal
evidence, but this comes with the benefit that they are also quick (auto-
matic). A process that is biased in this liberal way is more likely to
produce false alarms but less likely to avoid misses. In cases in which it
is better to be safe than sorry, innate [S–R] links may be practically
rational after all. Jumping away from the slightest snake-like stimulus
leads to false alarms in the zoo but makes sure that not a single snake is
missed in the wild (Goffin, 2021). The third reply follows Darwin (1872)
in arguing for the co-option of vestigial expressions as a means of
communication so that they can still be adaptive today, if not to influence
the physical environment then at least to influence the social environ-
ment. There is no doubt that information about a sender’s emotion may
be useful for the receiver. If the sender displays fear, this may help the
receiver to prepare for danger. From the viewpoint of the sender, on the
other hand, giving away one’s emotions can be either beneficial or detri-
mental depending on whether the receiver is an ally, who wants to help,
or a competitor, who is able to exploit this information (Fridlund, 1994,
p. 109, 1997; Hinde, 1985b). Signaling distress is beneficial for an infant as
this may recruit caretakers to alleviate the source of distress. In a poker
game, on the other hand, it is more adaptive to conceal one’s emotions.
Note, finally, that evolutionary theories do not deny that emotions can
also be maladaptive under some circumstances. The fact that they reserve
an important role for emotion regulation underscores this.


The affect program criterion might be seen as bringing some sort of
abstract unity to the set of emotions, but since all affect programs are
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different and therefore do not share an essence, the total set of emotions
does not count as fruitful. Early proposals that all (or most) emotions are
located in the visceral brain or limbic system whereas emotion regulation
originates from the neocortex (MacLean, 1949) do not seem to cut it
anymore (Calder et al., 2001; LeDoux, 1991, 2012a; Lindquist & Barrett,
2012; Mobbs et al., 2019).

4.3.2 Divisio Definition

4.3.2.1 Criteria for Partitioning
Evolutionary theories endorse a discrete approach to organizing the
variety within the set of emotions. The set is populated by discrete
emotions that each carry a name in natural language. These can be
grouped into a subset of basic emotions, each of which has its own affect
program, and a subset of non-basic emotions, which ride on the affect
programs of basic emotions (see Table 4.1).49 The precise lists of basic and
non-basic emotions vary across authors. The subset of basic emotions
further splits into the primitive form of these emotions, which include
nothing but the innate affect program, and a developed form, which are
complemented by learning and computation (Izard, 2011; Keltner &
Haidt, 2001; Panksepp, 2012).50 Primitive basic emotions occur in early
infancy and are ubiquitous in non-human animals. They are triggered by
USs such as loud noise and sudden loss of support. Developed basic
emotions progressively occur in later stages of phylogeny and ontogeny.
They are triggered by CSs such as cars, guns, and impending
school exams.

The subset of non-basic emotions further splits into mixed emotions
and elaborated emotions. Examples of mixed emotions are nostalgia
(mixing sadness and joy), awe (mixing fear and surprise), contempt
(mixing anger and disgust), scorn (mixing disgust and joy), and
smugness (mixing contempt and joy) (Ekman, 1992a, 1999a;
Plutchik, 1980, 2001). Mixed emotions can be (a) blends, in which

49 In evolutionary theories, the basis for inclusion of an emotion in the set of basic
emotions is evolutionary-biological. There are also theories that propose instead a
conceptual, psychological, or social basis for inclusion in this set (see Ortony &
Turner, 1990; Solomon, 2002).

50 Keltner and Haidt (2001) call primitive basic emotions primordial emotions; Izard
(2011) calls them first-order emotions. Note that Izard (2011) allows some influence
of learning already on his first-order emotions in that these are not only elicited by USs
but also by CSs.
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two or more affect programs are activated simultaneously or (b) rapid
alternations, in which affect programs occur sequentially (i.e., a pos-
sibility that Ekman, 1992a, reported having observed more fre-
quently). Elaborated emotions, from their side, combine the affect
program of one or more basic emotions with a specific type of
stimulus. An example is jealousy, which combines the affect pro-
grams of fear, anger, and/or sadness with a particular cognitive plot,
namely that another person has or threatens to have what you feel
entitled to (Ekman, 1999a; Frijda, 1986). The question can be raised of

Table 4.1. Divisio definition of emotion by evolutionary theories

only affect
program

affect
program +
learning +
computation

only
learning +
computation

primary
emotions:
have an
affect
program

basic
emotions:
have their own
affect program:
e.g., fear, anger,
sadness, joy,
surprise,
disgust

primitive
emotions
e.g.,
primitive
anger

developed
emotions
e.g.,
developed
anger

non-basic
emotions:
ride on the
affect program
of basic
emotions

mixed
emotions
e.g.,
nostalgia,
awe, scorn,
smugness
- blends
- rapid
alternations

elaborated
emotions
e.g., jealousy

secondary emotions:
have no affect program
(exist only in split version of
evolutionary theory)

pensive
emotions
e.g.,
admiration,
adoration
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whether there are any grounds for distinguishing between elaborated
emotions (e.g., jealousy) – which are counted among the non-basic
emotions – and the previously mentioned developed basic
emotions (e.g., developed anger) – which are counted among the
basic emotions. One difference that can be noted is that the former
take on a different name than the basic emotion they derive from
(e.g., jealousy is a different word than fear/anger/sadness) whereas
the latter keep the same name (e.g., developed anger is still
called anger).

By including developed basic emotions and non-basic emotions,
evolutionary theories are able to cover a wide range of emotions that
can occur in complex interpersonal situations. However, emotions
without an affect program such as certain pensive emotions still fall
outside the scope of these theories. Griffiths (1997) therefore proposed
a split version of the evolutionary theory with (a) a subset of primary
emotions, in which an affect program is activated (basic and non-basic
emotions) and (b) a subset of secondary emotions, in which no affect
program is activated and that are only governed by learning and
computation. This proposal is also known as the “disunity thesis”
(e.g., J. J. Prinz, 2004a). Deonna and Scherer (2010, p. 49; see also J. J.
Prinz, 2004b) objected that the separation between primary and sec-
ondary emotions does not match with the obvious continuity between
the two types of emotions: The fear of a viciously barking dog does
have similarities with the fear “when I realize that I left my
Stradivarius in the taxi 15 minutes before the concert.” But perhaps
this is not a suitable counterexample as it can be argued that the fear
caused by the forgotten Stradivarius does not match the description of
a secondary emotion, but rather the description of a developed basic
emotion, which is a subset of primary emotions. A better example of a
secondary emotion may be the fear that it will rain during the picnic
tomorrow or the regret that you did not take your sunglasses when it
turned out to be sunny.

4.3.2.2 Adequacy

-  
Evolutionary theories try to vindicate vernacular emotions. Their
mechanisms are invented with the specific aim of meeting the simi-
larity meta-criterion. In addition, if each basic emotion has its own
unique affect program, fruitfulness is also guaranteed. Of course,
everything will stand or fall with the existence of these affect pro-
grams. Merely inventing them is not enough, their existence should

128 Evolutionary Theories

https://doi.org/10.1017/9781107588882.008 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.008


also be demonstrated empirically. This is the topic of the next
section.

4.4 Validation

I first discuss approaches, methods, and evidence in favor of evolutionary
theories (Section 4.4.1). After that, I discuss criticism and evidence contra
evolutionary theories, replies, and counter-replies (Section 4.4.2).

4.4.1 Evolutionary Research Program and Evidence Pro

A first aim of the evolutionary research program is to demonstrate that
some emotions are indeed hardwired. This entails showing that affect
programs exist and that they cause the output components in emotional
episodes. In addition to this “proof of principle” aim, another more
exploratory aim is to discover which emotions are hardwired. The second
aim is an extension of the first aim. Once a few emotions are already found
to be hardwired (and preferably more than just positive and negative
emotions), evidence for the first aim is achieved. To accomplish the second
aim, more comprehensive and systematic research efforts are required. The
present section focuses on the first part of the first aim – to demonstrate
that affect programs exist for some emotions. Evidence for the existence of
emotion-specific affect programs can be direct or indirect (Ekman, 1992a;
Ortony & Turner, 1990). I discuss both types of evidence in turn.

4.4.1.1 Direct Evidence
The search for direct evidence has followed two approaches (T. J. Turner
& Ortony, 1992). A first approach is to start from emotions that have a
label in language, the vernacular emotions, and to examine whether these
are hardwired in humans. Studies use brain imaging methods (F. C.
Murphy et al., 2003; Phan et al., 2002; Vytal & Hamann, 2010) and the
stimulation or blocking of particular brain circuits by pharmacological
means or repetitive TMS (George et al., 1996; Panksepp & Watt, 2011).
This research has led to the discovery of circuits involving the amygdala
for fear (M. Davis, 1992; Johansen et al., 2011), the insula and globus
pallidum for disgust (Wicker et al., 2003; P. Wright et al., 2004), the lateral
orbitofrontal cortex for anger (F. C. Murphy et al., 2003), the subcallosal
cingulate cortex (SCC) for sadness (Phan et al., 2002; Vytal & Hamann,
2010; but see F. C. Murphy et al., 2003), and the basal ganglia for joy
(Phan et al., 2002).
A second approach (Panksepp, 2012) is to start from the brain circuits for

fundamental functions that have been discovered in animal research and to
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use these as the basis to determine the list of basic emotions – also for
humans – without striving for perfect correspondence with existing lists of
vernacular emotions. Common methods used in these studies are the direct
stimulation or blocking of particular brain circuits by means of dissection
(Panksepp, 1982, 1998, 2000; reviews by Izard, 2007; Panksepp, 2007). Using
this approach, Panksepp (2012) is confident about the existence of subcort-
ical brain systems for the primitive basic emotions of fear, rage, panic/
grief, lust, care, play, and seeking (which he capitalized to mark
the difference from the vernacular, developed forms of basic emotions).

4.4.1.2 Indirect Evidence
There are three kinds of indirect evidence based on the following infer-
ences (Ekman, 1992a, 1992b; Ortony & Turner, 1990). First, if an emotion
has a dedicated affect program with a unique function, then it is likely to
have distinct output components: physiological responses, subtle and
coarse behavior, and feelings. Second, if an emotion has a dedicated affect
program, which is considered to be the common cause of the distinct
output components for that emotion, then these output components
should correlate. Third, if an emotion has a dedicated affect program,
which is innate, then it should be universal. As a consequence, the output
components caused by these affect programs should be universal as well,
which means that they are consistent across cultures, developmental
(ontogenetic) stages, and species that are phylogenetically close (e.g.,
humans and primates). The indirect research program of evolutionary
theories considers for each candidate basic emotion whether there is
evidence for distinct outputs (in short, distinctness), evidence for correl-
ations among these distinct outputs (in short, concordance), and evidence
for universality of these distinct outputs (in short, universality). Each
piece of indirect evidence is taken to strengthen the hypothesis that the
emotion under consideration is indeed a basic emotion.

(1) Research on distinctness has focused mostly on somatic responses and
facial expressions. In research on emotion-specific ANS activity, emotions
are manipulated indirectly by instructing participants to take on artificial
facial movements and/or to relive certain feelings while ANS activity is
measured with direct objective methods (e.g., Ekman et al., 1983; see also
Averill, 1969; Ax, 1953; Christie & Friedman, 2004; Funkenstein et al.,
1954; Levenson, 1992; Levenson et al., 1990; reviews in Ekman, 1992a;
Kreibig, 2010; Levenson, 2014) or direct subjective methods (e.g.,
Nummenmaa et al., 2014). Using the former method, Ekman et al.
(1983) found different patterns of ANS activity (across heart rate, skin
temperature, and skin resistance) for fear, anger, sadness, happiness,
disgust, and surprise.
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Research on emotion-specific facial expressions (reviews in Ekman,
1992c, 1999b; Keltner et al., 2016; Matsumoto, Keltner, et al., 2008) was
dominated in its early days by (a) perception studies in which partici-
pants were asked to judge which emotion words matched pictures of
posed facial expressions, the so-called judgment method, and (b) to a
lesser extent, production studies in which participants were instructed to
produce facial expressions corresponding to emotion words and in which
the resulting expressions were measured by independent observers using
the judgment method (Ekman, 1972). This research confirmed the exist-
ence of stereotypic facial expressions for fear, anger, sadness, joy, disgust,
and surprise.

(2) If the component values of an emotion indeed have an affect program as
a common cause, they are likely to co-occur. The tendency to fight, for
instance, should correlate with fighting behavior, blood flowing to the
hands, a scowling face, and angry feelings. Research on concordance induces
emotions and measures whether there is a correlation among two or more
component values that are hypothesized to be specific for that emotion
(reviews in Levenson, 2014; Matsumoto, Keltner, et al., 2008).

(3) To examine the universality of emotion-specific physiological responses
and facial expressions, the methods used in Western samples have also
been used to compare the physiological responses and facial expressions
across cultures, including non-Western and isolated cultures. This research
yielded evidence for cross-cultural consistency in somatic responses (e.g.,
Levenson et al., 1992) and facial expressions (see first reports in Darwin,
1872, and controlled studies by Ekman, 1972; Ekman et al., 1969; Elfenbein
& Ambady, 2002; Izard, 1969; Tracy et al., 2013). Some studies report
evidence for the universality of facial expressions based on consistency
between the expressions of congenitally blind and sighted persons. For
instance, Matsumoto and Willingham (2009) took the consistency between
the facial expressions of blind and seeing athletes after having won or lost
an important competition as a particularly strong argument for the exist-
ence of innate affect programs. A final piece of evidence for universality
comes from ethological studies showing consistency between the facial
expressions of humans and closely related species (Parr et al., 2007;
Tomonaga et al., 2004; Tracy & Matsumoto, 2008; Vick et al., 2007).

4.4.2 Criticism and Evidence Contra

Although the evolutionary research program has yielded a rich body of
empirical work, this work has met with severe criticism. A first type of
criticism questions the empirical status of the findings. A second type
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of criticism questions the interpretation of the findings as evidence for the
evolutionary theory. I discuss both types of criticism in turn, as well as
the replies that have been offered by evolutionary theorists.

4.4.2.1 Criticism 1: Empirical Status of Findings


The first criticism targets the robustness of the empirical evidence. While
evolutionary theorists argue that much of the evidence is convincing and
other evidence is encouraging, critics argue that it is disappointingly
weak, not consistent across studies, and/or fraught with methodological
problems (see reviews by Barrett, 2006a, 2011, 2012, 2017a, 2017b; Barrett
& Satpute, 2019; Lindquist & Barrett, 2012; Lindquist et al., 2012; Ortony
& Turner, 1990; Russell, 1994). A few illustrations of problems:

(1) Evidence for distinctness in central and peripheral nervous system activity
has been underwhelming. Direct evidence for affect programs reported in
certainmeta-analyses (e.g., F. C.Murphy et al., 2003; Phan et al., 2002) turned
out to be only partial and not consistent across meta-analyses (Barrett,
Lindquist, Bliss-Moreau, et al., 2007; Barrett & Wager, 2006). Other meta-
analyses found no direct evidence (Kober et al., 2008; Lindquist et al., 2012).
The same conclusion has been drawn for indirect evidence in the form of
physiological responses specific to basic emotions (e.g., Cacioppo et al., 2000;
Kreibig, 2010; J. T. Larsen et al., 2008; Quigley & Barrett, 2014; Siegel et al.,
2018). Kreibig (2010) suggested that emotion-specific ANS activity only
obtained when emotions were divided into subtypes according to specific
stimuli. For instance, different patterns of ANS activity emerged for disgust
for contamination-related stimuli (e.g., rotten food, dirt) and disgust for
mutilation-related stimuli (e.g., injured bodies, blood). Siegel et al.’s (2018)
meta-analysis went further in suggesting that ANS patterning is only
stimulus-specific and not emotion-specific, which led them to conclude that
there are no emotional “fingerprints” to be found in ANS activity.

(2) Evidence for concordance, that is, correlations among the distinct outputs
of affect programs is mixed. Some studies show concordance (Bonanno &
Keltner, 2004; Mauss et al., 2005; see reviews by Evers et al., 2014; Lench
et al., 2011) whereas others show dissociations instead (Bradley & Lang,
2000; Darrow & Follette; 2014; Lang, 1968; Mandler et al., 1961; Reisenzein,
2000; Reisenzein et al., 2006; see reviews by Durán et al., 2017; Evers et al.,
2014; Fernández-Dols & Crivelli, 2013; Hollenstein & Lanteigne, 2014;
Kanter et al., 2014; Mauss & Robinson, 2009; Reisenzein et al., 2013).

(3) Research on distinctness in facial expressions and the universality of
these expressions has received extensive methodological criticism, and
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replications with more suitable methods have often failed to yield the
predicted results (Gendron et al., 2014a; Nelson & Russell, 2013; Russell,
1994; Russell et al., 2003). For instance, both the judgment method and the
instructed production method have been found wanting. It was argued
that if participants have to judge emotions from posed facial expressions or
have to produce artificial facial expressions based on emotion words, they
may tap into their learned stereotypical scripts to solve the task (Barrett,
2011; Fridlund, 1994; Lindquist & Gendron, 2013; Parkinson, 2013).
Recent studies using a spontaneous production method, however, have

apparently failed to support the presumed link between facial expressions
and basic emotions, both in the laboratory (Reisenzein et al., 2013) and in
the field (Fernández-Dols & Crivelli, 2013; see Durán et al., 2017). Put
simply, people do not always and do not only smile when they are happy,
but also when they are proud, embarrassed, or in pain (Russell, 2017).
Further, production studies in which facial expressions have beenmeasured
using EMG rather than with the judgment method yielded mixed evidence
for emotion-specific facial expressions. Some researchers have reported no
confirmatory evidence (Cacioppo et al., 2000; Russell et al., 2003). Others
have reported only a limited number of the predicted facial expressions in
sighted participants (Galati et al., 1997), infants (Bennett et al., 2002; Camras
& Fatani, 2008), and congenitally blind adults or children (Galati et al., 1997;
Roch-Levecq, 2006). Furthermore, recent cross-cultural studies have shown
a lack of consistency between Western and remote cultures when methodo-
logical flaws have been corrected (e.g., Crivelli & Gendron, 2017; Crivelli,
Jarillo, & Fridlund, 2016; Crivelli, Jarillo, Russell, & Fernández-Dols, 2016;
Crivelli, Russell, et al., 2016, Crivelli et al., 2017; Gendron et al., 2014a,
2014b, 2018, 2020; Nelson & Russell, 2013). Finally, it has been argued that
ethological findings rely on subjective judgments by observers and that
their replicability is unknown (Barrett, 2013).
Taken together, failed attempts to produce direct and indirect evidence

have yielded evidence for variety instead of consistency in the neurological
correlates and output components of candidate basic emotions, and for
dissociations instead of concordance among the output components. The
variety holds across and within groups of participants (cultures, develop-
mental groups, seeing/blind groups, species) but also within participants
across contexts (Barrett, 2006b, 2017b; Barrett et al., 2009; Barrett, Lindquist,
Bliss-Moreau, et al., 2007; Cacioppo et al., 2000; Hunt, 1941; Kagan, 2007;
Lindquist et al., 2012; Mauss & Robinson, 2009; Ortony & Turner, 1990;
Russell, 2003).

  -
Evolutionary theorists have adopted three strategies to counter the first
criticism that the data are not robust and show variety.
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Strategy 1. The first strategy has been to emphasize that part of the
variety that is observed in studies is already predicted by evolutionary
theories, either because the variety is inherent in emotions themselves
(see first and second sources of variety below) or because the variety
stems from non-emotional processes that the theory acknowledges (see
third and fourth sources of variety below). Another part of the variety is
not predicted by the theory, but can be attributed to methodological
constraints (see fifth source of variety below). I discuss each of these
sources of variety as well as ways in which research can deal with them.

(1) A first source of variety is the combination of affect programs in mixed
emotions. This can in principle be controlled for by striving for emotion
induction procedures that target a single emotion instead of mixed emo-
tions, although this will be easier said than done.

(2) A second source of variety is captured by the notion of emotion
families in which the members have an innate theme and variation stems
from learning and computation. One illustration is the variety in the
disgust family between a primitive form of disgust and a developed form
of disgust for moral transgressions. Primitive disgust may be manifested
in the tendency to eject matter whereas the evolved form may be charac-
terized by symbolic rejection. This intra-emotion variety is likely to work
against evidence for distinctness. A lack of distinctness, in turn, is likely to
produce a lack of concordance. In addition, given that learning is the
vehicle of socio-cultural influences, it is likely to produce differences
between groups. In this spirit, Elfenbein et al. (2007) proposed that
differences in facial expressions between cultures should be understood
as “regional dialects” that formed on top of a universally shared expres-
sive “language.” Learning further produces differences between individ-
uals in the same group and computation accounts for differences within
individuals over occasions. To obviate this source of variety, evolutionary
theorists have resorted to studies with infants and lab-reared animals.
The influence of learning is assumed to be low in infants and controlled in
lab-reared animals and the influence of computation is assumed to be low
in both (Watson, 1919).

Another illustration is the variety listed in Plutchik’s (2001) emotion
families. His fear family, for instance, is composed of apprehension, fear,
and terror, each of which is associated with different action tendencies:
apprehension with the tendency to be vigilant, fear with the tendency to
avoid or flee, and terror with the tendency to fight or freeze. The variety
in the action tendencies within this family seems to be a matter of the
intensity of the input, corresponding to the imminence of the threat posed
by the stimulus, rather than of more or less developed forms of fear.
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Moreover, the variety at stake here is not moderate (as in dialects) but
threatens the very boundaries of the emotion subsets. If the fear family
includes not only instances characterized by the tendencies to flee, but
also instances characterized by the tendency to fight, a clear separation
from the anger family is jeopardized (see Barrett et al., 2009; Blanchard &
Blanchard, 2003; Lang et al., 1990; Russell, 2009).
To solve this problem, evolutionary theorists have resorted to three

solutions. A first solution is to argue that the hypotheses of evolutionary
theories about relations between basic emotions and their components
are probabilistic rather than deterministic (see Frank, 1988; Oatley &
Johnson-Laird, 2011; Scarantino, 2014, 2015, 2017a). Both anger and fear
may be associated with the tendency to fight, for instance, but anger more
so than fear. The kind of comparative research needed to test these
probabilistic hypotheses, however, has not been systematically
carried out.
A second solution already discussed in Section 4.2 is that of the abstract

reframing of [S–R] links (e.g., Eickers et al., 2017; Lang et al., 1993; Lewin,
1935, cited in Neumann et al., 2003; Scarantino, 2014; Shiota, 2022;
Sznycer et al., 2017; see Moors, 2017b; Parkinson, 2017b). Instead of
framing the [S–R] links in fear at a concrete level as “predator–flee,” for
instance, they recast it at an abstract level as “danger–defense,” and they
consider the concrete tendencies to flee, fight, and freeze as possible
manifestations of the abstract tendency to defend oneself (Bolles &
Fanselow, 1980; Fanselow, 1994). This strategy does not impose any
probabilistic restrictions as the previous solution does. It does not require
that anger correlates more strongly with the tendency to fight than does
fear, for instance. As discussed in Section 4.2, once the abstract tendency
to defend oneself is activated, a goal-directed planning process takes over
to determine the concrete action tendency. This may involve learning as
well as computation.
Abstract reframing not only allows evolutionary theories to explain

variety in behavior but also in somatic responses. If one emotion can be
associated with different behaviors, somatic responses – which are sup-
posed to subserve concrete behaviors – should also differ. Indeed, the
somatic activity required to freeze should be quite different from that
required to flee.
However, the problem with the strategy of abstract reframing is that if

the [S–R] link is cast at too abstract a level, it risks becoming trivial. The
hypothesis that danger (i.e., an impending lack of safety) leads to the
tendency to defend oneself (i.e., the tendency to regain safety) comes
down to the hypothesis that the discrepancy between a stimulus and
some goal (here, the goal for safety) leads to the tendency to undo this
discrepancy. This no longer looks like a special-purpose mechanism but
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rather a general-purpose one. It is not cut out for a specific type of
evolutionary challenge, but for any challenge: Any discrepancy with a
goal should be reduced. In addition to being trivial, such a hypothesis is
also fairly empty (Moors, 2017b; Russell, 2009; see also Meehl, 1990). If an
impending lack of safety indeed leads to the tendency to regain safety, the
question remains how this abstract action tendency gets translated into
the concrete tendency to flee, fight, or freeze.

A third solution, which is in a sense opposite to the formation of
emotion families, is the strategy of breaking these families down into
smaller families based on specific stimulus features (e.g., Kreibig, 2010;
Shiota, 2022). Take the earlier mentioned finding that patterns of ANS
activity differed between contamination-related disgust and mutilation-
related disgust (Kreibig, 2010). If the common basis of different types of
disgust starts to crumble, there is always the solution of dividing the
disgust family into two new families that are no longer required to have
anything in common. Shiota et al. (2011) applied a similar strategy to split
the joy family into joy from winning a lottery game, joy from watching
cute baby animals, and joy from watching grand nature scenes (i.e., awe).

(3) A third source of variety stems from emotion regulation. Emotion
regulation may actively hinder the default automatic translation of the
affect program to the output components. If the affect program for anger
is activated, for instance, the scowling face and antagonistic behavior that
are supposed to flow from it may be suppressed. This may produce a lack
of distinctness and large intercultural differences. Intercultural differ-
ences are expected to be especially pronounced here because different
cultures have different display and feeling rules. Moreover, based on the
idea that emotion regulation will be most effective in the coarse action
channel, less in expressive channels, and even less (and only in indirect
ways) in the somatic and feeling channels (Ekman, 1992a), this may
produce strong dissociations among the components of a single emotion
(see Dan-Glauser & Gross, 2013, for an empirical test of the idea that
emotion regulation reduces concordance).

Evolutionary theories assume that emotion regulation can be added to
emotions but do not wipe out or rewrite the emotion itself (Ekman &
Cordaro, 2011). This creates openings for empirical research. If the emo-
tion is still intact below the surface, measures could be taken to bring it
out. Evolutionary theories tend to see emotion regulation as a non-
automatic process, meaning that it requires ample operating conditions
such as abundant attention, abundant time, and the intention to engage in
it. Reducing these conditions should therefore reduce the influence of
emotion regulation. Participants could be put under mental load, their
micro-expressions could be registered, and their need for emotion
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regulation could be minimized, for instance, by making sure there is no
audience (Ekman, 1972; Ekman & Cordaro, 2011; see also Chapter 9).
Under such conditions, evolutionary theories should predict the degree of
variety to drop.
It could be argued, however, that removing the influence of emotion

regulation is impossible especially for emotions that are strongly con-
demned by society because even if no real audience is present, an intern-
alized audience (Fridlund, 1994) or an internalized moral norm (James,
1890b; McDougall, 1908) may cause regulation attempts. A related com-
plication is that emotion regulation can become more automatic with
practice (see Box 7.1), a possibility that evolutionary theorists do not deny
(e.g., Ekman, 1972). Yet even if the influence of regulation cannot be
totally removed, evolutionary theories should still predict that lower
levels of regulation are associated with lower levels of variety.

(4) Emotions not only suffer competition from emotion regulation but
also from other non-emotional processes. This constitutes a fourth source
of variety. All response systems that subserve emotions also have non-
emotional functions. The face is also used for non-emotional
communication, for instance, and ANS activity serves homeostasis and
non-emotional behavior (Levenson, 2014). Research can go some way in
controlling for the influence of these other processes (e.g., asking partici-
pants not to talk and controlling their attention), but for some compon-
ents, such as the somatic component, it may turn out to be quite a
challenge to detect the emotional “signal” from the non-emotional
“noise” (Levenson, 2014).

(5) A final source of variety is not inherent in the theory but stems from
methodological limitations, such as the use of (a) weakmethods for emotion
induction and (b) insensitive methods for the measurement of components.
Stimuli used in experimental research are often weak due to ethical con-
straints (Levenson, 2014). They are often also impoverished because they
only pass through one sensory channel (visual, auditory) and they are static
(e.g., pictures of facial expressions). Weak and impoverished stimuli are
more likely to produce weak emotions with less pronounced components.
A weak emotion is also less likely to show concordance, presumably
because some of its components can be more easily regulated and/or are
more susceptible to the influence of other non-emotional processes (Bradley
& Lang, 2000; Roseman, 2011, 2013; Tassinary & Cacioppo, 1992; but see
Durán et al., 2017).
If weak emotion induction methods are combined with insensitive

methods for measurement, things may get worse. Insensitivity can be
situated at the level of the parameters measured (e.g., narrow sampling in
the spatial and/or temporal sense) but also at the level of the research
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design (e.g., between-subjects designs instead of within-subjects designs
for establishing concordance) (Levenson, 2014; Shiota, 2022).

The problem of weak and impoverished stimuli can be addressed by
conducting observation studies in natural environments, even if they
come at the cost of reduced experimental control. The problem of impov-
erished stimuli can also be addressed in the lab by presenting richer
stimulus material. For instance, while older expression research has
mainly relied on static pictures of facial expressions, more recent research
has shifted to the use of dynamic film clips (Keltner et al., 2016;
Krumhuber et al., 2013).

In addition, evolutionary researchers are hopeful that more sensitive
methods for measurement and data analysis will bring solace for estab-
lishing distinctness and concordance (Tracy & Randles, 2011). Three
examples may illustrate this. First, future research may broaden the range
of parameters used to measure components. Levenson (2014), for
instance, listed a number of underexplored parameters for somatic
responses, some of which are visible (e.g., blushing, piloerection, crying)
and others invisible (e.g., gastro-intestinal parameters). Second, when it
became clear that there were no dedicated brain areas or even circuits for
specific emotions (e.g., amygdala or amygdala-mediated circuit for fear)
(Lindquist et al., 2012; Wager et al., 2015), evolutionary researchers
started to search for and claimed to have found distinct patterns of brain
activity (as measured with fMRI) using multivariate pattern recognition
techniques (e.g., Kassam et al., 2013; Kragel & LaBar, 2014, 2015, 2016;
Nummenmaa & Saarimäki, 2019; Saarimäki et al., 2016, 2018, 2020). This
development parallels a general paradigm shift in brain research, moving
from a modular view of the brain in which functions are localizable in
brain regions to a distributed view in which functions map onto distrib-
uted patterns of whole-brain activity and in which deficits in some areas
can be compensated for by other areas (i.e., degeneracy). However, as
recently argued by Clark-Polner et al. (2017; see also Barrett & Satpute,
2019; Kragel et al., 2018, p. 268), the distinct patterns obtained with these
statistical methods do not reflect localizable patterns of activation since
they represent averages. Even if localizability were abandoned as the
hallmark of an affect program (Scarantino, 2012a; Shiota, 2022), the chal-
lenge would still be to show that the patterns replicate across studies
(Kragel et al., 2018), which is not currently the case (Barrett & Satpute,
2019). A similar trend to employ pattern-matching techniques can be
noted in the search for distinct patterns of somatic responses (e.g.,
Christie & Friedman, 2004; Kolodyazhniy et al., 2011; Kragel & LaBar,
2015; Kreibig et al., 2007) and facial expressions (e.g., Li & Deng, 2020;
Shan et al., 2009). Here again, consistency across studies does not seem
within reach. Third, some evolutionary researchers (Levenson, 2014;
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Shiota, in press) have argued that concordance should not be studied
using between-subjects designs, as is now often done, but rather using
within-subjects designs (as in Mauss et al., 2005; Sze et al., 2010). I think
this may be a start, but in view of universality, evolutionary researchers
should ultimately have the ambition to find similar patterns in all people.
Strategy 2. The second strategy of evolutionary theorists has been to

refine the if-then premises set out at the start. The argument runs as
follows: The premise “if an emotion is hardwired, then it is likely to have
distinct outputs” is not the same as the premise “if an emotion is hard-
wired, then it has to have a distinct physiological response pattern, a
distinct facial expression, and a distinct coarse behavior.” Some basic
emotions may not have a distinct coarse behavior, and therefore lack a
distinct somatic response pattern to subserve it (Ekman & Cordaro, 2011;
Shiota, in press). Some basic emotions may lack a distinct facial expres-
sion but have a distinct expression in another channel such as the voice,
gestures, or even touch. There could also be emotions that have a distinct
pattern of values scattered across expressive channels (e.g., part of the
face, part of the voice) or even across components (e.g., part of the face,
and part of the somatic responses). This is the path taken in recent
research (see reviews by Keltner, Sauter, et al., 2019; Keltner et al., 2016;
Keltner, Tracy, et al., 2019). Thus, while older research has strongly
focused on evidence for unique physiological response patterns and
unique facial expressions, recent research expands its scope to (a) expres-
sions in other modalities such as the voice (Cordaro et al., 2016; Sauter
et al., 2010), gestures (de Gelder, 2006; Lhommet & Marsella, 2014), and
touch (Bonnie & de Waal, 2004; Hertenstein et al., 2009), (b) patterns of
expressions across modalities (e.g., emotions with the same facial expres-
sion but a different vocal expression count as distinct), and (c) patterns
across components (e.g., emotions with the same expression but a differ-
ent physiological response pattern count as distinct).
Equipped with these multimodal, dynamic expression signatures for

basic emotions, evolutionary theorists have recently been able to expand
their lists of basic emotions beyond the original six to up to twenty basic
emotions including awe, gratitude, pride, shame, guilt, embarrassment,
love, sympathy, and so forth (Keltner, Sauter, et al., 2019). Whereas awe,
gratitude, pride, and love were initially not considered to be basic emo-
tions because they lack a unique facial expression, awe is now considered
basic because it has a characteristic vocal mark, gratitude is reliably
expressed in touch, pride combines an expanded chest and tilted head,
and love combines smiling, head tilting, open hand gestures, and oxyto-
cin release (Cordaro et al., 2016; Gonzaga et al., 2006; Tracy et al., 2010).
Strategy 3. A third strategy taken by some contemporary evolutionary

theorists (e.g., Shiota, 2022) has been to water down the assumption that
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basic emotions require the existence of localizable or other signatures in
the brain and to shift focus to the assumption that basic emotions are
evolved solutions to recurrent challenges. This boils down to the sugges-
tion that basic emotions are still characterized by innate [S–R] links (e.g.,
[danger–defense]) on the mental super-level without making any strong
commitments about how these links are implemented on the brain super-
level.

The emphasis on emotions as evolved functions, however, brings to
the surface another pressing question relevant for evolutionary theories
of all stripes: What makes an evolved function (or innate [S–R] link)
qualify as an emotion? It may be recalled that the same question was
raised in my discussion of the instincts listed by James (1890b) and
McDougall (1908). While James (1890b) did not require an answer since
he was a skeptic, McDougall (1908) solved the problem via stipulation.
He a priori categorized some instincts as emotional (e.g., flight, repul-
sion, curiosity) and others as non-emotional (e.g., reproduction, food
seeking, crawling).

To sum up, evolutionary theories take the presence of direct and
indirect evidence as strong indications in favor of the existence of affect
programs and they make three moves that allow them to avoid taking
the absence of direct and indirect evidence as evidence against the
existence of affect programs: They point to (a) various sources of
variety that they either predict or acknowledge, (b) overly strict if-
then premises guiding indirect research programs, and (c) an undue
fixation on demonstrating neural encoding of basic emotions in direct
research programs.

4.4.2.2 Criticism 2: Interpretation of Data
Critics have not only taken issue with the robustness or consistency
of the findings brought forward by evolutionary researchers, but also
with the interpretation of these findings (should they become more
robust in the future) as evidence for dedicated affect programs. Even
if findings were to replicate across experiments, it may still be ques-
tioned whether the effects are caused by affect programs, that is,
processes that are specific to emotions and that are innate. To con-
clude that the effects are caused by affect programs, two types of
alternative explanations must therefore be ruled out: that the effects
are (a) not specific to emotions but to other things (i.e., Alternative
explanation 1) and (b) not driven by innate processes (i.e., primary
processes) but by learning or computation (i.e., non-primary pro-
cesses) (i.e., Alternative explanation 2). I discuss both types of alter-
native explanations in turn, followed by a reply from evolutionary
theorists.
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  :     
Both direct and indirect effects may not be specific to entire emotions, but
rather to (a) molar or molecular components of emotions and (b) non-
emotional entities (Fridlund, 2017; Moors, 2017a; Ortony & Turner, 1990).
I discuss this issue separately for indirect and direct evidence.
Indirect evidence. Let us first consider research on distinctness. To

establish whether an emotion is characterized by a distinct component,
researchers should manipulate or measure the emotion, they should
measure the component, and they should examine whether there is a
unique relation between the emotion and the component. The problem is
that there is no other way to manipulate or measure an emotion than via
one or more of its components (Moors, 2017a). To illustrate, Ekman et al.
(1983; Levenson, 1992) investigated whether there are distinct physio-
logical response patterns for different emotions by manipulating emo-
tions via facial expressions (i.e., motor component) and by measuring
physiological responses (i.e., somatic component). Rosenberg and Ekman
(1994) investigated whether there are distinct facial expressions for differ-
ent emotions by manipulating stimuli that they expected to be processed
in a certain way (i.e., cognitive component) and by measuring facial
expressions (i.e., motor component).51 Clearly, proof of the relation
between two components is not proof of the relation between a basic
emotion and a component. In other words, presumed evidence of dis-
tinctness is in fact evidence of concordance. It could be argued, however,
that evidence of concordance between two components is a first step
towards finding evidence of concordance among all the components of
a basic emotion. If research has no choice but to operate at the level of
components, this may not be fatal because the components can eventually
be pieced together to form the emotion. Perhaps, if all the presumed
components of a candidate basic emotion show strong concordance,
evolutionary theories have what they need, and the emotion is just a label
to summarize the package.
But the problem runs deeper still. The complaint is not just that

research is doomed to operate at the component level, but rather that
the most robust relations may not obtain among full components (i.e.,
molar values of components) but rather among subcomponents (i.e.,
molecular values of components; Ellsworth, 1991; Ortony & Turner,
1990). For instance, the correlations between the molar values of an
appraisal of offense, a scowling face, fighting behavior, and angry

51 Many studies do not even examine the relation between two components but rather the
relation between a component and an emotion label. In facial perception studies,
participants match facial expressions with emotion labels; in instructed production
studies, they produce facial expressions based on emotion labels.
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feelings may be less robust than the correlations between the molecular
values of an appraisal of goal incongruence, a furrowed brow, and
frustrated feelings (C. A. Smith, 1989). A number of findings support this
alternative interpretation. For instance, there is evidence that certain
somatic responses are not specific to fear and anger, but rather to apprais-
als of threat and challenge (Blascovich & Mendes, 2000; Quigley et al.,
2002; Tomaka et al., 1993, 1997), and to positive and negative affect
(Cacioppo et al., 2000; Lang et al., 1993). What is important to realize
here is that most subcomponents are not unique to one particular emo-
tion, and that they are not even unique to emotions in distinction to non-
emotional phenomena. For instance, an appraisal of goal incongruence is
part of all negative emotions (fear, anger, sadness) and even of mundane
goal pursuit (e.g., scratching an itch or wiping hair away from one’s face).
Likewise, a furrowed brow may indicate anger, but also non-emotional
effort (e.g., when lifting a heavy weight; Barrett et al., 2009; Ortony &
Turner, 1990).

Direct evidence. The problem raised for indirect evidence – that there
is no independent, agreed-upon index of emotion – also presents itself for
research trying to establish direct evidence for the existence of affect
programs. As a consequence, similar issues about emotion-specificity
can be raised. In early neuroimaging research, for instance, several stud-
ies showed that amygdala activity is not specific to fear (see Barrett et al.,
2009; Barrett, Lindquist, Bliss-Moreau, et al., 2007; Cunningham &
Brosch, 2012), but rather to appraisals of goal relevance (Mohanty et al.,
2008; Ousdal et al., 2008; Sander et al., 2003), novelty (Blackford et al.,
2010; C. E. Schwartz et al., 2003; C. I. Wright et al., 2008), or uncertainty
(Herry et al., 2007; Rosen & Donley, 2006; Whalen, 2007). These apprais-
als count as subcomponents of emotions, and they need not even be
specific to emotions (Ousdal et al., 2008). In addition, it has been argued
that evidence of neural circuits for emotions can better be interpreted as
evidence of neural circuits for action tendencies or behavior (e.g., Barrett,
2011; Barrett, Lindquist, Bliss-Moreau, et al., 2007; Barrett & Satpute,
2019) or for goals that do not necessarily align with emotions (LeDoux,
2012b; LeDoux & Daw, 2018). Examples are Adams’s (1982) circuits for
defense, offense, and submission, Fanselow’s (1994) circuits for freezing,
fleeing, and fighting, LeDoux’s (2012b) circuits for defense, energy main-
tenance, fluid balance, thermoregulation, and reproduction, and even
Panksepp’s (2012) circuits for fear, rage, panic/grief, lust, care,
play, and seeking, which are ultimately based on animal behavior.
Why insist that play, lust, care, and seeking are emotions rather than
behaviors?

The same issue is at play in more recent neuroimaging research aimed
at discovering affect programs in the form of patterns of whole-brain
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activity (e.g., Nummenmaa & Saarimäki, 2019). More controlled designs
are needed to show that the patterns are specific to entire emotions, and
not to emotion components or non-emotional entities (see Barrett &
Satpute, 2019; Kragel et al., 2018). In many brain studies, participants
are asked to watch pictures with emotional content or to relive past
emotional episodes. There are no guarantees that these emotion-
induction procedures elicit emotions rather than cold perceptions or
thoughts, for instance.

  :    -
 
Even if future research were to show consistent and emotion-specific
evidence for distinctness, concordance, and universality, there would still
be an additional caveat. There would be no reason to accept that the
emotion-specific effects are caused by affect programs, understood as
innate entities. Instead of primary processes, the effects could also be
due to non-primary processes of emotion causation, as other theories of
emotion causation would have it (e.g., non-biological versions of network
theories and stimulus evaluation theories; see Chapters 5 and 6). Another
option is that the effects are due to non-primary processes that are not
emotional. Again, I discuss this issue for indirect and direct evidence
separately.
Indirect evidence. It has been pointed out that when evolutionary

researchers accept indirect evidence as valid, they fall prey to the fallacy
known as “affirming the consequent.” This fallacy entails that based on
the premises “if p then q” (e.g., if the lamp is broken then it is dark) and
“q” (e.g., it is dark), one accepts the conclusion “p” (e.g., the lamp is
broken). The conclusion is false because there may be other explanations
for “q” (e.g., the lamp was not switched on). Applied to our case: Based
on the premises “if an emotion has an affect program, then it is likely that
there will be distinctness/concordance/universality” and “there is dis-
tinctness/concordance/universality,” evolutionary theorists accept the
conclusion “the emotion has an affect program.” Here as well, the con-
clusion is false because there may be alternative explanations for distinct-
ness/concordance/universality.
Consider research on distinctness. Suppose this research were to con-

firm the intuition that fleeing is more likely in the case of fear/danger,
fighting is more likely in the case of anger/offense, and ejection is more
likely in the case of disgust/disgustingness (Scarantino, 2017a). This
would not yet show that the links between danger–flight, offense–fight,
and disgustingness–ejection are innate [S–R] links. Distinct action tenden-
cies could be selected because they are instrumental. Individuals could
compute, for instance, that fleeing is the best response to danger, fighting
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the best response to offense, and ejecting matter the best response to a risk
for contamination. This could result in learned [S:R–Ov] links (i.e., goal-
directed knowledge) or learned [S–R] links (i.e., habits). Once the right
action tendency ([R]) is selected, there are again two possibilities. A first
possibility is that the translation of the selected action tendency into a
concrete motor program rests on an innate [R–r] link (corresponding to
the second interpretation of Darwin, 1872, see Chapter 3). For instance,
the individual may need to learn that ejection is the best response to
remove potentially contaminated matter from the oral cavity, while the
translation from the tendency to eject into a concrete motor program with
specific muscle contractions is built in (Allport, 1924). A second possibil-
ity is that the translation into a concrete motor program is also computed
or learned during the individual’s life, either in the form of an [S:r–R]
relation (i.e., goal-directed knowledge) or a learned [R–r] link (i.e., habit).
For instance, an individual may not only need to learn that in the case of
danger it is best to increase information intake, but also that raising one’s
eyebrows is the best way to do this as it allows more light to fall on the
retina (see discussion in Ekman, 1992a).

To the extent that learning of the best responses takes the same form in
all members of the species across cultures – a phenomenon called
“species-constant learning” (Allport, 1924) or “convergent cultural evolu-
tion” (Fridlund, 1994) – it can also serve as an alternative explanation for
universality. Learning processes also provide an alternative explanation
for consistency in facial expressions between congenitally blind and
sighted people as it is likely that blind people are similarly rewarded
for producing culturally appropriate facial expressions (Barrett, 2011).
Note that while evolutionary theorists invoke learning to explain a poten-
tial lack of consistency across groups, critics invoke learning to explain a
potential presence of consistency across groups. Also note that some
authors (e.g., Crivelli, Jarillo, & Fridlund, 2016; Fridlund, 2017) have
called into question the premise “if the emotion has an affect program,
then universality is likely,” pointing out that natural selection may also
produce diversity instead of uniformity among cultures.

Finally, concordance among the components of a single emotion can
alternatively be explained as the result of a common cause that is not an
innate affect program, but that is based on learning or computation. For
instance, network theories propose that concordance stems from the
activation of a learned emotion network (see Chapter 5) and appraisal
theories propose that it stems from an appraisal process that produces a
specific appraisal profile (see Chapter 6).

In addition to these alternative processes for emotion causation, con-
cordance can also stem from a non-emotional common cause. To borrow
an example from Russell (2009), suppose focused attention would cause
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both a frown and cardiac acceleration. This would result in a correlation
between frowning and cardiac acceleration, but it would not count as
evidence for concordance among the components of anger.
What is more, concordance can even be explained without invoking a

common cause. First, correlations among components may stem from
correlations among features of the stimuli that cause components. To
again borrow an example from Russell (2009, p. 1273), suppose a correl-
ation exists between novel and goal-incongruent stimuli, and that novelty
produces a frown whereas goal-incongruence produces cardiac acceler-
ation. This would result in a correlation between frowning and cardiac
acceleration in the absence of a common cause. Second, correlations
among components may also stem from direct influences among the com-
ponents themselves (Colombetti, 2009; J. Lange et al., 2020; J. Lange &
Zickfeld, 2021; Russell, 2009). To illustrate, suppose producing a threat face
increases breathing and muscle tension, which in turn leads to cardiac
acceleration. Again, this would result in a correlation between the threat
face and cardiac acceleration in the absence of a common cause. The
components in an emotion may even interact in such a way that they form
a stable pattern. As will be explained in more detail in Chapter 5, the
distinction between theories that explain concordance by invoking a
common cause and theories that explain concordance by the dynamic
interactions among components aligns with the distinction between psy-
chometric models known as latent variable models and psychometric net-
work models (Coan, 2010; J. Lange et al., 2020; J. Lange & Zickfeld, 2021).
Direct evidence. Suppose that future neuroimaging research were to

deliver robust and distinct patterns of brain activity for basic emotions.
This would not yet show that the patterns are innate (Kragel et al., 2018).
Consistency across samples from different remote cultures, suggesting
universality, would certainly help, but as discussed above, it would still
not escape the alternative explanation of species-constant learning.


In reply to the suggested alternative explanations for direct and indirect
evidence, evolutionary theorists have justified their conclusions as “infer-
ences to the best explanation” – accepting the explanation that fits best
with or is most plausible given the available evidence (Douven, 2017;
Thagard, 1978). For instance, even if the consistency in facial expressions
between congenitally blind and sighted individuals can be explained via
social learning, Shariff and Tracy (2011a) believe that innateness rings
truer. Ekman (1992b) argued at the time that the existing evidence for the
alternative explanations (e.g., in terms of subcomponents; Ortony &
Turner, 1990) was weak and that it had to be held to the same standards
that evolutionary research has been held to. Meanwhile, such research
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has proliferated and makes it harder to stick to the powerful intuition that
there must be emotions in the brain. Taken together, given the ongoing
debate about what “the available evidence” is today and the fact that this
evidence may continue to evolve in the future, judgments about the
plausibility of evolutionary explanations are necessarily colored by
whether one is a vindicator or a skeptic, and this ultimately boils down
to intuition.

To summarize, evolutionary theories insist that a limited but still open-
ended set of basic emotions is neurogenetically encoded in so-called affect
programs. Each basic emotion has its own unique affect program, which
is triggered by a unique set of stimuli and results in a unique set of
components (distinctness) that correlate amongst each other (concord-
ance) and generalize across groups (universality). Although evidence
for the existence of affect programs is not convincing to date, proponents
of evolutionary theories do not seem willing to bow out, even if some of
them seem willing to water down the theory so much that there is hardly
any liquor left. Nevertheless, alternative explanations loom large. These
alternative explanations point either at non-emotional entities or at non-
primary processes such as learning and computation. The role of learning
is put center stage in network theories, to be discussed in the next chapter
(Chapter 5). The role of computation is more prominent in evaluation
theories, which are discussed after that (Chapters 6 and 7).
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CHAPTER 5

Network Theories

5.1 Precursors

James’s (1890b) theory distinguished between innate [S–R] links (i.e.,
primary processes) and learned [S–R] links or habits (i.e., secondary
processes). This set the stage for two theoretical traditions: evolutionary
theories, which focus more on the innate stuff, and network theories,
which focus more on the learned stuff. McDougall’s (1908) theory formed
the ideal bridge between James’s (1890b) theory and evolutionary theor-
ies because he protected the innate process by depicting it as the
unchangeable, purely emotional core, which cannot be fundamentally
altered by learning. This was echoed by evolutionary theories (e.g.,
Ekman & Cordaro, 2011). Network theories, on the other hand, mark a
return to James (1890b) in the sense that they open up again to a more
substantial influence of learning processes. Unlike James (1890b), how-
ever, they do not insist that feelings can only be produced peripherally
(i.e., only via feedback from the periphery) but they allow them to be also
produced centrally (e.g., Leventhal, 1980, p. 168) similar to several evolu-
tionary theories. Network theories come in many shades depending on
how they construe the relative contributions of innate and learned pro-
cesses and hence how much overlap they still have with evolutionary
theories (Philippot et al., 2002). Rather than merely accepting the influ-
ence of learning, however, network theories have actively worked out the
principles involved in emotional learning and they have set up empirical
research programs to study these principles.
For this, they have drawn on established learning theories of behavior

developed in the behaviorist tradition. Radical behaviorists took as their
explanandum “behavior,” for which they proposed purely causal explan-
ations in which the explanantia are regularities in the environment (i.e.,
relations between stimuli). Although these theories were initially
developed to explain behavior, several of them expanded their set of
explananda to emotions. Because radical behaviorists such as Watson
(1919, 1929) and Skinner (1945) eschewed mental constructs (e.g., repre-
sentations, consciousness, feelings), which they considered to be non-
observable entities that do not have a place in science, they reconstituted

147

https://doi.org/10.1017/9781107588882.009 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.009


emotions as purely observable phenomena and aligned them with behav-
ior (Dashiell, 1928; Skinner, 1945) or patterned responses (i.e., clusters of
somatic responses and subtle and coarse motor responses) (Watson,
1919). The approach taken was not much different from that in evolution-
ary theories: Researchers started from a limited number of vernacular
discrete emotions and tried to align them with relations between stimuli
and behaviors or patterned responses. For instance, Watson (1919, 1929)
postulated the existence of three sets of US–UR links present at birth
(either inherited or established by prenatal conditioning): loud noises
leading to a fear response, restraint of movement leading to an anger
response, and stroking or caressing leading to a love response. Like
evolutionary theories, he held that more complex emotions developed
by combining multiple US–UR links or by learning principles such as
substitution (which allows the range of stimuli that elicit emotional
responses to grow) and response integration (which allows the emotional
responses to become more complicated; Watson, 1929, p. 24).

In an attempt to capture the component that others called “feelings,”
radical behaviorists proposed substituting “feelings” by “verbal emotional
behavior” (Skinner, 1974, pp. 61–62). Verbal behavior can be either overt
(public speech) or covert (private or inner speech). InWatson’s (1929, p. 18)
words, “[s]peaking overtly or silently is just as objective a type of behavior
as baseball.” This is because both types of behavior can be observed, even if
the silent variant can only be observed by the person engaging in it. The
message is that instead of trying to explain feelings (e.g., the feeling of
anger), researchers should try tofigure out the learningprinciples governing
verbal self-ascriptions of feelings (e.g., “I feel angry”). An example of such a
principle is arbitrarily relational responding (Friman et al., 1998). Objects
and their labelsmay endup in the same equivalence class because they share
similar functions. This explains why anxious people show anxious
responses to so many stimuli that it seems as if they are “afraid of their
own shadow” (Friman et al., 1998, p. 145).

In contrast with radical behaviorist theories, neobehaviorist theories
went beyond purely causal explanations by also proposing mental mech-
anistic explanations in which representations and operations mediate
between the regularities in the environment and behavior (e.g., Hull,
1943). The content of these representations consisted largely of innate or
learned [S–R] links and the operations involved were typically associative.

A final precursor of network theories of emotion is to be found in
semantic network models of memory (e.g., Collins & Loftus, 1975;
Holland, 1975). The explanandum here is not “behavior” but “cognition”
and the aim is to figure out how semantic knowledge is encoded in the
mind. This concerns the properties of stored representations (i.e., memor-
ies) and the way in which these representations interact with one another.
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Early semantic network models are localist in that each concept is local-
ized in a separate node. These models received competition from feature
models in which each concept is made up of features that are distributed
across semantic space. A final type of models are distributional models.
These are more concerned with the way in which concepts are learned
and they propose that this happens via the extraction of statistical regu-
larities from the environment. There is debate about whether this extrac-
tion follows error-free, purely associative principles (i.e., Hebbian
learning) or rather error-driven, predictive processing principles (see
Kumar, 2020, for a review).

5.2 Constitutive and Mechanistic Explanations

Network theories of emotion (Bower, 1981, 1991; M. S. Clark & Isen, 1982;
Colombetti, 2009; Forgas, 1999, 2017; Isen, 1984; Isen et al., 1978; Lang,
1984, 1985, 1993, 1994; Leventhal, 1980, 1984; M. D. Lewis, 2005; Teasdale,
1999) postulate that emotions are represented in memory in the form of a
network made up of nodes that stand for (a) representations of eliciting
stimuli, (b) representations of components of emotions such as appraisals,
somatic and motor responses, and feelings, and (c) representations of
related information (e.g., emotion words, social norms) (see Figure 5.1,
which depicts only “a” and “b”). The nodes are linked to one another in
bidirectional associations. An emotion is caused when the network gets
activated. Once activation in a node passes a certain threshold, activation
spreads to all other nodes in the network. In the case of the cognitive and
motivational components, which are themselves representations, the
nodes merely need to be activated in order for the components to occur.
In the case of the somatic and motor components, which are not repre-
sentations but overt responses, the nodes representing these responses
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eaS cmR

sR

COGNITIVE
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Figure 5.1 Network theories
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must be activated strongly enough to spark the occurrence of the com-
ponents (Bower, 1981).

Emotion networks may be activated via the stimulus side, by raw
external stimuli (eS) that show similarity with concrete stimulus repre-
sentations that are already part of the network ([eS]). The stimulus repre-
sentation then activates all the other nodes in parallel: an appraisal of the
stimulus ([eaS]), a somatic response representation ([sR]), a subtle motor
response representation ([smR]), a coarse motor response representation
([cmR], and feelings. For example, the fear network may be activated by
coming across a mad dog, which activates the stimulus node for mad
dogs and associated nodes representing danger, an adrenaline rush and
sweating palms, a fearful expression, fleeing behavior, and feelings
of fear.

Emotion networks may also be activated via the response side. This can
happen via artificial induction of the motor or somatic responses repre-
sented in the network (Lang, 1994; see also Darwin, 1872; Ekman et al.,
1983; McDougall, 1908).52 For instance, the fear network may be activated
by putting on a fearful face or by taking amphetamines. Artificially
induced responses may activate their corresponding nodes via somato-
sensory feedback. In the case of artificially induced motor responses,
moreover, the intention to engage in the artificial response may simply
coincide with the corresponding response node.

The only operation required for the activation of an existing network
and for the spreading of activation throughout the network is an associa-
tive operation. Associative operations are assumed to proceed in an
automatic fashion (Cacioppo et al., 1992; Lang, 1994; Leventhal, 1984;
Teasdale, 1999). A first threshold is required for the activation to pass
from one node to another. A second threshold is required for a node to
become conscious (Moors, 2016). Networks of opposing quality inhibit

52 It may be noted that activation of emotions via the response side was already present in
the writings of several forerunners. This is obvious for James (1890b), who only
allowed for peripheral causation of feelings, but the idea was also present in evolution-
ary theories and their precursors. Darwin (1872, p. 31) cited Bain (1864) who wrote that
“actions, sensations, and states of feeling, occurring together or in close succession,
tend to grow together, or cohere, in such a way that when any one of them is
afterwards presented to the mind, the others are apt to be brought up in idea”.
McDougall (1908, p. 98) proposed that sympathy is not a separate instinct but
“founded upon a special adaptation of the receptive side of each of the principal
instinctive dispositions, an adaptation that renders each instinct capable of being
excited on the perception of the bodily expressions of the excitement of the same
instinct in other persons.” Ekman et al. (1983) must also assume the existence of such
a mechanism given that in order to examine distinct somatic response patterns for basic
emotions, they used a method in which emotions were manipulated via the artificial
induction of the facial expressions supposedly belonging to these emotions.
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each other (e.g., fear and joy) whereas networks of similar quality may
blend (e.g., sadness and surprise may blend to disappointment) (Bower,
1981, p. 135).
Most network theories adopt a broad constitutive explanation of emo-

tion by equating the emotion with the entire emotional episode. But the
constitutive explanation could also be narrower, limited either to the
memory network alone or, alternatively, to overt responses and feelings
(Axis A; Axis 5c). Network theories come in two main versions: a bio-
logical version and a non-biological (or no longer biological) version
(Axis B; Axis 6d). I discuss these in turn.

5.2.1 Biological Version

Biological network theories (Bower, 1981; Forgas, 1999, 2017; Johnson &
Multhaup, 1992; Lang, 1984, 1985, 1993, 1994; Leventhal, 1980, 1984;
Leventhal & Scherer, 1987; Power & Dalgleish, 1997; Teasdale, 1999;
Teasdale & Barnard, 1993) remain close to evolutionary theories.
Organisms come into the world with a handful of innate emotion net-
works, built around innate [S–R] links, with nodes for stimuli, responses,
and feelings. Activation of an emotion network produces the preset
responses and feelings. The range of stimuli that can trigger an emotion
network and the range of responses that can follow from them are
progressively expanded via learning principles (Forgas, 1999; Leventhal
& Scherer, 1987; Martin & Levey, 1978; Teasdale, 1999, p. 594). In this
version, each emotion has a separate network. The innate networks can
be expanded by learning, but they naturally remain clustered around
their innate cores. Biological network theories differ from evolutionary
theories in the weight they assign to learned vs. innate processes and the
research programs they breed. Evolutionary theorists emphasize innate
processes and search for affect programs whereas network theorists
emphasize learning and study how emotions can be learned (e.g., fear
learning). But there is more. Evolutionary theorists tend to treat the innate
affect programs as the sine qua non of emotion (i.e., the pure emotion or
the part of the emotional episode that makes it truly emotional), whereas
network theorists take the entire network including all the learned infor-
mation as the sine qua non of emotion. Some network theorists even go so
far as to claim that only the learned stuff gives rise to full-blown emotions,
arguing that the innate stuff consists of meaningless reflexes (e.g., loud
noise leading to a startle response) (Leventhal, 1980).
If the retrieval of emotion knowledge is indeed the cause of emotions,

as network theories claim (Bower, 1981), the question can be raised how
these theories can account for dissociations between the cold retrieval of
information without emotion (e.g., thinking about fear) and the hot
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retrieval with emotion (e.g., fear) (Teasdale, 1999). In other words, it
seems that the mere retrieval of emotional information is not sufficient
for emotion. A related dissociation, often observed in therapy, are recalci-
trant emotions. These are emotions that persist despite convincing evi-
dence that there are no grounds for them, such as the case of a patient
who continues to feel guilty after the therapist has convinced her that she
is not to blame (Teasdale, 1999, p. 666). To accommodate these dissoci-
ations, network theories propose that emotion networks include different
layers of information processing and that only some of these layers can
directly trigger emotional components (Lang, 1994; Leventhal, 1980;
Leventhal & Scherer, 1987; Power & Dalgleish, 1997; Teasdale &
Barnard, 1993).

Different network theories have cut the cake in different ways, how-
ever. Lang (1994) proposed three layers based on the content or type of
information involved in the nodes: stimulus nodes, response nodes, and
nodes with semantic knowledge. He asserted that a full-blown emotion
will only occur when response nodes are activated. Semantic knowledge
nodes can only serve as an entry point for emotion elicitation if the
activation is spread further to the response nodes. Leventhal (1984;
Leventhal & Scherer, 1987) postulated three layers: the sensorimotor
layer, the schematic layer, and the conceptual layer. Different layers
involve different types of operations that operate on different formats of
representations or codes. The sensorimotor layer refers to innate
expressive-motor programs that connect specific sensory codes to reflex-
like responses (i.e., innate [S–R] links; primary processes). The schematic
layer refers to associative operations that take care of encoding and
retrieval (i.e., secondary processes) and operate on perceptual (image-
like) codes. The conceptual layer refers to computations (i.e., tertiary
processes) involved in reasoning and decision making that operate on
conceptual (verbal-like) codes (abstracted from emotional episodes).
Processing at the sensorimotor and schematic layers is assumed to take
place in an automatic sense; processing at the conceptual layer is typically
marked as non-automatic. In this theory, it is the schematic layer that
holds the strongest emotion-eliciting power. The sensorimotor layer is
supposed to produce reflexes, which may not qualify as full-blown emo-
tions, and the conceptual layer is only allowed to elicit emotions indir-
ectly by “calling up” the schematic layer. In a similar vein, Teasdale
(1999) framed perceptual codes as memories of emotions (i.e., “gut”
memories) and conceptual codes as memories about emotions (i.e., intel-
lectual memories). It remains obscure, however, why the schematic layer
would be more likely to elicit emotions than the conceptual layer (Frijda
& Zeelenberg, 2001, p. 146). Leventhal (1984) suggested that perceptual
codes are concrete and therefore more vivid whereas conceptual codes
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are abstractions that leave out familiar cues and context information,
which are crucial for the actual provocation of emotions.53

The multi-layered nature of network theories is not only capable of
explaining what is required to turn a cold memory into a hot one, but also
why a hot memory cannot easily be changed by providing cold infor-
mation as is the case in recalcitrant emotions. Here, authors hint at the
automaticity and relative cognitive impenetrability (i.e., modularity) of
processing at the schematic layer (e.g., Leventhal, 1980; Teasdale, 1999). If
a person’s fear of spiders is rapidly elicited and relatively encapsulated,
any cognitive work that remains strictly at the conceptual layer will be
too slow and powerless.54

5.2.2 Non-Biological Version

Non-biological network theories are not committed to the evolutionary
origin of emotion networks (Camras, 1992; Colombetti, 2009; J. Lange
et al., 2020; M. D. Lewis, 2005; M. D. Lewis & Liu, 2011). Some theories
that fit here nevertheless allow for the existence of packages of compon-
ents that correspond to those of basic emotions in evolutionary theories.
The concordance between the components of each of these emotions is
not the result of an affect program, however, but the result of the mutual
interactions among the components themselves.
The distinction between evolutionary theories, on the one hand, and

non-biological network theories, on the other hand, has been aligned with
the distinction between two psychometric models known as latent vari-
able models and psychometric network models (J. Lange et al., 2020). In
latent variable models, the output components of an emotion are under-
stood as symptoms of a common cause: the affect program. In psycho-
metric network models, on the other hand, emotions are understood as

53 Note that Leventhal’s (1984) theory is more complex than the picture drawn so far. He
discussed several additional antecedents of emotional experience (i.e., the feeling
component). Thus, he mentioned unlearned stimuli that violate expectations raised at
the schematic layer, such as the sight of a decapitated head. He also mentioned
complex interactions between the schematic and conceptual layers. In the “laughter
in church” phenomenon, the discrepancy between the automatic tendency to laugh at a
silly joke (generated at the schematic layer) and the voluntary tendency to remain
serious (generated by the conceptual layer) ironically boosts the tendency to laugh.
Conversely, the phenomenon that you cannot tickle yourself is explained by the lack of
a discrepancy between the action effects predicted at the conceptual layer and the
action effects occurring at the schematic layer. Note that several of these ideas come
back in more recent predictive processing theories of affect (see Van de Cruys, 2017).

54 In Leventhal’s (1984) theory, moreover, recalcitrance may even add to the intensity of
emotional experience, as is suggested by the laughter in church phenomenon.
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syndromes that emerge from the mutual interactions among the compon-
ents instead of by an underlying common cause. Latent variable models
can easily explain concordance (i.e., packages), but in order to explain
variety, they have to invoke extra factors that moderate the relation
between the common cause and the components. Psychometric network
models only deal with components that can interact in various ways and
are therefore naturally equipped to account for variety. At the same time,
the interactions between the components can also settle on stable config-
urations, which can account for concordance.

Another source of inspiration for non-biological network theories is the
dynamic systems (DS) framework (Colombetti, 2009; M. D. Lewis, 2005;
M. D. Lewis & Liu, 2011). This is a general framework of information
processing that developed in contrast to the classic computational frame-
work. In the classic framework, information processing often takes the
form of units of linear, sequential input-output relations. The theories
discussed in the previous chapters took this approach: An incoming
stimulus, after being processed, activates an action tendency, which in
turn translates into overt responses and feelings. The DS framework
describes the activity of a system as it unfolds over time (Kelso, 1995;
Port & Van Gelder, 1995). The activity of the system as a whole emerges
from the interactions among its parts, resulting in the self-organization of
the system. The interactions are not linear but involve positive and
negative feedback loops that can (a) self-amplify or (b) oscillate until they
again stabilize the activity of the whole system (M. D. Lewis, 2005). Self-
amplification, based on positive feedback loops, can be illustrated by the
case in which an appraisal of offense leads to anger, and the anger further
intensifies the appraisal of offense, and so on, leading to an escalation of
anger over time. Oscillation between positive and negative feedback
cycles can be illustrated by the case in which an appraisal of uncertainty
leads to an increase in vigilance, which in turn leads to a decrease in
uncertainty, after which the vigilance is reduced in turn, followed again
by an increase in uncertainty, and so on.

The activity of the system as a whole can be described by placing it in a
multidimensional space in which the dimensions reflect possible values
of its parts. The activity of the system over time traces a trajectory, with
phases of relative instability, and phases to which the system tends to
gravitate, so-called attractor states. The trajectory of the system may jump
from one attractor state to the next because of small changes in the
activity of one or more of the parts. Some of these changes may be caused
by external stimuli that impinge on the system and that temporarily
destabilize it before the system self-stabilizes again by settling into one
of the possible attractor states. In addition to the bottom-up influence or
constraints from parts to the whole, there is also a top-down influence or
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constraint from the whole to the parts. These bidirectional inter-level
influences are referred to as circular causation (but see Bakker, 2005).
Applied to emotions, the idea is that an emotion is shaped by the recipro-
cal interactions over time among its components. This provides the glue
among the components, so that there is no need to invoke a common
cause (such as an affect program) to explain concordance. Packages
produced in this way count as soft packages because variety in the
context is allowed to produce variety in the shape of the packages
(Colombetti, 2009).
A number of issues are worth noting. First, accepting the existence of

packages is still a far cry from accepting the existence of the blue-ribbon
packages put forward in evolutionary emotion theories. As most of the
components that are said to figure in emotional episodes are ongoing
processes (cognition, motivation, somatic and motor responses, and feel-
ings), there will be an ongoing stream of patterns among these values
(Russell, 2009). Some of these patterns may stand out because they mark
an unusual quantitative change in all components within some brief time
interval (a big change in cognition, motivation, somatic and motor
responses, and feelings). This is called coherence. But coherence does
not speak to the quality of these changes. There could be an infinite
number of qualitatively different coherent packages. This is the point
where the DS framework might invoke (the specific nature of ) the emo-
tion as a whole to provide top-down constraints, the idea that the activity
of the system can fall in a limited number of attractor states. The problem
with this proposal is that there is nothing in the DS framework per se that
warrants a limited number of attractor states, nor that if these attractor
states are indeed few, they will match with the blue-ribbon packages that
evolutionary emotion theories put forward (see J. Lange et al., 2020).
Colombetti (2009) suggested that the fact that our language has words
for the blue-ribbon packages indicates that these packages must exist
prior to our labeling. This argument is not convincing, however. It is true
that words are sometimes invented to label previously existing entities
such as animals and plants. But words have also been invented to label
constellations of stars, and these did not form entities prior to our labeling
(Russell, 2009, p. 1276).
It could be argued that if the biological core, the affect program, is left

out (or massively overwritten by learning soon after birth), networks may
not (or no longer) be organized according to the discrete emotions postu-
lated by evolutionary theories, but rather in culturally salient ways or
even in highly idiosyncratic ways (see James, 1890b; M. D. Lewis, 2005;
M. D. Lewis & Liu, 2011). M. D. Lewis (2005) proposed a network theory
embedded in the DS framework in which the role of biology is kept
minimal based on the assumption that evolution does not endow us with
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affect programs that contain ready-made instructions for how to behave,
but rather dispositions for behavior that require substantial maturation
after birth. M. D. Lewis and Liu (2011) further argued that under the
impulse of DS principles, maturation involves a shift from more distrib-
uted brain activity (destabilization) to more specialized brain activity
(stabilization) with the help of pruning. Crucially, the precise shape of
this specialization may differ across individuals depending on their
learning history.

Embracing the dominant role of learning processes entails embracing
variety, relying on the consensus that environments of individuals across
and within cultures are not identical. But the question is how much
variety there is between cultures and individuals. Next to species-variable
learning (individuals within the species learn different things), there
could also be species-constant learning (individuals within the species
learn similar things) (Allport, 1924; Fridlund, 1994). Thus, even if emo-
tions were entirely learned, it remains an empirical question just how
much variety vs. consistency this would entail. If all cultures and all
individuals within each culture are faced with the same challenges and
opportunities, and if these are more or less the same as those faced by our
ancestors, non-biological network theories might discover the same
empirical patterns as evolutionary theories but simply explain them
differently.

As for the DS framework itself, it is still up for debate whether this
framework offers a radical alternative to theories bred in the classic
tradition or whether it is instead complementary to them. The DS frame-
work draws attention to reciprocal interactions among parts that become
apparent only if the time window is stretched. Based on the assumption
that these interactions “are so dense that it is not possible to track the way
in which each individual part contributes to the system’s overall behav-
ior” (Colombetti, 2009, p. 414), theorists may be led to vote for the DS
approach as a radical alternative. Yet several arguments speak in favor of
complementarity (see also Delancey, 2005; J. J. Prinz & Barsalou, 2000). It
could be argued that the macroscopic perspective taken in DS theories is
not in itself incompatible with the microscopic perspective of classic
theories. The idea that the interactions between components are dense
need not deter researchers from parsing the stream of components into
units and analyzing the mechanisms operative in a single unit (see also
D. Evans, 2008; Moors & Boddez, 2017). In fact, proponents of several
other theories have flirted with the tools of the DS framework. Examples
can be found in evolutionary theories (Izard et al., 2000, p. 17), biological
network theories (e.g., Teasdale, 1999; Teasdale & Barnard, 1993),
appraisal theories (Scherer, 2000, 2009a), and psychological construction-
ist theories (Barrett, 2006b; Barrett, Ochnser, et al., 2007). In sum, a DS
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framework opens our eyes to evolutions over time that tend to be over-
looked, but it need not be placed in opposition to, or proposed as a
substitute for, the micro-mechanistic proposals in classic theories.55

5.3 Scientific Definitions

5.3.1 Intensional Definition

5.3.1.1 Criteria for Demarcation
The constitutive and mechanistic explanations proposed in network the-
ories yield the following necessary criteria for the intensional definition of
emotion. An episode counts as an emotional episode if its components are
caused by the activation of an emotion network in memory. Let us call
this the “network” criterion. In biological network theories at least, not all
layers in the network are capable of eliciting emotions, however. In
Lang’s (1994) theory, emotions are caused by the response layer. In
Leventhal’s (1984) theory, they are caused by the schematic layer, where
nodes with perceptual codes must be activated automatically. Let us call
this the “layer” criterion. In these network theories, moreover, emotion
networks are still built up around affect programs, which equips them
with an additional “affect program” criterion. A final criterion, shared by
all network theories, is the “component” criterion, which stipulates the
presence of a number of components. This varies depending on the width
of the constitutive explanation that is endorsed.

5.3.1.2 Adequacy
The questions to ask in this section are how well the above-listed criteria
account for the apparent properties of emotions listed in the working
definition (apparent-similarity meta-criterion) and whether they allow
demarcating emotions from non-emotional phenomena (fruitfulness
meta-criterion).

-
The components in the emotional episode that stand for responses and
feelings account for the bodily and phenomenal aspects of emotion,
respectively. As an emotion network is made up of representations, it
exhibits Intentionality. The stimulus representations ([S]) in the network
cater for the world-directedness of emotions. To alleviate the complaint

55 Another option is to consider DS principles not only at the macro-level but also at the
nano-level. The entities at the micro-level can themselves be further decomposed into
entities at the nano-level and these may self-organize so that the entities at the micro-
level emerge as Gestalts.
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that concrete stimulus representations ([ecS]) do not provide the right
kind of object (e.g., coiling form of a snake), however, most network
theories have added abstract stimulus representations – appraisal nodes –
([eaS]) to their networks (e.g., Bower, 1981; Leventhal & Scherer, 1987).
This has turned them into network-evaluation hybrids. The action ten-
dency ([R]) in the network supplies the self-directedness of emotions.

The notion of multiple processing layers was added to make sense of
the dissociation between cold (e.g., thinking about fear) and hot retrieval
(e.g., thinking with fear), and in this way to help demarcate emotions from
purely intellectual states. The response nodes and/or vivid perceptual
nodes that must be activated for the network to qualify as an emotional
network can be said to deliver the intensity of emotions. While intensity
covers the quantitative part of the heat of emotions, the qualitative part,
namely valence, is still missing from the picture. If valence is missing,
emotions generated at response or schematic layers cannot be distin-
guished from non-emotional phenomena such as mundane habits, which
also involve response and perceptual nodes. Here again, appraisal can
come to the rescue, as it is well-suited to deliver valence. This solution is
not ironclad, however, because even in network theories that include an
appraisal node, activation of the other nodes in the network can happen
without prior activation of the appraisal node. This means that in epi-
sodes in which appraisal is in fact bypassed, earlier complaints about the
wrong kind of object and missing valence continue to apply.

As explained above (Section 5.2), multiple processing layers also help
to understand theoretically irrational emotions known as recalcitrant
emotions, as in the case in which a person’s emotion of guilt does not
match up with her belief that she is not to blame. In Leventhal’s (1984)
theory, for instance, the schematic layer is responsible for the guilt
whereas the conceptual layer is responsible for the belief that she is not
to blame. As explained above, the guilt can survive due to the automati-
city and relative encapsulation of the processes residing at the schematic
layer. This entails that the layer criterion also takes care of the
automaticity and control precedence of emotions.

But what about practical rationality? In biological network theories
such as Leventhal’s (1984), everything starts with affect programs, which
are innate [S–R] links, situated on the sensorimotor layer. At the sche-
matic layer, these links get elaborated via principles of generalization and
classical conditioning. The resulting connections are learned elaborate [S–
R] links, which when activated, cause emotions. Leventhal (1984) expli-
citly contrasted the stimulus-driven processes from the schematic layer
with the goal-directed processes for behavior causation and emotion
regulation located at the conceptual layer. Since stimulus-driven pro-
cesses do not take into account the outcome of behavior, they guarantee
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that emotions are practically irrational in the process-sense. As always,
the behavior resulting from this process can still be adaptive in certain
contexts, allowing for instances of emotions that are practically rational in
the output-sense. Networks in non-biological network theories resemble
those in biological ones except that they do not (or no longer) have their
innate core. If learning follows the same principles, however, these net-
works may also qualify as elaborate learned [S–R] links.
The affect programs at the heart of the networks in biological network

theories further account for the continuity between adult emotions and
those of infants and animals. Non-biological network theories are less
well equipped in this regard. In both versions, however, the strong
emphasis on learning processes is especially apt to explain differences
in the complexity and sophistication of emotions between these groups.


To evaluate fruitfulness, the question to address is whether the listed
criteria create a homogeneous set in which generalizations can be made
from one member to the next and not to members outside of the set. The
network and layer criteria specify that emotions are caused by memory
networks dedicated to these emotions, and in particular by a specific
layer within these networks. Thus, a network is emotional by virtue of
the “emotional” content of its nodes. For instance, the fear network has
nodes for stimuli, appraisals, responses, and feelings that are specific to
fear. A layer has emotional power if it houses special types of nodes
(response nodes according to Lang, 1994; perceptual nodes according to
Leventhal, 1984) that are activated by an associative operation. Given that
different emotions are caused by different emotion networks, however,
generalizations cannot be made across these networks. Thus, the fruitful-
ness of the overarching set of emotions likely remains low.

5.3.2 Divisio Definition

5.3.2.1 Criteria for Partitioning
Biological network theories endorse a discrete view regarding the variety
within the set of emotions. Each biologically basic emotion has a separate
network (Bower, 1981; Leventhal, 1980).56 If the biological sting is pulled
out of networks, however, as is the case in non-biological network theor-
ies, there could in principle still be other forces that ensure the clustering
of components, such as the sheer interactions among components and

56 Note that Lang (1985, p. 164) does not see the boundaries between discrete emotions
as strict.
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environmental influences (Colombetti, 2009). Although it remains pos-
sible that interactions among components result in the blue-ribbon pack-
ages identified by evolutionary theories, there is no guarantee that they
do so. Given that non-biological network theories reserve an important
role for environmental influences, it is more likely that cultural and
idiosyncratic factors will sculpt the packages. The degree to which envir-
onments differ across cultures and across individuals will determine the
degree of consistency in the packages that will be found across cultures
and individuals. If the variety becomes too great, a dimensional view
may become more fitting.

5.3.2.2 Adequacy

-  
Network theories with a discrete view are well-equipped to deliver the
vernacular emotion types that laypeople identify. The fruitfulness of each
of these networks could in principle be guaranteed. Network theories
with a dimensional view reject the claim that discrete emotions have a
special scientific status. The latter theories are sketches of theories that
lack detailed hypotheses about dimensions associated with different
emotions, and are therefore difficult to falsify (see Delancey, 2005; Kaup
& Clarke, 2005).

5.4 Validation

Network theories have inspired various lines of empirical research.
Network researchers with a background in learning psychology have
studied ways in which emotion networks can be elaborated via learning
principles (see research on fear conditioning; Beckers et al., 2013; Boddez
et al., 2020; Vervliet & Boddez, 2020). Exploiting the idea that not all
representations are equally effective in eliciting emotion, but only those
that contain responses (Lang, 1994), intervention strategies to unlearn fear
bet strongly on exposure therapy rather than on talk therapy. In exposure
therapy for spider phobics, for instance, the aim is to let the patient
experience that spiders do not produce physiological responses.

Network researchers with a background in cognitive psychology, on
the other hand, have studied the biasing influence of emotions on cogni-
tive functions such as attention and memory, under the supposition that
these are key to the onset and persistence of anxiety disorders (MacLeod
et al., 2019; McNally, 2019) and depression (LeMoult & Gotlib, 2019;
Teachman et al., 2019; F. C. L. Wilson & Gregory, 2018). Network theories
bred in the classic computational framework make the straightforward
prediction that any source of activation of an emotion network cumulates
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with the already present activation. This is in line with all kinds of mood
congruency effects in attention and memory (Bower, 1981; Lang, 1994;
LeMoult & Gotlib, 2019). It also accords with the finding in emotion
regulation research that venting in the case of anger does not curb but
rather increases anger (Bushman, 2002; Lohr et al., 2007). Network theor-
ies inspired by the DS framework, on the other hand, widen the time
window, thereby holding the promise of generating more nuanced
hypotheses: After an initial phase of self-amplification, the network may
self-organize again into a stable state. Thus, by activating the anger
network, anger may increase at first, but perhaps settle down eventually
(Khoo & Adkins, 2020; H. L. Smith, 2020). Neither version of network
theories, however, is well-equipped to explain contrast effects that are
sometimes observed, such as when positive stimuli produce more nega-
tive moods (e.g., Pillaud & Ric, 2020) or when negative moods increase
attention towards positive stimuli (Schwager & Rothermund, 2013, 2014).
Another line of research examines the peripheral feedback hypothesis –

that emotions can be induced from the response side instead of via the
stimulus side. This can be achieved by the artificial induction of (a)
physiological responses via chemical substances, (b) facial expressions,
and (c) coarse behavior. Drugs are supposed to inject us with various
feelings. Putting on a happy or sad face is supposed to make people feel
happy or sad. And approaching or avoiding stimuli is supposed to breed
liking or disliking. But let us consider the evidence.
Few scholars will deny that drugs can change the way we feel (James,

1890b; C. G. Lange, 1885/1922). A dramatic illustration of a negative
effect comes from de Montigny (1989), who showed that the intravenous
administration of cholecystokinin (a gastric peptide) produced panic
attacks in healthy volunteers. Recreational drugs, on the other hand, often
lead to positive feelings (Solowij et al., 1992). There is disagreement,
however, about whether the influence of drugs on feelings is direct or
indirect. Appraisal theories (e.g., Arnold, 1960, p. 111; see Chapter 6) raise
the possibility that drugs change the way we perceive or evaluate the
world, which in turn changes our feelings. Psychological constructionist
theories (e.g., Barrett, 2006b; Schachter, 1964; see Chapter 8) suggest that
the arousing (and raw positive/negative) effects of drugs combine with
contextual information to shape our feelings.
The facial feedback hypothesis is the hypothesis that facial expressions

can have a direct influence on feelings (Adelman & Zajonc, 1989; Allport,
1924; see review by Niedenthal et al., 2006). Two versions of this hypoth-
esis have been formulated: (a) a modulation (or weak) version, according
to which facial expressions can influence the intensity of feelings that
were themselves caused by stimuli and (b) an initiation (or strong) ver-
sion, according to which facial expressions can create qualitatively novel
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feelings. Testing both versions requires demonstrating that facial expres-
sions have a direct influence on feelings rather than an indirect influence
that is mediated by other processes such as appraisals and attributions or
self-perceptions (D. J. Bem, 1967). To this end, researchers avoid giving
participants explicit instructions to put on a happy or sad face, but ask
them instead to move parts of their face, or instruct them to do other
things which requires them unobtrusively to move parts of their face. For
instance, Strack et al. (1988) reported that participants who held a pen
between their teeth (producing a smile-like expression) rated cartoons as
funnier than participants who held a pen between their lips (preventing a
smile) (but see Wagenmakers et al., 2016). Finding evidence for the
initiation version of the facial feedback hypothesis is even more daunting
as it requires showing that the feelings were caused by the facial expres-
sion instead of by stimuli. This entails the use of neutral stimuli or
showing that the facial expression pushes feelings in the opposite direc-
tion than the stimuli do by themselves.

Despite initial enthusiasm to test the modulation (Laird, 1974; Lanzetta
et al., 1976; Strack et al., 1988) and initiation versions of the facial feed-
back hypothesis (Duclos et al., 1989; Zajonc et al., 1989), later replication
studies and meta-analyses concluded that effects are weak and mixed
(Coles et al., 2019; Wagenmakers et al., 2016). The cautious interpretation
is that if a direct influence of facial expressions on feelings does exist, it
must be fragile. And if this influence is already difficult to detect in the
laboratory, it should have even more trouble surviving in the wild,
especially if the emoter felt a different emotion to begin with. For in that
case, activation of one network would have to compete with activation of
another network. Indeed, even if putting on a happy face activated the joy
network including happy feelings, it would still have to beat an already
active sadness network.

Next to facial expressions, there is also evidence for the influence of
vocal feedback (Hatfield et al., 1995), postural feedback (Riskind, 1984;
Riskind & Gotay, 1982; Rossberg-Gempton & Poole, 1993), and feedback
of coarse behavior (Cacioppo et al., 1993; Jones et al., 2013; Kawakami
et al., 2007; Koch, 2014; Van Dessel et al., 2016; Wells & Petty, 1980; Woud
et al., 2013; see Fuchs & Koch, 2014; Hatfield et al., 1994) on feelings. For
instance, Cacioppo et al. (1993) showed that when people were trained to
approach certain stimuli and avoid others, they developed a preference
for the approached stimuli (but see Clore & Centerbar, 2004). Wells and
Petty (1980) showed that nodding the head when hearing one type of
message and shaking the head when hearing another type of message led
to a more positive attitude towards the former type of message. These
effects have been framed as evaluative conditioning effects in which the
valence of the responses (USs) transfer to the stimuli (CSs). To the extent
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that this transfer is mediated by feelings generated by the responses, these
effects support the hypothesis that peripheral feedback from the
responses influences feelings. More direct evidence was delivered by
Duclos et al. (1989), who showed that when participants adopted fearful,
angry, or sad body postures, this influenced the intensity of the corres-
ponding feelings, measured via self-report. This study also went beyond
previous studies in that it showed an emotion-specific feedback effect
rather than a mere valence feedback effect. Another piece of more direct
evidence was provided by Koch (2014), who showed that movements
with smooth transitions (e.g., rope skipping) led to more positive affect
and receptivity than movements with sharp transitions (e.g., ball-
kicking).

To summarize, while evolutionary theories capitalized on innate affect
programs in emotion causation, network theories spotlighted learning
processes. In the biological version of network theories, affect programs
were still allowed to play a role in partitioning, making sure that each
vernacular emotion had its proper emotion network. In the non-biological
version, on the other hand, the affect programs were thrown overboard.
Yet not all proponents of the latter version seemed prepared to accept the
full implication of this move, namely that this could also dissolve the
vernacular emotions. If learning remains the only active principle, ver-
nacular emotions can only subsist if they are learned. I have argued,
however, that there is no guarantee that they will indeed be learned or
that they will be learned equally well in each culture and in each
individual life.

The next two chapters are dedicated to evaluation theories. The majority
of these theories are characterized by the assumption that a process of
evaluation sits between the stimulus input and the rest of the emotional
episode. The family of evaluation theories houses two subfamilies: stimu-
lus evaluation theories (henceforth, SETs; Chapter 6) and response
evaluation theories (henceforth, RETs; Chapter 7). SETs focus on the
evaluation of the stimulus input but remain vague about the evaluation
of response options. RETs accept some form of stimulus evaluation but
shift focus to a response evaluation process. As discussed in the previous
chapters, some evolutionary theories (Chapter 4) and network theories
(Chapter 5) already made space for a stimulus evaluation process and
therefore count as hybrids with SETs.
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CHAPTER 6

Stimulus Evaluation Theories

6.1 Precursors

SETs have a long history. Precursors from philosophy date back to
Aristotle (Rhetoric), Hume (1739), Spinoza (1677/1982), Brentano, (1874),
Meinong (1894), C. D. Broad (1954), Kenny (1963), Thalberg (1964), Pitcher
(1965), and many others. Precursors from psychology are James’s (1890b)
theory and the non-hybrid forms of evolutionary and network theories that
followed. The latter theories can be considered as precursors in the sense
that SETs tried to remediate their presumed shortcomings.

Two objections against James (1890b) were that his mechanism did not
provide the right kind of (world-directed) Intentionality and that it could
not differentiate between the discrete emotions that vindicators were
after. To solve the differentiation problem, evolutionary theories postu-
lated innate affect programs (i.e., primary processes) that held preset
instructions for packages of responses and feelings that corresponded to
a limited set of discrete emotions called basic emotions. Network theories,
from their side, emphasized the role of learning processes (i.e., secondary
processes), even if these were not in themselves capable of grounding
discrete emotions. As extensively discussed in the previous chapters,
evolutionary theories took on board some learning processes and some
network theories still granted a place to affect programs. Crucially, how-
ever, neither the innate nor the learning processes in both theories were
able to provide the right kind of Intentionality. Innate processes are
tailored to fundamental challenges (e.g., danger, offense, loss). They make
sure that when organisms encounter USs (e.g., loud noise, predators, dark
places) that fall in the category of a fundamental challenge (e.g., danger),
these organisms respond in a way that was appropriate for our evolution-
ary ancestors (e.g., by fleeing). Learning processes allow for more flexibil-
ity in the stimuli triggering these innate responses so that they are better
tailored to modern living environments. They ensure, for instance, that
flight is not just triggered by USs such as thunder and predators, but also
by CSs such as fast-approaching cars and fire alarms. In non-hybrid
evolutionary and network theories, in which the stimulus representation
that is part of the [S–R] link has a content with concrete features (e.g., the
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smell of a cat for a rat; [ecS]), the only process required to precede this [S–
R] link is a perceptual process that detects these features. There is no need
for the organism to understand that the stimulus (e.g., the smell) is
important for a fundamental challenge (e.g., that it is dangerous; [eaS]).
SETs disagree that mere perception is enough for emotions. For them, it

is not enough for stimuli to fall in the category of certain challenges, the
organism must also process this. It is not enough that a stimulus qualifies
as dangerous from a third-person perspective (i.e., objectively), the indi-
vidual must also understand this (i.e., subjectively; even if not necessarily
consciously). Only then do emotions have the right kind of Intentionality
or meaning (Arnold, 1960). Now, what better way to make sure that an
organism represents danger than by implanting an evaluation process
that takes the stimulus as its input and produces a representation with the
abstract content “danger” as its output. This is the solution that the
majority of SETs propose for endowing emotions with the right kind of
Intentionality (Arnold, 1960; Irons, 1879a, 1879b). These theories all
belong to a brand of SETs that I will call “evaluation-first SETs.”
An alternative solution to the Intentionality problem is provided by a

second brand of SETs, called “embodied SETs.” These theories propose
that stimulus evaluation is embodied in the action tendencies and/or the
physiological responses that follow on the (non-evaluative) perception of
the stimulus (Deonna & Teroni, 2012, 2014, 2015; Dewey, 1894; J. J. Prinz,
2004a),57 or that stimulus evaluation and response components are so
entangled that they can no longer be separated (e.g., M. D. Lewis, 2005;
Colombetti, 2003, 2009).
In sum, all SETs share the idea that evaluation of the stimulus is part of

the broad emotional episode, but different brands of SETs differ with
respect to the form of this evaluation process and/or the place it occupies
in the emotional episode. This chapter’s main focus will be on the first
brand of SETs. It is for this brand that I will scroll through the phases of
the demarcation-explanation cycle: constitutive and mechanistic explan-
ations (Section 6.2), scientific definitions (Section 6.3), and validation
(Section 6.4). The second brand will be discussed more concisely at the
end of the chapter (Section 6.5).

6.2 Constitutive and Mechanistic Explanations

In evaluation-first SETs, the stimulus evaluation process (Step 1) precedes
any of the other components of the emotional episode (Step 2). For

57 Note that embodied SETs deviate from the earlier description of SETs as theories in
which a process of stimulus evaluation sits between the stimulus and the rest of the
emotional episode.
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instance, a crouching tiger is evaluated as dangerous before leading to the
action tendency to flee, a racing heart and sweaty palms, actual fleeing
behavior, and feelings of fear. Another example that brings out the crucial
role of stimulus evaluation even more is the case of hearing a noise in the
hall at night. The sound has no emotion-eliciting power in itself. If
I evaluate it as a threat to my safety because it might be a burglar, it
leads to fear. If I evaluate it as a disturbance to my sleep caused by my
teenage son coming home drunk, it may lead to anger. And if I evaluate it
as irrelevant because I know it is the cat jumping off the table, it produces
no emotion.

Theories that belong to this brand are known under the names of (a)
appraisal theories (Arnold, 1960; Ellsworth, 1991, 2013; Frijda, 1986,
2007b; Lazarus, 1991; Roseman, 1984, 2013; Scherer, 1984, 2001a, 2009b;
C. A. Smith & Ellsworth, 1985; see Moors et al., 2013), (b) judgmental
theories (Castelfranchi & Miceli, 2009; Gordon, 1987; Green, 1992;
W. Lyons, 1980; Marks, 1982; Neu, 2000; Nussbaum, 2001; Reisenzein,
2012; Searle, 1983; Solomon, 1993), (c) quasi-judgmental theories (Armon-
Jones, 1991; Greenspan, 1988), and (d) perceptual theories (Deonna, 2006;
de Sousa, 1987; Döring, 2007; Johnston, 2001; Roberts, 2013; Tappolet,
2000, 2016; Tye, 2008). Appraisal theories belong to psychology; judg-
mental theories, quasi-judgmental theories, and perceptual theories are
prominent in philosophy.58 Appraisal is just another word for evaluation,
but I will reserve it for the stimulus evaluation process put forward by
appraisal theories.

I will compare SETs from both disciplines in one go with the help of six
axes. First of all, SETs vary in the role they confer to stimulus evaluation
(Axis A). Some take it to be a mere constituent of emotion (Figure 6.1(a)),
others take it to be the cause of emotion (Figure 6.1(b)), and still others
take it to be a constituent of emotion as well as the cause of the remaining
components of the emotion (Figure 6.1(c)) (see also Reisenzein, 2012;
Scarantino, 2016; Scarantino & de Sousa, 2018).

Constituent-only SETs can be pure, in which case they see stimulus evalu-
ation as a necessary and sufficient component of emotion. Judgmental
theories that equate emotions with evaluative judgments can be situ-
ated here (e.g., Solomon, 1993). According to these theories, fear is the
judgment that one is in danger and sadness the judgment that some-
thing is lost for good. But also perceptual theories that equate emotions
with evaluative perceptions belong in this group (e.g., de Sousa, 1987).

58 Reisenzein (2012) sits between chairs, as he is a psychologist whose theory leans most
closely to judgmental theories in philosophy. The theory qualifies as a naturalized
theory because it spells out the mechanistic details.
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For them, fear is the perception that one is in danger and sadness the
perception that something is lost for good.

Constituent-only SETs can also be mixed, in which case stimulus evalu-
ation is a necessary component, but other components must be present
as well. These theories take emotions to be aggregates of various
components without specifying the relations among the components.

(c)
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STEP 1 STEP 2

mR
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Figure 6.1 Versions of SETs according to Axis A: (a) constituent-only
version; (b) causal-only version; (c) constituent-causal version

6.2 Constitutive and Mechanistic Explanations 167

https://doi.org/10.1017/9781107588882.010 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.010


A strand of judgmental theories called constituent belief-desire
theories fits here. Trying to bring order in this strand is tricky because
the “belief” is sometimes understood as an evaluative judgment and
sometimes as a non-evaluative judgment, and the “desire” is some-
times understood as a non-behavioral goal and sometimes as an action
tendency (see also Deonna & Teroni, 2012, chapter 3). Sampling from
these possibilities, some theorists combine an evaluative judgment
with an action tendency (Green, 1992; Marks, 1982). They would say,
for instance, that fear is the belief that one is in danger combined with
the desire to flee. This is sometimes enriched with feelings (e.g.,
W. Lyons, 1980). Other theorists combine a non-evaluative judgment
with a non-behavioral goal (Castelfranchi & Miceli, 2009; Miceli &
Castelfranchi, 2015).59 They would say, for instance, that a negative
emotion is the belief that some stimulus is present and the desire that
the stimulus was absent. This can also be enriched with feelings. Mixed
theories also differ in other respects. In weak emergent theories (e.g.,
Marks, 1982), the whole equals the sum of the parts. In strong emergent
theories, the whole is more than the sum of the parts (Castelfranchi &
Miceli, 2009; Green, 1992; see Reisenzein, 2012).

Causal-only SETs take stimulus evaluation to be the cause of emotion.
Here, evaluation is separate from the emotion. Theories that fit here are
a handful of appraisal theories (e.g., Frijda, 1986; Roseman, 2013) and a
strand of judgmental theories called causal belief-desire theories (e.g.,
Reisenzein, 2009, 2012). In the latter theories, the belief is a non-
evaluative judgment and the desire is a non-behavioral goal. The
comparison of the belief and the desire is an evaluative judgment
and this is the cause of the ensuing emotion. Authors of these theories
would say, for instance, that a negative emotion is caused by the
comparison between the belief that some stimulus is present and the
desire that the stimulus was absent. The constitutive explanation of
emotion can be narrow, including only feelings (Reisenzein, 2009) or
broader, including also action tendencies, and/or somatic responses
(Frijda, 1986; Roseman, 2013).

Finally, constituent-causal SETs take stimulus evaluation to be a necessary
or at least typical60 component of emotion that is also the unique driver

59 Castelfranchi and Miceli (2009) stated that although they include beliefs and desires as
necessary constituents of emotions, they make the further claim that an evaluative
judgment (in which the beliefs and the desires are compared) is not required. So
perhaps their theory cannot properly be called an SET.

60 Most contemporary appraisal theories accept marginal cases in which emotions are not
caused by appraisal with the aim of sidestepping endless discussions about necessity
(see debate between Lazarus, 1984, and Zajonc, 1980; Section 6.4).
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of all the other components in the emotion. Many contemporary
appraisal theories fit in this group (e.g., Frijda & Parrott, 2011;
Scherer, 2009b; see Moors, 2013b).

Let us now zero in on the different steps in the emotional episode.
Constituent-only SETs have only one step in their causal chain during
which evaluation of a stimulus (e.g., tiger) results in a representation with
an abstract evaluative content (e.g., danger), and this content is the
emotion, either alone (pure theories) or together with other components
(mixed theories). The causal-only and constituent-causal SETs assume
that after this first step is taken, the output representation gets translated
into the other components in subsequent steps.

Step 1

The process of stimulus evaluation takes as its input either (a) a raw
external stimulus (eS) or (b) a stimulus representation with concrete
features ([ecS]), and produces as its output a representation with abstract
features ([eaS]). A crouching tiger is either directly evaluated as danger-
ous or it is first perceptually preprocessed as a tiger or a creature with
sharp teeth before being evaluated as dangerous.
SETs vary with respect to the way in which they characterize the

evaluation process in terms of the granularity of the content (Axis B;
Axis 5b), the precise content (Axis C; Axis 5a), and the format of the
output representations (Axis D; Axis 6c), the operations producing these
representations (Axis E; Axis 6d), and the conditions under which this all
happens (Axis F; Axis 6e).
A first distinction worth making has to do with granularity (Axis B).

Molar SETs propose molar values such as danger, offense, loss, and so
forth. Advocates of this approach are rife in judgmental theories, quasi-
judgmental theories, and perceptual theories. They portray the stimulus
evaluation process as the extraction of evaluative properties from the
stimuli in terms of how dangerous, offensive, admirable, and disgusting
they are.61

Molecular SETs, such as appraisal theories and certain belief-desire
theories, propose molecular values. They unpack the molar values by
searching for the minimal number of variables needed to capture the

61 Some philosophers (Tappolet, 2016) do not list properties such as danger and loss, but
rather properties that remain literally closer to emotion words, such as fearsome and
sad. As the property “dangerous” justifies the property “fearsome” and “fearsome”
justifies “fear,” de Sousa (2018) argued that the middle-term “fearsome” is redundant
and could be left out.
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differences between them. Appraisal theories, for instance, unpack
danger and loss in terms of the variables goal incongruence or valence,
certainty, and controllability. Each molar value can be described with a
different pattern of values on these variables, that is, molecular values.
Dangers and losses are both incongruent with some goal or desire and
thus negative, but dangers involve an uncertain (future) goal incongru-
ence whereas in losses the goal incongruence is certain (present). SETs can
be purely molecular, but they can also combine with a molar approach.
Purely molecular SETs sometimes still use the molar values as summary
labels. Molar-molecular SETs, on the other hand, take the summarizing
itself as part of the mechanism involved in the transition towards the
other components (see below; Moors, 2014a; see Teroni, 2021).

A second distinction worth making concerns the precise content of the
molar/molecular values (Axis C). Appraisal theorists have taken up the
challenge to discover the molar appraisals and/or the patterns of molecu-
lar appraisals for each of the vernacular emotions they want to see
explained.62 When it comes to molar appraisals, most theorists follow
Lazarus’s (1991) proposal to link fear to danger, anger to a demeaning
offense against me or mine, sadness to an irrevocable loss, guilt to having
transgressed a moral norm, shame to failing to live up to an ego-ideal,
and pride to the enhancement of one’s ego-identity by taking credit for a
valued object or achievement by oneself or one’s group.

If we turn to molecular appraisals, the variation between theories rises
significantly. Examples of appraisal variables about which there is still
fair consensus are: goal relevance, goal congruence, certainty, expected-
ness, controllability, and agency. Goal relevance refers to the impact that
a stimulus has on the satisfaction status of a goal.63 Goal in/congruence
indicates whether the stimulus mis/matches and hence frustrates/satis-
fies a goal. Goal relevance determines whether an emotion occurs and
how intense it will be; goal in/congruence determines whether the emo-
tion will be negative/positive. For example, meeting a tiger in the woods
is incongruent with my goal to be safe and has more impact on this goal
than meeting a medium-size dog. Further differentiation within the sets

62 Note that hypotheses about links between appraisal variables and emotions belong to
Step 1 for constituent-only SETs only. For causal SETs, they belong to the
subsequent steps.

63 Walentowska et al. (2016; see also Severo et al., 2017, 2018) distinguished three partially
dissociable meanings of goal relevance: (a) reliability, which is the degree to which a
stimulus informs about the satisfaction/frustration status of a goal, (b) impact, which is
the magnitude of the satisfaction/frustration, and (c) task relevance, which is the degree
to which the stimulus forms an opportunity for the implementation of a behavioral or
task goal. In emotion theory, impact is most important, but this presupposes a suffi-
cient degree of reliability.
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of positive and negative emotions can be obtained by adding the
remaining appraisal variables. For instance, in fear and hope, the stimu-
lus is pending and therefore uncertain, whereas in joy, anger, and sad-
ness, the stimulus has already happened and is thus certain. Before a
student receives her grades, she may be torn between fear and hope. Once
received, good grades make her happy whereas bad grades make her
angry or sad. Un/expectedness is considered as a booster/attenuator of
both positive and negative emotions (Moors et al., 2021; Scherer, 1988).
Unexpected goal in/congruence leads to more intense negative/positive
emotions than expected goal in/congruence. The failing/passing of an
exam leads to more un/happiness when it is unexpected than when it is
expected. The ease/difficulty to control the stimulus (i.e., to turn a goal-
incongruent stimulus into a goal-congruent one) differentiates anger and
fear. Anger occurs when a goal-incongruent stimulus is easy to control;
fear occurs when a goal-incongruent stimulus is difficult to control. As
Ellsworth and Scherer (2003, p. 580) put it, “[i]n the case of an obstructive
event brought about by a conspecific aggressor or predator, the compari-
son between the organism’s estimate of its own power and the agent’s
perceived power is likely to decide between anger and fear and thus
between fight and flight.” Finally, agency refers to whether the stimulus
was caused externally (by others)64 or internally (by oneself ). External
agency contributes to anger about a goal-incongruent stimulus and grati-
tude for a goal-congruent stimulus. Sam will be angry at Sunny if she eats
the last cookie but grateful if she offers it to him. Internal agency contrib-
utes to pride about a goal-congruent stimulus and guilt about a goal-
incongruent stimulus. Sunny will be proud if she offered Sam the last
cookie but feel guilty if she ate it. These effects should be boosted if the
agent caused the goal-in/congruent stimulus on purpose and is therefore
to blame/praise for it. Sam will be more angry at Sunny if she ate the last
cookie on purpose than if she did it by accident.
Hypotheses in appraisal theories show substantial overlap with those

in certain belief-desire theories (e.g., Castelfranchi & Miceli, 2009;
Reisenzein, 2012). The latter theories put the variable of goal in/congru-
ence, or in their terminology, the mis/match between beliefs (about the
actual state) and desires (the desired state or goal) center stage. Other
variables such as certainty and expectedness have been added to increase
the scope of these theories from simple positive/negative emotions to
specific emotions. For instance, un/happiness arises from the mis/match
between a belief and a desire, fear/hope arises when this mis/match is

64 Several theories split external agency into other-agency and circumstances-agency. For
instance, fear can arise from threats caused by others (e.g., an aggressive conspecific) or
impersonal circumstances (e.g., earthquake, illness).

6.2 Constitutive and Mechanistic Explanations 171

https://doi.org/10.1017/9781107588882.010 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.010


uncertain, and disappointment/relief arises when a mis/match
is unexpected.

SETs not only differ in terms of the granularity and the precise content
of the representations resulting from the stimulus evaluation process, but
also in terms of the format of these representations and/or the Attitudes
held towards them (Axis D). Judgmental theories (e.g., Reisenzein, 2009;
Solomon, 1993) take the representations involved in the evaluation pro-
cess to be doxastic representations whereas quasi-judgmental and per-
ceptual theories believe them to be infradoxastic (see Charland, 1997).
Doxastic representations are propositional representations to which the
consumer has an Attitude of belief (i.e., accepting the proposition as true)
and/or an Attitude of desire (i.e., wanting the proposition to come true).
Infradoxastic representations are ones that are in some sense less than
fully-fledged believed/desired propositional representations. Quasi-
judgmentalists propose propositional representations that are not neces-
sarily believed, but merely entertained or construed (e.g., Armon-Jones,
1991; Greenspan, 1988). For instance, to feel fear, one need not firmly
believe that one is in danger, one may also construe or even imagine
being in danger. Perceptualists (e.g., Deonna, 2006; de Sousa, 1987;
Döring, 2007; Johnston, 2001; Roberts, 2013; Tappolet, 2000, 2016; Tye,
2008) propose perceptual representations. To feel fear is not to believe or
entertain the thought that one is in danger but rather (a) to perceive that
one is in danger – according to more liberal strands of perceptualism (e.g.,
Döring, 2007; Roberts, 2013)65 – or (b) to perceive danger – according to
more literal strands of perceptualism (e.g., Tappolet, 2016). The percep-
tion that one is in danger is a propositional representation to which the
consumer takes an Attitude of “appearance of truth” (Döring, 2007,
p. 378; Roberts, 1988). In fear, it appears to be true that one is in danger
even if one does not (yet) assent to its truth. The perception of danger, on
the other hand, is a simple or nominal representation. Simple representa-
tions cannot be evaluated as true or apparently true. One cannot judge
“danger” to be true just as one cannot judge “a tree” to be true.
Nevertheless, some perceptualists argue that the consumer can still take
an Attitude of “presence” towards simple representations. In perceiving
danger, one takes danger to be present (see Tucker, 2013).66

Doxastic and subdoxastic representations are further aligned with spe-
cific types of operations (Axis E) and specific sets of operating conditions

65 The boundary between the quasi-judgmental theories and liberal strands of perceptu-
alism is fluid, and so grouping authors into one or the other category is tricky and must
therefore be taken with a grain of salt. Roberts (2013), for instance, uses the term
“construal” but nevertheless cashes this out in terms of perception.

66 Thanks to Fabrice Teroni for bringing this to my attention.
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(Axis F), in classic dual-system style. Doxastic representations belong to
System 2. They are assumed to be generated by rule-based computation
in a non-automatic way (i.e., under ample operating conditions).
Infradoxastic representations belong to System 1. They are assumed to
be generated by the activation of learned or innate associations between
stimuli and evaluations (e.g., [tiger–danger]) in an automatic way (i.e.,
under poor operating conditions). Perceptual representations, moreover,
are endowed with properties such as modularity, encapsulation, and
cognitive impenetrability (Charland, 1995, 1997; Fodor, 1981; Tappolet,
2010, 2016). The upshot of these characteristics is that perceptions can be
resistant to changes in beliefs. This is exemplified in perceptual illusions.
The perception of a stick that is half-submerged under water as bent is not
altered by the knowledge that the stick is straight. Recalcitrant emotions
are modeled after perceptual illusions. Here too, the perception of oneself
as being in danger is not altered by the knowledge that one is safe.
SETs in philosophy tend to put most of their eggs in one basket in that

they capitalize either on System 2 or on System 1: Judgmental theories
lean more on System 2 whereas quasi-judgmental and perceptual theories
rely more on System 1 (see also Charland, 1997). Appraisal theories in
psychology, on the other hand, embrace both systems. They believe
emotions can be caused either by rule-based computation (System 2) or
by the activation of preset (learned or innate) associations between stim-
uli and evaluations (System 1) (Clore et al., 2005; Frijda, 2007b; Kappas,
2006; Lazarus, 2001, pp. 51–52; Leventhal & Scherer, 1987;67 C. A. Smith &
Kirby, 2000, 2001; E. R. Smith & Neumann, 2005; van Reekum & Scherer,
1997). As appraisal theories have worked out the details of the operations
involved in the two systems, it is worth taking a closer look (see Moors,
2010a, 2010b, 2013a, 2013b, 2014a, 2014b).
At first, stimuli are evaluated on each of the hypothesized appraisal

criteria via rule-based computation, and this results in a pattern of
appraisal values (System 2). Once such a pattern has been computed for
a stimulus, an association between the stimulus representation and the
representation of the pattern is stored in memory so that on subsequent
occasions, the stimulus directly activates this association and reinstates
the pattern, thereby circumventing the more complex process of comput-
ing every appraisal value anew (System 1). Here also, the dichotomy
between operations is aligned with dichotomies between formats of

67 Leventhal and Scherer (1987; van Reekum & Scherer, 1997) have a triple-system model
with a sensorimotor (innate), a schematic (learned), and a conceptual (computation)
layer. The sensorimotor system does not just provide a mechanism for evaluation but
also for the connection between the afferent stimulus representation and the efferent
motor representation ([S–R]). This already belongs to Step 2.

6.2 Constitutive and Mechanistic Explanations 173

https://doi.org/10.1017/9781107588882.010 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.010


representations and operating conditions. Thus, rule-based appraisal
operates on conceptual representations and is non-automatic (System 2)
whereas associative appraisal operates on perceptual representations and
is automatic (System 1). These alignments are not always strict, however,
and small deviations can be noted. For instance, Clore and Ortony (2000,
p. 39) admitted on one occasion that “rule-based reasoning is not neces-
sarily conscious, explicit, or deliberative” but “can be utterly implicit, as
evidenced by the fact that it can be demonstrated even in preverbal infants
(e.g., Kotovsky & Baillargeon, 1994; Needham & Baillargeon, 1993).” C. A.
Smith and Kirby (2000, 2001) noted that associative processes are not
limited to perceptual representations but can also operate on conceptual
ones. Frijda (2007b, p. 108) argued that the separate processing of each
appraisal value requires online pick up or detection (instead of rule-based
computation), but given the sequential nature of this process, it is time-
consuming and therefore non-automatic. Regardless of whether the align-
ments are strict or more liberal, however, the fact remains that theorists
make them on an a priori basis, sometimes propped up by one-sided
evidence. It can be argued, however, that dichotomies are best treated as
orthogonal until proven otherwise (Moors, 2014c; Moors & De Houwer,
2006b). In previous years, this led me to defend an appraisal view, which
left open the possibility that vertically complex (i.e., multiple-input or
constructive) operations (whether rule-based or associative) involved in
appraisal can nevertheless be automatic (Moors, 2010a, 2010b).

Subsequent Steps

Constituent-only SETs equate emotion with the evaluation in Step 1,
either pure or mixed with other components. In the perceptual variant,
for instance, the process of perception is automatic, but the output of this
process is often a conscious perception or perceptual experience. In these
theories, the feeling component is included in, or directly attached to, the
cognitive component, so to speak. It could be argued, however, that as
long as feelings logically follow on the perception process, they count de
facto as a subsequent step. It is further worth noting that constituent-only
theories that do not include any response-related components inside the
emotion sometimes still provide an account of how emotions influence
these components in subsequent steps. The mechanisms they propose for
this transition are similar to those proposed by causal SETs (e.g.,
Tappolet, 2010, 2016).68

68 Tappolet (2010, 2016) suggested that the perceptual evaluation of the stimulus can, but
does not have to, activate an action tendency. While rejecting the idea that evaluative
properties activate concrete action tendencies (called behavioral dispositions), she
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In all causal SETs (i.e., causal-only and causal-constituent SETs), stimu-
lus evaluation is openly considered to be the cause of the other compon-
ents in the broad emotional episode. Appraisal theories have provided
details about the mechanisms involved in this transition. Like network
theories, appraisal theories come in a biological and a non-biological
version (Axis G; see Figure 6.2) (Moors, 2014a, 2014b). The biological
version is an evaluation-evolutionary hybrid, which forms the counter-
part of the evolutionary-evaluation hybrid discussed in Chapter 4. The
two types of hybrid theories mainly differ in the mechanistic step that
they focus on: the former on the appraisal process, the latter on the affect
program. The non-biological version of appraisal theory, on the other
hand, manages without the mediation of affect programs. I discuss both
versions in turn.
Biological version. Biological appraisal theories (e.g. , Arnold, 1960;

Irons, 1879b; Lazarus, 1991; Oatley & Johnson-Laird, 2011; Roseman,
1984, 2011, 2013; a.k.a. Flavor 1 in Moors, 2014a; see Figure 6.2(a))
propose the following mechanism for the transition from Step 1
(appraisal) to the subsequent steps (other components). The pattern of
molecular appraisal values generated in Step 1 is first summarized in a
molar appraisal value. For instance, the pattern goal-relevant, goal-incon-
gruent, and difficult to control is summarized as danger. This summary
appraisal value subsequently activates an innate [S–R] link – an affect
program – framed on an abstract level (e.g., [danger–avoidance]) (Oatley
& Johnson-Laird, 2011; Roseman, 2011). Like in evolutionary theories, the
affect program fixes the emotion’s identity. The tendency to avoid caused
by danger fixes fear, for instance, and the tendency to harm caused by
offense fixes anger. The abstract nature of the [S–R] links grants flexibility
on the input side as well as on the output side. Several concrete stimuli
can be appraised as dangers (e.g., wild animals, climate change) and
several concrete responses can implement avoidance (e.g., flee, hide, avert
gaze). Responses and feelings generated by the [S–R] link are a foregone
conclusion unless they are hindered by a goal-directed regulation process
that targets these components (see Box 7.1). For instance, unfair treatment
by one’s boss may blindly generate the tendency to attack, but the long-
term goal to keep one’s job may prevent the tendency from manifesting
itself in behavior. In addition to their role in emotion regulation, goal-
directed processes are also involved in planning. They help translate

replaced them with abstract action tendencies (called desires), which can be concret-
ized in a later stage to adapt to the specifics of the situation. This is entirely in line with
appraisal theories and evolutionary-evaluation hybrids (see Chapter 4). The existence
of so-called purely contemplative emotions, such as emotions caused by fictional
events (e.g., in a movie), led her to argue that action tendencies are not a must.
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Figure 6.2 Versions of appraisal theories according to Axis G: (a)
biological version = evaluation-evolutionary hybrid version; (b) non-
biological summary version; (c) non-biological elemental version
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abstract action tendencies into concrete ones. If nothing is standing in the
way of attack, the person still needs to decide whether to attack with the
fists or with words. Like in evolutionary theories, the idea that stimulus-
driven processes are responsible for the emotion and goal-directed pro-
cesses are responsible for emotion regulation and planning matches a dual-
system model with a default-interventionist architecture (see Box 2.1).
Non-biological version. Non-biological appraisal theories reject the

idea that an innate affect program mediates between appraisal and the
other components. This variant can itself be split into two sub-versions: a
summary sub-version and an elemental sub-version. In the summary sub-
version (see Figure 6.2(b)), the molecular appraisal pattern is again sum-
marized into a molar appraisal value that determines the ensuing action
tendency. Although in this non-biological version, the action tendency
([R]) is not part of an innate [S–R] link, the hypotheses follow closely on
those put forward by the biological version. Danger is still hypothesized
to lead to the tendency to avoid, for instance. This is presumably based on
the assumption that organisms had the chance to learn that avoidance is
still (even in the present day) the best action one can take when faced with
danger, at least on average, or when there is no information available
about the stimulus other than that it is dangerous. The action tendency, in
turn, is manifested in somatic responses, which prepare and support
overt behavior. Aspects of appraisals, action tendencies, and overt
responses percolate into consciousness where they together form the
content of the feeling component.
Although I am not aware of any appraisal theorist who explicitly

endorses this sub-version, I have seen glimpses of it in the writings of
Arnold (1960) and Lazarus (1991), as if they are not fully committed to the
biological view. It might also be compatible with Frijda and Parrott
(2011), who propose that a number of highly abstract action tendencies,
called “ur-emotions,” figure among other components in the multi-
componential episodes called emotions. Examples of ur-emotions are
the tendency to accept, dominate, be submissive, avoid, and reject. They
are often, but not always, caused by appraisal, and they are manifested in
concrete action tendencies, somatic responses, and behavior. Ur-emotions
are supposed to be innate and universal and to be few in number because
there are only so many ways in which organisms can engage with the
world. The theory differs from the biological version, however, in that the
hard liquor in this theory is not “affect programs,” understood as innate
[S–R] links, but only encompasses the [R] part. This means that, in
principle, it allows for more flexibility between stimuli (as appraised)
and action tendencies. This is reflected in the idea that there is not a
one-to-one relation between ur-emotions and vernacular emotion types.
A single ur-emotion (e.g., the tendency to be submissive) can figure in
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different vernacular emotions (e.g., shame, awe, and admiration) charac-
terized by different eliciting stimuli or appraisals (e.g., failure to live up to
an ego-ideal, grand nature, and an admirable person).

In the elemental sub-version (e.g., Scherer, 2000, 2001a, 2009a, 2009b; a.
k.a. Flavor 2 in Moors, 2014a; see Figure 6.2(c)), finally, each of the
molecular appraisal values directly activates a molecular action tendency
value. To give just a few examples, goal relevance increases the overall
intensity of the action tendency, goal in/congruence activates the direc-
tion of the action tendency (e.g., approach/avoidance), ease/difficulty to
control determines the direction of adaptation that the action tendency
tries to achieve (e.g., stimulus to person, person to stimulus), and
internal/external agency determines the target of the action tendency
(e.g., self/other). Again, hypotheses are chosen based on the action ten-
dency values that seem to best fit the appraisal values on average.69 In
turn, these molecular action tendency values may activate molecular
values of somatic responses, and further downstream, molecular values
of motor responses. As the components take shape, aspects or fragments
of them may ooze into consciousness, where they are integrated in an
emotional experience (i.e., feeling component). This elemental sub-
version differs from the other two versions in that the organism does
not need to determine at any point which emotion is at stake. Instead,
emotion is an emergent phenomenon. The nature of the emotion becomes
apparent when all components have taken on a value. This emotion,
moreover, may remain entirely unlabeled. It may also get labeled, and
this labeling may color the person’s experience, but the labeling process is
not part of the emotion itself, narrowly understood.

It is important to note that proponents of the elemental sub-version
apply two nuances to the strict order of components presented above
(Ellsworth & Scherer, 2003; Frijda, 2007b; Moors & Scherer, 2013; Scherer,
2001a). A first nuance, known as “immediate efference,” entails that early
components (e.g., appraisal) need not be entirely completed before they
can influence later ones (e.g., action tendencies, responses, feelings). As
soon as a single molecular appraisal has been made, it can already have
downstream influences on other components. A second nuance, known
as “recurrence,” entails that changes in later components are fed back to
earlier components. Changes in responses and feelings are fed back to the
appraisal component (either directly or via the stimulus), where
reappraisal occurs. For instance, running away from a goal-incongruent
stimulus that is difficult to control leads to a new stimulus, which is

69 Note that although innate connections between appraisals and action tendencies are
rejected on the molar level, they may not be excluded on the molecular level.
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appraised anew as goal-congruent or easy to control. But the somatic
responses that prepare for running may also lay bare a hitherto unknown
source of energy leading to an appraisal of the stimulus as easier to
control. Feelings may also strengthen appraisals. For instance, fear may
strengthen the appraisal of uncontrollability (Arntz et al., 1995) and anger
may strengthen the appraisal that someone is to blame, or in Frijda’s
(2007b) words, “[a]nger searches [for] a reason, a justification, and a
culprit” (p. 98). Because of recurrence, several cycles may run in parallel,
with appraisal as the cause of every new cycle and the effect of every
previous cycle. The picture that emerges in this way is one of massive
recurrence from the other components back to the appraisal component
in iterative cycles (Cunningham et al., 2013; Cunningham & Zelazo, 2007;
Scherer, 2000).
Immediate efference and recurrence are two features that fit well with

network theories discussed in Chapter 5, and in particular with the DS
framework adopted by Colombetti (2009) and M. D. Lewis (2005). This is
reflected in the fact that some appraisal theorists such as Scherer (2000,
2009a) have also adopted a DS framework. Although this reduces the gap
between these theoretical families substantially, two differences are still
worth pointing out. First, network theories postulate equipotent bidirec-
tional relations among all components whereas appraisal theories postu-
late recurrence in which appraisal is the motor of every new cycle. This
means that in the latter theories, feelings can influence action tendencies
and responses if they first travel again via appraisal. Thus, feelings of fear
of a house spider can themselves be appraised as incongruent with the
goal to appear brave but as difficult to control, and thereby amplify the
tendency to avoid.
A second difference is that Scherer‘s (2000, 2009a) DS application is less

radical than those of Colombetti (2009) and M. D. Lewis (2005). The latter
authors advocate a complete merging of the traditional components
thereby losing any anatomical and functional separation between them.
Scherer (2000, 2009a), by contrast, sides with the view (described at the
end of Chapter 5) that a DS approach that acknowledges massive recur-
rence is not incompatible with a classic approach that analyzes a single
cycle (see also D. Evans, 2008).
Like network theories, elemental appraisal theories can be aligned with

the psychometric network (PN) model also mentioned in Chapter 5. In
that chapter, the PN model was contrasted with the latent variable (LV)
model that undergirds evolutionary theories (see Coan, 2010; Coan &
Gonzalez, 2015; J. Lange et al., 2020). In a recent paper, J. Lange et al.
(2020) further specified that evolutionary theories fit with a reflective
latent variable (RLV) model, which assumes that the emotion (latent
variable, which should ultimately be replaced by a unique brain
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mechanism) is the common cause of (i.e., is reflected in) all other com-
ponents. The RLV model predicts strong covariation among the compon-
ents. The authors contrasted this model with a formative latent variable
(FLV) model, which assumes that emotion is not the cause of all compon-
ents but rather an emergent entity resulting from the components. In
weak emergence, emotion is the sum of the components; in strong emer-
gence, emotion is more than the sum of the components, that is, new
qualities arise that were not present in the components as such. In the
FLV model, the components need not covary. In fact, the FLV model fits
best with mixed constituent-only SETs, which hold that emotions have
components without specifying the relations among the components
(e.g., Castelfranchi & Miceli, 2009). This is in sharp contrast with the
massive interactions among components that are postulated in the PN
model adopted in network theories and elemental appraisal theories.
Nevertheless in the PN model, the emotion is still identified with the
Gestalt emerging from these interactions.

6.3 Scientific Definitions

6.3.1 Intensional Definition

6.3.1.1 Criteria for Demarcation
The constitutive and mechanistic explanations proposed in SETs yield the
following criteria for demarcating the set of emotions from other sets. The
criteria are considered to be necessary by some (as per a classic inten-
sional definition) but only typical by others (as per a cluster-type defin-
ition). SETs take stimulus evaluation to be a central component of the
broad emotional episode. This is the first criterion, which I call the
“stimulus evaluation” criterion. In constituent-only SETs, this evaluation
is also a central component of the emotion narrowly understood, either
alone (in the pure version) or together with other components (in the
mixed version). In causal-only SETs, stimulus evaluation is separate from,
but a cause of, the emotion. In constituent-causal SETs, evaluation is both
a component and a cause of the other components in the emotion.

The stimulus evaluation criterion, however, is not in itself sufficient to
demarcate emotional from non-emotional episodes. The operation of a
stimulus evaluation process is not unique to emotion. Individuals are
constantly scanning their environment for challenges and opportunities.
Only when the output of this evaluation process has a particular content
does an episode qualify as emotional. This is the second criterion, which
I call the “content” criterion. In purely molar SETs, stimulus evaluation
results in the representation of an evaluative property such as danger,
offense, or loss. Here, the “content” criterion takes the form of an
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“evaluative property” criterion. In molecular SETs, on the other hand, an
episode is emotional if it is evaluated as relevant to a goal with a suffi-
ciently high value. This is expressed in Frijda’s (2007b, p. 351) law of
concern, which articulates the idea that emotions are goal relevance
detectors (see also Frijda, 1986, 1994; Lazarus, 1991; Moors, 2007, 2009;
Oatley & Johnson-Laird, 1987; Ortony et al., 1988; Reisenzein, 2009;
Roberts, 1988; Roseman, 1984; Scherer, 1994a; C. A. Smith & Lazarus,
1993).70 Here, the “content” criterion takes the shape of a “goal relevance”
criterion. It could be argued that goal relevance is inseparable from goal
congruence given that a stimulus cannot be relevant for a goal without
being congruent or incongruent with it. Thus, the goal relevance criterion
may be said to conceal a “goal congruence” criterion.71

Judgmental, quasi-judgmental, and perceptual theories are also bound
to a third criterion, called the “system” criterion, covering formats and
Attitudes, operations, and operating conditions. In judgmental theories,
representations of evaluative properties are doxastic and generated by
non-automatic rule-based operations (System 2), whereas in quasi-
judgmental and perceptual theories, they are subdoxastic and generated
by automatic associative operations (System 1). This restriction does not
apply to appraisal theories because they embrace multiple systems.
A fourth criterion for demarcation is only present for theories that

include subsequent steps beyond the first step of stimulus evaluation
(i.e., all causal SETs). While the stimulus evaluation process (independent
of its content) is considered to be a general-purpose mechanism, the [S–R]
link that subserves the transition from the stimulus evaluation to the
action tendency is instead a special-purpose mechanism. The connection

70 Although all appraisal theorists believe that goal relevance is a central appraisal, not all
consider it to be strictly necessary for all emotions. In Scherer’s (1984) theory, emotions
can already result from appraisals of novelty (e.g., surprise) or intrinsic valence (e.g.,
distress) (but see Lazarus, 1991, pp. 146–147). Reisenzein (2012), a causal belief-desire
theorist, also leaves room for epistemic emotions (e.g., surprise), which result from
matches and mismatches with expectations instead of goals. This is also in line with
predictive processing accounts of affect (e.g., Van de Cruys, 2017; see Moors et al.,
2021). Berkowitz and Harmon-Jones (2004), who are self-declared critics of appraisal
theory, propose that negative intrinsic valence (e.g., pain) is sufficient for anger and
that neither goal incongruence, external agency, nor blame are necessary.

71 Other criteria for demarcation proposed by appraisal theorists are the control prece-
dence of the action tendency (Frijda, 1986) and synchronization among the various
components (Scherer, 2000). I listed both properties in the working definition of
emotion. As such, I treat them as part of the explanandum rather than as part of the
explanans. I believe the “goal relevance” criterion goes a long way in accounting for
control precedence and synchronization. Stimuli appraised as more goal-relevant may
elicit action tendencies with more control precedence and lead to a higher level of
synchronization among all components (Moors, 2017a).
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between danger and the tendency to avoid, for instance, is specific to the
emotion of fear. This criterion can be called the “[S–R]” criterion.

Finally, all theories that include other components in the emotion –

either in addition to or instead of stimulus evaluation – dispose of a fifth
criterion, namely the “component” criterion. In the next section,
I examine how these five criteria fare in accounting for the desiderata
from the working definition.

6.3.1.2 Adequacy

-
The stimulus evaluation criterion was specifically devised to take care of
the world-directed Intentionality of emotions. Stimulus evaluation pro-
cesses generate the formal objects of emotions, whether these come in
molar (e.g., danger for fear, offense for anger, loss for sadness) or molecu-
lar form (i.e., specific appraisal patterns for specific emotions). In this
respect, SETs outperform any of the other (non-hybrid) theories discussed
in the previous chapters.

We saw that in purely molar SETs, the content criterion takes the form
of an evaluative property criterion. By treating evaluative properties as
the formal objects of emotions, these theories are able to make sense of
theoretically irrational emotions. An emotion is inaccurate if its particular
object does not represent or instantiate the right formal object, as when a
person fears a bug that is not dangerous, or is angry about a blue joke that
is not offensive (Kenny, 1963). As mentioned in Chapter 2, theoretical
irrationality can trickle down to practical irrationality. Fearing a harmless
bug (i.e., inaccurate) may lead to avoidance that is unnecessary and can
even be costly, say, if it prevents a person from going outside (i.e.,
maladaptive). As also mentioned in that chapter, however, not all cases
of practical irrationality can be explained via theoretical irrationality.
Examples mentioned were costly aggression (e.g., Sanfey et al., 2003)
and arational actions (e.g., Hursthouse, 1991). I return to this issue below.

In molecular theories, the content criterion takes the shape of a goal-
relevance criterion. This criterion can account for the intensity of emo-
tions. Stimuli with a higher impact on a goal elicit stronger emotions. It
can also account for control precedence. The higher the impact on one
goal, the more likely this goal will be to take over the show. Note that
Frijda (1986, 2007b) supplemented the goal-relevance criterion with an
urgency criterion (based on an appraisal variable of urgency). This criter-
ion can probably account for other aspects of the quantitative profile of
emotions such as their quick onset and steep rise in intensity.

While goal relevance and urgency take care of the quantitative aspect
of the heat of emotions, the qualitative aspect of heat, namely valence, is
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covered by the appraisal of goal congruence, which I presented as insep-
arable from goal relevance. Goal-in/congruent stimuli yield negative/
positive valence (see e.g., Moors et al., 2021).72

Judgmental theories portray emotions as judgments, which are doxastic
representations. This proposal has encountered a long list of objections.
The first complaint is that judgments do a poor job in accounting for
the continuity across developmental stages and species. Newborns and
non-human animals, who lack the capacity to form propositions and to
assent to their truth, would be exempted from having emotions. A second
objection is that judgments are overintellectual. They lack bodily stirrings
and intensity, which is why they cannot do justice to the phenomenology of
emotions. One can judge a stimulus, say, climate change, to be dangerous,
without experiencing a single bout of fear. A third, related objection is that
judgments do not explain how emotions motivate to action. Again, the mere
apprehension of the danger of climate change may not suffice to mobilize
people into pro-environmental actions. A fourth objection is that judgmen-
tal theories have difficulty accounting for recalcitrant emotions, a particular
type of theoretically irrational emotions that exist or persist despite our
better knowledge. To make sense of these emotions, these theories would
have to argue that contradictory judgments can coexist, say, that a house
spider is both dangerous and not dangerous (Nussbaum, 2001). Although it
is possible that people simply tolerate ambiguity (Tymula et al., 2012), they
may also deceive themselves, which involves suppressing one belief at the
expense of another (see Griffiths & Scarantino, 2005). Many philosophers
consider these solutions to be unsatisfactory, however.
Quasi-judgmental theories circumvent this problem, for it does not

seem anomalous to believe one thing (e.g., that the spider is not danger-
ous) and to construe another (e.g., that the spider is dangerous). But
quasi-judgmental theories are still not able to explain ontogenetic and
phylogenetic continuity and they fare even worse than judgmental theor-
ies regarding some of the other desiderata. If emotions are mere constru-
als, they lose part of their connection with the world, and in the wake of
this, their assessability in terms of accuracy (Tappolet, 2016). Emotions
can be false but construals cannot. We can judge a person’s fear of a house
spider to be absurd, but not a person’s casual construal of a spider as
dangerous. As mere construals, emotions also lose their connection with
action. “If you construe a cloud as a horse, you are not likely to be
tempted to ride on it” (Tappolet, 2016, p. 15; but see Bayne &
Hattiangadi, 2013; Ichino, 2019; Velleman, 2000).

72 Note that for all theories that consider molar values to be summaries of molecular
values (i.e., an identity relation), all desiderata fulfilled by molar values should also be
fulfilled by the corresponding molecular values and vice versa.
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Perceptual theories were designed to preserve the benefits of judgmen-
tal theories while solving their problems. They do so by replacing the
conceptual representations of the previous theories with perceptual ones,
and by adopting other properties of System 1, such as automaticity,
associative operations, and modularity. This results in the following four
selling points. First, perceptual representations guarantee Intentionality in
the world-directed sense. Second, the rich, salient phenomenology of con-
scious perception goes unquestioned: There is something it is like to have a
perception. Third, because these representations are not conceptual and
hence do not require the possession of concepts, emotions are also within
the reach of infants and non-human animals. Finally, perceptual theories
can make sense of recalcitrant emotions without losing the connection with
accuracy and motivation. There is no incompatibility between seeing a
house spider as dangerous and not believing it for a fact. This is analogous
to visual illusions such as seeing that a stick held in water is bent when
knowing that it is not. Seeing a house spider as dangerous can be judged to
be wrong in the same way that seeing a stick as being bent can (but see
Dokic & Lemaire, 2013; Helm, 2015). In addition, the compelling nature of
perceptions can urge us to act, although this is by no means obligatory.
Seeing a spider as dangerous may be enough to avoid touching it. The idea
that action is not a necessary consequence of perception is underscored by
the existence of purely contemplative emotions, such as emotions caused
by fictional events, which remain behaviorally inert. The perception of the
shark in the film Jaws as dangerous does not make us run out of the movie
theater (Tappolet, 2010, 2016).

Despite the rosy picture of perceptual theories sketched so far, several
objections have been raised (see Brady, 2007; Deonna & Teroni, 2012;
Helm, 2001, 2015; Dokic & Lemaire, 2013; Salmela, 2011). I will highlight
just a few. First of all, a number of disanalogies between normal percep-
tions and emotions have been noted such as that (a) normal perception is
equipped with specific sensory channels whereas there are no sense
organs for emotions; (b) normal perception has direct access to the world
whereas emotion requires the intermediary step of non-affective percep-
tion (to perceive a spider as dangerous one has to first perceive the spider
as a spider); and (c) the phenomenology of normal perception may be
salient and rich, but it lacks the characteristic heat of emotions related to
valence and bodily intensity (Deonna & Teroni, 2012). In response to
these allegations, some perceptualists have argued that a less than perfect
analogy does not discredit perceptual theories but only forces them to
draw the analogy as more liberal than literal (Döring & Lutz, 2015). Other
perceptualists have replied that some disanalogies are overrated. For
instance, not all normal perception requires a dedicated sensory channel,
as is illustrated by proprioception and time perception (Tappolet, 2016).
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Appraisal theories in psychology are dual-system theories. This enables
them to account for the same desiderata as judgmental and perceptual
theories, while being unhindered by restrictions of a single System 2 or a
single System 1. Moreover, appraisal theories do not see any harm in
assuming that abstract appraisals can be automatic. They make this
palatable by suggesting that abstract content does not have to take a
verbal format and that learned or even innate stimulus–appraisal links
can be activated via an associative operation. It deserves mention that
some judgmental theorists have also gone down this road (e.g.,
Nussbaum, 2004; Solomon, 1993).
Zooming out, the birth of quasi-judgmental theories and perceptual

theories reflects an alternate-components strategy (see Chapter 2) in which
the cognitive component is reshaped from a judgment to a quasi-judgment
or a perception. Appraisal theories, and the judgmental theories that have
followed their trail, have been accused of using an elastic strategy, stretch-
ing the notion of appraisal or judgment to the point where it snaps (e.g.,
Scarantino, 2010; Scarantino & de Sousa, 2018). As I have argued else-
where, however, appraisal is defined in terms of the types of information
that it handles (which is not overinclusive) so that narrow commitments
about format, operations, or operating conditions are not required (see
Moors, 2013b). This solution may not fly for judgments, however.
Several appraisal theories and judgmental theories have also adopted

an add-on strategy, which has turned them into mixed or multi-
componential SETs. By planting components inside the emotion along-
side stimulus evaluation, these theories have been able to account for some
of the desiderata that pure judgmental theories could not. Indeed, SETs
that include response and feeling components in the emotion can account
for the bodily and phenomenal aspects of emotion, respectively. Theories
that include action tendencies, moreover, can also account for the self-
directed Intentionality of emotion and its motivating role in action. Note
that the add-on strategy brings on board the component criterion.
The [S–R] criterion, finally, states that the transition from stimulus

evaluation to action tendency happens via an innate [S–R] link or a
learned equivalent of such a link. This criterion is available to causal-
only and constituent-causal SETs (but seems to be also endorsed by
constituent-only SETs, who take such links to be responsible for the
influence of emotion on behavior; e.g., Tappolet, 2016). If the [S–R] links
are innate, they fulfill the desiderata of ontogenetic and phylogenetic
continuity. Both innate and learned [S–R] links, moreover, contribute to
the automaticity of emotions.
Above all, the fact that [S–R] links are stimulus-driven processes that

do not take current behavioral outcomes into account explains why
emotions are practically irrational in the process-sense. In fact, it is the
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[S–R] criterion in SETs (and all theories discussed until now) that
accounts for cases of practically irrational emotions that are not theoretic-
ally irrational, such as those marked by costly aggression and arational
actions. The reason why costly aggression and slamming the door out of
anger are practically irrational is that they are caused by a stimulus-
driven process that is blind to the consequences of these behaviors.

As always, practical irrationality in the process-sense has to be distin-
guished from practical irrationality in the output-sense. Any [S–R] link
can still yield adaptive behavior, by accident, if the pre-given behavior
happens to be also the most optimal one in the given circumstances. Thus,
fleeing is adaptive for the threat posed by a fast-approaching car but not
for the threat posed by a lack of time to catch one’s flight. Similarly,
fighting an opponent who is easy to control is adaptive if control is best
exerted by fighting, such as when the opponent is weaker and there is no
way to escape. However, it is maladaptive if control is best exerted by
fleeing, such as when the opponent is stronger and escape is the only
option. Ellsworth (2013, p. 127) argued that “[a]ppraisal theories can get
us to the right branch of the emotional tree, but not to the right twig; to
the neighborhood, but not to the street address.” Appraisal tells you
whether to avoid or to attack but not which concrete behaviors you
should select to reach these abstract aims. This requires an additional
goal-directed planning process that is highly sensitive to the specifics of
the context. However, as the examples cited above suggest, appraisal can
also get us to the wrong branch or the wrong neighborhood. If the threat
of missing a flight first leads to the tendency to avoid, it does steer us to
the wrong neighborhood.


The criteria of stimulus evaluation, evaluative property, and system
endorsed by purely molar theories do not seem to generate unity within
the set of emotions. Each emotion is characterized by a different evalu-
ative property. Thus, generalizations cannot be made from one emotion
to the next, or at least not more easily than from one emotion to a non-
emotional evaluative phenomenon. Discoveries about fear (an emotion
characterized by the evaluative property of danger) do not generalize
more to sadness (an emotion characterized by the evaluative property of
loss) than to trust (a non-emotional phenomenon characterized by the
evaluative property of honesty). Adding system restrictions, such as the
restriction in perceptual theories that the evaluative properties have to be
generated by System 1, does not alleviate this problem.

Replacing the evaluative property criterion by the goal relevance cri-
terion endorsed by molecular theories seems to make some progress in
this regard in the sense that goal relevance is supposed to characterize all
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(or most) emotions. But how fruitful is it really to group episodes in
which stimuli are appraised as goal relevant? A first thing to note is that
goal relevance is a gradual notion that does not provide a sharp dividing
line between emotional and non-emotional episodes. One might argue
that fruitfulness is still possible in the weaker sense of allowing the
classification of episodes as more or less emotional. A second worry is
that the specific content of representations, here goal relevance, is not
deep enough for grounding a scientific set. I am inclined to argue that the
abstract content of a representation is deep enough for this, but not the
concrete content of a representation. To clarify, it probably matters for
future predictions whether we are dealing with stimulus or response
representations, but perhaps not whether the content of a stimulus repre-
sentation is an apple or a cherry. Just as it is plausible to assume that
similar law-like regularities apply to thoughts of apples and cherries, it is
plausible to assume that similar law-like regularities apply to evaluations
of stimuli as more or less goal relevant. The action tendencies flowing
from both types of evaluations may differ in intensity and control
precedence, and in the extent to which they mobilize all organismic
subsystems, but they may not differ in quality. In sum, the goal relevance
criterion may provide a good approximation of how laypeople would
rank episodes from more to less emotional, but it may not buy the set of
emotions scientific status.
What about the [S–R] criterion? Adding this criterion helps to demar-

cate emotions from non-emotional phenomena that rely on goal-directed
processes such as emotion regulation and instrumental behavior. But it
does not allow us to demarcate them from non-emotional phenomena
that are also supposed to be subserved by [S–R] links such as mundane
instincts or reflexes and habits. In these cases, combining the [S–R] criter-
ion with the criteria of stimulus evaluation and goal relevance may bring
some relief as it could be argued that reflexes and habits are triggered by
purely perceptual stimulus features that are not evaluated in terms of
their goal relevance. For instance, the eyeblink reflex is triggered by an air
puff and the habit of getting out of bed by the ringing of the alarm clock
(but for a different view, see Moors et al., 2017; Moors & Boddez, 2017;
see also Kruglanski & Szumowska, 2020; Chapter 7).

6.3.2 Divisio Definition

6.3.2.1 Criteria for Partitioning
Purely molar SETs favor a discrete view. Each evaluative property or
molar appraisal value accords with one specific emotion type: danger
with fear, offense with anger, loss with sadness, and so on. Purely
molecular SETs, namely elemental appraisal theories, champion a
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dimensional view instead. In these theories, each molecular appraisal
value has a separate downstream influence on the remaining compon-
ents. The sum of changes in all components determines the quality and
intensity of the emergent emotion. Add to this the fact that most appraisal
variables are dimensional (i.e., stimuli are evaluated as more or less goal
relevant, more or less goal congruent, more or less certain, more or less
expected, and more or less controllable) and it is not difficult to see that
this results in an infinite number of emotions. These are most easily
organized in a multidimensional space in which the dimensions accord
with appraisal variables and in which no emotion is more basic or
fundamental than any other. Molar-molecular SETs, finally, although in
principle compatible with both views, seem to favor a discrete view.
Indeed, the molecular appraisals in biological appraisal theories, for
instance, culminate in molar appraisals that fix discrete emotions.

SETs naturally account for individual and group differences (Roseman,
2011; Roseman & Smith, 2001; C. A. Smith & Pope, 1992). The lack of one-
to-one relations between specific stimuli and specific emotions is
explained by stating that the same stimulus is evaluated in different ways
by different individuals and by the same individual on different occa-
sions. In appraisal theories, inter-individual differences in evaluations are
explained by stable person factors (i.e., traits, determined by learning and
genetic predispositions). People differ in the goals they value, the expect-
ations and control they have, and the attributions they make (Scherer &
Brosch, 2009). Intra-individual differences in evaluations, on the other
hand, are explained by context factors that influence variable person
factors (i.e., states). A single person may vary in the goals she values,
the expectations and control she has, and the causal attributions she
makes across contexts.

Biological appraisal theories have long claimed that while the relation
between stimuli and emotions is variable (because it is mediated by
appraisal, which is influenced by person factors), the relation between
appraisals and emotions is fixed (Roseman & Smith, 2001; Siemer et al.,
2007): The same appraisals cause the same emotions; different appraisals
cause different emotions. This fixity hypothesis cannot be maintained by
elemental appraisal theories, however, at least not if they accept the
plausible option that person factors not only influence appraisals but
can also have a direct (non-appraisal-mediated) influence on the other
components. For example, people may have different thresholds for the
translation of particular action tendencies into overt actions, the firing of
certain facial muscles, and the discharge of certain physiological
responses (Frijda, 2009; Kuppens, 2013; Kuppens et al., 2007). This will
translate in different thresholds for the feelings that feed on these com-
ponents. It will also influence the quality of the emotion as a whole,
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understood as the emergent sum of all the components. It is not clear,
however, whether all elemental appraisal theorists are ready to throw the
fixity hypothesis completely overboard. Scherer and Ellsworth (2013), for
instance, accepted a radical form of flexibility except on one count: They
insisted on keeping a fixed link between appraisals and feelings. In their
words: “although we allow for enormous variability in appraisals and in
emotions, we do not allow the possibility that the exact same combination
of appraisals can produce different feelings in different people or circum-
stances. If that were the case we might as well pack up and go home”
(p. 191).
It should be clear that appraisal theories are openly interactionist (see

Chapter 2). Appraisals reflect the way in which the world relates to the
mind. Several judgmental and perceptual theories in philosophy, on the
other hand, are more externalist. They seem stuck on the idea that
evaluative properties are to be found in the world, thereby minimizing
their subjective character. “People tend to feel happy when they are
showered with attention, tend to experience fear when they are attacked
from every direction, experience grief when dear ones die” (Deonna,
2006, p. 36). The externalist inclination of these theories is underscored
by their concern for the theoretical rationality of emotions. People may
differ in the emotions they have when facing the same events, but not
each of these emotions is equally accurate. The externalist position has not
gone uncriticized, however, even within philosophical ranks (Döring &
Lutz, 2015; Lemaire, 2012, 2014; Lépine, 2016; Salmela, 2011).

6.3.2.2 Adequacy

-  
SETs with a discrete view are designed to vindicate vernacular emotion
types. To this end, they postulate that each vernacular emotion has its
own unique evaluative property (in purely molar SETs) or appraisal
pattern (in molar-molecular SETs). This enables them to meet the
apparent-similarity meta-criterion and at the same time to guarantee
homogeneity within each emotion subset, preparing the grounds for
fruitfulness. But the proof of the pudding is in the eating. It is up to
empirical research to establish whether the hypothesized evaluative
properties and appraisal patterns do indeed produce discrete emotions
(see Section 6.4).
SETs with a dimensional view are skeptical about the scientific status of

vernacular emotion types (see Moors, 2017a). They argue that molecular
appraisal values combine into an infinite galaxy of emotions in which no
star shines brighter than any other. Nevertheless, the question can be
asked how the latter theories explain that some emotion types do carry a
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label in natural language while others do not. Scherer (1984, 1994b,
2001a), for instance, suggested that the emotions that fit best with the
prototypical profiles of vernacular emotions may be more frequent than
others, and called them “modal” emotions. In DS terminology, these
modal emotions correspond to attractor pools in a multidimensional
space. Frequency of occurrence adds contours to this space even if it does
not count as a criterion for basicness. In contrast, Russell and Barrett
(1999; Russell, 2005) suggested that prototypical profiles are not more
frequent but rather more conspicuous and therefore more easily recog-
nized and labeled (see Chapter 8). Barrett (2017a, 2017b; Hoemann et al.,
2019) later argued that prototypical emotions are mere abstractions that
need not even exist in nature. Putting aside the issue of modal emotions,
the fruitfulness of partitioning the set of emotions with the help of
appraisal dimensions hinges on whether the chosen dimensions do
indeed cover the variety in emotions. This is again an empirical question.

6.4 Validation

I discuss five lines of empirical research that have addressed the hypoth-
eses of SETs, and in particular those of appraisal theories.

(1) A first line of research examines the hypothesis of early appraisal
theories (Lazarus, 1991; see Moors, 2013b) that appraisal is a necessary
cause of emotions. Demonstrating that something is a necessary cause for
an effect is not a realistic aim of research.73 The best one can do is
maintain that it is a necessary cause until proven otherwise. Several
researchers have in fact tried to prove otherwise. The empirical argu-
ments against the necessity of appraisal for emotion are collectively
referred to as evidence for the “affective primacy” hypothesis, which is
contrasted with the “cognitive primacy” hypothesis. However, not all of
these arguments have been welcomed as convincing or relevant. A few
examples are illuminating (for extensive discussions see the debate
between Lazarus, 1982, 1984, 1991, 1999, and Zajonc, 1980, 1984; and
later reviews by Clore & Ketelaar, 1997; Clore et al., 2005; Lähteenmäki
et al., 2015; Leventhal & Scherer, 1987; Moors, 2007; Storbeck & Clore,
2007; Storbeck et al., 2006).

73 If a cause is understood as an Insufficient but Necessary part of a set of conditions that
are together Unnecessary but Sufficient to produce the effect (i.e., INUS condition;
Mackie, 1974), then demonstrating that appraisal is not only a cause but a necessary
cause of emotion would require examining all possible sets of conditions-that-are-
together-sufficient-for-emotion and showing that appraisal is a necessary condition in
each of these sets (see Moors 2013b).

190 Stimulus Evaluation Theories

https://doi.org/10.1017/9781107588882.010 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.010


A first piece of evidence for affective primacy relies on behavioral
methods. Kunst-Wilson and Zajonc (1980) found that mere exposure to
stimuli that are not consciously perceived led to an increase in liking of
those stimuli. The authors took this result as evidence for affect (under-
stood as an incipient form of emotion) without cognition. Appraisal
theorists, on the other hand, took it as evidence for unconscious
appraisal (i.e., an evaluative type of cognition) without conscious iden-
tification (i.e., a non-evaluative type of cognition). S. T. Murphy and
Zajonc (1993) further showed that the valence of prime stimuli influ-
enced the evaluation of subsequent neutral target stimuli when primes
were presented subliminally but not supraliminally whereas non-
valenced features of the prime stimuli such as size, symmetry, and
gender influenced the judgment of the target stimuli (in terms of these
features) only when the primes were presented supraliminally but not
subliminally. The authors took this result as evidence that affect pre-
cedes cognition. Appraisal theorists, on the other hand, took it as evi-
dence that appraisal (i.e., an evaluative type of cognition) precedes the
processing of non-valenced features (i.e., non-evaluative types of
cognition).
A series of recent studies also called the effects themselves into ques-

tion. Lähteenmäki et al. (2015) found evidence that the semantic categor-
ization of valenced stimuli (animals, facial expressions) (i.e., a non-
evaluative type of cognition) preceded their affective categorization (i.e.,
an evaluative type of cognition) (see also Storbeck & Clore, 2007). But
whether or not appraisal is preceded by non-evaluative types of cognition
is in fact not relevant for appraisal theories. Their claim is that appraisal
precedes emotion, not that non-evaluative cognition precedes appraisal
or emotion.
Another piece of evidence for affective primacy, already discussed in

Chapter 5, is evidence that physical stimuli can directly cause emotions.
This research aims to show that people experience emotions when taking
drugs (de Montigny, 1989), when putting on a happy or sad face (Strack
et al., 1988; but see Wagenmakers et al., 2016), and when engaging in
coarse behavior (Cacioppo et al., 1993). Leaving the empirical status of
some of this evidence to the side, evidence that physical stimuli can
influence emotions is not in itself evidence that this influence is direct
rather than mediated by appraisal (Arnold, 1960, p. 111; Clore &
Centerbar, 2004; Clore et al., 2005; Moors, 2007).
A further piece of evidence for affective primacy relies on neuroana-

tomical methods. LeDoux et al. (1989) famously demonstrated that when
the visual cortex of rats was lesioned, learning that a light predicted a
shock remained intact, as they still showed fear-related behaviors to the
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light. This was taken as evidence for the existence of a fast route of
activation from the hypothalamus to the amygdala, which is separate
from a slow route of activation from the hypothalamus to the amygdala
mediated by the cortex (LeDoux, 1996). Based on the assumption that the
amygdala is the center of fear and the cortex is charged with cognitive
processing, numerous theorists have interpreted this finding as the ultim-
ate piece of evidence that emotion can be elicited without cognition.
Again, appraisal theorists have argued that the amygdala can be con-
sidered as the locus of a primitive form of appraisal (Scherer, 1993a,
p. 12), a possibility that was also contemplated by LeDoux (1989,
p. 271). In addition, Storbeck et al. (2006) made the sobering observation
that evidence for the fast route was obtained only when the conditioned
stimuli required only a minimal amount of sensory preprocessing such as
light vs. dark environments. Most stimuli that elicit emotions in humans
and other animals are parasitic on more extensive semantic preprocessing
and hence travel via the slow route. This was supported by the lack of
evidence for a functionally independent fast route even in primates
(Pessoa & Adolphs, 2010).

A final piece of evidence for emotions without appraisal is evidence
that direct brain stimulation in the absence of an eliciting stimulus can
trigger emotional responses and feelings (see reviews by Izard, 2007;
Panksepp, 2007; but see Barrett, Lindquist, Bliss-Moreau, et al., 2007).
Such evidence (if it were to exist) would indeed qualify as evidence for
emotions that are not caused by appraisal, but it would not falsify the
mechanism for emotion causation put forward by appraisal theories.
Appraisal is considered to be a first step in the causal chain from stimulus
to emotion, which is itself followed by the further step of the activation of
an innate or learned [S–R] link (or set of those links). Appraisal can thus
be considered as the remote cause of emotion and activation of the [S–R]
as the proximal cause. If brain stimulation directly activates the proximal
cause, this would not invalidate the claim that in normal circumstances
the remote cause is necessary to activate the proximal cause.
Nevertheless, arguments like this have persuaded some appraisal theor-
ists that appraisal may not be a necessary but only a typical cause of
emotions.

(2) A second line of research examines appraisal theories’ hypothesis that
appraisal can be automatic (Arnold, 1960; Lazarus, 2001; Oatley &
Johnson-Laird, 1987). The automatic nature of appraisal is a precondition
for maintaining that appraisal is a necessary or typical cause of emotions
given that many of our emotions arise automatically. Research on the
automaticity of appraisal branches out in two paths (Moors, 2010b).
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A first path systematically examines the extent to which individual
appraisal variables can be processed automatically. Such evidence has
been obtained for the molecular appraisals of goal relevance (Mogg et al.,
1995; Vogt et al., 2013; J. M. G. Williams et al., 1996), positive/negative
valence (Fazio et al., 1986; Hermans et al., 2003), goal in/congruence
(Moors & De Houwer, 2001; Moors et al., 2005), un/expectedness and
novelty/familiarity (Berns et al., 1997; Gati & Ben-Shakhar, 1990; Oakes &
Turner, 1986), dominance/submissiveness (which is closely related to
difficulty/ease of control) (Moors & De Houwer, 2005), and agency or
blame (Dik & Aarts, 2007; Hafri & Firestone, 2021; Hassin et al., 2005;
Scholl & Tremoulet, 2000). Other researchers have tried to show that
negativity (Cacioppo et al., 1999) or the molar appraisal of threat or
danger (Öhman & Mineka, 2001; Wentura et al., 2000) have priority in
the processing sequence.
A second path centers on the question of what level of vertical

complexity can be handled under conditions of automaticity (Moors,
2010a, 2010b; see Chapter 1). Prior research suggested that appraisal
can only be automatic if it is based on preset (innate or learned) evalu-
ations, which require only the stimulus as input (i.e., single-input process)
(Duckworth et al., 2002; see also Frijda, 2007b). Later research challenged
this idea by showing that the processing of goal in/congruence, based on
the online comparison between stimuli and goals (i.e., multiple-input
process), can also be automatic (Moors et al., 2004). This finding dovetails
with evidence for the malleability of automatic stimulus evaluation (Blair,
2002) as well as evidence that positive/negative evaluation only occurs
for stimuli that are goal-relevant (Spruyt et al., 2018; Storbeck &
Robinson, 2004; Winkielman et al., 2005, p. 132; see also Charland, 2005a).

(3) A third line of research tests hypotheses about the influence of
appraisal on emotions or components. A first approach that fits best with
appraisal theories with a discrete view examines the influence
of appraisal on discrete emotions. A second approach that fits best with
appraisal theories with a dimensional view examines the influence of
appraisal on other emotional components, without linking these back to
discrete emotions. The first approach faces a problem that was also
mentioned in the context of the evolutionary theory: that research on
distinctness collapses with research on concordance. To examine whether
specific appraisals cause specific emotions, one should manipulate
appraisals and measure emotions. Manipulating appraisals is relatively
easy (even if it has to happen in an indirect way). Measuring emotions is
more difficult, however, because it can only be done by measuring one or
more emotional components. Eventually then, the first approach

6.4 Validation 193

https://doi.org/10.1017/9781107588882.010 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.010


collapses with the second approach in that researchers have no choice but
to study the influence of appraisal on other components. Take a typical
study in the first approach in which participants are asked to recall
instances of emotions and to rate these in terms of appraisal variables
(Scherer, 1993b; Scherer & Meuleman, 2013; C. A. Smith & Ellsworth,
1985). As emotion words coincide with feeling words, this research could
also be framed as research studying the relation between appraisal and
the feeling component, which would fit in the second approach. The
second approach also studies the relation between appraisals and (a)
action tendencies or coarse behavior (e.g., Frijda et al., 1989), (b) somatic
responses (Kreibig, 2010; Kreibig et al., 2012; Pecchinenda, 2001), and (c)
subtle behavior in the facial channel (Mehu & Scherer, 2015; Scherer &
Ellgring, 2007; Scherer et al., 2017, 2018), the vocal channel (Goudbeek &
Scherer, 2010; Johnstone et al., 2001, 2005; Laukka & Elfenbein, 2012), and
the gestural channel (Dael et al., 2013) (see review by Scherer & Moors,
2019). I illustrate the second approach by considering two appraisal
hypotheses in more detail.

A first hypothesis concerns the influence of appraisal on feelings: Goal-
incongruent stimuli that are easy/difficult to control lead to feelings of anger/fear
(e.g., Ellsworth & Scherer, 2003). In some studies, participants receive the
instruction to remember or imagine a goal-incongruent situation that
was easy/difficult to control and to rate the extent to which they experi-
enced anger/fear. In other studies, participants are instructed to remem-
ber an episode in which they felt anger/fear and to rate the extent to
which they appraised the stimulus as goal-incongruent and easy/diffi-
cult to control. In the latter study, appraisals are not manipulated but
measured and correlations are calculated between appraisals and feel-
ings (hence not allowing for causal conclusions). A study by Scherer
(1997a), for instance, confirmed that fear was more closely associated
with difficult to control stimuli than anger. In still other studies, apprais-
als are manipulated using real stimuli that are expected to be appraised
in a certain way. For instance, participants in a study by Wiech et al.
(2006) received painful electric shocks. In a self-control condition, par-
ticipants could decide when the stimulation would end. In an external-
control condition, participants were led to believe that this was deter-
mined by another participant (to which they were yoked) or by a
computer program. In reality, they received the same stimulation as
they had chosen in the self-control condition. Participants reported less
feelings of pain and fear in the self-control condition in which the goal-
incongruent stimuli were easy to control than in the external-control
condition in which these stimuli were impossible to control despite
being exposed to the same duration and intensity of shocks.
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A second hypothesis concerns the influence of appraisal on action
tendencies: Stimuli that are easy/difficult to control lead to the tendency to
fight/flee. Correlational studies in which emotions and action tendencies
were measured via self-report have provided support for this hypothesis
(Frijda et al., 1989). Such support was not obtained, however, in experi-
mental studies in which appraisals were manipulated in a computer
game and action tendencies were measured via (a) implicit behavioral
methods (Fischer et al., 2022) and (b) MEPs enhanced by TMS (Moors
et al., 2019; see Box 2.2). The behavioral study had the following proced-
ure: Participants were cast in the role of a street musician, who collected
money in a hat lying in front of them. On some trials, a thief would pass
by and steal money (i.e., goal-incongruent stimulus). One thief was diffi-
cult to control in that nothing could be done to prevent a theft. Another
thief was easy to control in that a theft could be prevented either by
fleeing or fighting. On each trial, participants were instructed to either
flee or fight. Based on appraisal theories’ hypothesis, we predicted that
participants would be faster to execute the instruction to flee from thieves
that were difficult to control and to fight against thieves that would be
easy to control. These predictions were not confirmed, however, as par-
ticipants were faster to fight against thieves that were difficult to control
(see also Donnerstein & Wilson, 1976; Richardson et al., 1986). A similar
lack of support for this hypothesis was observed when action tendencies
were measured with MEPs enhanced by TMS (Moors et al., 2019). The
latter study will be discussed in Chapter 7 because it pits the predictions
of appraisal theories against those of the goal-directed theory.

(4) A fourth line of research tries to understand the organization of the
brain in terms of molecular appraisals. Instead of assuming that there are
dedicated affect programs for fear, anger, sadness, and so on, appraisal
theorists search for signatures for goal relevance, goal in/congruence,
un/certainty, un/expectedness, ease/difficulty to control, and so on
(see Sander et al., 2018). For instance, Sander et al. (2003; Brosch &
Sander, 2013) provided evidence that the amygdala is not a fear hub
(see Öhman & Mineka, 2001), but rather codes for the goal relevance of
stimuli (see also Chapter 4). Sander et al. (2018) also reviewed research on
the brain basis of the overarching components of appraisal, action ten-
dencies, somatic responses, motor responses, and feelings.

(5) A fifth line of research examines the influence of emotions on the
cognitive functions of perception, attention, memory, judgments, and
decision making while specifically referring to the appraisals underlying
these emotions as the driving force behind these influences (Brosch et al.,
2013; Lerner et al., 2015; Lerner & Keltner, 2001; Lerner & Tiedens, 2006;
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Liu et al., 2019; Montagrin et al., 2013, 2018; Pool et al., 2016; So et al.,
2015).74 I briefly illustrate this research line in the domain of decision
making. The carry-over effect of incidental emotions (which are unrelated
to the decision at hand; see Chapter 2) has been explained as the carry-
over of a tendency to appraise the stimulus in a certain way. According to
this logic, Raghunathan and Pham’s (1999) finding that fear regarding the
result of a medical exam led to less high-risk high-reward choices in a
subsequent, unrelated decision task can be explained as the carry-over of
appraisals of uncertainty and/or uncontrollability.

6.5 Embodied SETs

Two problems that haunt all SETs belonging to the evaluation-first brand
(discussed so far) are worth emphasizing as they form the bridge to the
embodied brand of SETs (to be discussed now). The first problem is that
the stimulus evaluation process produces representations with abstract
content, such as danger and offense, and that not all organisms to which
we ascribe emotions have the capacity to represent such content. Let me
call this the “abstract content” problem. This problem is most obvious for
judgmental theories. The solution provided by perceptual theories to
replace the conceptual representations with perceptual ones is unsatis-
factory because it seems to involve a contradiction. How can abstract
features ([eaS]) be represented by perceptual representations ([ecS]),
given that the latter are defined as having concrete features? Dokic and
Lemaire (2013) stated the problem as follows. Given that perception can
only yield direct access to the particular object (i.e., concrete stimulus
features), to arrive at the formal object (i.e., abstract evaluative stimulus
features) requires enrichment from other, non-perceptual sources (but see
Tappolet, 2016, 2020, for a reply).

The second problem that has puzzled some theorists is how one can go
from a cold evaluation to a hot emotion (e.g., Dewey, 1895). Let me call
this the “cold-hot transition” problem. Most theorists do not cast this as a
problem at the subpersonal level of processing, however. At the subper-
sonal level, [S–R] links connecting afferent representations to efferent
representations may simply have been wired in or learned. The problem
is more a problem on the personal level, the level of experience. If
evaluation of say, danger, can be done in cold blood, at what point does
it ignite with the spark of emotional heat?

74 It may be noted that this research no longer pertains to the first demarcation-
explanation cycle but already belongs to a subsequent cycle in which the explanandum
is the influence of emotion on cognitive functions.
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(1) A first solution to both problems is provided by J. J. Prinz’s (2004a)
neo-Jamesian theory, also known as the embodied appraisal theory. This
theory relies on the teleosemantic theory of representation (Dretske,
1995), which requires that in order for A to represent B, A must reliably
covary with B and A must have the function to represent B. Such a
function can be set up by evolution, learning, or design (J. J. Prinz &
Barsalou, 2000, p. 55). Thus, a fire alarm can represent fire because the fire
alarm reliably covaries with fire and the fire alarm was set up to signal
fire (in this case by design). Equipped with this theory of representation,
the solution provided to the abstract content problem is that any concrete
representation can represent abstract features provided that representa-
tion and features reliably covary and that the former has the function to
represent the latter. J. J. Prinz (2004a) proposed the following mechanistic
sequence for the emotional episode: A stimulus, after being perceived
([ecS]), activates an innate [S–R] link (conforming to evolutionary
theories), which produces bodily responses (R) or at least mental simula-
tions of such responses. Somatosensory feedback of these responses (iS) is
in turn perceived ending up in a concrete representation ([icS]) (conform-
ing to James, 1890b). Now, the concrete content of this representation
(e.g., trembling, sweaty palms) signals the abstract meaning of the stimu-
lus ([eaS]; e.g., danger) by virtue of their reliable covariation set up by
evolution. In this sequence, stimulus evaluation is not first; it is preceded
by bodily responses. Moreover, insofar as bodily representations are
supposed to be hot, the theory also dodges the cold-hot
transition problem.

(2) A second solution to the problems of abstract content and of cold-hot
transition is offered by Deonna and Teroni’s (2012, 2015, 2017, 2020)
attitudinal theory. This theory makes two moves. First, it shifts the
abstract evaluative properties from the content of representations to the
Attitude towards representations. Applied to the case of fear, the theory
states that the dangerousness of the stimulus is reflected in the Attitude
that the organism adopts towards the representation of the stimulus
rather than residing in its content. Deonna and Teroni (2012) proposed
that emotions are evaluative Attitudes, with each emotion having its own
sui generis Attitudinal mode, next to the Attitudinal modes of belief and
desire (so they are not reduced to beliefs or desires). The same particular
content can be believed, desired, feared, hoped for, rejected, and so on.
The second move that the theory makes is to spell out Attitudes in terms
of abstract action tendencies. For instance, fear is characterized by an
Attitude of avoidance and anger by an Attitude of antagonism. This is the
embodied aspect. These action tendencies, moreover, must be felt to
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qualify as emotions. In this theory, the presumed mechanistic sequence
goes as follows:75 An external stimulus (eS) is first processed in non-
evaluative terms by a cognitive process, called the cognitive base. The
resulting stimulus representation ([eS]), which contains the particular
object of the emotion, then activates an action tendency ([R]), presumably
via an innate [S–R] link (conforming to evolutionary theory; Deonna &
Teroni, 2012, p. 99). This action tendency is felt and forms the Attitude
that retroactively gives meaning to the particular object. Note, moreover,
that the action tendency is not felt centrally, but has to travel via its
manifestation in bodily responses and the perception of somatosensory
feedback in order to be felt peripherally (conforming to James, 1890b; for
an alternative, see Mitchell, 2020b). So considered, Deonna and Teroni’s
(2012) theory does not differ much from that of J. J. Prinz (2004a).
According to J. J. Prinz (2004a), the bodily feelings directly inform experi-
ence about the evaluative properties of the particular object by virtue of
covariation. Bodily feelings typical for fear, for instance, signal that
the stimulus is dangerous. Deonna and Teroni (2012), on the other
hand, insist that bodily feelings first inform experience about an action
tendency, which in turn, informs about the evaluative properties of
the particular object. Bodily feelings typical for fear, for instance, signal
that you want to escape and this in turn signals that the stimulus is
dangerous. In any case, stimulus evaluation comes at the end of the
mechanistic sequence in Deonna and Teroni’s (2012) theory too. And
given that this evaluation is based on bodily responses, which are
assumed to be hot, this theory similarly sidesteps the cold-hot transition
problem.76

(3) A third solution to the problems of abstract content and cold-hot
transition comes from emotion theories that are molded after a species
of embodied theories of cognition called grounded theories (Barsalou,
2008). Grounded theories propose that incoming stimuli do not give rise

75 Deonna and Teroni (2012, p. 99) are only concerned with the personal level and do not
provide a detailed mechanistic account on the subpersonal level. Yet they do mention
evolutionary theory’s assumption that basic emotions have distinct action tendencies
and bodily response patterns.

76 Dewey (1894, p. 24) foreshadowed several of the features of these embodied theories.
For one thing, he argued that a stimulus activates an [S–R] link and that the action
tendency ([R]) that is part of this link provides the object of the emotion as well as the
value of that object. For another thing, he suggested that the action tendency itself is
more than just a centrally located representation. It already innervates peripheral
discharge, which provides the action tendency’s heat.
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to pure stimulus representations, but rather to sensorimotor
representations in which concrete stimulus and response features are
bound together ([ecS–R]). The response features are often taken to be
affordances, that is, the possibilities for action that are allowed by the
stimulus (understood in the liberal sense proposed by Scarantino, 2003).
For instance, the sight of a hammer not only activates a representation of
the shape and size of the hammer, but also that the hammer can be used
to knock. Activation of an affordance for action also leads to the partial re-
enactment or mental simulation of the action, which can even spill over to
overt bodily responses that prepare for these actions. Evidence for
grounded cognition comes from studies showing that different types of
graspable objects activate simulations of different types of grasping
behavior (Ellis & Tucker, 2000; Grèzes et al., 2003).
Applying these ideas to emotions, Griffiths (2004b; see also Griffiths,

2003; Griffiths & Scarantino, 2005) proposed to extend the space of
appraisal variables in appraisal theory with affordances. Thus, stimuli
may not only be appraised in terms of how goal-relevant, goal-congruent,
expected, and controllable they are, but also in terms of whether they
afford specific actions such as flight, fight, and approach, that is,
whether they are flee-able, fight-able, and approach-able. True enough,
the original appraisal variable of controllability already refers to the
potential for action, but it does so only in general terms. It captures
whether there are action options to deal with a goal-incongruent stimu-
lus, but not which ones. Affordances, on the other hand, express the
specific action options at the organism’s disposal. Because Griffiths’s
(2004b) affordance theory still includes the original “abstract” appraisal
variables of appraisal theories (e.g., goal congruence, controllability),
however, the abstract content problem is not alleviated. Yet a revised
affordance theory that did away with the original appraisal variables
and connected concrete stimulus features directly to affordance-related
appraisals would circumvent the problems of both abstract content and
cold-hot transition.

The next three solutions to these problems are provided by emotion
theories that are grounded in a species of embodied theories of cognition
called enactivist theories (Varela, 1991). These theories argue that the
body is not merely instrumentally or causally related to cognition, but
rather constitutively. The body is part of cognition (Hurley, 1998; P.
Robbins & Aydede, 2009; but see J. J. Prinz, 2006b). Different scholars
have interpreted the implications of enactivism for emotions in somewhat
different ways, but they distinguish themselves from the previous
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embodied theories in that they take a more radical stance regarding the
role of the body in emotions.

(4) The fourth solution is provided by the enactivist theory of Colombetti
(2003, 2007, 2009; Colombetti & Thompson, 2007).77 In Griffiths’s (2004b)
affordance theory discussed above, stimulus and response features were
already bound up in the same sensorimotor representation ([S–R]).
Colombetti (2009) pushed this idea further by arguing for the complete
fusion of both types of features ([SR]). As discussed in Chapter 5, she
made use of the DS framework, in which the mutual interactions and
massive recurrence between stimulus and response representations
grows so tight that they become indistinguishable. Note that by adopting
the ideas of enactivist theories, Colombetti (2009) not only sought to
solve the cold-hot transition problem on the personal level, but also
on the subpersonal level (as there is no longer a gap between [S] and
[R] in [SR]).

Apart from the promise of closing the mind–body gap, I wonder what
the fourth solution buys us. Colombetti (2007) argued that previous
applications of the DS framework to emotions have not been radical
enough in that they still attached different functions to different compon-
ents or subsystems. It seems to me, however, that the possession of
separate functions is a good reason, perhaps the only good reason, to
distinguish separate entities. And functional modularity does not entail
commitment to neural modularity (see also D. Evans, 2008; J. J. Prinz &
Barsalou, 2000). Distinct functions cannot be thrown out of the window
lightly without at the same time losing any handles for prediction and
control. Moreover, Colombetti (2009) does not seem to practice what she
preaches as she keeps talking about the functions of evaluation and
responding. Her own difficulty to shake off functional thinking may
underscore exactly how vital it is.

(5) The fifth solution comes from another application of enactivism to
emotion proposed by Shargel and Prinz (2018). Like Griffiths and
Scarantino (2005), they put affordances center stage. The place and form
of affordances is different, however. Shargel and Prinz (2018) abandoned
J. J. Prinz’s (2004a) earlier view that emotions are perceptions of bodily
changes that indirectly track (and hence represent) the evaluative proper-
ties of stimuli. They replaced it with the view that emotions are the bodily

77 This theory was already discussed in Chapter 5 as an example of a non-biological
network theory, but it happens to fit here as well.
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changes themselves that prepare for and bring forth the actions afforded
by stimuli, but without representing anything. Griffiths and Scarantino
(2005; see also Gibson, 1979) took affordances to be trait-dependent
properties (i.e., dependent on the stable features of an agent) that are
nevertheless state-independent (e.g., independent of the presence of the
agent). Thus, a tree is climbable for a squirrel but not for a cow (trait
dependence) but it remains climbable for squirrels regardless of whether
a squirrel happens to be around to appreciate it (state independence).
Shargel and Prinz (2018), by contrast, emphasized that the affordances
that give rise to the bodily changes that are emotions are not
state-independent stimulus features that lie in wait to be detected by
the organism. Instead, they are state-dependent, and more specifically,
they are dependent on the emotion that the person is already having.
The emotion modifies the space of affordances for the person at a given
time. Fear turns fleeing into a more achievable course of action.
Anger turns aggression into a more likely strategy to drive one’s point
home in a discussion, and so forth. However, emotions do more than
simply open up an altered space of possibilities for action. In their
capacity of being overt bodily responses, emotions also exert a
certain push or pull over the organism. Shargel and Prinz (2018) call this
the imperatival nature of affordances. For the sake of terminological
clarity, however, I think it would be best to reserve the term
affordance for indicating possibilities for action and to separate this from
the imperative for action, which amounts to an action tendency
with control precedence (in line with Frijda, 1986; Scarantino, 2014). An
affordance is a cognitive entity with a mind-to-world direction of fit;
an action tendency is a conative entity with a world-to-mind
direction of fit.
The mutual interactions between emotions (i.e., bodily responses) and

affordances/action tendencies (i.e., possibilities/imperatives for actions)
proposed by Shargel and Prinz (2018) are reminiscent of the principles of
“recurrence“ present in the DS framework discussed above (M. D. Lewis,
2005; Scherer, 2000, 2009a). Fear, understood as the bodily preparation for
escape, energizes the body and in this way opens up the affordance for,
but also pushes towards, escape. The bodily responses preparing for this
escape, are again called fear. This is an example of what M. D. Lewis
(2005) called a self-amplifying cycle (see Chapter 5). But the question that
remains unanswered is this: What sparked the first cycle, if not an
appraisal of the stimulus as dangerous or as one that requires escape
before the first inkling of bodily mobilization towards escape (and hence
fear) was in the air? It may be recalled that M. D. Lewis (2005) proposed
recurrent cycles of appraisals and emotions that grew into appraisal-
emotion amalgams over time. In Shargel and Prinz’s (2018) theory, there
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is no initial appraisal that gets the ball rolling. And yet the descriptions
they provide for emotional episodes suggest otherwise: “A swimmer
far from shore begins to struggle with a strong undertow, and realizes
that it will take every bit of strength she has to make it back. In virtue of
entering a state of fear, her body mobilizes more forcefully to support
strenuous action, helping her return safely” (p. 120). It seems justified to
infer that the appraisal that a certain action with a certain strength
is needed (not simply afforded or pushed) creates the first hint of fear, which
is amplified in subsequent cycles. But the authors remain silent on
this issue.

(6) The sixth solution, finally, is suggested by the radical enactivist theory
of Hutto (2012; Hutto et al., 2018). Like radical enactivist theories of
cognition (Hutto & Myin, 2017), Hutto (2012) rejects the idea of represen-
tations altogether. Shargel and Prinz (2018) already uttered the slogan
that emotions do not represent, but rather bring forth new meaning. But
what Shargel and Prinz (2018) especially wanted to sail against is the
traditional notion of representation as the reproduction of pre-given
meaning in the mind. Also it is not because emotions do not represent
anything that they cannot be caused or partly be constituted by entities
that do. Radical enactivists like Hutto (2012), on the other hand, take a
radical anti-representational stance. They replace the teleosemantic
account of Intentionality that J. J. Prinz (2004a) borrowed from Dretske
(1995) with a teleosemiotic account. This account of Intentionality
retains the directedness part while removing the representational part.
If evolution sets up one entity (e.g., a certain brain state) to covary with
another entity (e.g., a certain state in the world), the first entity is
directed at the second entity, but the second entity thereby does not
represent the first entity. According to Hutto (2012), this form of direct-
edness is all that is required to understand the Intentionality of basic
minds and emotions. While Hutto’s (2012) theory can certainly be placed
on the extreme end of the enactivist scale, it is unclear whether it still
assumes a form of stimulus evaluation and hence whether it still qualifies
as an SET.

Embodied theories are all the rage these days. Many scholars are attracted
to them because they hold the promise of combining some form of
Intentionality with bodily phenomenology, while at the same time provid-
ing a natural account of how emotions cause behavior. But embodied
theories, perhaps because they are recent and have been presented by the
authors often as sketches still to be worked out in full detail, have not been
held against the same standards as their predecessors. Sure enough, J. J.
Prinz‘s (2004a) embodied appraisal theory has had its share of criticism
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(e.g., Colombetti, 2014; Deonna & Teroni, 2012; Helm, 2010; Pineda, 2015a,
2015b; Roberts, 2013; Shargel, 2015; Shargel & Prinz, 2018) and suggestions
for revisions (e.g., Barlassina & Newen, 2014). Likewise, Deonna and
Teroni’s (2012) attitudinal theory has received criticism (e.g., Dokic &
Lemaire, 2015; Rossi & Tappolet, 2019; J. Smith, 2014) and suggestions
for modifications (e.g., Hernández, 2020; Mitchell, 2020a, 2020b; Müller,
2018). The more radical embodied approaches of Colombetti (2007, 2009),
Shargel and Prinz (2018), and Hutto (2012), however, seem more difficult
to get a handle on. The lack of a detailed mechanistic story in these theories
leaves the experimental researcher wondering which unique hypotheses
can be distilled and put to empirical test. Colombetti (2007) suggested
studies to examine whether bodily arousal (e.g., hormones like testoster-
one) would influence evaluations of stimuli (e.g., as more hateful or
obstructive). In fact, such research already exists (e.g., research on the
influence of peripheral feedback on evaluations and feelings; see
Chapter 5), but I fail to see how this research can disambiguate between
the interpretation of a (bidirectional) causal influence between separate
evaluative and bodily entities and the interpretation that bodily entities
are glued to or even constitutive of evaluative entities. Similar problems
have arisen in research on embodied cognition (Barsalou, 2008). But while
some theorists have found ways to reconcile non-embodied views of
cognition with embodied views of moderate stripe, highlighting that they
focus on different aspects and/or different levels of analysis (see J. J. Prinz
& Barsalou, 2000; J. J. Prinz, 2006b), such a reconciliatory exercise seems
much harder for embodied views with a more radical slant. If followed to
the letter, these radical variants may turn out to be incompatible with a
mechanistic approach more broadly speaking. They would ultimately also
entail the bankruptcy of the experimental research approach.

Coming in from the cold, I will leave these fundamental debates to the
side and I will return to a radically mechanistic approach. In such an
approach, the first step is to build a mechanistic sketch with observable
inputs and outputs and non-observable representations and operations in
the middle. At the very minimum, representations are heuristic tools.
They are functional entities, placeholders for certain types of information.
How this information is implemented on lower levels of analysis, the
exact format that this information is coded in, and how this information is
experienced, are all interesting questions that, when they receive an
answer, put meat on the bone and may help turn the mechanistic sketch
into a full-blown mechanistic explanation (Piccinini & Craver, 2011). But
before the meat can be added, the skeleton must be put into place. In the
same vein, a mechanistic approach does not shun or ignore complexity in
the form of recurrence (i.e., cycles), changes over time (i.e., diachronic
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complexity), competing mechanisms (i.e., synchronic complexity), or
hierarchical levels of embeddedness (i.e., concentric complexity). But
here, the approach is bottom-up, and progress is envisaged from lower
to higher levels of complexity.

Against the backdrop of this mechanistic approach, I will now ask how
serious the problems of abstract content and cold-hot transition that were
raised against evaluation-first SETs and that motivated the emergence of
the embodied SETs really are. After that, I will question the tight connec-
tion between stimulus and response features ([S] and [R]) that is uncritic-
ally assumed in both evaluation-first and embodied SETs, and in fact, in
all emotion theories discussed until now.

(1) Evaluation-first SETs have been criticized for their assumption that the
stimulus evaluation process produces representations with abstract con-
tent (e.g., danger, offense). The principal complaint is that babies and
animals may not possess the abstract concept of danger or offense, and
hence that they would have to be deprived of emotions. But how dam-
aging is this objection to evaluation-first SETs? Part of the problem stems
from a molar approach to stimulus evaluation. Maybe babies and animals
do not possess the molar concepts of danger and offense, but it seems
useful for any living organism to have some mechanism in place to detect
the molecular values of goal relevance and goal in/congruence, that is,
the extent to which goals and needs are un/fulfilled (M. Lewis & Ramsay,
2005). If this entails that the emotion repertoire of babies and animals is
impoverished, then this only reflects the current consensus (M. Lewis,
2000). It does not show that these beings do not evaluate stimuli, only that
they do so in a more primitive way.

Another part of the problem stems from the tacit assumption that the
abstract output of stimulus evaluation takes on a verbal-like format. This
is an unintended consequence of the fact that we cannot talk about
abstract features without using words. Perceptual theorists nevertheless
proposed that the output of stimulus evaluation takes on an image-like
format. But the problem, stated earlier, is that images may be ill-suited to
represent abstract, evaluative features (see also Dokic & Lemaire, 2013).
We cannot paint or take a picture of peace in the same way that we can
paint or take a picture of an apple. Tappolet (2016, p. 43, footnote 108)
replied that animals must perceive opportunities and challenges such as
good and bad things to eat. If we assume that animals are equipped with
perceptual representations only, what else would these representations
have to pick up other than what is functional for them? I agree that
organisms should detect opportunities and challenges for goal satisfac-
tion. Representing anything else (making exact copies of the outside
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world) would not fit in the functional view of representations endorsed
here. If teleosemantics works for bodily responses, why would it not
work for external stimuli? If an adrenaline rush can indirectly inform us
about the danger of a sharp-toothed dog, then why would the sight of
such a dog not be able to inform us directly? The reason why embodied
theories like J. J. Prinz (2004a) and Deonna and Teroni (2012) forgo that
solution is that they believe such a direct evaluation remains cold and
detached. This leads them to posit a costly, time-consuming detour via
the body.
From a mechanistic perspective, however, talk about the format of

representations is of secondary interest. The priority should be to build
a plausible mechanistic sketch, in which the type of information pro-
cessed takes priority over the format in which it is represented. What if
the verbal-like and image-like codes that are considered do not
exhaust the range of possible formats, for instance? The point I want to
make is that problems with format are not a free pass for fabricating
solutions that seem far-fetched from a mechanistic point of view. Even
if we remind ourselves that the proposals of several embodied
theories pertain to the personal rather than the subpersonal level, the
question remains why the personal level does not follow on the subper-
sonal level.

(2) Evaluation-first SETs have also been criticized for introducing the
cold-hot transition problem. The complaint was that direct stimulus
evaluations, whether coded in conceptual or perceptual format, are cold.
One can judge or see that climate change and unprotected sex are dan-
gerous yet feel no fear. Here again, the objection itself may be questioned.
Stimulus evaluation is not cold (see also Helm, 2009; Lazarus, 2001,
pp. 57–58; Moors, 2007). If heat is understood as valence plus intensity
(see Chapter 2), then stimulus evaluation fits the bill. Stimuli are evalu-
ated in terms of their implications for the fate of goals. Since goals are
defined as valued outcomes, the fate of these valued outcomes should
have value too. Thus, stimulus evaluation yields the valence or sign of
emotions. This is captured in the appraisal variable of goal congruence,
occasionally called “motivational valence” (Moors, 2010b). In addition to
valence, stimulus evaluation can yield the intensity of emotions and other
features that are part of the quantitative profile of emotions. This is
captured in the appraisal variables of goal relevance and urgency
(Frijda, 1986). Goal relevance determines the absolute level of the inten-
sity of emotions; urgency determines how quickly they should be
recruited and how steep the rise in their intensity should be. Both vari-
ables in turn are influenced by the value of the goal at stake. All else
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equal, mismatches with more important goals are more goal relevant and
often (although not always) more urgent.

The present reply rejects the fixed tie between heat and the body that so
many philosophers take as gospel (e.g., Deonna & Teroni, 2012; see
Chapter 1). If the heat of emotions stems from goal-related evaluations,
as I have argued above, the link between heat and the body is no longer
fixed. This is because the heat produced by goal-related evaluations does
not always go hand in hand with the intensity of bodily reactions, even if
it often does. To the extent that stimulus evaluation dictates an active
action tendency, the body must prepare for the action, and somatic
responses arise. The paradigm case is when a fast-approaching car,
appraised as relevant and incongruent with one’s goal for survival and
requiring an urgent response, leads to intense and acute somatic
responses. But not all stimulus evaluations with a goal-relevant output
demand an active action tendency and hence bodily responses. Learning
that one has not obtained a highly desired grant, for instance, may lead to
intense disappointment manifested in spooking rumination but may lack
the slightest bodily stirring because no urgent action is required.78 The
claim here is that feelings without bodily agitation can still be hot (see
also Helm, 2009; Marks, 1993). This argument of “real mental feelings“
fits with the idea proposed by contemporary appraisal theories that
feelings spring from all components of the emotion, including the
appraisal component. Each of the components, when present, colors the
eventual experience. Moreover, some research suggests that appraisal
even determines the lion’s share of this experience. Scherer and
Fontaine (2019) found that when participants were asked to classify
emotion words (i.e., sedimented feelings), most of the variance was
explained by appraisal variables, followed by action tendencies, somatic
responses, and motor responses.

But what about cases in which evaluations also remain cold on the
mental level, as in climate change and unprotected sex? People who
evaluate that the future of the planet is in danger and that the unprotected
sex they are about to have is risky most likely do value the state of the
planet and their own health. Action may not be urgent in the case of

78 Also in this case, there is no need to postulate an as-if loop in which a mental
simulation of bodily responses is present (see Damasio, 1994; Deonna & Teroni,
2012; James, 1890b; J. J. Prinz, 2004a). In addition, as I will explain in Chapter 7,
irrevocable loss does not require action (i.e., assimilation), but rather a reshuffling of
priorities (i.e., accommodation) or a reinterpretation of the stimulus (i.e., immuniza-
tion). The last two strategies do not require any world-directed action, not even in
covert counterfactual form.
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climate change but it may be so in the case of impending unprotected sex.
The key may lie in the fact that these goals have to compete with other
goals that have a higher value at the time of evaluation. Sure, climate
change is important, but as it is still far in the future it may get snowed
under by the hassles of everyday life. Likewise, the threat of unprotected
sex fails to motivate avoidance when other more pressing short-term goals
take the upper hand. The upshot is that cases in which evaluations remain
cold are cases in which the goal at stake is not important enough at the
time. The goal relevance criterion of appraisal theories states that stimuli
can only elicit emotions if they are relevant for a goal with a sufficiently
high value. Thus, cases of cold evaluation are predicted to be emotionally
inert, and as such, they simply do not count as counterexamples to
appraisal theories. Wrapping everything up, I have argued in this section
that if the strict tie between heat and the body is dropped, the cold-hot
transition problem disappears so that no theoretical artifices are required in
which carts are put before horses, and stimulus evaluation can remain first.

(3) An objection that can be raised against both brands of SET (evaluation-
first and embodied), and all other emotion theories discussed up until
now, has to do with the tight connection that they assume between
stimulus and response features ([S] and [R]) on the subpersonal level,
an assumption that is hardly ever questioned. Appraisal theories may
propose sophisticated processes to evaluate the stimulus, but the transi-
tion from appraisal outputs to the action tendencies is still mediated by
the innate [S–R] link (in the biological version), or some average-based
equivalent (in the non-biological versions). Even if theories frame this [S–
R] link on an abstract level, thereby allowing flexibility on the input and
output sides, the link itself is still rigid. Several concrete stimuli can be
appraised as dangers, but dangers are still expected to lead to the ten-
dency to avoid, whether this tendency is implemented in running, hiding,
or averting one’s gaze. Some theorists have framed the link on an even
more abstract level, say, as the link between the threat to safety and the
tendency to defend oneself or restore safety, which can be implemented
in avoidance, but also in attack, and freezing. The increase in flexibility
gained by this move, however, comes with the cost that the link becomes
entirely eroded (Moors, 2017b, p. 71; Russell, 2009, p. 1278). Saying that a
threat to safety leads to the tendency to restore safety amounts to little
more than saying that the detection of a discrepancy leads to the tendency
to reduce the discrepancy. It leaves us completely in the dark about the
behavior that is to follow.
Also in the embodied theories of J. J. Prinz (2004a) and Deonna and

Teroni (2012), the subpersonal mechanisms responsible for the causation
of action tendencies and their bodily manifestations are innate [S–R] links
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borrowed from evolutionary theories. The more radical versions of
embodied theories, called enactivist theories, tie the knot between [S]
and [R] even more firmly. This is true for grounded theories with their
sensorimotor representations (Griffiths, 2003). But it is even more true
for Colombetti’s (2009) enactivist theory in which [S] and [R] are
completely fused.

In sum, virtually all theories discussed so far take a stimulus-driven
process (i.e., innate or average-based [S–R] or [SR] link) as the backbone
mechanism of emotion. Action tendencies are pre-given and lie in wait to
be triggered by the right stimulus configuration. Once the key fits the
lock, the door pops open. This still seems to be the implicit consensus, no
matter how sophisticated the processes are that precede or follow this
stimulus-driven process.

It is also worth reiterating that all of the theories discussed so far have
contrasted the stimulus-driven process subserving emotion with goal-
directed processes involved in emotion regulation and planning. The
interplay they assume between these two types of processes is best
captured by a default-interventionist architecture in which the stimulus-
driven process is the default process and the goal-directed process can
occasionally intervene. The goal-directed theory, to be discussed in the
next chapter, calls this architecture into question and proposes instead a
parallel-competitive architecture in which stimulus-driven and goal-
directed processes operate in parallel and compete with one another
and in which the goal-directed process (most often) wins the day.
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CHAPTER 7

Response Evaluation Theories

SETs discussed in the previous chapter take a process of stimulus
evaluation as central to emotions. They specify the types of information
that organisms have to extract from the stimulus, the format in which this
information is coded, the operations involved in the extraction, and the
conditions under which the extraction can take place. In evaluation-first
SETs, the extracted information dictates in a straightforward manner the
action tendency and responses that must follow and the feelings that
must be felt with the help of a stimulus-driven process. Embodied SETs
place stimulus evaluation at the end of the causal chain, but they are
equally committed to a stimulus-driven process. RETs to be discussed in
the present chapter shift their focus to a process of response evaluation.
I will concentrate here on my own goal-directed theory (Moors, 2017a,
2017b; Moors et al., 2017; Moors & Boddez, 2017). This theory minimizes
the role of stimulus-driven processes while claiming a dominant role for
goal-directed processes. Stimulus evaluation still has a place in this
theory, but it is cast in a subservient role: (a) to determine whether there
is a need for behavior (i.e., detection) and (b) as a source of information
that helps select a specific behavior (i.e., selection). Before embarking on
the goal-directed theory, I discuss a number of theories that can be
considered as precursors and/or as kindred to the goal-directed theory:
affordance theories of emotion and “strategic” social theories of emotion.

7.1 Precursors and/or Kindred Theories

7.1.1 Affordance Theories

Affordance theories of emotion (e.g., Griffiths, 2003, 2004b; Griffiths &
Scarantino, 2005; Shargel & Prinz, 2018) were discussed in Chapter 6 as
part of the family of SETs because, strictly speaking, affordances count as
stimulus features. Stimuli are evaluated as flee-able, fight-able, approach-
able, and so on. This remains true despite the fact that when affordances
were imported in emotion theories they carried a somewhat different
meaning than intended by Gibson (1979) who first coined the term.
Gibson (1979) reserved the term for state-independent objective stimulus
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features, even if he considered them to be relative to the embodiment of
an agent (trait-dependent). Thus, scissors are graspable for humans
and trees are climbable for squirrels, regardless of whether humans and
squirrels are around to evaluate these features. Affordance theories of
emotion deviate from Gibson (1979) in that they consider affordances to
be state-dependent subjective evaluations. Thus, certain stimuli only
become flee-able or fight-able when the organism is around to make
this evaluation. This does not change the fact that the evaluation of
affordances is a stimulus evaluation process, that is, a process that
takes a stimulus (or stimulus representation) as its input and produces a
representation with response-related stimulus features as its output.
This led Griffiths (2004b; see Chapter 6) to suggest that affordances
can be considered as additional appraisal variables in appraisal theory.
Thus, next to goal relevance, goal congruence, certainty, expectedness,
controllability, and agency, he proposed to extend the list with specific
options for control such as flee-ability, fight-ability, approach-ability, and
so on. Frijda (2007b; Moors et al., 2013) also made suggestions in
that direction.

It might be objected that evaluating the affordances of stimuli presup-
poses the evaluation of responses. The response evaluation process
required here would be one that takes the representation of a response
as its input and produces the representation of the response feature
“feasible” or “possible” as its output. Based on this reasoning, one might
argue that the issue of whether affordance theories count as SETs or RETs
is merely a matter of semantics. It must be observed, however, that in the
affordance theories discussed so far (Griffiths, 2003, 2004b; Griffiths &
Scarantino, 2005; Shargel & Prinz, 2018), no mention was made of a
response evaluation process embedded in the affordance evaluation pro-
cess. So even if these theories were to implicitly assume a response
evaluation process, they would qualify as proto-RETs at best.

7.1.2 Strategic Social Theories

Another set of theories that can be considered as kindred to the goal-
directed theory are strategic social theories. These theories hold that
emotions are shaped by scripts following the rules of society (e.g.,
Averill, 1982) and/or negotiated during online social interactions
(Griffiths, 2003, 2004b; Parkinson, 1995). The social aspects of these the-
ories will receive proper treatment in Chapter 9, which is dedicated to
social theories. Here, I will zoom in on the strategic aspect of emotions
that these theories emphasize because this is what they share with the
goal-directed theory.
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The notion of “strategic emotions” can be understood in at least two
different ways. A first way is to consider emotions themselves as reactive
or non-strategic but to argue that they can be used in a strategic way, as a
means to reach a goal (Ainslie & Monterosso, 2005). This corresponds to
cases of emotion regulation in which emotions are initiated (i.e., antece-
dent upregulation) or whipped up (i.e., consequent upregulation) (see
Box 7.1). It is the goal-directed nature of emotion regulation that endows
the emotion with a strategic character. Take a politician who has the
superordinate goal to win a debate. Her knowledge that aggressive
behavior will put her opponent out of balance may induce the subordin-
ate goal to initiate aggressive behavior or even the goal to enter into a full-
blown anger episode that includes angry feelings (perhaps because she
believes that this will make her aggression appear more authentic).
Various strategies are at the politician’s disposal. She can reappraise her
opponent as a really nasty person, but she can also start raising her voice
in the hope that this will spread to her own feelings and back to her
behavior (Parkinson & Simons, 2012, p. 473). A more sophisticated
example is the strategic upregulation of emotional behavior as a way
“to move socially sanctioned behavior into the realm of passive, involun-
tary, and thus excusable behavior” (Averill, 1980, p. 312; Griffiths, 2003,
p. 61; Mesquita & Parkinson, 2022). An uncle at a family dinner, for
instance, who realizes that he has gone too far, may drive his act so
completely over the top that others recognize it as emotional and shake
their heads instead of excommunicating him from the family. The notion
of strategic emotions at stake in these examples is uncontroversial. All
theories discussed until now hold that genuine emotions are non-strategic
but that they can be faked as part of a strategy, and in doing so, may
eventually even become real (“fake it till you make it”).
A second way to understand the strategic nature of emotions is to

consider them to be inherently strategic, already in non-regulated form.
This is the view held by strategic social theories. It must be noted that
several of these theories do not rule out the existence of reactive or non-
strategic emotions. For instance, Averill (1982) and Griffiths (2003, 2004b)
placed emotions on a continuum from more reactive to more strategic
(see also Hinde, 1985a, 1985b). The crucial difference with the first notion
of strategic emotions discussed in the previous paragraph, however, is
that strategic emotions are not considered here to be less authentic than
their reactive counterparts. The politician’s tendency to engage in aggres-
sive behavior as a strategy to knock out her opponent is genuinely
emotional. Her feeling of anger is the feeling of that action tendency.
Likewise, the uncle’s tendency to upregulate his shouting at the family
dinner is genuinely emotional.
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The strategic nature of emotions hints at the involvement of a response
evaluation process but just like in affordance theories, strategic social
theories do not give us much to work with. As I try to show below, the
mechanisms put forward by strategic social theories do not fit the descrip-
tion of response evaluation processes, and they seem ultimately incapable
of endowing strategic-ness to action tendencies. Motivated by the desire
to make their theories also applicable to young children and animals,
both Griffiths (2003, 2004b) and Parkinson (2007) stressed that the stra-
tegic nature of emotions does not require a complex decision process.
Some social theories take as the preferred unit of analysis the unfolding
social interaction, which is composed of a series of reciprocal actions
among the interaction partners. Zooming in on the level of a single action
from one partner to another, the mechanisms considered by Parkinson
(2007, 2011, 2019a, 2019b; Parkinson & Manstead, 2015) are (a) emotional
contagion, (b) social appraisal, and (c) direct adjustments to relational
dynamics (see also Chapter 9). In the mechanism of emotional contagion,
the nonverbal (e.g., facial) responses of another person are mimicked after
which feedback of these responses induces a convergent emotion in the
agent (Hatfield et al., 1994). Emotional contagion does not count as a
response evaluation process and it does not yield strategic-ness. The
agent simply adopts the response of another person without evaluating
it and without meaning anything by it (but see Lakin et al., 2008;
Parkinson, 2011; Chapter 9).

In the mechanism of social appraisal, an agent gets indirect access to
the appraisal values of stimuli via the behavior of another person
(Manstead & Fischer, 2001). This differs from the “personal” appraisal
process discussed in Chapter 6 in which an agent gets direct access to the
appraisal values of stimuli. Again, social appraisal does not count as a
response evaluation process but rather as another indirect stimulus evalu-
ation process (in addition to the indirect stimulus evaluation processes
proposed by J. J. Prinz, 2004a, and Deonna & Teroni, 2012).

Finally, the mechanism of direct adjustment to relational dynamics is
left rather vague, except that it is put forward as an alternative to personal
appraisal (Parkinson, 2005, 2007). Illustrations are anger from hitting
one’s head against the kitchen cabinet and anger of an infant struggling
from a tight embrace, which do not require an appraisal of external
agency or other-blame (Frijda, 1986; Parkinson, 1999). Other illustrations
are shame from being in the center of attention without an appraisal of
self-devaluation, and the feeling of guilt from being falsely accused
without an appraisal of internal agency or self-blame (Griffiths &
Scarantino, 2005). In all these examples, however, a primitive form of
personal appraisal, which minimally evaluates the goal incongruence of
stimuli, seems hard to deny. What seems to be still missing from
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Parkinson’s (2007) theory, however, is how these primitive appraisals get
translated into action tendencies and how these action tendencies get to
be strategic.79,80

Griffiths and Scarantino (2005) likewise insist that complex, conceptual
forms of appraisal are not involved in emotion causation. These authors,
moreover, toy with the idea of extending appraisal theory with appraisal
variables that code the value of having certain emotions. Spinning out
their view further, however, it seems that the real mechanism they have
in mind is no less than an affect program. They believe that a return to
affect programs is justified because it enables animals to also have stra-
tegic emotions. The problem is that affect programs are unable to deliver
on the strategic promise. They may have developed from processes that
were “serviceable” at some point in our evolutionary history, as Darwin
(1872) suggested, but once they crystallized into affect programs, they lost
every power to adapt to the current outcomes of behavior. This does not
seem to bother Griffiths (2003), as he writes that “a strategically sensitive
emotion system might give rise to emotional episodes that appear self-
serving and manipulative without the agent forming a plan to pursue
their social interests or engage in manipulation” (p. 62). This comes down
to saying that emotional behavior need not be strategic, but merely has to
appear strategic. This weakens the meaning of strategic emotions up to a
point where emotions are merely seen as functional in an evolutionary
sense, marking a complete return to evolutionary theory. The return to
affect programs not only robs emotions from their strategic potential, it is
also not necessary to make sense of animal emotions. This is because
decades of operant learning research have demonstrated that animals are

79 These authors further argue that emotions are not individuated on the basis of their
appraisal profiles but rather on the basis of their action tendency: remove the obstacle,
disappear from sight, and repair the relationship. It is important to note, however, that
all theories discussed so far include action tendencies. Here, they are simply discon-
nected from complex appraisal patterns, but not from simple appraisal patterns. In
other words, all that the mechanism of direct adjustment to relational dynamics offers
is a slimmed-down appraisal pattern.

80 Note that the mere inclusion of action tendencies or the individuation of emotions on
the basis of action tendencies (e.g., Frijda, 1986; Scarantino, 2014) does not render a
theory strategic. All action tendencies are defined in terms of a valued outcome, that is,
an end state by which they can be considered as successfully accomplished. Thus, the
tendency to approach is defined in terms of distance reduction, the tendency to avoid
in terms of distance increase, and the tendency to put on the light in terms of the light
being on. Each of these action tendencies can in principle be caused by a stimulus-
driven process ([positive-valence–approach]; [negative-valence–avoidance], [entering-
the-room–putting-on-the-light]). They only count as strategic or instrumental when
they are selected as strategies to reach a further goal (approach to eat food, avoidance
to get to safety, and putting on the light to be able to read) (see Box 2.1).
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perfectly capable of real instrumental behavior (e.g., Adams & Dickinson,
1981; Balleine & Dickinson, 1998; Dickinson & Balleine, 1994). In conclu-
sion, social theories that highlight the strategic nature of emotions
may only be able to provide apparent, but not real strategic-ness to
emotions.

The goal-directed theory of emotion (Moors, 2017a; Moors et al., 2017)
shares with its predecessors the aim to account for the strategic character
of the phenomena called emotions. In contrast to its predecessors, how-
ever, the theory qualifies as a full-blown RET in that it proposes a detailed
response evaluation process in which the steps and types of information
that go into this process are unpacked. The goal-directed nature of this
response evaluation process, moreover, makes it perfectly suitable to
deliver on the strategic promise. Finally, the goal-directed theory of
emotion holds that the processes causing emotional behavior are identical
to the processes causing non-emotional instrumental behavior. In other
words, the theory is a theory of behavior causation that can be applied to
all sorts of behavior including emotional behavior. As will be explained
below, the lack of a mechanistic distinction between emotional and non-
emotional behavior will end up in the eliminativist conclusion that emo-
tions are not a scientific set and that all we are left with are behavioral
episodes that appear more or less emotional.

7.2 Constitutive and Mechanistic Explanations

The goal-directed theory of emotion is a dual-process theory. Although
the emphasis is on goal-directed processes, it does not go so far as to rule
out the existence of stimulus-driven processes. Most theories discussed so
far are single-process theories when it comes to emotion – with a more or
less sophisticated stimulus-driven process subserving emotion – but they
do hold a dual-process view regarding the entire mental realm. The
stimulus-driven process is for emotions and non-emotional habits; the
goal-directed process is for emotion regulation and planning or instrumen-
tal behavior. The goal-directed theory, by contrast, proposes a dual-process
view for emotion itself. The action tendencies in emotional episodes can be
caused by stimulus-driven as well as goal-directed processes, although the
bulk of the explanatory weight is on the goal-directed ones. Unlike other
dual-process theories, however, the goal-directed theory is not a dual-
system theory in that it resists stacking other dichotomies on top of the
dichotomy between goal-directed and stimulus-driven processes.

The stimulus-driven process in the goal-directed theory takes the same
shape as in the previous theories: A stimulus activates an innate or
learned [S–R] link. The [S] part is a stimulus representation, with concrete
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([ecS]) or abstract ([eaS]) features. The [R] part is a response representa-
tion, which is an action tendency or intention.
The goal-directed process takes the shape of a cycle (see Box 2.1), which

can roughly be split in three broad phases: (a) discrepancy detection, (b)
strategy/behavior selection, and (c) feedback of the outcome of the
behavior to the start of the cycle. The particular goal-directed theory
proposed here shows partial overlap with other theories of emotion.
The detection and feedback phases have overlap with SETs such as
appraisal theories (Scherer, 1994a, 2001a) and causal belief-desire theories
(Reisenzein, 2012), but also with control theories of affect (e.g. Carver,
2003, 2004, 2006; Carver & Scheier, 1990, 2008, 2013; Cochrane, 201981)
and reinforcement learning theories of emotion (e.g., Rolls, 1999, 2005).
The selection phase has overlap with Duffy’s (1941a, 1941b) early sugges-
tions, and again with some reinforcement learning theories of emotion
(Broekens et al., 2015; Mowrer, 1960; Rolls, 2005). But the goal-directed
theory presented here is not identical to these other theories. Its unique
features will become clear in a more detailed description of the goal-
directed cycle to which I now turn (see Figure 7.1).
The goal-directed cycle starts with a comparison between the represen-

tation of a stimulus (i.e., an actual or anticipated state; [eS]) and a first
goal (i.e., a desired state, i.e., the representation of a valued outcome;
[Ov]) (Step 1; cognitive component). If a discrepancy is detected between
the two elements, a second goal is activated, aimed at reducing this
discrepancy ([rd]) (Step 2; motivational component). To achieve the
second goal, a selection must be made between three broad strategies
(Step 3; cognitive component). A first strategy is to act (i.e., assimilation of
the stimulus to the goal, [Ras]). A second strategy is to change the first
goal (i.e., accommodation of the goal to the stimulus, [Rac]). A third strategy
is to change the interpretation of the stimulus (i.e., immunization:
changing the content of the stimulus representation, [Rim]).

82 To illustrate,
if a student receives a low grade for an exam, which constitutes a discrep-
ancy with the goal to be seen as a bright student, she may select the action
to study hard for a retake or conceal her results from others (i.e., assimi-
lation), she may drop the goal to be seen as a bright student and invest
more in other parts of her personality (i.e., accommodation), or she may

81 Cochrane (2019) proposes an emotion theory in which the core element is an [S–R] link
combined with a negative feedback loop.

82 Note that the strategy of immunization accords with Sartre’s (1939) proposal that
emotions are forms of magical consciousness. To illustrate, in the case of terror we
do not act to solve the problem but we deny the stimulus, for instance, by fainting. This
removes the stimulus from our consciousness.
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attribute the low grade to fatigue and as not reflecting her capacities (i.e.,
immunization).
If assimilation is chosen, the system must still select a specific action

option (Step 4; cognitive component). This is done by weighing up the
expected utilities of the action options available in the system’s repertoire
and by selecting the option with the highest expected utility. The selected
action option activates its corresponding action tendency ([R]). This is an
intention to act and the third goal in the cycle (Step 5; motivational
component). The action tendency is manifested in somatic responses
(sR) that prepare and support overt behavior (mR) (Step 6; somatic and
motor components). The overt behavior results in an actual outcome (O)
(Step 7). This is a new stimulus (S) that is fed back to the start of the cycle
(Step 8). Ideally, the cycle is repeated until there is no discrepancy left.
(Brandstädter & Greve, 1994; Brandstädter & Rothermund, 2002;
Sprangers & Schwartz, 1999).
Aspects of all steps in this goal-directed cycle may pervade into con-

sciousness where they contribute to the content of feelings (feeling
component). Positive and negative affect are generated in at least two of
these steps. In Step 1, during the detection phase, the presence of a
discrepancy produces negative affect whereas the absence of a discrep-
ancy produces positive affect. In Step 4, during the action selection phase,
the presence of action options with a sufficiently high expectancy for
reducing the goal discrepancy and reaching goal satisfaction produces
positive affect whereas the absence of such action options produces
negative affect. Thus, positive and negative affect are not only generated
by actual goal satisfaction but also by anticipated goal satisfaction (Moors
et al., 2021).83 Of course, feelings may extend beyond valence. Feelings
are considered to add a conscious layer on all kinds of representations,
including action tendencies. In this theory then, action tendencies can be
felt centrally. Overt somatic and motor responses are not representations.
They need to travel via the perception of somatosensory feedback
to become the content of representations (iS![iS]), which in turn can
become conscious and hence felt (see Moors, 2017a, p. 12). Feelings
can be labeled with an emotion word, but they can also remain unlabeled
or raw.
It may be noted that even if the goal-directed theory covers all typical

emotional components, it remains agnostic about which of these compon-
ents should be part of a constitutive explanation of emotion. The
theory has a skeptical outlook and merely tries to explain the phenomena

83 I believe this account of affect is more parsimonious than that proposed by Carver and
Scheier (2013).
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that people call emotions (see also Duffy, 1941a, 1941b; Meyer, 1933;
Russell, 2003).

The complexity of the goal-directed process increases if we take into
account multiple goals (i.e., multiple valued outcomes), which may either
align or conflict with one another. For instance, shouting during a discus-
sion with the aim of dominating another person in the short run may
constitute a discrepancy with entertaining a stable relationship with this
person in the long run.

A further source of complexity stems from the hierarchical organiza-
tion of goals and subgoals (Pezzulo & Cisek, 2016; Powers, 1973a, 1973b;
R. Smith et al., 2017). The same principles that guide the selection of an
action tendency also guide the selection of the first goal in the cycle.
Indeed, this first goal ([O1

v]) can itself be considered as a subordinate
goal that is instrumental for a superordinate goal ([Ov*]) (see Figure 7.2).
For instance, a person may select the action tendency to hit an opponent
as a means to win a battle but the goal to win a battle may itself have been
selected as a means to gain status. Apart from our most superordinate
goals, which are deemed to be innate and universal, the subordinate goals
that we select depend on the reward structure of the environment. For
instance, the superordinate goal to gain status prompts selection of the
subordinate goal to win a battle if society rewards winners with
more status.

The hierarchical organization not only extends upwards to higher-
order goals but also downwards to lower-order goals. The goal to hit
an opponent can give rise to a sequence of lower-order goals or motor
programs for moving the torso, fists, and hands (Balleine et al., 2015;
Mylopoulos & Pacherie, 2017). I now take a closer look at several steps in
the goal-directed cycle, as this allows me to highlight some differences
from related theories.

Steps 1 and 2

The first step detects the presence and magnitude of a discrepancy
between the representation of a stimulus and a first goal. This maps
perfectly onto the appraisal checks of goal in/congruence and goal rele-
vance (e.g., Lazarus, 1991). Like all goals, this first goal is the representa-
tion of a valued outcome. The theory does not assume that the starting
point of a cycle can be an anti-goal, that is, the representation of a
disvalued outcome, as is the case in some feedback theories (e.g.,
Carver & Scheier, 2013) and in theories that distinguish between separate
behavioral approach and inhibition systems (J. A. Gray, 1994).

The stimulus that is compared with the first goal can be either an actual
stimulus or an anticipated stimulus. This creates two scenarios. The first
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scenario is a discrepancy between a first goal and an actual stimulus, say,
the goal to succeed on an exam and the news that one has failed. In this
scenario, the second goal to reduce the discrepancy amounts to improv-
ing things and can be called a promotion goal (Higgins, 2018). The second
scenario is a discrepancy between a first goal that is currently satisfied –

and therefore equal to the actual stimulus – and an anticipated stimulus.
The paradigm example is the case in which the first goal is to be safe,
which is already satisfied, but there is a risk that this will not last. In this
scenario, the second goal to reduce the discrepancy amounts to prevent-
ing the actual state from getting worse and can be called a prevention
goal (Higgins, 2018). It is worth pointing out that promotion and preven-
tion goals in Step 2 do not dictate the action tendencies that will be
selected in Step 4. A promotion goal may lead to approach or avoidance
and so may a prevention goal. If Sam wants to improve his relationship
with Sunny after a fight, he may either try to talk to her or go for a walk.
He may select the exact same actions if his aim is to prevent his relation-
ship from getting worse.

The theory assumes that behavior only occurs when there is a need for
behavior, that is, when there is a discrepancy between a stimulus and a
goal. So how does the theory explain behavior in the case of positive
emotions, such as those involved in appetitive approach and so-called
broaden-and-build behavior (Fredrickson, 2004)? Again, two scenarios
are possible. The first scenario is when the stimulus signals an imminent
(or partial) match with a first goal that is not yet completely obtained
(Moors, 2009). The remaining discrepancy still needs to be bridged via
behavior, and this could be approach behavior. For instance, the choc-
olate cake on the table may signal an imminent match with my goal to
taste it, but as long as it is still on the table, I still need to take action:
approach it or ask for it. The second scenario is when there is a complete
match with a first goal. When one goal is fulfilled, the person can open up
to the pursuit of other goals. If there are no urgent discrepancies, she can
engage in exploratory behavior to increase the probability of encounter-
ing new opportunities for goal satisfaction. This matches the broaden-
and-build case.

The transition from the discrepancy detection (Step 1) to the second
goal to reduce the discrepancy (Step 2) can be conceived of as an [S–R]
link, cast on the highest level of abstraction. The [S] part is the representa-
tion of the abstract stimulus feature “goal discrepant”; the [R] part is the
abstract tendency to reduce this goal discrepancy. One might even specu-
late that this abstract [S–R] link is innate. I guess it would not be too crazy
to assume that when something is wrong, organisms have the innate
tendency to fix it. Such a mechanism would still be general-purpose,
however, in the sense that discrepancies may pertain to any possible goal.
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Steps 3 to 6 (and 7 and 8)

Step 3 involves the selection of the broad strategies of assimilation (i.e., to
act), accommodation (i.e., to replace the first goal), and immunization
(i.e., to change interpretation of the stimulus). Assimilation entails overt
or physical actions, whereas both accommodation and immunization
entail covert or mental actions. If assimilation is selected, there is a further
Step 4 in which a more narrow strategy or action option must be selected.
The theory hypothesizes that not only the selection of an action option but
also the selection of the broad strategy is based on a weighing up of
expected utilities. If the action option of fighting turns out to have a low
expectancy, the organism may switch gears and choose to flee instead
(i.e., still assimilation but different action). If all actions turn out to be
ineffective, however, the person may be forced to give up the first goal
and choose a different goal (i.e., accommodation), or she may try to see
the facts in a more favorable light (i.e., immunization).84,85

Strictly speaking, a process already counts as goal-directed if the
expected utility of a single action option is processed. One action option
can have multiple outcomes. Some are benefits, others are costs. In the
current theory, costs are framed as low expectancies for reducing discrep-
ancies with other goals. For instance, fleeing may have a high expectancy
for reaching safety, but a low expectancy for saving energy. Fighting may
have a high expectancy for winning a debate but a low expectancy for
preserving the quality of a relationship. If the action repertoire – which is
the set of action options or affordances that are accessible to the system at
a certain time – contains more than one action option, these options need
to be compared in order to select one of them (Morris et al., 2014).
The selection of action options and strategies relies on subjective esti-

mates of values and expectancies. These estimates may rely on various
operations. Values and expectancies can be computed online (i.e., tertiary
process), but they will for a large part be pregiven by previous operant
learning (i.e., secondary process). The updating of expectancies can happen
as follows (Pessiglione et al., 2008; Wolpert et al., 1995). At the time that an
action tendency is translated into actual behavior (Step 6), a representation
of the expected outcome of the behavior is also produced (i.e., efferent
copy; [O]). Once the behavior has occurred and has produced an actual
outcome (O), the actual and expected outcomes are compared. In the case

84 It is conceivable that Steps 3 and 4 are not sequential but integrated (see Figures 7.1 and
7.2).

85 Accommodation and immunization are reminiscent of two types of emotion regulation
strategies that have been classified under the heading of reappraisal. Here, they are not
considered as strategies to control emotions, but simply as ways to decrease the
stimulus-goal discrepancy.
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of a mismatch (i.e., prediction error), the previously represented response-
outcome expectancy can be adjusted. If, based on this adjustment, the
system selects a different action next time, this corresponds to accommo-
dation on the level of the action tendency. If the system persists in the same
course of action, this counts as assimilation on that level.

Finally, some theorists (e.g., Bargh et al., 2010) have argued that the
expected utility – also called the desirability – of the action options should
be weighted by their feasibility or the extent to which a person expects to
be able to execute the actions. For instance, fleeing may be desirable but
not feasible because of a lack of capacity (e.g., the opponent is faster) or
opportunity (e.g., there is no escape route). Expected utility or desirability
is upward-looking (i.e., it tells how likely it is that an action will satisfy
the first goal); feasibility is downward-looking (i.e., it tells how likely it is
that an action will be implemented in a motor program). Other theorists
assume that the action options in people’s action repertoires only include
the feasible ones, making a separate feasibility factor superfluous.

The goal-directed theory outlined here is a mechanistic sketch in which
the types of information figuring in the contents of the representations
dominate the agenda, and in which a liberal position is held regarding the
format of the representations. Although expectancies and values are
abstract pieces of information, the outcomes and behaviors to which they
pertain may be represented in concrete, image-like format. The person
can picture the outcome of different behavior options (during the selec-
tion phase; Step 4), but also what will happen if no action is undertaken
(during the discrepancy detection phase; Step 1). For instance, the person
can picture that the presence of a raging bull in a pasture will produce a
bloody outcome, unless she decides to jump over the nearest fence. It
could be hypothesized, moreover, that the vividness of these representa-
tions has a biasing influence on estimations of values and expectancies.
This would be in line with the availability heuristic in the prospect theory
of Tversky and Kahneman (1973) and the predictions of the construal
level theory of Trope and Liberman (2010). The availability heuristic
entails that events that come more readily to mind (and are therefore
perhaps more vivid) are judged as more likely. Construal level theory
proposes that nearby outcomes, which are more concrete (and are there-
fore perhaps more vivid) are judged as more likely.

Another assumption regarding the format of the representations in the
cycle is that the abstract notions of values and expectancies are not
propositions that need to be judged as true. The organism activates
values and expectancies and treats them as true by default unless there
is evidence to the contrary. No separate step of truth evaluation is thus
required. This feature is important as it helps explain recalcitrant
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emotions as well as emotions from fiction and art. The mere imagination,
construal, or perception of a goal-discrepant stimulus may be sufficient to
trigger a goal-directed cycle in which possible action options and solu-
tions are imagined. If the contents of these imagined representations
break into consciousness, moreover, they are felt.
A further assumption of the theory is that all steps in the goal-directed

cycle can be automatic. Several arguments make this plausible. First,
goal-directed processes vary in complexity and at least the simple ones
should be automatic. It seems reasonable to assume that the capacity
limitations of the system constrain the number of action options and
outcomes that can be processed simultaneously (see Pezzulo & Cisek,
2016). But even if the weighing of outcomes proceeds in a sequential
manner, this may still happen rapidly (e.g., Berkman et al., 2017).
Second, goal-directed processes do not have to rely on rule-based
computation, but can also be based on the activation of preset knowledge
via an associative operation. The latter operation is generally accepted as
automatic. Third, the goal relevance of the stimuli in goal-directed pro-
cesses may partly compensate for a lack of other operating conditions,
such as a lack of time (Moors, 2016; see Chapter 1). This is supported by
subliminal priming studies, in which goal-relevant stimuli broke into
consciousness under shorter presentation durations than goal-irrelevant
ones (e.g., Tapia et al., 2010). Fourth, evidence that animals are capable of
goal-directed processing is ubiquitous (Heyes & Dickinson, 1990). This
suggests that these processes do not require high-level cognition and
should be fairly automatic. Fifth, evidence for automatic goal-directed
processing in humans is growing (Hommel, 2013, 2017; Pessiglione et al.,
2007; van Gaal et al., 2012).86

The theories discussed in the previous chapters differ from the goal-
directed theory with regard to the interplay that they assume between
stimulus-driven and goal-directed processes (see Box 2.1). The previous
theories hold a default-interventionist architecture with stimulus-driven
(i.e., emotional) processes as the default and goal-directed (i.e., emotion
regulation) processes as the intervenor. This architecture builds on the
widely assumed trade-off between automaticity and rationality (see

86 Critics might object that if behavior is caused by a goal-directed process, it must be
caused by an intention (i.e., action tendency or third goal) so that it cannot be automatic
in the sense of unintentional. This is true. Even so, the intention need not be a conscious
intention, and the process itself need not be slow, inefficient, conscious, and/or difficult
to counteract. Thus, the behavior can still be automatic in various other ways. Note,
moreover, that goal-directed processes are not more intentional than stimulus-driven
ones, given that the response representation ([R]) that is part of the [S–R] link is also an
action tendency or intention (see Box 2.1; see Chapter 9).
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Chapter 1). Stimulus-driven processes are seen as simple, which makes
them (a) more automatic and therefore the default process but also (b)
more rigid and therefore more error-prone. They are quick but dirty.
Goal-directed processes, by contrast, are seen as complex, which makes
them (a) more non-automatic but also (b) more flexible and therefore
more likely to be accurate. The implications are that when operating
conditions are poor, the agent has no other choice but to rely blindly on
a stimulus-driven process. Only when operating conditions are ample,
can a goal-directed process intervene to correct the initial action tendency
elicited by the stimulus-driven process.

In sharp contrast with the previous theories, the goal-directed theory
(Moors, 2017a; Moors et al., 2017) endorses a parallel-competitive
architecture in which both processes are assumed to operate automatic-
ally so that they will often operate in parallel and enter into competition
with each other. The goal-directed process, moreover, is hypothesized to
often win the competition because it combines automaticity with ration-
ality whereas the stimulus-driven process only furnishes automaticity,
and the system should prioritize the process that yields the most benefits.
Another argument that is not “from design” could be that the [S–R]
associations in stimulus-driven processes tend to be weaker than [S:R–
Ov] associations, and therefore often lose out (Fischer et al., 2022). The
upshot is that in this architecture, the goal-directed process is the default
determinant of behavior whereas the stimulus-driven process is the
exception.

It may be worth pointing out that the competition between goal-
directed and stimulus-driven processes will most often remain under
the radar. If stimulus-driven processes are indeed weak, they will not
reach awareness and no tension with a goal-directed process will be felt.
The tension that we do often experience in self-regulation conflicts
(within or outside of the emotional realm) is framed in this theory as
stemming from the competition between two goal-directed processes that
are each at the service of a different goal.

The theory considers at least two exceptions in which a stimulus-driven
process could still determine behavior, although alternative goal-directed
explanations remain possible in both cases. A first exception is when the
system is faced with two equally attractive action options. In Buridan’s
thought experiment, a donkey placed in front of two identical stacks of
hay at equal distance cannot decide between them and consequently dies
of hunger. In such a case, a pre-existing [S–R] link including one of the
response options could bias selection in favor of that response option.
Thus, if the donkey previously received hay on the right side, a stored
[S–walk-right] link could tip the balance. According to an alternative,
goal-directed explanation, however, previous experience with hay on the
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right side could also have altered the value of the right haystack (or its
associated responses), for instance, via the principle of mere exposure
(Zajonc, 1968).
A second exception is when the action option that is selected is cast at a

too high level of abstraction so that it does not enter into competition with
an existing [S–R] link cast at a lower level of abstraction. In this case, the
[S–R] link could still determine behavior because it does not suffer from
competition. To illustrate, if my office was on the third floor for years, this
might have formed an [elevator–press-3] link. Suppose my office recently
moved to the fifth floor. If upon entering the elevator I merely activate the
action tendency to go to my office but do not implement this in the more
concrete action tendency to press 5, the stored [elevator–press-3] link does
not suffer from competition and can freely determine behavior.
According to an alternative, goal-directed explanation, however, the
system never stored an [elevator–press-3] link to begin with but rather
an [elevator: press-3–access-to-office] link. The novel [elevator: press-5–
access-to-office] link, which is now correct, is too weak at present to
override the old [elevator: press-3–access-to-office] link, which is now
incorrect (see Buabang, Köster, et al., 2021).

7.3 Scientific Definitions

7.3.1 Intensional Definition

This section considers whether the causal-mechanistic explanation of the
phenomena called emotions provided by the goal-directed theory allows
us to distill criteria that could potentially serve to demarcate the set of
emotions from others sets. These criteria are first evaluated in terms of the
meta-criterion of apparent-similarity, that is, whether they can account
for the desiderata listed in the working definition, and then in terms of the
meta-criterion of fruitfulness, that is, whether they can deliver a common
denominator for the members of the set that is deep enough to allow for
scientific extrapolation. My conclusion will be that apparent-similarity is
guaranteed, making the goal-directed explanation a suitable explanation
for alleged emotions, but that fruitfulness is lacking, preventing us from
elevating the folk set of emotions to a scientific set.

7.3.1.1 Criteria for Demarcation
The goal-directed theory suggests that what people recognize as emo-
tions are goal-directed cycles in which a discrepancy is either present,
anticipated, or absent/solved, and in which the person selects a physical
or mental action based on a cost-benefit analysis, or no action if none can
be found. This is the first criterion, which I call the “goal-directedness”
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criterion. The second criterion, which I call the “value” criterion, is that
the value of the goal at stake (first goal) must be sufficiently high. Thus,
the loss of a friend and the loss of the soap under the shower initiate a
processing cycle with the same steps, but the reason why people think
losing a friend leads to an emotional cycle and losing the soap does not, or
less so, is because the goal to keep the friend has a high value whereas the
goal to hold on to the soap does not, or less so. This is a gradual criterion
that matches with the “goal relevance” criterion put forward by molecu-
lar SETs (see Chapter 6).

7.3.1.2 Adequacy

-
Equipped with these two criteria for demarcation, let us now examine
how the theory fares in the light of the desiderata from the working
definition.

(1) The goal-directedness criterion accounts for the world-directed
Intentionality of emotions because the goal-directed process is made up
of representations that contain information. The goal-directed cycle
combines a (minimal) stimulus evaluation process (in the detection
phase, Step 1) followed by a response evaluation process (in the selection
phase, Steps 3 and 4). The stimulus evaluation process assesses
whether and which goal is violated (or threatened) or satisfied. The
response evaluation process assesses which overt or covert action is
best undertaken. Together this yields a richer form of Intentionality
than the stimulus evaluation process in SETs. Appraisal of a stimulus as
a loss, threat, or offense (i.e., molar values) does not tell us yet
which goal is lost, threatened, or violated or what can be done about it.
Likewise, appraisal of a stimulus as goal-incongruent and easy to
control (i.e., molecular values) does not tells us which goal is at stake
or in what sense (via which specific behavior) the stimulus is easy
to control.

In addition to providing a richer form of world-directed Intentionality,
the goal-directed theory also provides a unique account of the double
direction of fit that emotions display according to some authors (Helm,
2001, 2009; Roberts, 2013; see Chapter 2). In fact, all theories discussed so
far that include both a stimulus evaluation process and an action ten-
dency into their constituent explanation of emotion (i.e., SETs and
hybrids of this theory with evolutionary and network theories) could
account for this double direction of fit: Stimulus evaluation is a cognitive
entity, which has a mind-to-world direction of fit, ensuring the world-
directedness of emotions; an action tendency is a conative entity, which
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has a world-to-mind direction of fit, ensuring the self-directedness of
emotions. Stimulus evaluation is accurate when it conforms to the world.
Evaluating a snake as dangerous is accurate for instance, if the snake is
indeed dangerous. An action tendency is satisfied when the world con-
forms to it. The tendency to avoid, for instance, is satisfied when the end
state that defines the action tendency is reached, that is, when the distance
from an object is increased.
Some authors have suggested that action tendencies in fact already

display a double direction of fit (like other conative entities such as
desires; Lauria, 2017; Oddie, 2005). They are not only directed at reaching
the end state that defines them so that they can be judged as more or less
satisfied; they can also be judged as more or less accurate ways for
reaching a superordinate goal. The tendency to avoid, for instance, can
be judged as more or less satisfied, but also as more or less accurate for
reaching the goal of safety. Other authors, however, have rejected the
possibility that a single mental entity can have a double direction of fit
(e.g., Döring, 2007; M. Smith, 1987). As M. Smith (1987) puts it, conative
entities, when satisfied, should go out of existence, whereas cognitive
entities, when accurate, should endure. This would make the idea of a
single mental entity with both directions of fit incoherent.
The goal-directed theory provides an elegant solution to this puzzle. It

can handle the intuition that action tendencies can be evaluated as accur-
ate or inaccurate for reaching a goal without having to endow them with
a mind-to-world direction of fit. Indeed, the goal-directed theory postu-
lates that action tendencies are preceded by a selection phase in which the
expected utilities of action options are processed. This involves the sub-
jective estimation of values and expectancies, and it is these that can be
judged as more or less accurate, that is, as matching more or less with
objective values and probabilities. Thus, it is the selection phase that has a
mind-to-world direction of fit, but this fit need not be transferred to the
action tendency that follows on this phase.
If next to assimilation (i.e., strategy to act), we also consider the strat-

egies of accommodation (i.e., strategy to replace the first goal) and
immunization (i.e., strategy to reinterpret the stimulus), the story can be
extended as follows. In accommodation, the goals of the mind adapt to
the world. In immunization, the world is adapted to the goals of the mind
but only in a mental sense, which comes down to (the afferent part of ) the
mind adapting to (the efferent part of ) the mind. For both strategies, it
can also be judged whether the selection of the strategy was accurate
or not.
All steps in the goal-directed cycle that have a world-to-mind direction

of fit can be inaccurate. This not only allows us to explain cases of
theoretically irrational emotions, but also cases of practically irrational
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emotions. In the previous theories, we saw that the theoretical irration-
ality of emotions can account for some cases of practically irrational
emotions, such as when my fear of house spiders prevents me from
sleeping, but not for other cases, such as costly aggression and arational
actions. To explain the latter cases, these theories have to appeal to the
stimulus-driven processes that they hold responsible for emotions. Since
the goal-directed theory does not ascribe a substantial role to stimulus-
driven processes, this deus ex machina solution is not available for this
theory. Yet in this theory, a much stronger relation is assumed between
theoretical and practical rationality. I will first consider the implications
of this assumption for the issue of practical irrationality before turning to
standard cases of theoretical rationality.

At first blush, the goal-directedness criterion flies in the face of the
apparent practical irrationality of emotions. The goal-directed process is
the process par excellence to deliver practical rationality because it can
flexibly adapt to changes in the current outcomes of behaviors. This is
precisely the reason why most emotion scholars dismiss a goal-directed
explanation of emotions outright and why they advocate dual-system
models in which emotional behavior is placed in sharp contrast with
instrumental behavior (Ainslie, 2001, pp. 48–70).

Two replies can be formulated. First, some instances of emotional
behavior appear irrational but are in fact rational. This is because people
have multiple goals, and the goal driving their behavior may be hidden,
not only to observers, but also to the individual. Take the case of an
aggressive outburst. This behavior is costly in the sense that it can ruin a
relationship, but at the same time, it may help restore the person’s social
status (as someone who cannot be messed with). The social status goal
may have a higher value than the relationship goal, but it may also be
hidden because it is not such a noble goal to have.

Second, the goal-directed process can also produce real irrational
behavior. Several steps in the goal-directed cycle carry risks for errors.
A person may assign the wrong values to goals; she may fail to detect the
discrepancy between a stimulus and a goal; her action repertoire may not
be equipped with the most adaptive action options; she may over- or
underestimate the expected utilities and feasibilities of different action
options; and finally, she may fail to have a suitable motor program to
implement the chosen action tendency (Köster et al., 2021; Moors, 2019).
For instance, Sunny may have the goal to maintain high social status
because she estimates this to have a high expectancy for being happy. She
may be right about this but she may also be wrong. Once the goal for
social status is in place, the insulting remark of her colleague Silvester
may form a discrepancy with this goal. Sunny may estimate that acting is
a good way to reduce this discrepancy, and she may select the specific
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action tendency to insult him back. Again, she may be right that this is a
good way to restore her social status but she may also be wrong. It could
be that directing a fixed stare at Silvester is a better option, but since she
has never practiced this option before, it is not part of her action reper-
toire or only at the bottom of the list. It could also be that acting was not
worth the trouble and that she would do better to seek social status
elsewhere. As this example illustrates, the practical irrationality of goal-
directed processes hinges on their theoretical irrationality. Thus, even if
goal-directed processes qualify as practically rational in the process-
sense, the subjective estimations inherent in them make them vulnerable
to errors. This is why goal-directed processes may not always lead to goal
satisfaction and may not always be rational in the output-sense.
According to the goal-directed theory, cases of theoretically irrational

“emotions” can be understood as cases of apparent or real irrational
“decisions.” Fear of a house spider, for instance, can be reformulated as
the decision to flee, which activates somatic responses preparing for flight
and perhaps concomitant facial expressions and feelings. The inaccuracy
of this fear can be reframed as the inaccuracy of the decision to flee based
on false estimations about the magnitude of the discrepancy of the house
spider with one’s goal for safety or false estimations of the expectancy
that fleeing will procure safety.
But what about recalcitrant emotions? If emotions are decisions, how

can a person believe one decision to be right, yet act according to another?
Again, the key is to realize that different cycles at the service of different
goals may be in competition with one another. The goals of some cycles
may be more hidden whereas those of others may be more in the fore-
ground. Believing that spiders are not dangerous can be considered as a
mental act, and saying that one believes that spiders are not dangerous is a
verbal act. These acts must be weighed against the physical act of running
away from the spider. Each of these acts can have a number of benefits
and costs. For instance, the mental act of believing that spiders are not
dangerous has a high expectancy for the goal to be consistent with one’s
other knowledge (i.e., an epistemic goal) and the verbal act of saying that
one believes that spiders are not dangerous has a high expectancy for the
goal to make a smart impression (i.e., impression management goal).
Neither of these acts seems to have major costs. The physical act of
running away may have a high expectancy for the goal to keep spiders
away from bodily orifices (i.e., bodily integrity goal). Even if this behavior
comes at the cost of epistemic consistency and impression management,
the goal for bodily integrity may have a higher value and win the
competition. Another element of importance is that the behaviors in this
example – believing, saying, and fleeing – are not technically incompat-
ible with each other. The implication is that as long as believing or saying
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one thing and doing another does not come with a massive cost, people
may not be motivated to solve this inconsistency.

But there are more options from a goal-directed perspective. As sug-
gested earlier, all the representations in goal-directed action cycles can be
activated automatically and without assenting to their truth. The repre-
sentations in some cycles may be truly endorsed whereas those in others
may be merely activated. In the case of the spider, a discrepancy with the
goal for safety may be activated even if the person does not believe it for a
fact or if she believes there is only a tiny chance that she is in danger (not
all spiders are harmless) but nevertheless chooses to be on the safe side.
A similar story can be told about fear of heights in virtual reality or fear of
a shark in a movie theatre. The goal-directed cycle, which was put in
place for goal-directed behavior in real life, may be hijacked by salient
fictional stimuli and give way to an intense action tendency. The belief
that the height or the shark is not real may activate a competing goal-
directed cycle, perhaps serving an energy preservation goal, which may
dictate the tendency to remain passive. Yet it is possible that this belief
lacks the vividness to make the latter tendency win the competition. Even
so, an occasional foregrounding of reality may still temporarily succeed in
pulling the viewer out of her immersion.

The goal-directedness criterion can easily be reconciled with the
notions of ontogenetic and phylogenetic continuity. The assumption that
the goal-directed process does not require conceptual or propositional
representations makes it able to account for the emotions of babies and
animals. Assuming that these beings are limited in the amount of goals
they have and the operations they can draw upon to estimate expected
utilities, the goal-directed processes that they engage in should be less
complex, and so should their emotional lives.

(2) The value criterion – that the goal at stake should have a high value –
can account for a host of other apparent properties of emotions. If the
value of the goal at stake is high, the discrepancy with the stimulus
should have a high magnitude, which requires a big and perhaps urgent
reduction. This may translate into an intense action tendency that takes
control precedence, followed by an intense mobilization of the physio-
logical apparatus and intense behavior. If all these components are
intense, they are also likely to reach consciousness, leaving a salient
phenomenological trace. The fact that these episodes pop out in the
stream of consciousness probably explains why people started noticing
them and invented words to label them. In any case, if this intensity is
combined with valence from the detection and selection phases, the heat
of emotions is amply secured.
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Another downstream consequence of the value criterion – the require-
ment that the goal at stake should have a high value – is that it will be
difficult to come up with another goal that can compete with it. This
explains why emotional behavior seems so hard to control. For instance,
if a discrepancy with the goal for social status leads to the tendency to
fight and the goal for social status is situated at the high end of a person’s
goal hierarchy, it will be difficult to counteract this tendency because
there will be few other goals that can beat this goal. In the goal-directed
theory, the uncontrollable nature of emotions does not so much stem
from the fact that they arise too quickly to be stopped but more from
the fact that they touch on important matters.


The goal-directedness criterion does a poor job in terms of fruitfulness
because the same goal-directed and (in exceptional cases stimulus-driven)
mechanisms are put forward to account for emotional and non-emotional
episodes. Adding the value criterion does not help much to improve this.
As mentioned, the value criterion is identical to the goal relevance criter-
ion in appraisal theories. In Chapter 6, I argued that this criterion qualifies
as a descriptive criterion for ranking episodes from more to less emo-
tional but that it may not be deep enough to be considered as a scientific
criterion. Nevertheless, it remains an interesting exercise to outline the
various factors that influence the value of goals, and/or the intensity of
behavior and feelings. This can best be done by abandoning the narrow
focus on so-called emotional behaviors such as fight and flight and so-
called emotional feelings such as anger and fear, and to broaden the scope
to all kinds of intense behavior and feelings. Thus vigorous fighting and
vigorously working on the writing of a book may have more in common
than meets the eye.
The conclusion that emotions are produced by a general-purpose rather

than a special-purpose mechanism is shared by other skeptical theorists
such as James (1890b), Duffy (1934, 1941a, 1941b), Meyer (1933), and
Russell (2003). James (1890b) differs from the goal-directed theory, how-
ever, in that the general-purpose mechanisms he proposed were instincts
and habits, not goal-directed processes. Duffy’s (1941b) proposal is strik-
ingly similar to the goal-directed theory presented here. Although
worked out in less detail, her proposal is also that the goal-directed
processes normally found in the non-emotional realm are the very same
processes that underlie the phenomena that people call emotional, and
that the only difference between emotional and non-emotional phenom-
ena lies in their intensity, which stems from the goal relevance of the
events. Following in the footsteps of James (1890b) and Duffy (1941b),
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Russell (2003; see Chapter 8) also argued that general-purpose instead of
special-purpose processes are involved in alleged emotional episodes.
Rather than specifying what these processes are, he suggested to hand
this task over to each of the domains that can be linked to each of the
alleged components of emotions: cognition to cognitive psychology,
motivation to motivation psychology, somatic responses to physiologists,
and so forth. Duffy (1941b) and Russell (2003) agree that emotion does
not rise beyond the status of being a folk concept. Duffy (1941b) probably
took the most radical position when she wrote that “[f]or many years the
writer has been of the opinion that ‘emotion’ as a scientific concept, is
worse than useless” (p. 283). Her message was that now that psychology
had come of age (in the first half of the twentieth century!), the discipline
should rid itself of folk concepts such as emotions and replace them with
concepts such as energy and direction (see Arnold, 1960, for a critique).

7.3.2 Divisio Definition

7.3.2.1 Criteria for Partitioning and Adequacy

-  
If the set of emotions is itself not a scientific set, there is no use in
searching for the ultimate way to carve it up into subsets. Nevertheless,
there may still be merit in figuring out how the goal-directed theory can
make sense of vernacular emotion types. This would be a way to meet the
apparent-similarity meta-criterion. For instance, anger and disappoint-
ment could be linked to the discrepancy between a goal and an actual
stimulus, fear to the discrepancy between a goal and an anticipated
stimulus, satisfaction to the absence of a discrepancy, joy to the reduction
of a previous discrepancy, and relief to the successful reduction of a
previous anticipated discrepancy (see also Broekens et al., 2015;
Reisenzein, 2012; Rolls, 2005). Further differentiation between anger and
disappointment could be achieved, for instance, by saying that in anger,
the person tries to repair the discrepancy by choosing to harm another
person, whereas in the case of disappointment, she tries to repair it in a
non-violent way (Bossuyt et al., 2014a). It must be kept in mind, however,
that these attempts do not reify these subsets as scientific subsets. They
would only show that the theory has the power to explain the subsets that
people take to be emotions. These vernacular subsets, moreover, may not
be the only or even the best way to carve up the set. In other words, the
subsets may not necessarily be fruitful. Further, there may be other, more
fruitful ways of carving up the realm of goal-directed phenomena. For
instance, in addition to distinguishing between different types of
stimulus-goal discrepancies (pertaining to the detection phase, Step 1),
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one could distill four highly abstract tendencies (pertaining to the selec-
tion phase in Step 3: the tendency to assimilate, accommodate, immunize,
and remain passive – or in doubt about what to do) (Moors, 2017b).
I suspect that these distinctions will turn out to be more fruitful in the
long run than vernacular emotion categories. This may not only be true
within the confines of scientific discourse, but also in therapy. Analyzing
people’s “emotional” problems not in terms of emotions but in terms of
problems in one or more steps of the goal-directed cycle may provide
more concrete entry points for initiating change or acceptance. Instead of
asking clients to turn inward and get in touch with “how they feel” or to
increase their capacity for “emotional granularity” (using finer-grained
emotion labels; Barrett et al., 2001; Smidt & Suvak, 2015), therapists could
help them discover which goals are dominating their lives and devise less
costly ways to achieve these goals (see Moors & Boddez, 2021).

7.4 Validation

Research aimed at testing the goal-directed theory of emotion is still in its
infancy, but at least three lines of research seem to emerge.

(1) The first research line starts with a search for instances of “emo-
tional” behavior that are traditionally explained in stimulus-driven
terms. The aim is to re-examine these instances to see if they can be
explained by a goal-directed process instead. Examining whether
behavior is caused by a goal-directed process can be done by measur-
ing values and expectancies for naturally occurring behavior, but
ideally it is done in experimental research in which values and expect-
ancies are manipulated and the resulting action tendencies or behavior
are measured. The manipulation of values and expectancies can be
done between groups and/or across time. If it is done across time, this
matches the format of outcome devaluation studies or contingency
degradation studies (see Box 2.1).
In a behavioral study, Fischer, Kuppens, and Moors (2020) re-examined

the stimulus-driven hypothesis that ostracism leads to antisocial behavior
(Leary et al., 2006). In recent years, this stimulus-driven hypothesis was
refined by adding as a moderator of this effect the type of goal that is
violated by social exclusion (K. D. Williams, 2007). The refined hypothesis
stated that social exclusion leads to antisocial behavior if the goal for self-
esteem is violated but to prosocial behavior if the goal for belonging is
violated. This already suggested a role for the value of the outcome of the
behavior. Antisocial behavior may be selected as a means to repair a
discrepancy with the goal for self-esteem; prosocial behavior may be
selected as a means to repair a discrepancy with the goal for belonging.
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But in fact, this refined hypothesis could still be framed as a stimulus-
driven hypothesis in which the abstract stimulus feature “incongruence
with the goal for self-esteem” ([S]) triggers an antisocial action tendency
([R]) and the abstract stimulus feature “incongruence with the goal for
belonging” ([S]) triggers a prosocial action tendency ([R]). The goal-
directed hypothesis rejects the idea of a fixed link between the violation
of a specific goal and a specific response. The behavior that is selected not
only depends on the value of the envisaged outcome but also crucially on
the expectancy that the behavior will help reach this outcome. Thus,
demonstrating the goal-directed nature of a behavior also requires dem-
onstrating the role of expectancies. To this end, Fischer, Kuppens, and
Moors (2020) manipulated the number of behavior options available to
socially excluded participants, and hence the relative expectancies of the
behaviors for repairing the thwarted goals. One group had the choice
between antisocial behavior (i.e., sending aggressive messages), prosocial
behavior (i.e., sending friendly messages), and moralizing behavior (i.e.,
sending moralizing messages) towards their perpetrators, whereas
another group could only choose between anti- and prosocial behavior.
Results showed that when the moralizing option was present (which had
more benefits and less costs than the other options), participants pre-
ferred this option and chose less antisocial behavior than when this
option was absent. This result cannot be explained by differences in the
emotion-eliciting stimulus (both groups were socially excluded), nor by
differences in the goals that were thwarted (both groups reported similar
violated goals), but rather by differences in the relative expectancies of the
available action options.

(2) Behavioral research in which expected utilities of behaviors are
manipulated mark an important step towards testing the goal-directed
theory. However, studies that measure overt behavior as the dependent
variable all suffer from the following disadvantage. They do not allow
disambiguating between (a) a default-interventionist scenario in which
the behavior was caused by an initial stimulus-driven action tendency but
was later corrected by a goal-directed process, and (b) a parallel-
competitive scenario in which the behavior was caused by an initial
goal-directed action tendency. The second line of research tries to disam-
biguate between these two scenarios. The crucial difference between them
is that each holds a different process responsible for early action tenden-
cies: a stimulus-driven process in the default-interventionist scenario and
a goal-directed process in the parallel-competitive scenario. Thus, disam-
biguating between the two scenarios can only be done by measuring early
action tendencies.
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One way to measure early action tendencies is by registering MEPs
enhanced by TMS (Moors et al., 2019) (see also Box 2.2). Using this
method, we pitted (a) the stimulus-driven hypothesis from appraisal
theory (see Chapter 6) that goal-incongruent stimuli that are easy/difficult to
control lead to the tendency to fight/flee against (b) the goal-directed hypoth-
esis that the tendency to fight/flee is elicited when fighting/fleeing has the
highest expected utility. Participants took part in a multiple-trial computer
game in which they were street musicians with their hat lying in front of
them to collect money while three thieves could pass by. Participants
were first trained to move the right index finger to fight and the left index
finger to flee (or vice versa). After that, they learned that one thief was
difficult (or rather impossible) to control (i.e., both fighting and fleeing
had zero expectancy to prevent a theft), another thief was easy to control
by fighting him (i.e., fighting had the highest expectancy to prevent a
theft), and still another opponent was easy to control by fleeing from him
(i.e., fleeing had the highest expectancy to prevent a theft). Both accounts
predicted that the thief who was easy to control by fighting would cause a
tendency to fight. The stimulus-driven account predicted this based on
the link easy-to-control–fight. The goal-directed account predicted this
based on the fact that fighting had the highest expected utility. The two
accounts made different predictions regarding the two other thieves. For
the thief who was easy to control by fleeing, the stimulus-driven account
predicted a tendency to fight (based on the link easy-to-control–fight),
whereas the goal-directed account predicted a tendency to flee (because
the expected utility for fleeing was highest). For the thief who was diffi-
cult to control, the stimulus-driven account predicted a tendency to flee
(based on the link difficult-to-control–flee), whereas the goal-directed
account predicted a tendency to be passive (because there was no action
option with an above-zero expected utility). During a test phase, partici-
pants were randomly presented with the three thieves while they had to
merely observe them. At 400 ms post-stimulus onset, a single TMS pulse
was delivered to the primary motor cortex (M1) and MEPs were continu-
ously measured on the muscles of the “fight” and “flight” fingers. The
TMS pulse was used here to boost the action tendency elicited by the
stimuli so that it became measurable from the muscles via MEPs. In this
way, comparison of the MEP amplitudes for the fight and flight fingers
allowed us to infer which action tendency was elicited by the stimuli.
MEPs that were higher for the fight finger indicated a tendency to fight
whereas those that were higher for the flight finger indicated a tendency
to flee. The results provided support for the goal-directed hypothesis
(although only when the “fight” finger belonged to the dominant hand).
Borrowing Ellsworth’s (2013) metaphor again, these results suggest that
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unlike the appraisal process, the goal-directed process does get us straight
to the right twig or the right street address.

(3) A third research line tries to test other, more detailed assumptions of
the goal-directed theory, such as the hypothesis that when stimulus-
driven and goal-directed processes enter into competition, the goal-
directed process is the winner. Fischer, Fini, et al. (2020) installed a
goal-directed process by rewarding participants for avoiding positive
stimuli and for approaching negative stimuli and they expected this
process to compete with a potentially pre-existing stimulus-driven pro-
cess in which positive stimuli lead to an approach tendency and negative
stimuli to an avoidance tendency. Early action tendencies were measured
via TMS-enhanced MEPs. Results showed that the goal-directed process
determined early action tendencies.

(4) A fourth research line examines the key assumption of the goal-
directed theory that goal-directed processes can proceed in an automatic
way. The TMS/MEP studies discussed above provide evidence for this
assumption. The TMS pulse was administered at 400 ms post-stimulus
onset. This suggests that the processing of expected utilities preceding the
action tendencies was automatic in the sense of fast. This evidence can be
added to the evidence for goal-directed processing in “non-emotional”
decision contexts cited earlier (e.g., van Gaal et al., 2012). Future research
could further examine the limits of the complexity that can be handled
under conditions of automaticity.

(5) A fifth line of research investigates how the building blocks of the
goal-directed cycle are implemented in the brain. Research carried out by
appraisal researchers about the way in which the brain implements goal
relevance and goal congruence (see Sander et al., 2018) can easily be
recuperated by the goal-directed theory. In addition, several studies
provide evidence that value and risk are separately encoded in the brain
and directly feed into action-guiding decision processes (Fiorillo et al.,
2003; Grabenhorst & Rolls, 2011; Quartz, 2007; Tobler et al., 2006;
Touroutoglou et al., 2020; see Railton, 2017). Pezzulo and Cisek (2016)
review brain mechanisms involved in hierarchical feedback loops. Brain
research is also conducted in the realm of “emotional” decision processes,
involved in flight, fight, and freezing behavior (LeDoux & Daw, 2018).

(6) A sixth line of research re-examines evidence for the influence of
emotions on the cognitive functions of perception, attention, memory,
judgment, and decision making (Moors & Fischer, 2019). The emotion
theories discussed in the previous chapters accept the scientific status of
emotions and invoke them as explanantia for changes in these cognitive
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functions. They induce positive/negative mood or specific emotions and
they measure the influence on these functions (e.g., Brosch et al., 2013;
Lerner et al., 2015). The goal-directed theory does not accord a scientific
status to emotions, thereby rendering them powerless as explanantia for
the observed changes. Instead, the goal-directed theory offers alternative
explanations for the findings in terms of discrepancies, values, and
expectancies. To illustrate, let us reconsider the influence of integral and
incidental emotions on decision making (see Chapters 2 and 6). To explain
why participants in an ultimatum game engage in costly aggression after
receiving an unfair offer (e.g., Pillutla & Murnighan, 1996; Sanfey et al.,
2003), there is no need to invoke anger as a mediator. A possible goal-
directed explanation would be that the unfair offer is discrepant with a
participant’s goal to be treated fairly, which is more important than
maximizing profit, and that aggressive behavior has the highest expect-
ancy for reducing this discrepancy (Moors & Fischer, 2019). Likewise, to
explain why participants avoid choosing the high-risk high-reward
option during a decision-making task after being submitted to a fear
induction procedure (Raghunathan & Pham, 1999; see Chapter 6), there
is no need to assume that fear was indeed induced and got carried over to
the decision-making task. An alternative, goal-directed explanation
would be to assume that the fear induction procedure temporarily
increased the value of the goal for safety and/or the expectancy that risk
avoidance helps reaching this goal. Instead of fear – or the tendency to
appraise stimuli as dangerous or uncertain – getting carried over
(Lerner & Keltner, 2001), it might instead be the tendency to evaluate
action options in certain ways. Another possible goal-directed explan-
ation is that the action option chosen in the first episode remained highly
accessible in the participants’ action repertoire and was therefore
more easily selected a second time. These reinterpretations bypass the
notions of fear and/or appraisals of danger and uncertainty (Moors &
Fischer, 2019). Recent research has started to test these and other goal-
directed explanations (e.g., Civai et al., 2010; Matarazzo et al., 2020;
Turillo et al., 2002).

To summarize, while (evaluation-first) SETs (discussed in the previous
chapter) saw stimulus evaluation as the prime source from which every
other emotional component flows, RETs (discussed in the current chap-
ter) shifted the weight to response evaluation. Although SETs were key to
account for the world-directed Intentionality of emotions, the transition
from stimulus evaluation to action tendencies was still a rigid affair. RETs
are the first theories that allow for genuine flexibility in the relation
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between stimulus evaluation and action tendencies. The current chapter
worked out the details of my own goal-directed theory as one example of
an RET (see Moors, 2017a, 2017b; Moors et al., 2017; Moors & Boddez,
2017, for further reading). This theory proposed that an automatic goal-
directed cycle, in which discrepancy detection is alternated with behavior
selection, can account for all components that are seen as part of both
emotional and non-emotional episodes. Although the difference between
both types of episodes, namely, the value of the goal at stake, may not be
deep enough to grant the set of emotions scientific status, it helps us to
account for a long list of intuitions about emotions (e.g., intensity, control
precedence, uncontrollability, apparent irrationality) together with the
possibility for mistakes (which explains true irrationality). The theory
combines its broad scope with parsimony, in that it postulates a shared
system for emotional and non-emotional episodes. Breaking with the
long-standing conviction that emotion stands in sharp contrast with
instrumental action, the theory helps us appreciate the idea that emotions
are instrumental to our most cherished goals and that there is no reason
for organisms to switch to a dumb system when these goals are at stake.

BOX 7.1 Emotion Regulation

Emotion regulation has been invoked by evolutionary theorists as one possible
explanation for the lack of concordance among components that is sometimes
observed. These theorists take dissociations among components as the explanan-
dum and put forward emotion regulation as the explanans. In the current section,
emotion regulation is treated as the explanandum. After crafting working defin-
itions in intensional and divisio format, I present constitutive and mechanistic
explanations, and try to formulate a scientific definition that demarcates emotion
regulation from emotion.
Let us embark on an intensional working definition of emotion regulation. If

regulation means control, emotion regulation means control over an emotion.
A person has control over an emotion when three conditions are fulfilled: (a)
she has a goal to influence the emotion; (b) the emotion is influenced (i.e., the
effect); and (c) the goal and the effect are causally related.1 The term emotion
regulation can be used to refer to the attempt to regulate one’s emotion, in which
case only the first condition is fulfilled. It can also be used to refer to successful
emotion regulation, in which case all three conditions are fulfilled. The first
condition does not presuppose the existence of an emotion; a person may want
to influence what she believes is an emotion. The second and third conditions, on
the other hand, do presuppose the existence of an emotion. This entails that
people may attempt to regulate their emotions but that they can only be success-
ful in the eyes of vindicator theorists of emotion.
Turning to a working definition in divisio format, different types of emotion

regulation can be distinguished based on (a) the agent exerting the control, (b)
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types of goals corresponding to types of influence, and (c) types of targets
corresponding to types of emotions or emotion components (Gross &
Thompson, 2007). To clarify, emotion regulation is intrapersonal when the goal
to influence the emotion is held by the emoter; it is interpersonal when the goal to
influence the emotion is held by someone else. Examples of interpersonal emo-
tion regulation are when parents try to influence the emotions of their children,
and when romantic partners try to influence each other’s emotions (Mesquita
et al., 2014; Parkinson & Simons, 2012).

The goal to influence an emotion may be the goal to maintain an emotion but
typically it will be the goal to change an emotion, either in the sense of upregula-
tion or downregulation. People typically want to upregulate positive emotions
and downregulate negative ones, but they can also downregulate positive emo-
tions and upregulate negative ones.

The target of emotion regulation is an emotion. This can be unpacked for
multi-componential theories in which an emotion has several components
(Moors, 2013c). A person may have the goal to influence her entire emotion,
but she may also have the goal to influence only one of the emotion’s compon-
ents. For instance, a person can have the goal to influence her feelings – which is
what most people have in mind when they talk about emotion regulation – but
she can also have the goal to influence any of the other components. A violin
player, for instance, who wants to stop trembling targets the somatic component.
A person who wants to conceal her disappointment when receiving a gift targets
the expressive part of the motor component. And a person who wants to refrain
from hitting her boss targets the coarse part of the motor component (or perhaps
even the motivational component).

Let us now turn to a mechanistic explanation of emotion regulation. Most
emotion theories contend that emotion regulation relies on a goal-directed pro-
cess. The goal is to influence the emotion, or one of its components (i.e., the target
of regulation), and this requires the selection of a strategy. Emotion regulation
strategies can be considered as subordinate goals that are at the service of the
superordinate goal to influence the emotion or one of its components. One way to
organize these strategies is according to their targets (for other taxonomies see
Gross, 1998a, 1998b; Gross & Thompson, 2007; Koole, 2009; R. J. Larsen &
Prizmic, 2004; Parkinson & Totterdell, 1999; Quoidbach et al., 2010). Possible
targets are again each of the components plus the emotion-eliciting stimulus.
Targets of emotion regulation strategies (i.e., subordinate goals) should not be
confused with targets of the emotion regulation itself (i.e., superordinate goals).
A person can have the goal to change her feelings (i.e., superordinate goal) for
which she may select the strategy to change her facial expression (i.e.,
subordinate goal).

Examples of strategies that target the emotion-eliciting stimulus are ones that
try to change the presence of the stimulus either (a) physically, via stimulus
selection or problem solving or (b) mentally, via distraction (averting gaze or
attention). The strategy to influence the appraisal component, called reappraisal,
can focus on each possible appraisal variable. Examples are attempts to (a)
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downplay the goal relevance of an emotion-eliciting stimulus by putting things
in perspective (e.g., in order to downregulate sadness), (b) overestimate the
controllability of an emotion-eliciting stimulus (e.g., in order to downregulate
fear), and (c) decrease the external attribution of the emotion-eliciting stimulus
(e.g., in order to downregulate anger). The strategy to influence the somatic
component may involve administering chemical substances (e.g., pills and alco-
hol). The strategy to influence the motor component (or motivational component)
includes examples such as putting on a happy face, venting by slamming doors
or by gossiping, and suppressing the tendency to hit by counting to ten or the
tendency to yell by biting one’s lip. Finally, the strategy to influence the feeling
component can take the shape of suppression or denial in the case of down-
regulation and of savoring or indulgence in the case of upregulation. Strategies
that target the stimulus and appraisal are grouped under the label of antecedent-
focused strategies and they are contrasted with response-focused strategies that
target responses and feelings (e.g., Gross & Thompson, 2007). The notion of
antecedent-focused regulation strategies makes it clear that emotion regulation
not only pertains to emotions that are ongoing, but can also pertain to future
emotions. Thus, emotion regulation is not limited to changing the intensity of
existing emotions but can also conjure up new emotions or nip them in the bud.
A large number of studies have compared the effectiveness of different

emotion-regulation strategies (see reviews and meta-analyses in Koole, 2009;
Vishkin et al., 2020; Webb, Miles, & Sheeran, 2012). In previous work (Moors,
2013c), I have argued that the effectiveness of a strategy depends on at least two
factors: (a) the direct controllability of the stimulus/component that is the target
of the strategy (i.e., the subordinate goal) and (b) the extent to which this said
stimulus/component in turn influences the component that is the target of the
emotion regulation itself (i.e., the superordinate goal). If a person has the goal to
improve her feelings and selects the strategy to put on a happy face, the effect-
iveness of that strategy will depend on whether the person directly controls her
facial expression, and if so, whether this in turn influences her feelings. Different
emotion theories make different predictions about possible directions of influ-
ence among components (i.e., “b”). Research into these influences is also relevant
for emotion regulation (see Moors, 2013c). But the entire causal chain is only as
strong as its weakest link, and so it is also important to consider the direct
controllability of stimuli/components that are the target of a strategy (i.e., “a”).
Direct control over stimuli (i.e., solving problems) may or may not be possible.
Direct control over appraisal may not always be easy, either because it is
automatic or because the goal at stake is too important. Direct control over
somatic responses seems possible via the administration of physical substances.
Direct control over behavior may seem easy at first sight (e.g., putting on a happy
face), but any attempt to change one’s behavior may suffer from competition
from tendencies to engage in other behavior (e.g., to pout). Finally, direct control
over feelings seems virtually impossible, at least if feelings are understood as the
passive reflection of the content of representations into consciousness. In fact, this
is why people turn to the other strategies in the first place.
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But the mechanistic story does not end here. The goal-directed process
involved in emotion regulation can be embedded in a broader goal-directed cycle
(see Figure 7.3). The goal to regulate an emotion can itself be considered as a
subordinate goal that is at the service of a superordinate goal. Examples of
superordinate goals are hedonic goals, social goals, performance goals, epistemic
goals, and eudaimonic goals (e.g., Niedenthal et al., 2006; Tamir, 2016; Tamir &
Millgram, 2017). People may suppress their anger to feel better, to get social
approval, to be able to focus better on work, to learn what happens if they don’t
get angry, and to prove they are in control. The broader goal-directed cycle starts
with the detection of a discrepancy between an actual or anticipated emotion and
a first goal. For instance, a person is angry or anticipates being angry and this is
discrepant with her goal to get social approval. Once a discrepancy is detected,
the person develops a second goal to reduce the discrepancy. To achieve this, (a)
she can develop a further goal to change (or otherwise influence) the emotion
(i.e., assimilation of the emotion to the first goal), but she can also (b) abandon the
goal for social approval (i.e., accommodation of the first goal to the emotion), or
(c) reinterpret the emotion as being not discrepant with the goal for social
approval (i.e., immunization). Which of these broad options will be chosen
depends on their relative expected utilities. The person will not try to change
her emotion if she expects that her attempts will not be effective. If the person
does choose to change her emotion, she still has to select a specific regulation
strategy. This selection again rests on weighing up expected utilities of the
strategies that the person has in her repertoire. If reappraisal has a higher
expected utility than taking a pill, the person will choose to reappraise. Once
chosen, the strategy must still be implemented. If this is done and the strategy is
successful, the emotion changes. If not, the emotion may still change spontan-
eously, but it may also remain unchanged. The new state of the emotion is
thereafter fed back as the input into a new cycle where it is again compared with
the first goal. By embedding the emotion regulation process within a broader
goal-directed cycle, it becomes clear that adaptive emotion regulation not only
depends on the effectiveness of the chosen regulation strategy, but also on the
detection of the need to regulate the emotion, on the presence of effective
regulation strategies in the person’s repertoire, and on the timely implementation
of the chosen strategy (see also Gross, 2015; Tamir et al., 2020; Webb, Schweiger
Gallo, et al., 2012).

The received view, consistent with classic dual-system logic, is that the goal-
directed processes involved in emotion regulation are non-automatic, but that
extensive training can turn these goal-directed processes into habits, which are
automatic (e.g., Eder, 2011; Ekman, 1972; Gyurak et al., 2011; Hopp et al., 2011).2

The alternative dual-process view that I defend in Box 2.1, however, rejects the
idea that extensive training turns goal-directed processes into habitual ones even
if it does make them more automatic. Regardless of the underlying process,
empirical evidence for automatic emotion regulation is growing (e.g., Bargh &
Williams, 2007; Eder, 2011; Gross, 1999; Jostmann et al., 2005; Mauss, Bunge, &
Gross, 2007; Mauss, Cook, & Gross, 2007; L. E. Williams et al., 2009).
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Moving on to the scientific intensional definition of emotion regulation, one
question that has puzzled many scholars is whether and how emotion regulation
can be demarcated from emotion (see Frijda & Mesquita, 2007; Gross & Barrett,
2011; Kappas, 2008, 2011). For vindicator theories, the answer is simple. Emotion
relies on a special-purpose stimulus-driven mechanism whereas emotion regula-
tion relies on a goal-directed mechanism. Even if extensive training turns the
goal-directed mechanism into a habitual – and hence stimulus-driven – process,
it is still different from the stimulus-driven process involved in emotion.

But what about skeptical theories such as the goal-directed theory? At first
blush, the idea voiced in the goal-directed theory that both emotion and emotion
regulation rely on a goal-directed process suggests that the two phenomena do
not differ from each other. This can be expressed in two ways. First, emotion can
be considered as a form of regulation: In an emotional episode, an organism tries
to control the environment by selecting action tendencies to resolve a discrep-
ancy. For instance, a spider phobic flees from a house spider in an attempt to
reduce the discrepancy that the spider poses for her goal for physical integrity.
Second, emotion regulation can be considered as a form of emotion (see also
Campos et al., 2004; Frijda & Mesquita, 2007). The goal to influence an emotion
is itself an abstract tendency that stems from the detection of a discrepancy. For
instance, the fear of the house spider may pose a discrepancy with one’s goal for
social approval, and this may prompt the tendency to suppress one’s fear.

Despite the similarity in the mechanisms involved in emotion and emotion
regulation, however, I believe it is useful to keep a conceptual separation
between these two phenomena on the grounds that they each have a different
target. Emotion is a form of control that takes the stimulus as its target whereas
emotion regulation is a form of control that takes the emotion as its target.
Emotion could indeed be considered as a form of regulation but it would qualify
as stimulus regulation rather than emotion regulation. Conversely, emotion regu-
lation could also be considered as a form of emotion but it would qualify as an
emotion about an emotion (a meta-emotion) whereas emotion in the normal sense
is emotion about a stimulus.

Moreover, keeping two concepts in the loop also helps distinguish emotion
regulation from emotion competition. In emotion regulation, the emotion cycle is
hierarchically nested in the emotion regulation cycle. In emotion competition, on the
other hand, the same stimulus gives rise to two competing action tendencies. This
could be because the stimulus is discrepant with two different goals and solving
their discrepancies may call for two different actions. For instance, social exclusion
can be discrepant with one’s goal to maintain status, which one may try to reduce
via aggressive behavior, but at the same time, it can also be discrepant with one’s
goal for social inclusion, which one may try to reduce via friendly behavior (see
Fischer, Kuppens, & Moors, 2020). The competition may end in one of the two
emotions winning the competition, or in some kind of compromise.

Of course, it is not because I recommend keeping separate concepts in the loop,
that I am attached to the concepts of “emotion,” “emotion regulation,” and
“emotion competition.” Given that I do not grant scientific status to “emotion”
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in the first place, better terms might be “first-order regulation,” “second-order or
meta-regulation,” and “regulation competition.”
1 This definition of control requires an entity that can have goals (see also Moors & De
Houwer, 2006a, footnote 7). Theorists who define control in the broader sense as
mere causation or influence have widened the meaning of emotion regulation to also
include emotion self-regulation, where emotion regulates itself via behavior that is
part of or a consequence of the emotion (e.g., if fear leads to avoidance, it cancels
itself ) (e.g., Carver & Scheier, 2013). I do not consider this to be a form of emotion
regulation, but as the unregulated dynamics of emotion over time. By asking for an
entity that can have goals, I do not imply that the goals must be self-chosen. They
may also be implanted in an organism by evolution or design. In that case, they
would nevertheless count as the entity’s own goals (see Bechtel, 2008; for a contrast-
ing view, see Wiegman, 2020).

2 Both Gyurak et al. (2011) and Hopp et al. (2011) suggest automatic goal-pursuit as a
mechanism underlying automatic goal regulation. However, on closer inspection of
their proposals, it seems that the heavy lifting is still done by habitual processes.
Gyurak et al. (2011) and Eder (2011), moreover, refer to automatic goal-pursuit in the
form of implementation intentions. The common view, however, is that implemen-
tation intentions are temporally set up [S–R] links (but see Moors et al., 2017, p. 312;
Sheeran et al., 2005).
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CHAPTER 8

Psychological
Constructionist Theories

8.1 Precursors

James’s (1890b) theory is an important precursor of many theories includ-
ing psychological constructionist theories (henceforth, PCTs). To reiterate,
James (1890b) proposed that after a stimulus is perceived (Step 1), it
activates an [S–R] link (instinct or habit) (Step 2). This in turn produces
bodily responses (Step 3). The bodily responses are again perceived and
hence felt (Step 4). These bodily feelings are the emotions.
Critics complained that James’s (1890b) bodily feelings were not suffi-

cient to account for the variety of emotions in terms of discrete emotion
types. Failed attempts to empirically identify visceral response patterns
for specific emotions led to the conviction that bodily feelings are undif-
ferentiated (see Reisenzein, 1983). The complaint was not so much that all
bodily feelings are the same, but rather that their variety did not map
onto the vernacular emotion types that some theorists wanted to distin-
guish. In other words, the differentiation between them was unruly or
diffuse. Thus, while James’s (1890b) bodily feelings delivered the quantity
of emotions, they were unable to deliver the emotion-specific quality of
these emotions. Several theories proposed adjustments to James’s (1890b)
theory with the aim of solving this presumed lacuna. Two theoretical
families proposed adding a cognitive process into the mix. SETs – at least
the evaluation-first brand – inserted a stimulus evaluation process in
between the stimulus and the [S–R] link (James’s Step 1). PCTs, on the
other hand, added a construction process near the end (after James’s Step
4), in which diffuse bodily feelings are interpreted in terms of specific
emotions (e.g., fear) by binding them to a stimulus (e.g., tiger). The
processes proposed by these two theories not only differ in terms of their
timing but also in terms of their inputs and outputs. In the stimulus
evaluation process in SETs, the input is an external stimulus or the
concrete representation thereof (e.g., tiger) and the output is an appraisal
or evaluative property, which is an abstract representation of the stimulus
(e.g., danger). In the construction process in PCTs, the input consists of
the conscious representation of an internal stimulus (i.e., bodily feelings)

245

https://doi.org/10.1017/9781107588882.012 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.012


and the representation of an external stimulus (e.g., tiger) and the output
is the conscious representation of a specific emotion (e.g., fear).

The solution proposed by PCTs was presaged by the early theories and
empirical work of Wundt (1897/1998), Marañon (1924), Dunlap (1932),
Harlow and Stagner (1932), Young (1943), Ruckmick (1936), and Hunt
(1941) (see Gendron & Barrett, 2009, for a historical overview). I will limit
my discussion to the well-known PCTs of Schachter (1964), Barrett
(2006b, 2012, 2017b), and Russell (2003, 2009, 2012), in that order.

8.2 Constitutive and Mechanistic Explanations

PCTs reject the view of evolutionary theories that the phenomena called
emotions are caused by special-purpose mechanisms. Instead, they take
them to be caused by the combination of two or more general-purpose
mechanisms (Axis A: two vs. more). The PCTs of Schachter (1964) and
Barrett (2006b) are two-factor theories: A first factor consists of diffuse
bodily responses (i.e., somatic component; sR), the immediate outcomes
of which are consciously perceived (iS ! [iS]) and hence felt (i.e., raw
feeling component). A second factor is a construction process (i.e., cogni-
tive component) that binds these felt bodily responses to perceived exter-
nal stimuli ([eS]) and produces the conscious representation of a discrete
emotion (i.e., labeled feeling component; [iaS]). For example, the encoun-
ter with a crouching tiger vs. a cherished person leads to diffuse bodily
feelings, which when bounded to the crouching tiger vs. the cherished
person, turn into representations of fear vs. love. Russell’s (2003) PCT is
more appropriately described as a multi-factor theory. In addition to
diffuse bodily feelings and the construction process, a host of other
components can figure in the phenomena called emotions.

But the difference between Schachter’s (1964) and Barrett’s (2006b)
theories, on the one hand, and Russell’s (2003) theory, on the other hand,
is more profound. Schachter (1964) and Barrett (2006b) believe that the
conscious representation of a discrete emotion, which is the output of the
construction process, is an emotion. Russell (2003, 2009, 2014), on the
other hand, believes that the conscious representation of a discrete emo-
tion is just what it is: a conscious representation of an emotion, not an
emotion per se (Axis B). Thus, Schachter (1964) and Barrett (2006b)
believe that once the bodily feelings are constructed as fear, the person
has the emotion of fear. Russell (2003, 2009, 2014), on the other hand,
believes that once the bodily feelings are constructed as fear, the person
merely perceives herself as having the emotion of fear. And if this perception
is conscious, she experiences herself as having this emotion. This is a
meta-experience.
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Schachter (1964) and Barrett (2006b) identify emotions with emotional
experience. This means that they hold a narrow constitutive explanation,
in which emotion is restricted to the feeling component. Russell (2003)
identifies the phenomena called emotions with the entire emotional epi-
sode, including, but not restricted to, stimulus evaluation, action tenden-
cies, somatic and motor responses, and feelings (Axis C; Axis 5c). Both
Schachter (1964) and Barrett (2006b, 2017b) do pay some attention to the
behavior that follows on the construction process. Russell (2003, 2009)
considers behavior that occurs both prior to and after the construction
process (Axis D). Other differences between the three theories will be
highlighted below.

8.2.1 Schachter

In Schachter’s (1964; Nisbett & Schachter, 1966; Schachter & Singer, 1962)
theory, the first factor is undifferentiated physiological activity called
“arousal” and this arousal is felt. The construction process in the second
factor interprets the arousal in the light of external stimuli, resulting in the
labeling of the arousal in terms of a specific emotion. This labeled emotion
is again felt. According to one popular reading of the theory, the con-
struction process is more precisely understood as a causal attribution
process (see Reisenzein, 1983). Attribution of arousal to a tiger vs. a
cherished person, for instance, generates the labels of fear vs. love.
The fact that the arousal in the first factor is part of the input of the

construction process in the second factor suggests that the two factors
proceed in a sequential manner. At the same time, Schachter (1964)
emphasized that the arousal of the first factor and the labels that are part
of the second factor have separate contributions that combine in a multi-
plicative way. If either of them is lacking, there is no emotion. In addition,
the first factor takes care of the quantity of the emotion while the second
factor takes care of its quality.
The fact that both factors have separate contributions, however, does

not imply that they must have completely independent causal origins.
Nisbett and Schachter (1966) distinguished between a typical and an
atypical route (see Figure 8.1(a) and (b)). In the typical route, a stimulus
is first evaluated (e.g., as dangerous). This evaluation causes both the
arousal and it suggests an emotion label (e.g., fear) to be used in the
construction process. Here the two factors share the same causal root: the
evaluation of a single stimulus. The stimulus that causes the arousal is
immediately recognized by the person as the source of the arousal.
In the atypical route, arousal is caused by internal activity or by a

stimulus that is either not in the focus of attention or that does not explain
the arousal well enough (e.g., because the arousal is too intense). The
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Figure 8.1 Schachter’s theory: (a) typical path; (b) atypical path with
misattribution
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need to understand this arousal instigates a search for its cause. This
search may end in the correct attribution of the arousal to the stimulus
that did cause the arousal or in the misattribution to another, salient
stimulus. After a cause is found, evaluation of this cause again yields a
label, which fixes the identity of the emotion. Although the latter route is
the atypical route, it nevertheless formed the inspiration for
subsequent PCTs.
It is tempting to think that Schachter’s (1964) typical route corresponds

to the mechanism proposed in appraisal theories (e.g., Deonna & Scherer,
2010). After all, both theories assume the operation of a stimulus evalu-
ation process. In appraisal theories, however, stimulus evaluation deter-
mines the quality of the other components and hence of the emotion. In
Schachter’s (1964) typical route, on the other hand, stimulus evaluation
produces a somatic component that makes no contribution to the quality
of the emotion, and an emotion label that completely determines this
quality. The crucial difference between these two theories is that
Schachter (1964) held that there is no emotion-specific quality prior to
labeling, whereas appraisal theories hold that appraisal already produces
emotion-specific quality prior to labeling and hence that labeling
is optional.

8.2.2 Barrett

Barrett’s (2006b, 2012, 2017b) PCT stands on the shoulders of Schachter’s
(1964) PCT to which she has added a growing number of adjustments
over the years. In the early version of her theory (Barrett, 2006b), the two
factors can easily be recognized. The first factor, however, is not restricted
to arousal (i.e., intensity) but also includes valence (i.e., positive/negative
quality). The combination of arousal and valence is called “core affect”
(see also Russell, 2003, 2005; Russell & Barrett, 1999). Core affect is
neurophysiological activity reflected in the conscious experience of
arousal and valence. Core affect is ubiquitous. We always feel a certain
degree of activation and we always feel good or bad or something in
between. Core affect can be caused by external stimuli (eS) such as failing
an exam or the weather, but also by internal stimuli (iS) such as pain,
fatigue, hormones, or diurnal cycles (Thayer, 1989). Failing an exam and
being in pain may produce high arousal and negative valence; bad
weather and fatigue may produce low arousal and negative valence,
and so on. Barrett (2006b, p. 31) mentioned as the mechanism that
translates external stimuli into core affect, an automatic appraisal process
in which stimuli are evaluated as more/less goal-relevant (yielding
arousal) and goal-in/congruent (yielding valence). Internal stimuli, on
the other hand, can be translated into core affect via purely physical
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mechanisms. More recently, however, Barrett (e.g., Hutchinson &
Barrett, 2019, p. 281) seems to have banished appraisal as a causal mech-
anism for core affect, so that it is now only a matter of the body (i.e.,
caused by internal stimuli; iS). This is reflected in the fact that the term
core affect is used interchangeably with the term physical sensations.
Nevertheless, these physical sensations are still characterized by arousal
and valence.

The construction process in the second factor is a categorization pro-
cess, also referred to as a “conceptual act.” Barrett’s (2006b) categoriza-
tion process is similar to Schachter’s (1964) attribution-and-labeling
process in terms of the pieces of information that go into it. The categor-
ization process takes as its input the core affect from the first factor
together with category knowledge tailored to the immediate situation
and produces as its output the representation of a specific emotion. The
categorization process itself proceeds automatically but the output is
conscious, and hence felt. Like in Schachter’s (1964) theory, this feeling
is the emotion.

Barrett (2006b) adds that the categorization of one’s own internal state
as an emotion is similar to the categorization of another person’s external
state as an emotion. The difference lies in the input: In self-categorization
it is core affect; in other-categorization it is the other person’s observable
behavior. Emotions are in the eye of the beholder. Organisms that are not
able to self-categorize as being in an emotion, such as young children and
non-human animals, can only have an emotion from a third-person
perspective.

The categorization process is presented as a form of perception that is
influenced by category knowledge. Barrett (2006b) clarifies this insight by
drawing an analogy with color perception. The eyes receive light from
various wavelengths. Although the spectrum of wavelengths is a con-
tinuum, we perceive discrete colors (red, green, yellow, blue) depending
on how we have learned to parse the continuum. Emotion perception
works in the same way. Whether we perceive our core affect as anger or
fear depends on category knowledge.

An emotion category is a population of context-specific emotion scripts
stored in memory.87 For instance, there could be different scripts for
anger in a competition context, anger in traffic, anger during a conflict
at home, and anger about global injustice. Each script contains infor-
mation about a specific type of situation in which a discrete emotion label
was used to categorize an instance of core affect, together with

87 Barrett (2006b, 2022) distinguished between emotion categories in the world and
emotion categories in people’s minds, using the term “emotion concepts” to refer to
the latter. For ease of communication, I use the term emotion category for both.
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information about the specific action tendencies and behavior that occurred,
and specific ways in which to regulate the emotion. In addition to their
context-specificity or situatedness, the representations in the script have a
multimodal sensory and embodied format (Wilson-Mendenhall et al., 2011).
Novel instances of core affect can be categorized via the retrieval (i.e., an
associative operation) of these stored emotion scripts. Activation of the
motor parts leads to their partial re-enactment or simulation.
Although the high-level description presented above of Barrett’s (2006b)

categorization process as one that takes core affect as its input and pro-
duces a specific emotion as its output suggests that core affect is logically
prior to categorization, Barrett (2006b) explicitly resisted a sequential hand-
ling of the two factors. Core affect and categorization run in parallel and
they constrain each other mutually as they evolve over time until a stable
“emotional solution” or Gestalt emerges. The principles of parallel-con-
straint-satisfaction (Kunda & Thagard, 1996) at work here are compatible
with the principles of the DS approach (see also Chapters 5 and 6): Both
factors influence each other in parallel in iterative cycles. Barrett (2006b),
moreover, advocated a strong form of emergence, which entails that the
whole is more than the sum of the parts. Just like H2O has qualities (liquid)
that H and O do not have on their own, the emotion has qualities that
cannot be reduced to the qualities of the components.
It may be noted that the simultaneous handling of the two factors also

suggests a shift in thinking about the factors themselves. Instead of seeing
core affect as one factor and the construction process as another, Barrett
(2012) started treating the construction process as the overarching process
that draws on various sources of information such as core affect (i.e.,
internal stimuli), external stimuli, and category knowledge. It is these
three sources that can be regarded as the factors that mutually constrain
each other within the construction process. This entails a complex associa-
tive operation. Such a mechanism is in fact highly reminiscent of the
mechanism proposed by network theories in Chapter 5. Indeed, the
activation of a script can be considered as the activation of a network.
Two differences are perhaps that in Barrett’s (2012) theory (a) each
emotion does not correspond to a single network but rather to a collection
of networks and (b) each network is simultaneously activated via mul-
tiple entries: bodily responses activating the response nodes and an
external stimulus activating the stimulus node.
The categorization of core affect as emotion is supposed to have several

consequences. First, it generates meaning or Intentionality. Although core
affect is caused by a stimulus, it is not experienced as about anything until
it gets categorized as an emotion. “[D]uring the categorization process,
core affect becomes bound to the object that we believe to have caused the
affective state in the first place” (Barrett, 2006b, p. 36). Although Barrett
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(2012) robbed the appraisal process of its causal powers, she still left a role
for appraisal as a description of the content of emotional experience. This
accords with “purely descriptive” appraisal theories (Clore & Ortony, 2008,
2013; Ortony & Clore, 2015), which consider appraisal patterns to be
descriptions of situations as well as descriptions of the content of emotional
experience, but which are agnostic about how the features of the situation
end up in the emotional experience. These appraisal theories do not count
as SETs strictly speaking because they do not postulate a stimulus evalu-
ation process either as a cause or a component of the emotion.

A second consequence of categorization is that it allows the person to
infer how to act, as the script suggests ways for dealing with the stimulus
as well as with one’s own emotional state. A person who perceives herself
as angry vs. disappointed in a competition context, for instance, may
engage in retaliation vs. withdrawal. In addition, a person may also be
treated differently by others depending on whether she is perceived as
angry vs. disappointed in this context. Angry competitors may be
excluded whereas disappointed competitors may receive consolation. So
once physical changes are categorized as emotions, they acquire social
functions they did not have before (Barrett, 2012). Here, Barrett (2012)
draws an analogy with the categorization of plants as weeds or flowers:
Weeds are eradicated whereas flowers are cultivated.

Recently, Barrett (2017b) has expanded and sharpened her theory in
two ways (see Figure 8.2). A first novel element is the presentation of the
construction process as an active inference process guided by prior pre-
dictions (Barrett, 2017b; Barrett & Finlay, 2018; Barrett & Simmons, 2015;
Barrett et al., 2015; Hutchinson & Barrett, 2019; Mobbs et al., 2019). This is
modeled after predictive processing theories of cognition and action
(A. Clark, 2013; Friston, 2003). It may be noted that while other scholars
already applied predictive processing principles to explain affect (i.e.,
Factor 1; e.g., Cunningham et al., 2013; Seth, 2013; Seth et al., 2012; Van
de Cruys, 2017), Barrett (2017b) applies it more to the construction pro-
cess (i.e., Factor 2; see Velasco & Loev, 2020, for a comparison). The basic
principle of predictive processing theories is that the system makes pre-
dictions about incoming input. When a prediction is compared with
actual input and is found to deviate from that prediction, a prediction
error is generated. The prediction error can be reduced by adjusting the
prediction to better match the input (i.e., assimilation) or by engaging in
behavior to make the world more conform to one’s predictions (i.e.,
accommodation) (Barrett & Simmons, 2015).88 So instead of seeing the

88 The cycle in predictive processing theories is reminiscent of the goal-directed cycle in
the goal-directed theory (Chapter 7). However, the crucial difference is that in the
former theories, the stimulus at the start of the cycle is compared to an expectation or
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categorization process as something that comes into force after the sens-
ory input (i.e., core affect and the stimulus) is registered, the sensory
input is already anticipated or predicted. This is possible because the
system is equipped with emotion categories. Once the sensory input
occurs, it is compared to the predicted input. An important point to note,
however, is that an emotion category (e.g., anger) is still (as before)
conceived of as a population of context-specific scripts. This entails that
the comparison process operates to reduce the possible scripts to the one
that best resembles the current sensory input.
A second novel element has to do with the content of the emotion

scripts and the basis for their individuation (Barrett & Finlay, 2018). Each
individual emotion script is said to contain information about a motor
action that was executed, the sensory input causing this action, and the
sensory outcome of this action. This entails that prediction in this theory
takes the form of a series of hypotheses or guesses about which actions to
take and what their causes and sensory outcomes will be. Thus, settling
on a specific member of an emotion category enables the brain to make
inferences about which action to take and how to label the emotion. The
members (scripts) of an emotion category (e.g., anger) are individuated
on the basis of their function or action goal. “[I]nstances of anger can be

iS + eS1 → R1 → O1

fear1

fear2

fear3

R1

iS + eS2 → R2 → O2
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R1FACTOR 1:
sensory input
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Figure 8.2 Barrett’s theory (recent version)

prediction (i.e., representation of an expected outcome, which has a mind-to-world
direction of fit), whereas in the latter theory, it is compared to a goal (i.e., representa-
tion of a valued outcome, which has a world-to-mind direction of fit). Expectations and
goals can be seen as orthogonal: A person can expect things that she wants or does not
want, and she can want things that she does or does not expect (see Moors et al., 2021).
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associated with the goal to overcome an obstacle (particularly when the
obstacle is another person), to protect against a threat, to signal social
dominance or appear powerful, to affiliate and repair social connections,
to enhance performance to win a competition or a negotiation, or to
enhance self-insight” (Hoemann et al., 2019, p. 1833). Given this within-
category variety, the question arises what holds the various members of
any particular emotion category (e.g., anger) together. In Barrett’s (2017b)
PCT at least, there seems to be nothing else left than the emotion word.
Children learn to group scripts together under the denominator of anger,
because adults have labeled them in this way.

8.2.3 Russell

Russell (2003, 2005, 2006, 2009, 2012, 2014, 2017) adopts a skeptical
approach. Rather than trying to explain the phenomena called emotions
with the aim of vindicating them, he expects that an explanation of these
phenomena will reduce them to other phenomena and in this way effect-
ively explain them away. An alleged emotion is an episode that includes
various components such as core affect, all kinds of information processes
(e.g., perception, appraisal, attribution, thoughts), action tendencies,
physiological responses, subtle and coarse behavior, and emotional
meta-experience (see Figure 8.3). Core affect is only one component in
this episode next to, or perhaps preying on, the other components. In
Russell’s (2009, p. 1267) view, psychological construction means that the
components in each token emotional episode “are cobbled together on the
fly.” Each component is generated by its own set of mechanisms, forming
a mini-theory of their own. There is not a single underlying mechanism
that glues them together. It is only if we zero in on the component of
emotional meta-experience – the experience of having an emotion – that
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Figure 8.3 Russell’s theory
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the two-factor idea of Schachter (1964) can be recognized. This experience
results from the categorization of all current components in terms of a
specific emotion. This categorization process does not go on all the time
(as per Barrett, 2006b; Lindquist & Barrett, 2008) but is typically
prompted by a salient change in core affect or when people are asked
how they feel. The categorization process is based on recognizing the
resemblance between one’s current state and the mental script for a
particular emotion (Fehr & Russell, 1984). This mental script takes the
form of a prototype. Resemblance with the prototype is a matter of degree
and a threshold must be passed before an emotional meta-experience
occurs. No single component counts as a strictly necessary part of this
script, not even a change in core affect. An example of a script without a
change in core affect would be the script for cold anger (Russell, 2005). An
important point to reiterate is that Russell (2003, 2014) does not take the
result of this categorization process to be an emotion but a meta-
experience. If a person has the experience of having an emotion, all that
she has is the representation of the experienced aspects of all current
components categorized as an emotion or a specific emotion, and this
representation can itself be conscious and hence be experienced.

8.3 Scientific Definitions

8.3.1 Intensional Definition

8.3.1.1 Criteria for Demarcation
The constitutive explanations of Schachter (1964) and Barrett (2006b) iden-
tify emotion with the experience of a specific emotion or labeled feeling.
This yields a first necessary criterion, which I call the “labeled feeling”
criterion. The causal-mechanistic explanations in both theories, moreover,
entail that this experience results from a mechanism that combines two
factors: (a) the presence of diffuse bodily responses projected into bodily
feelings (i.e., the umbrella term for Schachter’s arousal and Barrett’s core
affect) and (b) a construction process that binds these bodily feelings to
external stimulus input and produces the representation of a specific
emotion. This yields two additional necessary criteria, which I call the
“bodily feeling” criterion and the “construction” criterion, respectively.
A few remarks about the bodily feeling criterion are in order. First, in

Schachter’s (1964) theory, bodily feelings were understood as conscious
representations of actual bodily responses. Later theorists left the possi-
bility open that actual bodily responses were not necessary but could be
replaced by information about such responses (presented via false feed-
back; Valins, 1966) or that they could be mentally simulated (Barrett et al.,
2015; MacCormack & Lindquist, 2017; see also James, 1890b; Damasio,
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1994; J. J. Prinz, 2004a). Second, in Schachter’s (1964) theory, the bodily
feeling criterion must be qualified in the sense that it involves a noticeable
change in bodily feelings (arousal). This does not seem to be an explicit
requirement in Barrett’s (2006b) theory. Third, in Barrett’s (2006b) theory,
the bodily feeling criterion is required for a person to have an emotion, but
not for a person to perceive an emotion in others. In the latter case, the
categorization happens on a different input, namely the behavior
of others.

Russell (2003) does not subscribe to any of these criteria. He maintains a
skeptical position, according to which there simply are no necessary and
sufficient criteria for an episode to count as an emotional episode. Once
the components in an alleged emotional episode are effectively explained,
there is nothing left to explain (see Sauter & Russell, 2022). In the next
sections, I evaluate the adequacy of these proposals in terms of the meta-
criteria of apparent-similarity and fruitfulness.

8.3.1.2 Adequacy

-
I first evaluate the candidate scientific definitions of Schachter (1964) and
Barrett (2006b). The bodily feeling criterion, which stems from bodily
responses, already accounts for two desiderata: the bodily aspect of
emotions and part of their phenomenal aspect. The arousal and/or
valence dimensions of these bodily feelings, moreover, combine to deliver
the heat of emotions. The labeled feeling criterion adds further specific
quality to the phenomenal aspect.

The construction criterion furnishes the world-directed Intentionality of
emotions. As mentioned, the bodily feelings are objectless but bind to an
object when they get interpreted as a specific emotion (Barrett, 2006b).
Deonna and Scherer (2010, p. 46) objected that since the categorization of
a person’s state is optional, the Intentionality must be optional as well.
Thus, they argue, “if, to produce the experience of strong feelings, it is
sufficient to create strong arousal (by exercise or drugs) and provide
environmental cues that suggest an emotional state to justify an otherwise
incomprehensible arousal, then the [I]ntentional object is certainly not
required, but superfluous or at best optional.” This ties in with Mandler’s
(1975) characterization of Schachter’s (1964) theory as a jukebox theory:
“It suffices to drop a coin into the slot to get the machine running
(producing arousal) and that the individual would then choose the most
appropriate record by construing meaning from situational cues” (p. 46).
Hoemann et al. (2019, p. 1841) insisted, however, that the category is not
arbitrarily chosen but is instead constrained along cultural lines.

Barrett’s (2006b) proposal that categorization is a form of perception
should, at first blush, yield all the benefits (and costs) of the perceptual

256 Psychological Constructionist Theories

https://doi.org/10.1017/9781107588882.012 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.012


theories discussed in Chapter 6. On second thought, however, a few
important differences can be noted. In normal perception, the object exists
independent of the observer (Pober, 2018). The same goes for emotion
perception in perceptual theories (at least those with an externalist view;
e.g., Deonna, 2006). According to these theories, danger and offense can
be objectively determined. In Barrett’s (2006b) categorization process, on
the other hand, the object (i.e., the emotion) gets created. Given that there
is no objective reality against which the categorization can be evaluated,
the categorizer can never be said to be wrong. This has led critics to
conclude that the categorization process is unable to account for the
intuition that people can have the wrong emotion, that is, cases of theor-
etically irrational emotions (e.g., Deonna & Teroni, 2012; Pober, 2018).
A possible way out for Barrett (2006b), however, would be to argue that
theoretical irrationality is only an apparent property of emotions, and
that so-called cases of inaccurate emotions are simply cases in which the
categorization of the emoter dissociates from the categorization of outside
observers. Hoemann et al. (2019, p. 1840) seem to accept this implication
as they declare that an emotion cannot be objectively right or wrong but
only more or less appropriate according to cultural rules (see De
Leersnyder et al., 2014).
What about practical rationality? Barrett (2006, 2012, 2017b) holds that

categorization influences the type of behavior that emoters generate. In
the early version of the theory, the mechanism underlying the transition
from categorization to behavior was barely specified. In the newer ver-
sion, the brain makes a number of guesses for how to deal with the
situation. After the sensory input is in, the brain settles on one of these
guesses and suggests the best way for action. The term “best” suggests
that the brain produces adaptive behavior. Although the theory explains
how actions get selected – the script that most resembles the sensory
input gets activated – it is unclear how the system makes sure that this
action is indeed the best. The scripts do contain information about sens-
ory inputs, responses, and sensory outcomes, but it is unclear whether
this also includes information about response-outcome expectancies and
the values of outcomes, including non-sensory outcomes. As long as these
two elements are missing, the process proposed by Barrett (2017b) does
not qualify as a goal-directed process in the strict sense of the term used
here, and lacks the adaptive power that comes with such a process.
An often raised objection against Barrett’s (2006b) theory is that it

cannot account for the intuition that infants and animals also feel emo-
tions, given that they do not possess the emotion categories required to
do so (i.e., they do not meet the construction criterion) (Deonna & Scherer,
2010; Deonna & Teroni, 2012; Pober, 2018). Several replies are possible. In
an earlier version of the theory, the claim was indeed made that infants
and animals do not experience emotions but can only be said to have
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them from a third-person perspective. Thus, the first reply would be to
argue that ontogenetic and phylogenetic continuity are merely apparent
properties. In a later version of the theory, the requirement for the
possession of linguistic emotion labels was softened, and it was argued
that infants and animals do already possess proto-conceptual primitives
(Hoemann et al., 2019). These primitives correspond to the various
situation-specific scripts discussed earlier. Infants and animals can form
ad hoc scripts to give meaning to the situation and to predict ways for
responding to them without labeling them with words.

Turning to Russell’s (2003) theory, consideration of the issue of
apparent-similarity may need to be postponed until the mini-theories for
all the components have been fully developed. That being said, several
component-specific theories already exist and continue to develop. For
instance, there is plenty of work on general-purposemechanisms involved
in facial movements (e.g., Fernández-Dols, 2017; Fridlund, 1994; Sauter &
Russell, 2022; Scarantino, 2017b), physiological activity (Gendolla &
Richter, 2010; Kreibig, 2012; J. T. Larsen et al., 2008), action tendencies
and behavior (LeDoux, 2012b; LeDoux & Daw, 2018; Moors et al., 2017;
Pezzulo & Cisek, 2016), and consciousness (Frijda, 2005, 2009; Lambie &
Marcel, 2002; LeDoux & Brown, 2017; LeDoux & Hofmann, 2018).

Note that my own goal-directed theory (Moors, 2017a) can easily be
fitted in the program set out by Russell (2009) as it proposes a theory of
behavior causation that is general-purpose (not specific to emotions) and
shares the same skeptical outlook. The only point of disagreement per-
haps is that Russell (2005, 2009) portrays the different components in
alleged emotional episodes as more loosely connected than I do (see also
Moors, 2012). In the goal-directed theory, all components are causally
related rather than being explained by separate mini-theories.

Another theory that squares well with Russell’s (2009) program is the
two-factor theory of LeDoux (2012b) in which mechanisms for behavior
causation are decoupled from mechanisms for generating feelings.
Behavior is caused by survival circuits. These are innate [S–R] links that
are not specific to emotions, but rather to fundamental physiological
needs such as defense, maintenance of energy, fluid balance, thermore-
gulation, and reproduction.89 Survival circuits are triggered by USs (or
their CS counterparts) and produce reflex behavior or fixed reaction
patterns. For instance, the defense circuit in rodents is triggered by the

89 This is the point where LeDoux (2012b) departs from Panksepp (2012), who did align
his set of subcortical circuits with emotion types (even if these emotion types did not
map neatly onto the vernacular ones). It is precisely because LeDoux’s (2012b) survival
circuits are not specific to emotions that a construction process is needed to provide the
experience of specific emotions.
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smell of a predator. Feelings, on the other hand, correspond to what we
normally take to be human emotions. A subset of these feelings are
constructed by the conscious interpretation and labeling of the activity
or manifestation of a survival circuit in the presence of a particular kind of
challenge or opportunity. Survival circuits do not align well with feeling
types, however. Anger could be based on signs of aggression, for
instance, but aggression can occur in relation to different survival circuits,
as is reflected in the existence of different varieties of aggression such as
defensive aggression (defense circuit), conspecific aggression (reproduc-
tion circuit), and predatory aggression (maintenance of energy circuit).
LeDoux and Daw (2018) recently extended the set of mechanisms of
behavior causation to also include habits and goal-directed processes.
Although this draws their theory somewhat closer to the goal-directed
theory (Moors, 2017a), the explanatory weight that they confer on innate
and habitual processes far exceeds that granted by the goal-
directed theory.


Barrett (2006b, 2014, 2017a, 2017b; Barrett et al., 2015) emphasized that Factors
1 and 2 are both generated by general-purpose mechanisms. Neither core
affect nor categorization are unique to emotions. We always occupy some
point in the two-dimensional space of core affect, and categorization is
required for nearly every mental process. I agree that categorization, under-
stood in the generic sense, is not specific to emotion, but this does not seem to
hold for the categorization process proposed in Barrett’s (2006b) theory. This
is aparticular kindof categorizationprocess, namelyone inwhich aparticular
set of inputs is sorted under the category of an emotion (e.g., anger) or a
situation-specific subset of this emotion (e.g., anger in a competition context).
This categorization process is in fact specific to emotions, themore so because
Barrett (2006b) takes the output of this categorization process to be a real
emotion, and not just a mere self-ascription.
Returning to Russell (2003, 2009), the mechanisms responsible for all

the components in alleged emotional episodes are truly general-purpose.
Specifically, in the component of emotional meta-experience, the categor-
ization process is considered to be nothing more than the perception or
self-ascription of an emotion. The object of this perception does not need
to correspond to any scientific reality. To drive this point home, Russell
(2003, 2009) drew an analogy with the recognition of stellar constellations
like the Big Dipper. The stars involved are real, but the constellation itself
is not a scientific entity that explains the presence of the stars or generates
any interesting predictions. Based on this analogy, Russell (2003, 2009)
rejects the fruitfulness of the set of emotions and denies it any
scientific status.

8.3 Scientific Definitions 259

https://doi.org/10.1017/9781107588882.012 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.012


8.3.2 Divisio Definition

8.3.2.1 Criteria for Partitioning
Both Schachter (1964) and Barrett (2006b; Barrett et al., 2009) combine a
dimensional with a discrete view. The mechanism involved in Factor
1 yields the dimensions of arousal and/or valence, which fits with a
dimensional view. The mechanism involved in Factor 2 yields specific
emotions, which fits with a discrete view.

In Russell’s (2009, 2012) PCT, the variety within the folk set of emotions
can be organized according to any dimension or category that describes
the components in presumed emotional episodes. There is no a priori best
way for doing this; it depends on the researcher’s aims (see also James,
1890b). Because Russell (1979) has analyzed the meaning of emotion
words using the dimensions of valence and arousal, he has been misun-
derstood as claiming that the set of emotions themselves is best organized
according to these two dimensions.

8.3.2.2 Adequacy

-  
The construction process in Schachter’s (1964) and Barrett’s (2006b) the-
ories can easily provide any of the vernacular emotion types from any
working definition imaginable. How fruitful are emotion subsets that
correspond to these vernacular emotion types? It may seem ironic that
after denying a biological essence to vernacular emotions, Barrett (2006b)
ends up postulating a process that returns to these vernacular emotions
again (Fridlund, 2017). To avoid the risk that these emotion categories
would invite any mental essences, however, Barrett (2017b) treats them
instead as populations of context-dependent action-goal scripts that are
held together by an emotion label. However, this presents us with a
dilemma, neither horn of which seems very attractive. One horn of the
dilemma is to conceive of the label as a mere frivolity that does not
capture anything meaningful. In this case, all we are left with is a set of
action-goal scripts for specific situations. Yet this raises the question: Why
insist that these scripts are emotional? What would be lost if the scripts
were simply called situation-specific action-goal scripts? If the brain is
capable of selecting the best action to deal with the situation, such as
fleeing, what does the brain gain from labeling the bodily responses that
prepare for this action as fear?

The other horn of the dilemma considers the emotion categories indi-
viduated by linguistic labels as important organizing factors. If this
option is taken, the question can be asked: How fruitful is this organizing
factor? It may be recalled that we are not allowed, according to Barrett
(2017b), to search for any commonality that is shared by the members of a
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particular emotion category (e.g., anger), not even in terms of action
goals, as these too are supposed to be context-dependent (Hoemann
et al., 2019; see above). If there is no basis for homogeneity, making
generalizations from one member of a set to the next (extrapolation)
seems prohibited, and the conclusion must be that emotion categories
are not fruitful subsets. But perhaps the claim that the members of a
category have nothing in common except their label is an overstatement.
Their commonality could, for instance, be based on statistical similarity
across many features, and therefore be difficult to capture in words
(Barsalou, 1985; Hélie, Waldschmidt, & Ash, 2010; Voorspoels et al.,
2011; see Lindquist, MacCormack, & Shablack, 2015; but see Lindquist
et al., 2012, p. 125). This does not erase the fruitfulness problem, however.
Subsets with non-verbalizable boundaries do not promise to be very
fruitful. For one thing, they do not allow scientists to determine member-
ship of instances to these subsets. For instance, how should a researcher
approach the question of whether anger is beneficial for well-being if
there is no way to figure out what qualifies as anger in the first place?
Seeking a commonality like an abstract action goal for each emotion
category, such as the goal to harm for anger and the goal to seek safety
for fear, does not seem to be the path that PCTs would want to take, as
this would involve positing an essence again in line with evolutionary
theories.
Let us finally return to Russell’s (2009, 2012) theory. Due to the lack of

recommendations for organizing the folk set of emotions, there is nothing
to evaluate in terms of adequacy. The theory is nevertheless able to make
sense of vernacular emotions. As with other PCTs, this relies on categor-
ization. People can self-ascribe any emotion for which they have a label in
their language.

8.4 Validation

8.4.1 Empirical Research

Research conducted under the flag of PCTs can be split into (a) a decon-
structive program that collects evidence and arguments against the exist-
ence of affect programs and (b) a constructive program designed to yield
positive evidence for the hypotheses of PCTs.
The deconstructive program was already reviewed in the validation

section of Chapter 4. Evidence against discrete emotions is crucial for
PCTs because the first factor in these theories is supposed to yield diffuse
bodily feelings only. If the first factor were to already produce emotion-
specific quality, the second factor, which is supposed to provide this
emotion-specific quality would become superfluous. The role of the
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second factor would then have to be reduced to providing verbal labels
for entities that are already differentiated in themselves.

The constructive program should ideally try to show that the two
factors in PCTs, bodily feelings (Factor 1) and construction in the form
of attribution or categorization (Factor 2), are both necessary for the
experience of specific emotions. This involves showing that both factors
together produce a discrete emotion, but each factor alone does not.
A common approach to test this is via misattribution studies. In these
studies, bodily feelings and stimuli to which these feelings can be attrib-
uted are manipulated independent of each other. The bodily feelings are
manipulated via the manipulation of bodily responses. This is done either
via (a) an indirect method, by presenting stimuli that produce more vs.
less bodily responses or (b) a direct method, by injecting chemical sub-
stances vs. a placebo solution. The content of the attribution process is
manipulated via the presentation of different salient stimuli in the envir-
onment that are likely to be picked up as causes of the arousal. An
example of a study that used the indirect method for manipulating bodily
responses and hence bodily feelings – here called arousal – is a field study
by Dutton and Aron (1974) in which male passers-by were approached by
an attractive female experimenter (salient stimulus) as they crossed either
a high wobbly bridge vs. a low safe bridge (more vs. less arousal-
inducing stimulus). Whenever a man walked across one of the bridges,
the experimenter walked up to him and asked him to make up a story
about a photo while they were standing on the bridge. Afterwards, the
experimenter gave her telephone number in case the participant wanted
more information about the study outcomes. Results showed that partici-
pants on the high bridge made up more stories with a sexually oriented
content and called the experimenter more often than participants on the
low bridge. This suggests that arousal caused by one stimulus (the high
bridge) can be misattributed to another, salient stimulus (the experi-
menter) (but see Allen et al., 1989).90

An example of a study that used the direct method for manipulating
arousal is the famous experiment of Schachter and Singer (1962) in which
participants were either injected with epinephrine (which induces
arousal) or a placebo solution. Stimuli were a combination of types of
information (correct, incorrect, or no information) and the presence of a
pseudo-participant who was either euphoric or angry. Participants’ emo-
tions were measured directly via self-report (rated as euphoric/angry)
and indirectly by observing their behavior during a waiting period

90 Allen et al. (1989) examined alternative explanations in terms of negative reinforcement
(i.e., participants on the high bridge are under threat so that the presence of the
experimenter is more rewarding) and general response facilitation (arousal makes
participants more proactive) and found evidence for the latter.
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(classified as euphoric/angry). The hypotheses were that the placebo
group would not report or show any emotions because the first factor
(arousal) was missing. The epinephrine groups were all exposed to the
first factor, but the nature of the second factor, that is, the salient stimulus
to which they could attribute their arousal, varied depending on the types
of information they had received. It was hypothesized that the correctly
informed group would not suffer from misattribution as they were given a
plausible explanation for their increased arousal, and hence that they
would not report or show euphoric/angry emotions. The groups that
received incorrect or no information, on the other hand, wouldmisattribute
their arousal to the presence of the euphoric/angry pseudo-participants
and would therefore report and showmatching euphoric/angry emotions.
The results of this study were inconclusive, however, and turned out to be
difficult to replicate (e.g., Marshall & Zimbardo, 1979). The modest conclu-
sion was that misattribution of inexplicable arousal leads to the intensifica-
tion of emotions but not to a change in their quality (Reisenzein, 1983).
Another complaint was that evidence for the phenomenon of misattribu-
tion does not show that attribution of arousal is the standard mechanism
for emotion elicitation (Deonna & Scherer, 2010).
While the previous studies induced actual bodily responses to create

bodily feelings, other studies have provided participants with bogus
feedback about their bodily responses. In the pioneering study of Valins
(1966), participants in the experimental group watched erotic pictures
while overhearing what they believed was their own heartbeat but which
was in fact a prerecorded tape. Half of the pictures were accompanied by
an increase in heart rate and the other half by a steady heartbeat.
Participants in the control group watched the same pictures accompanied
by the same sounds but these were framed as extraneous noise. As
predicted, participants in the experimental group rated the former type
of pictures as more attractive than the latter type whereas participants in
the control group did not. Valins (1966) interpreted this result as support
for the idea that mere information about a change in arousal combined
with information about a potential cause of this change (the erotic stimu-
lus presented alongside this change) is sufficient to produce emotional
experience. This interpretation is known as the two-cognition theory.
Subsequent research was able to replicate the effect with both positive
and negative stimuli, but also pointed at the limits of this effect (see
review by Parkinson, 1985). In addition to the risk of demand effects,
differences between the experimental and control groups regarding the
attention paid to the sounds, and the fact that participants’ preferences
may not count as genuine emotional experiences, it is likely that all
stimuli already elicited a substantial degree of arousal to begin with.
This imposes the more modest conclusion that the impact of already
arousing stimuli on preferences can be modified (rather than installed)
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by bogus feedback (Parkinson, 1985; but see M. A. Gray et al., 2007). It is
further possible that the false feedback of bodily responses was more than
a cold piece of information but induced actual bodily responses via a
mimicking mechanism (D. Goldstein et al., 1972; but see Parkinson, 1985)
or that it led to the mental simulation of these bodily responses, in line
with the suggestion of Barrett et al. (2015; see above).

Recent research revisited the questions previously addressed by
Schachter (1964). One line of research focused on the role of Factor 1:
the influence of bodily feelings – understood here as core affect – on the
intensity of emotions. MacCormack and Lindquist (2017) reviewed both
neuroscientific and behavioral studies. Contrary to what MacCormack
and Lindquist (2017) claimed, however, evidence for the influence of core
affect on the intensity of emotions is not uniquely consistent with PCTs.
Such evidence would also be consistent with appraisal theories. These
theories hold that all components in an emotional episode directly project
onto the feeling component and indirectly also via appraisal.

Another line of research focused on the role of Factor 2: the influence
of categorization (rather than attribution) on the emotion-specific qual-
ity of emotions (Barrett, Lindquist, & Gendron, 2007; Lindquist, 2017;
Lindquist, MacCormack, & Shablack, 2015; Lindquist, Satpute, &
Gendron, 2015). Here again, some studies rely on neuroscientific
methods and provide mostly correlational evidence. Other studies
employ behavioral methods (see also Box 2.2). The aim of the behav-
ioral studies is to manipulate the accessibility of emotion categories
and to measure the influence of this manipulation on (a) participants’
own emotional experience (Kassam & Mendes, 2013; Lindquist &
Barrett, 2008) and (b) their perception of other people’s emotions
(Lindquist et al., 2006). I provide an illustration of each.

Lindquist and Barrett (2008) conducted an experience study. They
manipulated the accessibility of anger vs. fear by showing participants
a picture of an interaction between an angry and a fearful man and by
asking them to tell a story about the angry vs. the fearful man. Core affect
was manipulated by asking participants to imagine a high-arousal nega-
tive event in the presence of high-arousing negative music vs. a neutral
event in the presence of neutral music. Participants’ fear experience was
measured indirectly via self-reported risk aversion. Results showed more
risk aversion in the group primed with fear and exposed to high-arousal
negative stimulation than in the other groups. This was interpreted as
evidence that emotion categories shape diffuse core affect into specific
emotions. It is noteworthy that Lindquist and Barrett (2008) measured
emotional experience via self-reported risk aversion. If, as they claim,
there is little concordance among the components of emotions, it is
doubtful that one component (feelings) can be measured indirectly via
another component (behavior).
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Lindquist et al. (2006) conducted a perception study. They manipulated
the accessibility of emotion categories by manipulating the accessibility of
emotion words. In one group, they increased the accessibility via a
priming procedure (by presenting the emotion word three times). In
another group, they decreased the accessibility via a satiation procedure
(by presenting the emotion word 30 times). Participants had to recognize
stereotyped facial expressions that either matched or mismatched with
the primed/satiated emotion category. Results showed that only in the
match condition were participants slower to judge the facial expression
when the emotion category was satiated. This provides support for the
role of categorization in the perception of facial expressions.
Evidence for the influence of emotion categorization or labeling on

emotional experience and emotion perception is uncontroversial. Many of
the other theories discussed so far would not deny that categorizing
emotions after the fact can influence one’s subsequent experience. If it is
accepted that feelings are determined by representations that become
conscious during an emotional episode, then representations of specific
emotions or emotion labels should also be able to color these feelings.
PCTs make the bolder claim that without categorization, an episode has
no emotion-specific quality. As argued earlier, however, demonstrating
the necessity of something is not a realistic purpose of investigation. It can
only be provisionally maintained until proven otherwise. Such a piece of
counterevidence was provided by Sauter et al. (2011). They showed that
Yucatec Mayan participants, who have a single word for anger and
disgust, performed just as well as German participants on a task in which
they had to perceptually categorize morphed faces on a continuum from
anger to disgust. This suggests that emotion concepts are not necessary to
at least perceive different emotions.

8.4.2 Internal Consistency

In addition to empirical validation, PCTs have also been evaluated in
terms of internal consistency. Deonna and Scherer (2010, p. 48) raised a
first objection to Lindquist and Barrett’s (2008, p. 902; Barrett, 2006b; but
see Barrett, 2022) assumption that people constantly categorize their core
affect, and not just when the source of the bodily changes is ambiguous
(as per Schachter, 1964, and Russell, 2003). If people indeed constantly
categorize core affect to determine the emotions they are in, this would
put a heavy burden on the system in terms of computational resources or
metabolic costs. In addition, it would also generate noise that detracts
from the person’s first priority, which is to deal with stimuli in the service
of goal satisfaction.
A second objection raised by Deonna and Scherer (2010; Deonna &

Teroni, 2012) was that Barrett (2006b) modeled her mechanism for
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emotion causation on Schachter’s (1964) atypical mechanism for emotion
causation. Even Schachter (1964) acknowledged that in typical cases,
stimulus evaluation is the source of both the bodily changes and the label
to categorize these bodily changes. This led these critics to propose that
the PCT of Barrett (2006b) is not a theory of emotion causation, but rather
a theory of “how we come to know our emotions.” So rather than
dismissing the theory, they reframed it as having an alternative expla-
nandum. Rather than being a necessary factor in emotion causation,
emotion categorization could be a way to discover or come to know one’s
emotion, when that emotion is already caused by other processes.
Reframing the theory in this way, they argued, allows us to explain the
phenomena that motivated the invention of PCTs in the first place. These
are cases in which we are uncertain about our emotions because the
stimuli that caused them are not consciously accessible or require con-
scious search before they are accessed.

In the skeptical spirit of Russell’s (2003) PCT and my own goal-directed
theory (Moors, 2017a), I am inclined to argue that categorization may not
so much be a way to come to know one’s emotion, but rather a way to talk oneself
into having an emotion. Barrett (2006b) assumed that representing oneself as
having an emotion is sufficient for having the emotion. To show what
could be wrong with this idea, consider the analogy with the self-ascription
of having supernatural powers (Moors, 2017b). True enough, such a self-
ascription may influence behavior and communication and in this sense
acquire social functions that the person’s state would otherwise not have.
Yet it is not because a person thinks she has supernatural powers, that she
actually has them or that supernatural powers even exist. This will become
painfully clear when she decides to act on her presumed supernatural
powers by trying to fly out of the window.

To summarize, Schachter (1964) articulated a two-factor theory of emo-
tion causation in which diffuse bodily responses (Factor 1) have to be
combined with a construction process that interprets these bodily feelings
in terms of discrete emotions (Factor 2). In an effort to keep the two-factor
theory of emotion causation palatable to current taste, Barrett (2006b,
2012, 2017b) reshaped the processes involved, in sync with recent devel-
opments in cognitive (neuro)science (i.e., embodied and situated cogni-
tion; Barsalou, 2008; constraint satisfaction; Kunda & Thagard, 1996;
predictive processing; A. Clark, 2013). Russell (2003, 2009, 2012) took a
different path. He rejected the idea that Schachter’s (1964) two-factor
process is a mechanism for emotion causation and gave it the more
modest role of a mechanism for emotion self-ascription.
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CHAPTER 9

Social Theories

In all of the emotion theories discussed so far, the primary focus has fallen
on the mechanisms that take place inside the individual. All these “per-
sonal” theories nevertheless assume that emotions often, if not most of the
time, occur in a social context. Social theories go beyond assuming this
trivial fact, however, by working out its detailed implications. Many
social theories start out from, and ride on, the mechanistic explanations
provided by personal theories. Application of personal mechanisms in a
social context has led to the consideration of phenomena on larger scales,
both in terms of the number of individuals involved (i.e., numerosity
scale) and time (i.e., temporal scale). This, in turn, has led to the proposal
of novel mechanisms of emotion causation that are specifically social
in nature.
A few remarks regarding scale expansion are in order. The numerosity

scale expands the scope from (a) the individual to (b) dyadic interactions,
(c) group interactions, and (d) cultural contexts (Boiger & Mesquita, 2012;
Keltner & Haidt, 1999). On closer scrutiny, however, this scale combines
two partly independent factors. A first factor is social presence, or better,
social interaction, that is, whether a person is alone or interacts with one (in
dyads) or several others (in groups). The last step on the scale (cultural
context) does not follow this logic, however. Although a person is always
embedded in at least one cultural context, she cannot literally interact
with all the people in her culture at once. Thus, a second factor is the use
of socio-cultural information, that is, representations including others, such
as representations of descriptive norms (i.e., what others do) or injunctive
norms (i.e., what others think one should do; Lapinski & Rimal, 2005).
This information is not only available in dyads and groups, but may also
be consulted when an individual is alone.
The temporal scale, in turn, expands the scope from a single interaction

unit to a series of interaction units over time. Such an expansion is natural
in dyads and groups given that most social interactions are composed of a
series of reciprocal behaviors from sender to receiver(s) and back.
My discussion of social theories will be organized as follows. For each

of the personal theories discussed in the previous chapter, I start by
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reiterating the role they already grant to socio-cultural information (i.e.,
second factor of the numerosity scale), that is, the degree of social infusion
that they already permit in their mechanisms. Next, I present ways in
which social versions of these theories have detailed and elaborated on
the influence of this socio-cultural information. After that, I mention
novel mechanisms for emotion causation that social theories have added
to the repertoire when they extended their scope to social interactions (i.e.,
first factor of the numerosity scale; temporal scale). Unlike the previous
chapters, the present chapter is not organized according to the stages in
the demarcation-explanation cycle, the reason being that the mechanisms
discussed here build on those that were already discussed in earlier
chapters. Before turning to the theories, I present a brief preview of the
types of mechanisms that are at stake in social interactions and I list a few
important axes on which social theories can be placed and compared.

Mechanisms in Social Interactions

One set of social mechanisms already becomes available when we zero in
on the smallest unit of the social interaction: the behavior of one sender in
the presence of one receiver. The mechanisms in this micro-interaction
can be organized into ones operating in the sender and ones operating in
the receiver. From the angle of the sender, it is worth distinguishing
between different types of behavior with the help of a taxonomy that
rests on various dichotomies such as (a) social vs. non-social, (b) coarse
vs. subtle, (c) direct vs. indirect, (d) communicative vs. non-
communicative, (e) verbal vs. nonverbal, (f ) intentional vs. unintentional,
and (g) stimulus-driven vs. goal-directed (see Figure 9.1).

A first type of behavior is non-social behavior. This may include both
coarse behavior, which extends beyond the body (e.g., approaching
food), and subtle behavior, which is confined to the body such as facial
and vocal behavior (e.g., scrunching the nose, widening the eyes,
sighing). Non-social behavior can be unintentional, but will often be
intentional. This means nothing more than that it is caused by the inten-
tion or action tendency to engage in the behavior. It by no means implies
that the action tendency is also conscious.

A non-social action tendency may be stimulus-driven, in which case it
stands for the [R] in an innate or learned [S–R] link. It may also be goal-
directed, which means that it is selected as the best strategy to reach a
certain goal. To illustrate, approaching food may be caused by an instinct
or habit activated by the sight of food or it may be selected as the best
way to get access to this food. Likewise, certain facial behaviors are
caused by innate protective reflexes such as the eyeblink reflex. Other
facial behavior may be caused by a goal-directed process. Scrunching the
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social

direct
often coarse

e.g., approach other

indirect = via mind of other
coarse: e.g., elbow nudge 
subtle: e.g., pout

non-communicative
= pure indirect

e.g., pout
often goal-directed: e.g., 
pout to get attention

communicative
= expressive

convey semantic content:            
e.g., non/emotional appraisal,
action tendency, feelings

nonsocial

coarse
e.g.,  approach food

subtle
e.g., widen eyes

unintentional

intentional intentional stimulus-driven
goal-directed

verbal
e.g., say that one is 

dissatisfied

nonverbal
e.g., pout to convey 

dissatisfaction

behavior

stimulus-driven
goal-directed

Figure 9.1 Taxonomy of behavior of a sender in the presence of a receiver269
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nose may be selected because it is the best way to reduce air intake from a
bad smell, widening the eyes may be selected because it is the best way to
increase information intake, and sighing may be selected because it is the
best way to increase oxygen intake. Note that the goals that are served by
non-social behavior (e.g., hunting) may themselves be non-social (e.g., get
food) or social (e.g., feed the family).

A second type of behavior is social behavior. This is behavior that a
sender directs towards a receiver. Understood in this sense, social behav-
ior is intentional in the sense that it is caused by the tendency to influence
the receiver in a particular way. Again, there is no need for this tendency
to be conscious. Social behavior can be split into direct social behavior
and indirect social behavior. The direct variant targets the receiver dir-
ectly, which will often require coarse behavior. For instance, a sender can
attack, avoid, push, or pull the receiver. The indirect variant targets the
receiver indirectly, by first exerting an influence on the “mind” of the
receiver. This can happen via coarse behavior (e.g., nudging somebody
with the elbow) or subtle behavior (e.g., pouting).

Within the subclass of indirect social behavior, a distinction can further
be drawn between communicative and non-communicative behavior. In
the communicative or expressive variant, the sender has a representation
with a certain semantic content and has the tendency to convey this
content to the receiver. Anything that can be represented by the sender
can figure in the content of a message. Examples are evaluations, action
tendencies, and feelings, which can be “emotional” or “non-emotional”
(for theories that adhere to the distinction). Further, communicative
behavior can take a verbal or nonverbal (e.g., facial, vocal, gestural) form.
A person can simply say that she is dissatisfied, or she can pout to convey
the same message. In the non-communicative or pure variant, on the
other hand, the sender simply wants to influence the mind of the receiver
in a particular way, but she does not have a representation with semantic
content that she wants to convey to the receiver. For instance, a toddler
may pout to a caregiver (e.g., with the further aim of getting attention)
without trying to send a semantic message (see Fridlund, 1994, below).

All three types of social behavior – direct, communicative indirect, and
non-communicative or pure indirect – are intentional in the sense that
they are caused by the tendency to influence the receiver in a particular
way (e.g., to approach her, to send her a message, or to pout at her). This
tendency can itself be stimulus-driven if it is part of an innate or learned
[S–R] link. The action tendency can also be goal-directed, in which case it
is selected as the best strategy to reach a goal. For instance, approaching
another person (i.e., direct social behavior) may be done to obtain safety;
communicating one’s sadness (i.e., communicative indirect social behav-
ior) may be done to get consolation; and a toddler’s pouting (i.e., pure
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indirect social behavior) may be done to get the caregiver’s attention. The
goals that are served by social behavior may themselves be social or non-
social. Pouting may be done to get affection or to get a cookie.
Social behavior can be more or less successful in influencing the

receiver, and the communicative variant of social behavior can be more
or less successful in transmitting a message to the receiver. But all types of
behavior, including non-communicative and even non-social behavior,
may be used as a source of information by the receiver. A person who
scrunches her nose to reduce air intake may unintentionally alert a
bystander that something is fishy. Likewise, a sender who wants to attack
may prepare by clenching her teeth and holding the receiver in a fixed
stare. Even if this facial behavior was not caused by the intention to
communicate anything, the receiver may still infer that the sender is
offended (i.e., appraisal), that she wants to attack (i.e., action tendency),
or that she feels angry (i.e., feeling).
In addition to mechanisms that operate in the sender and the inferences

that receivers are able to draw from the sender’s behavior, social theories
have also proposed mechanisms that produce emotions in the receiver in
response to the behavior of the sender. Examples of mechanisms in the
receiver are emotional contagion and social appraisal (see also Chapter 7).
These will be discussed in more detail later.
If we gradually build up from the smallest interaction unit to multiple

interaction units across time (i.e., on the temporal scale), another novel set
of social mechanisms becomes available that can be captured under the
heading of distributed mechanisms. The idea is that processes do not
happen in a single person but are spread out or “negotiated” among the
interaction partners. Increasing the number of interaction partners from
dyads to groups (i.e., on the numerosity scale) further increases the
complexity and calls for macro-level social theories. Both types of com-
plexity can benefit from a DS approach in which higher-order emergent
patterns result from lower-level reciprocal interactions (Parkinson, 2012,
pp. 295–296; Mesquita & Parkinson, 2022). Note that in previous applica-
tions of the DS approach, self-organization took place inside the individ-
ual whereas here it takes place among individuals.

Axes

Social theories differ in whether they are loyal to the mechanisms of a
single personal theory or whether they integrate the mechanisms of
several personal theories (Axis A: pure vs. mixed). Social theories also
differ with regard to the levels they address on the scales of numerosity
(dyads vs. groups vs. cultures) and time (single vs. multiple interaction
units) (Axis B). Theories that focus on socio-cultural information qualify
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as socio-cultural theories (Frijda & Mesquita, 1994; Harré, 1986; Mesquita
et al., 2017). Theories that include mechanisms for single interactions have
been dubbed communicative theories (Parkinson, 1995). Following the
taxonomy laid out above, however, they would be more appropriately
characterized as social behavior theories. Finally, theories that expand to
multiple interaction units across time and that propose distributed mech-
anisms go by the name of transactional theories (Boiger & Mesquita, 2012;
Parkinson, 1996). It may be noted that the theories of individual scholars
often combine several of these qualities (e.g., Boiger & Mesquita, 2012;
Parkinson, 1996, 2012).

9.1 Evolutionary Theories

9.1.1 Personal Version

Evolutionary theories take it as a given that socio-cultural information
rides on the back of secondary (learning) processes, but does not touch
primary (innate and hence universal) processes. That being said,
according to Darwin’s (1872) teleological principle, primary processes
originated in the learning of our evolutionary ancestors, hence this learn-
ing must have been sensitive to socio-cultural information at some point.
In line with this, Ekman (1992a) stressed that the fundamental life tasks
(challenges and opportunities) that ground the affect programs for basic
emotions were first and foremost social in nature. He declared that affect
programs first developed for interpersonal encounters (e.g., facing com-
petition, escaping enemies) and only later became triggered by non-social
stimuli (e.g., escaping thunder, loss of physical support, music). Once
these affect programs became cemented in the brain, however, plasticity
got reduced and novel socio-cultural information (e.g., a change in cul-
tural norms) was no longer able to touch the innate process. To invoke the
avocado pear metaphor again (see Chapter 4), current socio-cultural
information can touch the soft flesh of emotion but not the hard core
(Faucher & Tappolet, 2008). The soft flesh is situated on the input side,
where classical conditioning can expand the set of stimuli that can trigger
affect programs, as well as on the output side, where emotion regulation
and planning can alter and refine the manifestation of emotions in line
with cultural display rules (Matsumoto, Yoo, et al., 2008).

9.1.2 Social Version

A first social extension of the evolutionary theory works out the implica-
tions of expanding the numerosity level from the individual to dyads,
groups, and cultures. Keltner and Haidt (1999; Keltner et al., 2006) asked
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what the function of emotions could be on all these levels. A few
examples. At the individual level, emotions serve to alert the individual
about social stimuli and prepare a response. For instance, anger provides
information about the unfairness of a transaction and suggests using
aggressive behavior as a solution. At the dyad level, emotions of a sender
help a receiver to coordinate with the sender by producing reciprocal or
complementary emotions. For instance, anger from a sender may lead to
anger or fear in a receiver. In turn, the emotions of both interaction
partners influence the nature of the interaction. Anger increases the
probability of conflict, happiness the probability of cooperation, and
sadness the probability of disengagement (Oatley & Johnson-Laird,
2011). At the group level, shared emotions establish group identities
whereas different emotions help establish group roles. Shared indigna-
tion about a societal problem can be the instigator of a new civil move-
ment, for instance, and anger is for leaders whereas admiration is for
followers. At the cultural level, finally, emotions build cultural identities
and are the lubricants for transmitting cultural values and norms. In their
current state, however, the “functions” identified on all these levels do
not seem to pass the stage of being just-so stories (see Gould, 1978;
Holcomb, 1996). Emotions may have certain effects (or so it may seem),
but this does not mean that these effects reflect the functions of emotions.
Some effects may be accidental, not having been set up by evolution to
benefit the emoter or the group.
A second social extension of evolutionary theory (e.g., Keltner, Sauter,

et al., 2019; Shariff & Tracy, 2011a) focuses on the evolutionary origin of
communicative behavior, in particular facial expressions. Based on their
reading of Darwin (1872), evolutionary theorists proposed that facial
behavior first evolved as (a) adaptations and later as (b) exaptations.
They argued that in a first stage of evolution, facial behaviors had the
physiological function of preparing the organism for emotion-specific
behavior. An example is baring the teeth as a preparation to bite an
opponent in anger, widening the eyes to increase visual input in fear,
and scrunching the nose to reduce air intake in disgust. Although these
facial behaviors did not initially evolve to allow the sender to communi-
cate information, they nevertheless allowed receivers to infer information
about the sender’s emotion. Such facial behaviors are called “cues”
(Shariff & Tracy, 2011a). In a later stage of evolution then, some of these
cues were co-opted to serve the novel function of communication. Facial
behaviors that evolved for the purpose of communication are called
“signals.” During the transition from cues to signals, moreover, facial
behaviors underwent a process of ritualization in which they became
more exaggerated and stereotyped, so that they would be recognized
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more easily. In fact, evolutionary theorists took the ritualized character of
facial behaviors as support for the existence of signals.

It may be recalled, however, that Darwin (1872) emphasized that facial
behaviors were remnants of ancestral instrumental behavior rather than
adaptations (Crivelli & Fridlund, 2019; Fridlund, 1994; Fridlund &
Russell, 2022; see Chapter 3). Some of these vestigial behaviors indeed
got co-opted to fulfill a new function, namely, to express a mental state.
But here too, there is a risk of misreading Darwin (1872) when he wrote
that facial behaviors “express” mental states. For it seems that what he
had in mind was the pure form of indirect social behavior rather than the
communicative form (see Figure 9.1). Thus he wrote: “Even such words as
that ‘certain movements serve as a means of expression’ are apt to
mislead as they imply that this was their primary purpose or object.
This, however, seems rarely or never have been the case [. . .]. An infant
may scream either intentionally or instinctively to show that it wants
food; but it has no wish or intention to draw its features into the peculiar
form which so plainly indicates misery” (Darwin, 1872, p. 357).

Regardless of what Darwin (1872) had in mind, evolutionary theorists
abide by their evolutionary story that facial behaviors were originally
adaptations for the preparation of emotional behavior that were later
exapted for the communication or expression of emotions. Moreover,
they consider it an open question whether or not the original adaptive
function of these facial behaviors still applies today (Lee & Anderson,
2017; see Sauter & Russell, 2022).

Evolutionary theorists acknowledge that facial behaviors can be influ-
enced by, or communicate, other things than emotions, such as attempts
to regulate emotions via display rules, paralanguage (speech-related
movements; e.g., raising eyebrow to accentuate a word), and protolan-
guage (symbolic faces; e.g., wink). Facial behaviors may also communi-
cate emotions that a person is not having by faking emotional expressions
(Ekman, 1997; Kappas, 2003; Scarantino, 2017b, 2019; Scherer et al., 2013).
Evolutionary theorists remain convinced, however, that true and false
emotional expressions can be distinguished based on their morphology.
A true smile, called a Duchenne smile, would be characterized by the
contraction of both the zygomaticus major (mouth corners up) and the
orbicularis oculi (eye wrinkles) whereas a fake smile only by the contrac-
tion of the zygomaticus major (e.g., Ekman et al., 1980; Ekman & Friesen
1982). Recent research, however, shows that Duchenne smiles are easy to
fake and occur when they are theoretically unexpected such as in the
presence of intense but unpleasant stimuli (see reviews by Crivelli &
Fridlund, 2019; Girard et al., 2021). The latter finding is in line with
Fridlund’s (1994) suggestion that eye wrinkles are not a marker of posi-
tive stimulus valence but rather of response intensity.
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In addition to morphological differences, evolutionary theorists hold
the assumption that true emotional expressions are innate and therefore
automatic whereas emotion regulation including social pretense is goal-
directed and therefore non-automatic, unless it has become habitual, in
which case it is again automatic. Thus, as long as it is not habitual,
emotion regulation can only occur under ample operating conditions,
such as when there is abundant time and attentional capacity and/or
sufficient motivation. Even if motivation to fake is high, lapses in these
regulatory attempts can produce occasional leakage of the true expression
in the form of micro-expressions. Ekman (1973, pp. 215–218) reported an
unpublished study with North American and Japanese students, who
watched a stress-inducing film when they were either alone or while they
were being interviewed by an experimenter. Both groups showed similar
negative facial expressions when they were alone, but Japanese students
showed more polite smiles during the interview, presumably to mask
their negative facial expressions. The conclusion was that facial behaviors
may be partially determined by social pretense, but not entirely, other-
wise they should have been absent when students were alone (but see
Fridlund, 1994).91

Let me already note that the goal-directed theory rejects the assump-
tion that spontaneous facial behaviors are emotional whereas deliberate
ones are fabricated. Both spontaneous and deliberate facial behaviors are
goal-directed and neither of them is emotional in the scientific sense of the
term. The tension between alleged “emotional” and “non-emotional”
facial behaviors is nothing more than the competition between two
goal-directed processes that are each at the service of a different goal
(see also Fridlund, 1994, 2017; see below).

9.2 Network Theories

9.2.1 Personal Version

Network theories agree with evolutionary theories that socio-cultural
information travels with learning (i.e., secondary processes), but they
allow a more drastic role for learning in the sense that what is learned
is not merely tagged on to the emotion but rather a proper part of it.
Socio-cultural information can lead to a far-reaching reshaping of the

91 Fridlund (1994; Crivelli & Fridlund, 2019) pointed out that the results of this study
were oversold because Ekman (1973) consistently omitted a third condition in which
participants watched the film in the mere presence of the experimenter and in which no
difference with the alone condition was observed.
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emotional repertoire, and this idea is more pronounced in the non-
biological than in the biological version of network theories.

9.2.2 Social Version

Social extensions of network theories have proposed “emotional conta-
gion” as a novel social mechanism for emotion causation that can occur
during social interaction. Emotional contagion is an umbrella term for
various mechanisms that explain interpersonal emotion transfer without
the mediation of inferential processes (Elfenbein, 2014; Parkinson &
Manstead, 2015). One such mechanism is overt emotional contagion
(Hatfield et al., 1994). This mechanism is composed of a first step in
which a receiver overtly mimics the emotional behavior (facial expres-
sion, posture) of a sender and a second step in which proprioceptive
feedback from this behavior leads to the same emotion in the receiver.
It is especially this second step that fits with network theories, more in
particular, with their assumption that emotion networks can be activated
via the response side (see Chapter 5). An alternative mechanism is covert
emotional contagion. This refers to the direct activation of the representa-
tion of the emotional behavior or the mental simulation of this behavior
without the need for overt mimicry (Barsalou, 1999; Neumann & Strack,
2000; Niedenthal et al., 2010; see Parkinson & Manstead, 2015).

9.3 Stimulus Evaluation Theories (SETs)

9.3.1 Personal Version

Within the family of SETs, biological appraisal theories share the view of
evolutionary theories that the soft flesh of the avocado pear can be
infused by socio-cultural information but not the hard core, that is, the
fixed link between appraisal patterns and action tendencies or emotions.
This link is supposed to be universal (see Mesquita & Ellsworth, 2001). On
the input side, members of different cultures may appraise stimuli in
different ways because they differ, say, in the goals they value, the control
they have, and the attributions they make (Roseman et al., 1995; Scherer,
1997b). If individualist cultures attach a higher value to the goal for
autonomy and collectivist cultures a higher value to the goal for connect-
edness, members of the former culture should experience stronger emo-
tions when their freedom is restricted and those of the latter culture when
they detect signs of social disapproval (Kitayama et al., 2006). If certain
cultures attribute goal-incongruent stimuli such as illness to their own
actions and other cultures more to external forces, guilt should be more
common in the former culture and sadness more in the latter (Mesquita &
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Ellsworth, 2001). On the output side, culture exerts its influence via
emotion regulation, by approving some emotions and disapproving
others, but again, not by changing the shape of the emotion itself
(Scherer & Brosch, 2009). Non-biological appraisal theories, on the other
hand, have a harder time maintaining the universality hypothesis
because different thresholds may exist for various components (see
Chapter 6). This puts the avocado-pear plasticity model under pressure.

9.3.2 Social Version

Social extensions of SETs, in particular appraisal theories, have taken at
least four different forms. A first extension focuses on goals that are more
stable, abstract, and shared across the members of a society or culture,
called socio-cultural values or norms.92 The goals for autonomy vs. con-
nectedness mentioned above already qualify as examples. Other
examples are honor in honor cultures and happiness in American society
(Mesquita & Ellsworth, 2001). More than values, norms have a compul-
sory or “ought” character. Moreover, the norms at issue here must be
norms that the person has internalized, in other words, norms that have
become the content of a goal and are highly valued. Norms that one
knows but does not endorse (even implicitly) should remain emotionally
inert.
A second extension of appraisal theory (Frijda & Mesquita, 1994;

Mesquita & Ellsworth, 2001) explores the options that (a) not all appraisal
variables have the same weight on the resulting emotions in all cultures
and (b) not all cultures share the same set of appraisal variables. The first,
weaker option, is that all appraisal variables are universal but that some
are more relevant in some cultures than others. For instance, agency
appraisals may be more focal in cultures that put a strong focus on
autonomy than on connectedness (Matsumoto et al., 1988; see Frijda &
Mesquita, 1994). It may be difficult, however, to disambiguate between
the weight of appraisal variables and the value of certain goals (see
Manstead & Fischer, 2001; Mesquita & Ellsworth, 2001). If members of
collectivist cultures do not get angry when someone blocks their goal, this
may be because they don’t care so much about who is to blame (i.e., the
agency appraisal has less weight) or because they don’t care so much
about their goals being blocked (i.e., the goal for autonomy has
less value).

92 Note that “value” is used here in a different sense than in the context of the goal-
directed theory. There, “value” is used as a predicate of an outcome or goal. This is also
different from “value” as a position on a variable.
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The second, stronger option, is that not all appraisal variables are
universal and some cultures have unique appraisal variables. For
instance, Markus and Kitayama (1991) suggested adding an appraisal
variable of interpersonal engagement in Japanese culture because it
allowed them to differentiate between self-focused (e.g., anger, pride)
and other-focused emotions (e.g., feeling connected, shame, guilt). The
existence of appraisal variables that are unique to a culture could also
create unique emotions in that culture (e.g., feeling connected). The idea
of culture-specific appraisal variables also aligns with the social extension
of the judgmental theory (Solomon, 1984), which holds that the formal
objects of emotions reflect cultural challenges (e.g., social threats) rather
than natural challenges (e.g., natural threats).93 In all of this, it is import-
ant to note that both weak and strong sources of cultural variation in
appraisals, although still based on appraisal theory’s terminology, mark a
clear departure from the theory’s long-standing ideal of a universal
relationship between appraisals and action tendencies or emotions.

A third extension of appraisal theory puts forward “social appraisal” as
a novel mechanism for emotion causation that can occur during social
interactions (e.g., Manstead & Fischer, 2001). Social appraisal is an
umbrella term for various mechanisms that allow a receiver to infer
information from a sender’s emotional behavior (e.g., facial behavior).
According to one such mechanism, a receiver recognizes the emotion of a
sender and reverse-engineers the appraisals that the sender must have
made (Hareli & Hess, 2010). These appraisals help the receiver to make
her own appraisals about a stimulus, especially if the stimulus is ambigu-
ous. An alternative mechanism is that a receiver directly infers the
appraisals of the sender without having to first identify the emotion that
the sender had (Parkinson, 2011; Parkinson & Manstead, 2015).

Parkinson and Simons (2012) also pointed out that in addition to object-
centered social appraisal, in which the appraisal of a sender helps the
receiver to figure out how to appraise an object, there can also be sender-
centered social appraisal, in which the appraisal of a sender helps the
receiver to figure out how to appraise the sender. Both object-centered
and sender-centered forms of social appraisal may trigger an emotion in
the receiver. For instance, if other surfers do not seem threatened by the
high waves in the ocean, Sam may feel less scared, but he may also

93 Griffiths (1997) sorted the social version of SETs under the broader class of social
constructionist theories. He called this version the social concept version, which he
distinguished from the social role version (which I discuss in the section below). The
social concept version focuses more on cultural influences on the input side (evaluation
process) whereas the social role version focuses more on cultural influences on the
output side (action tendencies and behavior).
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conclude that the others are professionals and feel embarrassed to surf in
their vicinity. If colleagues seem offended by Sunny’s off-color joke, she
may start feeling guilty, but she may also conclude that they are softies
and feel contempt.
Interpersonal emotion transfer based on social appraisal is contrasted

with emotional contagion (discussed above) on the grounds that the
former is based on an inferential process whereas the latter is not. Van
Kleef (2009) proposed two factors that should determine which of both
mechanisms – social appraisal or emotional contagion – is the more
dominant mechanism for interpersonal emotion transfer. In addition to
a set of contextual moderators, the most important moderator put for-
ward is the presence of ample vs. poor operating conditions, such as
attentional resources and the motivation to engage in inferential process-
ing. If operating conditions are ample, social appraisal is more likely; if
they are poor, emotional contagion should take over. This model relies
heavily on classic dual-system assumptions, however, and seems to dis-
regard the possibility that social appraisal can proceed in an automatic
way (see also Parkinson & Manstead, 2015). The existence of implicit
social appraisal processes has been confirmed in research showing gaze-
cueing effects (e.g., Bayliss et al., 2007; Mumenthaler & Sander, 2012,
2015). Parkinson (2019a, 2019b) raised the possibility, however, that
gaze-cueing may do little more than orient or nudge the onlooker’ atten-
tion, without conveying full-blown appraisal information.
Parkinson (2017a) introduced the notion of relation alignment as a

container concept for all kinds of processes by which a receiver can get
influenced by a sender and that contributes to the receiver’s emotion or
emotion orientation. In addition to processes of indirect relation alignment
such as social appraisal and emotional contagion, he also points to pro-
cesses of direct relation alignment. The latter include (a) the direct cueing of
the receiver’s attention by the sender’s behavior (e.g., the sender’s gaze
orientation) and (b) the receiver’s direct adjustment to relational dynamics,
already discussed in Chapter 7 (e.g., an infant struggling from a tight
embrace). As argued there, direct adjustment may still involve rudimen-
tary personal appraisals of goal relevance and goal congruence.
A fourth extension of appraisal theory proposes a distributed social

appraisal process, which is spread out over several interaction units
(Parkinson, 1996, 2001b, 2019b, pp. 132–133). If appraisal is understood
as a sequence of molecular appraisals (see Scherer et al., 2018), it is
possible that the different appraisals are distributed across interaction
units, and that reciprocal calibration among the interaction partners leads
to a shared appraisal pattern.
Social appraisal, emotional contagion, and direct relation alignment

can also be expanded beyond dyads to groups. The impact of these
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processes on interpersonal emotion transfer may be further facilitated by
joint activities (especially when supported by rhythmic music; Parkinson,
2020). Together with social sharing (i.e., talking about emotions), these
mechanisms are considered important ingredients of collective emotions
(i.e., when different group members experience the same emotion).
Several of these processes may also contribute to differentiated emotions
(i.e., when different group members experience different emotions
depending on their momentary or stable social roles) (Garcia & Rimé,
2019; Keltner & Haidt, 1999; Niedenthal & Brauer, 2012; Parkinson, 2019a,
2020; Rimé, 2009; Salmela & Nagatsu, 2016). DS principles may be
invoked to explain why collective emotions sometimes spiral out of
control and stabilize again over time (Butler, 2011).

9.4 Psychological Constructionist Theories (PCTs)

9.4.1 Personal Version

In PCTs, the capacity to experience core affect is supposed to be innate
while the construction process is based on learned knowledge about how
to link sensory input to specific emotions. This process is constrained and
shaped by socio-cultural information (e.g., Barrett, 2006b; Russell, 2003).

9.4.2 Social Version

The natural social counterparts of PCTs are social constructionist theories
(SCTs). While PCTs focus on the mechanisms inside the individual, SCTs
work out the role of culture in the construction process. Averill (2012)
declared affinity with Russell’s (2003) categorization process understood
as the recognition of a pattern of components that matches the prototype
of an emotion. The source of this prototype, he insisted, are the social
norms that are prevalent in a particular culture. If emotions are like the
stellar constellations we single out in the sky, then different cultures may
single out different constellations. Mesquita’s (in Mesquita & Parkinson,
2022) version of SCT tunes in more with Barrett’s (2017b) version of PCT.
It may be noted, however, that not all theories that fall under the broad
label of SCTs are loyal to the mechanisms proposed in existing PCTs.
Several SCTs adopt a more liberal understanding of “emotions as con-
structions” as meaning that emotions are made up of smaller parts that
are not emotional in themselves. Such an understanding is not only
compatible with certain PCTs (Russell, 2003, 2009), but also with elemen-
tal appraisal theories (e.g., Scherer, 2009b). Parkinson (1996, 2007, 2012,
2019b), for instance, does not seem squarely opposed to a causal role for
molecular appraisals in emotion causation, nor does he seem to assume
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that without categorization or labeling there is nothing that already
qualifies as emotional according to common standards (Parkinson, 2012,
p. 296). Likewise, at an earlier time, Mesquita and Boiger (2014) declared
being agnostic about the mechanisms in the individual, suggesting that
their theory could be compatible with PCTs and elemental appraisal
theories alike.
Like PCTs, SCTs are hostile to the idea of evolutionary theories that

emotions stem from innate affect programs and therefore come as pre-
packaged entities. Ekman’s (1992a) claim that affect programs are solu-
tions to recurrent social problems does not help to draw both theories
closer. This is because evolutionary theories provide innate solutions to
these problems, whereas SCTs provide culture-sensitive solutions (Averill,
1980; Harré, 1986; Hochschild, 1979; see M. D. Lewis & Liu, 2011). In
evolutionary theories, the (contours of the) solutions are supposed to be
baked in during phylogenesis (i.e., the history of the species), whereas in
SCTs, the solutions develop during ontogenesis (i.e., the life course of the
individual; see Ekman, 1992a). The key evidence for SCTs are cultural
differences in emotions, especially the existence of emotions that are
unique to some cultures, such as amae in Japan (indulgent dependency,
e.g., when a child acts over-dependent and the adult indulges; Morsbach &
Tyler, 1986) and tęsknota in Poland (reversed homesickness, e.g., when a
child leaves the family home; Wierzbicka, 1986). For SCTs, it is not enough
to say that the same emotions exist in different cultures but that they
are elicited by different stimuli or that they are regulated in different
ways (Armon-Jones, 1986; see Griffiths, 1997, p. 137). In SCTs, culture
does not merely influence the input side (stimulus evaluation) or the
output side (regulation) but also the heart of the emotion, that is, the
link between stimulus evaluation and action tendencies (Griffiths, 1997,
p. 143). This corresponds to a “wax” model of plasticity (Faucher &
Tappolet, 2008, p. 112). Wax is plastic to the core. It may lose its plasticity
temporally after cooling down but it can become plastic again when
heated. Experience may shape and reshape emotions provided that some
energy is invested.
Because of their focus on ontogenesis, SCTs address the question of

how children come to acquire and apply the socio-cultural knowledge
that shapes their emotions. Evolutionary theories hold that children come
in the world with basic emotions and that via socialization they learn to
refine and regulate these emotions according to cultural display and
feeling rules. Parkinson (1995, p. 270) proposed turning around the logic
that emotions are first generated in the head and are next expressed to a
real audience in the world. He proposed instead that during ontogenetic
development, children start out from overt interactions with caregivers in
the world, and only after maturation, develop the capacity to represent
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and simulate these interaction in their head.94 It is these simulations that
we tend to call emotions. According to Parkinson (1995) then, discrep-
ancies that people report between internal emotions and external expres-
sions can be reframed as discrepancies between internal and external
social behaviors.

Proponents of recent SCTs (Parkinson, 2012) have criticized older SCTs
(Averill, 1980; Harré, 1986) for drawing too sharp an opposition between
nature and nurture, and for overemphasizing the role of top-down pro-
cesses in generating cultural meaning (see also Griffiths, 1997, p. 132). The
strict separation of nature and nurture is untenable given the mutual
constraining influence of genes and environment (Parkinson, 2012).
Genes constrain the environmental factors an organism is sensitive to,
and epigenetic mechanisms allow enduring environments to impact on
the genes (Crivelli & Fridlund, 2018, 2019; Fridlund, 2017; Griffiths, 1997,
p. 159; Mason & Capitanio, 2012). Nevertheless, recent SCTs continue to
reject a strong nativism in which emotions are generated by preformed
affect programs. According to Parkinson (2012), for instance, humans come
into the world with a sensitivity or preparedness for participating in social
interactions, but learning still determines the precise shape of these social
interactions. Most of this learning, moreover, happens in a bottom-up
fashion via operant conditioning and is culturally infused from the very
start of life. Top-down application of explicit cultural rules and norms is
only the icing on the cake baked earlier by this bottom-up learning.

In addition to detailing the role of socio-cultural information in emo-
tion causation, SCTs have extended the scope of PCTs from a single
interaction unit to several interaction units over time. This opens up the
possibility that the categorization process of PCTs (Barrett, 2006b)
happens in a distributed fashion (Mesquita & Parkinson, 2022).
Social interaction allows people to mutually negotiate, and after several
iterations, perhaps settle on a shared emotion category (e.g., anger). Here
too, the DS approach turns out to be a useful tool for describing the
consolidation and dissolution of emotion categories as the moving in
and out of attractor states. In line with this distributed picture, several
authors have argued that emotions are not in the head, but should be
located in the interactions between people. It is not people who are angry,
it is the interaction that has angry properties and this is negotiated among
the interactants. Some authors put up this “socially extended emotion
thesis” as a radical ontological claim about emotions (e.g., Colombetti &
Krueger, 2015) while others have argued that shared emotions need not

94 A remotely similar idea had already been raised by Tomkins (1962), who argued that
facial movements are first external after which feedback of them creates affect. In
addition, he argued that simulation of this feedback in the absence of external facial
movements can also produce affect.
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involve a “breakdown of individual boundaries” (León et al., 2019,
p. 4856; see also Griffiths & Scarantino, 2005).
A recurrent idea in SCTs is that emotions are strategic (see also

Chapter 7). This idea flows naturally from the view that emotions are
constructed attempts to reach social goals and to live up to cultural norms
(Averill, 1980). Empirical support for the strategic nature of emotions is
growing (see reviews by Griffiths, 2004b; Mesquita & Parkinson, 2022;
Mesquita et al., 2017; van Kleef et al., 2011). In a study on road rage, for
instance, Parkinson (2001a) showed that car drivers reported more anger
on than off the road and that this was not predicted by the negativity of
the anger-eliciting stimulus nor by the difficulty to regulate anger, but
rather by the greater desire and difficulty to communicate. This finding
suggests that emotions are strategically used to reach social goals.
Another illustration is the finding that emotions that are approved in a
culture are more likely to be experienced in that culture (see Mesquita
et al., 2017, for a review). For instance, Kitayama et al. (2006) found that in
North American culture, which places a higher value on autonomy, self-
focused emotions (e.g., pride, anger) were more intense whereas in
Japanese culture, which attaches more value to connectedness, other-
focused emotions (e.g., friendly feelings, guilt) were more intense. This
finding suggests that emotions are strategically used to reach a cultural
ideal. In sum, social theories tend to claim that emotions are strategically
used to reach goals, whether this is the goal to influence others
(Parkinson, 2001a; van Kleef et al., 2011) or the goal to follow cultural
norms as a means to fit in (Mesquita et al., 2017).
It is important to reiterate the point made in Chapter 7 that the strategic

use of emotions is uncontroversial in itself. Evolutionary theories and
SETs already accepted that emotions can be faked as a form of
antecedent-focused emotion regulation. The bolder claim made by SCTs
is that the emotions thus created are equally emotional as those that are
less strategic (Averill, 1980). The boldest claim, however, is made by the
goal-directed theory (Moors, 2017a). This theory holds that so-called
emotions are nothing but strategic behavior episodes. There is no strategic
use of otherwise non-strategic emotions. There are simply strategic
behavior episodes, full stop. And some of these episodes are singled out
and labeled as emotions because they are conspicuous.

9.5 Response Evaluation Theories (RETs)

9.5.1 Personal Version

In RETs such as the goal-directed theory (Moors, 2017a), socio-cultural
factors influence the values of goals and the magnitude of the response-
outcome expectancies. The values of goals are acquired early in life via
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the reward structure of the physical and cultural environment. This
enables the goal-directed theory to naturally account for cultural differ-
ences in alleged emotions. If the goal for autonomy is valued more in
individualist cultures and the goal for connectedness more in collectivist
cultures, a restriction of freedom creates a larger discrepancy in individu-
alist cultures while social disapproval creates a larger discrepancy in
collectivist cultures. Larger discrepancies, in turn, may translate in more
intense, control-precedent urges to reduce this discrepancy.

So far, the predictions of the goal-directed theory converge with those
of the first extension of SETs discussed above. In addition to the value of
goals, however, the goal-directed theory also emphasizes the expectan-
cies of action options for reaching these goals. Here too, cultural infusion
is possible. The action options selected in different cultures to reduce
discrepancies may differ because they hold different social costs and
benefits. Assertive behavior may be accepted more in individualist cul-
tures and conciliatory behavior more in collectivist cultures. Finally, the
goal hierarchy central to the goal-directed theory sheds light on the
coercive force that seems to emanate from cultural norms (e.g.,
Parkinson, 2020). Like SETs, the goal-directed theory predicts that cul-
tural norms that are not endorsed should remain inert. Nevertheless, not
endorsing a cultural norm may prove to be no mean feat because non-
compliance is punished by social disapproval and even exclusion. To the
extent that people value being part of a group, it may be hard to disobey
the group’s norms. In goal-directed lingo, a cultural norm has a high
value if it is a subordinate goal with a high expectancy for reaching the
valued superordinate goal of social approval or inclusion.

9.5.2 Social Version

A social theory that shows similarity with the goal-directed theory is the
behavioral-ecological theory of facial behavior proposed by Fridlund
(1994, 2017; Crivelli & Fridlund, 2018, 2019; Fridlund & Russell, 2022).
Although this theory files as an evolutionary theory of facial behavior, it
has nothing in common with the evolutionary theories of emotion dis-
cussed so far. Fridlund (1994) argued, contra these evolutionary emotion
theories, that facial behaviors do not communicate or express emotions
(e.g., anger), but are declarations of social intentions (e.g., the tendency to
attack) or of requests for behavior change from the part of the receiver
(e.g., the request to concede). Stated in this way, however, there is a risk
of misunderstanding Fridlund (1994) as saying that facial behaviors
communicate social intentions or social requests. In more recent writings,
however, this ambiguity has been resolved (e.g., Crivelli & Fridlund,
2018, 2019; Fridlund, 2017; Fridlund & Russell, 2022). Facial behaviors
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do not communicate social intentions or requests; they do not communi-
cate anything. They are mere social tools or strategies to reach a particular
social goal. Returning to the taxonomy of behavior presented at the start
of this chapter, Fridlund’s (2017) facial behaviors must be situated in the
category of pure indirect social behaviors that are caused by the tendency
to influence the receiver in a particular way (see Figure 9.1). So the
difference between Fridlund (2017) and evolutionary emotion theories is
not merely a difference about whether facial behaviors are emotional or
not, but also whether facial behaviors are communicative or not. That
being said, Fridlund (2017) does not exclude the possibility that some
facial behaviors become used as tools for communication, but these are
specific cases and they can never communicate emotions. The latter
rejection is rooted in a skeptical view about the scientific status of emo-
tions, which is in strong agreement with the goal-directed theory (Moors,
2017a) and Russell’s (2003) PCT. There is one caveat, however. The
trouble with communication is that anything can be communicated. The
content of a message does not have to be something that really exists. Sam
can communicate that he is angry just as he can communicate that he has
supernatural powers or that he is a unicorn. So if a sender has the
intention to express what she believes is anger, then she is expressing
anger, even if she is mistaken about being angry. Likewise, a receiver may
observe anger in a face if she possesses this concept. Again, there are no
limits to what a receiver can see in a sender’s face, just as there are no
limits to the stellar constellations that one can see in the sky.
Fridlund (2017) also proposed the following ontogenetic explanation

for social facial behaviors. Infants do not come in the world with facial
behaviors that have an innate social function. The rawmaterial consists of
facial behaviors that are (a) non-social protective reflexes such as the
startle reflex, (b) non-social behaviors that prepare for certain social
behaviors, such as pursing the lips before lashing out or averting gaze
before hiding, or (c) non-social goal-directed behaviors such as scrunch-
ing the noise to reduce air intake and widening the eyes to increase
information intake. Once these facial behaviors start having a consistent
effect on a receiver (she gives support, engages in play, or concedes) that
is rewarding to the sender, the sender may start using these facial behav-
iors to achieve these social effects. At that point, facial behaviors have
become social behaviors that are goal-directed. To make the effects in the
receiver more likely, the sender may exaggerate them (i.e., ritualization).
Finally, in humans at least, these goal-directed social behaviors may
acquire a meaning and this meaning may be stored and used occasionally
in communication. Examples are symbolized facial behaviors such as
tongue protrusions and certain smiles. The trajectory described here,
however, can be marked as an evolution from the outside (behavior) to
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the inside (meaning), and not the other way around. Children learn to
engage in goal-directed social behavior before they learn to attach a
meaning to it (see also Parkinson, 1995).

Empirical support for the idea that facial behaviors reflect social
intentions comes from audience effects (Fridlund, 1994; see reviews in
Crivelli & Fridlund, 2018, 2019; Griffiths & Scarantino, 2005; Parkinson,
2005). Fernández-Dols and Ruiz-Belda (1997), for instance, found that
winning athletes smiled less when they were waiting behind the podium
for the awards ceremony to start than when they interacted with
the audience. Assuming that these athletes were equally happy about
their performance throughout, but that the need to seek affiliation was
lower behind the podium than when interacting, these findings support
the idea that facial behaviors serve social goals rather than expressing
emotions. In a laboratory study by Schneider and Josephs (1991), it
was found that children in a competitive game smiled more in interactive
than non-interactive conditions and that smiling was even higher
among losers than winners, thus undermining any direct dependence
on happiness.

Two objections have been raised by proponents of the evolutionary
theory of emotion. The first is that evidence that facial behaviors can
convey social intentions is not yet evidence against the idea that they
can also convey emotions. Audience effects can easily be accommodated
in the evolutionary theory where they would be explained by the inter-
vention of display rules (i.e., consequent emotion regulation) or plain
faking (i.e., antecedent emotion regulation). Evidence consistent with
the role of display rules came from Ekman’s (1971) American-Japanese
study described above. The second objection is that people still present
facial expressions when they are alone, and that even when they try to
suppress or mask their expressions in the presence of others, expressions
of true emotions may leak out pointing at the tension between emotions
and regulation (Ekman & Friesen, 1969).

In response to these objections, Fridlund (1994) argued that being alone
does not rule out audience effects. This is because when people are alone,
they may still communicate to the audience “in their head” (see also
Parkinson, 1995). Evidence for the audience-in-the head hypothesis (i.e.,
implicit sociality) was obtained by Fridlund et al. (1990, 1992), who
showed that participants who were alone but were asked to imagine an
audience showed more facial behaviors than participants in a control
group. Ekman (1997) later integrated this finding by arguing that when
people are alone they may also follow private display rules. As noted by
Fridlund (1994), however, such a turn would undermine the conclusions
previously drawn from the American-Japanese study. It would mean that
the facial behaviors registered in the alone condition no longer reflect
pure emotions.
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Crucially for our purpose, audience effects can be interpreted as evi-
dence for the goal-directed origin of facial behaviors if it can be shown
that the presence or absence of an audience alters the expected utilities of
these facial behaviors. Indeed, it seems plausible to assume that certain
facial behaviors (e.g., smiles) have a higher expected utility when a real
audience is present than when such an audience is absent because smiling
to a real audience may solicit real social approval. But even if a real
audience is absent, the expected utility may not be zero. I see two options.
The first option is that the person practices facial behaviors with an eye on
future encounters with a real audience. The second option is that when
people are alone, stored expected utilities still get activated and/or simu-
lated, similar to what happens in the case of emotions elicited by fiction
(see Chapter 7).
Another piece of evidence for the goal-directed origin of facial behav-

iors comes from studies showing that emotional contagion may not be as
encapsulated as generally assumed but may instead depend on a cost-
benefit analysis. For instance, people imitate smiles when imitation fulfills
the goal to affiliate and when the cost of smiling remains low (Bourgeois
& Hess, 2008; Hess & Fischer, 2013; Lakin et al., 2008).
By applying the goal-directed theory to indirect social behaviors,

whether communicative or pure, the scope of the theory is significantly
expanded. Most notably, the theory is now capable of explaining a
particular class of practically irrational behaviors known as arational
behaviors (Hursthouse, 1991; Scarantino & Nielsen, 2015; see
Chapter 2).95 Classic examples of arational behaviors are ones for which
an emotion can easily be invoked as their cause, such as (a) stroking
someone’s hair out of love, (b) jumping up and down out of joy, (c)
covering one’s face in the dark out of shame, (d) slamming the door out
of anger, and (e) kissing someone’s picture out of grief (examples adapted
from Hursthouse, 1991). According to Scarantino and Nielsen (2015), the
first three examples can be explained by emotions alone, whereas the last
two examples are the result of the interplay between emotions and
regulation and/or planning. The first three examples (a, b, c) are behav-
iors that fulfill the action tendencies characteristic for their respective
emotions. Stroking someone’s hair fulfills the action tendency of love,
which is to seek proximity. Jumping up and down fulfills the action
tendency of joy, which is to broaden and build. Covering one’s face in
the dark fulfills the action tendency of shame, which is to disappear from
sight. The last two examples (d, e) are behaviors that fulfill the action
tendencies characteristic of their emotions, but which need to be

95 It may be kept in mind that the task that theories face is to explain the apparent
irrationality of behavior. They must not necessarily conclude that these behaviors are
genuinely irrational.
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displaced to a different target either because the costs of picking the
appropriate target would be too high so that regulation is required or
because opportunities for execution are not available. Slamming the door
out of anger partly fulfills the action tendency of anger, which is to fight,
but seeks out an inanimate target because of emotion regulation (the door
cannot retaliate). Kissing someone’s picture out of grief partly fulfills the
action tendency of getting closer to the lost person, but for lack of
opportunity, seeks out an object that comes close to this person.

The goal-directed theory can explain all these cases with a single, goal-
directed process, without the need to invoke emotions. Stroking some-
one’s hair fulfills the tendency to seek proximity, but the goal to seek
proximity need not be an emotion. Jumping up and down when a goal is
achieved may be a way to open up and explore new opportunities for
goal fulfillment, or it may be a way to show to an audience that one has
achieved a goal. Even when one is alone, the audience may still be in the
head. Likewise, covering one’s face in the dark after norm transgression
may be done for an audience in the head. That there is no need to invoke
an emotion becomes clear if we compare these cases with the case in
which people gesticulate when talking on the phone about a trivial
matter. Slamming the door instead of slapping the harm-doer may like-
wise be an act of goal-directed communication. Finally, kissing the pic-
ture of a lost love may be a form of goal-directed communication, perhaps
with the lost love taking the role of the audience in the head.
Alternatively, it may be a way to get mentally close to the lost love. In
conclusion, I believe that when the only mechanism in our toolbox is the
goal-directed process, we get far enough to explain alleged emotional
phenomena, without having to invoke the existence of emotions with
their own dedicated mechanisms.

A final way to socially extend the goal-directed theory is to consider the
possibility that the goal-directed process gets distributed over several
iterations in the social interaction. Instead of demanding that the system
relies on complex stored and computed values and expectancies, natural
social interactions often provide ample opportunity for trial-and-error.
Thus, instead of having to rely on a one-shot weighing up of a large
number of benefits and costs of an aggressive outburst versus a calm
conversation, the sender may gradually raise her voice and calibrate the
expected utilities of both behaviors bit by bit depending on the receiver’s
reactions.

In summary, personal theories have developed their mechanisms for
emotion causation while accepting the predominantly social nature of
eliciting stimuli and the demands of social environments in terms of
emotion regulation. The inadequacy of these mechanisms to account for
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the complexity that is inherent in social interactions with multiple inter-
action partners and across time has inspired the birth of social extensions
of personal theories, called social theories. Not all social theories (e.g.,
SCTs) grew historically from personal theories, though, even if they can
still be seen as affiliative with one or more of them (e.g., PCT, SET). Social
theories have eventually been able to do more than merely add an eagle
eye view to social interactions. They have also been able to point at
genuinely social mechanisms – emotional contagion, social appraisal,
direct relation alignment, and distributed forms of social appraisal and
goal-directed processes – that have enriched the mechanistic toolbox.
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CHAPTER 10

Conclusion

The aim of this book was twofold: to work out a new typology for
comparing various emotion theories from psychology and philosophy
and to propose and defend my own goal-directed theory of emotions that
can be situated within this typology. I engaged in an in-depth exercise in
which I compared a number of theories from psychology and philosophy
making use of a framework inspired by lessons from philosophy of
science. In this concluding chapter, I highlight the main insights gained
from this exercise. Ideally, attempts towards analyzing a domain into
smaller parts should be followed by attempts towards synthesizing the
parts in a coherent whole. Therefore, I close by briefly exploring the
question of whether there are ways to reconnect the various theories
and whether the creation of a unified theory of emotion, or at least a
general framework for conducting emotion research, might be within
reach.

10.1 Typology of Emotion Theories

As the basis for the typology of emotion theories, I started from an
idealized path towards theory development, called the demarcation-
explanation cycle, which ultimately attempts to answer the questions of
what emotions are in terms of how they should be demarcated from other
phenomena and of how their variety can best be organized. Stages in the
cycle are (a) the provisional demarcation of the set of emotions (expla-
nandum) from other phenomena in a working definition, (b) the search
for explanations (linking explananda to explanantia), (c) the validation of
these explanations in empirical research, and (d) the proposal of a scien-
tific definition in which instances of the set of emotions are held together
by the explanantia. Each of these stages raises questions to which differ-
ent theories have given similar or different answers. The questions form
the axes for a typology, the answers provided by the theories form the
positions occupied by the theories on these axes (see Table 2.4).
Theories of emotion show a substantial degree of overlap in the

working definitions that they propose in Stage 1. They agree that an
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adequate theory of emotion should explain phenomena known as fear,
anger, sadness, joy, and so forth, as well as their typical and apparent
properties. These include mental and bodily changes that occur in indi-
viduals (across the ontogenetic and phylogenetic ladder) after they
encountered events of major importance. These changes, moreover, are
characterized by heat (in terms of valence and intensity), automaticity,
control precedence, and irrationality (see Table 2.1).

It is when moving to Stage 2, in which constitutive and causal-
mechanistic explanations of the phenomena called emotions are in order,
that theories begin drifting apart. The constitutive explanations range
from narrow (including a minimal number of components) to broad
(including a maximal number of components). Yet if the explanandum
is reconstituted from “emotion” to “emotional episodes,” some differ-
ences between theories melt away. This is because theories roughly agree
on the components to include in emotional episodes, whether these are
sampled from the traditional list (cognitive, motivational, somatic, motor,
and feeling; see Table 2.2) or from the novel list proposed in Chapter 2
(external and internal stimuli, afferent and efferent representations
that can be unconscious or conscious, somatic responses, and motor
responses; see Table 2.3).

The most pronounced differences between theories reside in the causal-
mechanistic explanations that they propose, and by implication, in the
empirical research set up to validate these explanations in Stage 3 and the
scientific definitions flowing from them in Stage 4. This is why I took the
causal-mechanistic axis as the primary basis for differentiating theories
and for labeling them. The five families of emotion theories thus differen-
tiated were (a) evolutionary theories with affect programs (Chapter 4), (b)
network theories with emotion networks in memory (Chapter 5), (c) SETs
with stimulus evaluation (Chapter 6), (d) RETs with response evaluation
(Chapter 7), and (e) PCTs with diffuse bodily feelings and a construction
process (Chapter 8) (see Figure 10.1). Several members of these theoretical
families are hybrids. Examples are evolutionary-evaluation hybrids with
an emphasis on the evolutionary part and evaluation-evolutionary
hybrids with an emphasis on the evaluation part. Also, many network
theories are in fact network-evaluation hybrids. Each of these five “per-
sonal” theories (discussed in Chapters 4–8) has given rise to “social”
versions (discussed in Chapter 9) in which increased attention to the
social embeddedness of individuals yielded specifically social mechan-
isms such as emotional contagion, social appraisal, direct relation
alignment, and distributed forms of social appraisal and goal-directed
processes. Prior to my discussion of these theories, I zoomed in on
Darwin (1872) and James (1890b) (Chapter 3), who are often, and with
good reason, presented as general precursors for subsequent theories.
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If we stick to the causal-mechanistic axis, five fault lines between
theories areworth reiterating.Afirst fault line has to dowithwhether bodily
components are explained bya stimulus-drivenor goal-directedmechanism
(Axis 6b2, FL). Darwin (1872) kicked off with instincts and habits, although
these were still in the form of [mental-state–R] links. James (1890b) embroi-
dered further on Darwin’s (1872) mechanisms, modifying his instincts and
habits into [S–R] links. James’s (1890b) theory can be consideredas the center
of a patchwork of theories that has been woven ever since. Theories have
claimed to adjust or overthrow James’s (1890b) theory, but many subse-
quent theories have remained loyal to the idea that [S–R] links, whether
innate or learned, form the backbone of emotions, thereby explaining the
automaticity, control precedence, and irrationality of emotions.Within these
“[S–R]” theories, I distinguished between (a) evolutionary theories, which
focus on innate [S–R] links, (b) network theories, which put the center of
gravity on learned [S–R] links, and (c) SETs,whichpropose sophisticated [S–
R] links, augmented by a stimulus evaluation process.

Evolutionary theories count only the innate [S–R] links (i.e., primary
processes) as pure emotions, the hard liquor that can get mixed with
learning and computation (i.e., secondary and tertiary processes).
Learning and computation precede or follow the emotional core, but do
not completely wash it away. Network theories, on the other hand, allow
learning processes to overwrite the innate [S–R] links to a greater or lesser
extent but without thereby sacrificing emotionality. So considered, evolu-
tionary and network theories can be placed on a continuum for which the
end points represent a larger role for innate vs. learned processes, respect-
ively. If we were to identify a tipping point, however, it would be that
evolutionary theories take innateness to be the mark of the emotional
whereas network theories expand this to learning, as long as this learning
still yields automatic, control precedent, and rigid action tendencies.

The main raison d’être for SETs is to provide the Intentional object
of emotions that the previous theories could not account for in a
satisfactory way. They do this by adding a stimulus evaluation process.
I distinguished between two brands of SETs. Evaluation-first SETs plant a
stimulus evaluation process prior to activation of the abstract [S–R] link.
This evaluation process produces abstract stimulus features for the [S]
part. Embodied SETs were designed to alleviate the worry that a purely
mental evaluation process would be too abstract and too cold to produce
hot emotions. Some embodied SETs hold that individuals infer evaluative
stimulus properties from their bodily reactions and/or action tendencies
(Deonna & Teroni, 2012; J. J. Prinz, 2004a); others try to close the gap
between stimulus evaluation ([S]) and action tendencies ([R]) by gluing
them together (Colombetti, 2003; Griffiths, 2003; Shargel & Prinz, 2018).

296 Conclusion

https://doi.org/10.1017/9781107588882.015 Published online by Cambridge University Press

https://doi.org/10.1017/9781107588882.015


Turning to the PCTs of Schachter (1964) and Barrett (2012), it may be
recalled that their primary explanandum are feelings and not bodily
components. Labeled feelings result when a construction process binds
diffuse bodily feelings to external stimuli based on prior knowledge.
Nevertheless, both theories have suggested that after labeled feelings
are constructed, they may in turn dictate action tendencies and behavior.
In Barrett’s (2012, p. 419) words, “[a] change in heart rate (X) can function
as a feeling of offense (Y1) or a feeling of threat (Y2), depending on the
situated conceptualization that is constructed, and each will dictate a
different action tendency.” Or to use a more situated example, an
adrenaline rush categorized as an instance of anger-after-being-cut-in-
line-in-the-supermarket may activate the tendency to nonverbally com-
municate disapproval whereas the same adrenaline rush categorized as
an instance of anger-after-being-falsely-accused may activate the
tendency to protest. With a little imagination, this [emotion–R] link
can be considered as another sophisticated [S–R] link in which the [S]
part corresponds to the abstract representation of sensory input in terms
of a specific emotion ([aS]). The crucial point is this: The action tendency
is ultimately dictated by (external and internal) stimulus information
rather than by weighing up the costs and benefits of available
action options.
The only RET discussed in this book, the goal-directed theory (Moors,

2017a), breaks with the idea that emotional action tendencies are part of
innate or learned [S–R] links, whether simple or sophisticated. Instead,
this theory proposes that action tendencies, including those that are called
emotional, are caused by goal-directed processes that weigh up the
expected utilities of the available action options ([S:R–Ov]). Although
the theory does not deny the existence of [S–R] links, it considers them
to be weak enough to mostly lose out against goal-directed processes.
While SETs focus on stimulus evaluation, the goal-directed theory shifts
focus to response evaluation. That said, stimulus evaluation still has a
place in this theory in that it establishes the need for behavior (i.e.,
detection of stimulus-goal discrepancy) and serves as a source of infor-
mation to determine the expected utilities of behavior options (i.e., in
action selection). For instance, a rabbit meeting a wolf first has to detect
an imminent discrepancy with its goal for safety, and in order to choose
to flee, it needs to evaluate whether a rabbit hole or other escape route is
in the vicinity. The goal-directed theory can account for the desiderata of
heat, automaticity, control-precedence, and (apparent as well as real)
irrationality. In addition, it can account for a rich form of Intentionality
that combines world-directedness (mind-to-world) and self-directedness
(world-to-mind).
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A second fault line between theories centers on whether they locate the
origin of feelings peripherally or centrally (Axis 6a2*, FL). In some theor-
ies (Damasio, 2004; Deonna & Teroni, 2012; James, 1890b; Levenson, 2014;
Prinz, 2004b), feelings stem from peripheral bodily responses that are fed
back to the cognitive apparatus. In other theories, feelings are produced
centrally. In evaluation-first SETs, such as perceptual theories, feelings
are generated by the cognitive component (i.e., stimulus evaluation). The
mere perception of danger, for instance, determines the feeling of fear.
Some evolutionary theories have followed Cannon (1927) and McDougall
(1908) in arguing that the activation of instincts or affect programs in the
brain (i.e., link between cognitive and motivational component) generates
labeled feelings. Some of these theories, moreover, advocate that the
qualia of these centrally generated feelings are not reducible to the cogni-
tive and motivational components that make up these instincts or affect
programs. In still other theories, feelings are as much a central as a
peripheral affair. In non-biological appraisal theories, for instance, the
cognitive and motivational components account for a large part of the
variance but they are accompanied by conscious traces of somatic and
motor components. For instance, the feeling of fear reflects an appraisal of
goal-incongruence and uncontrollability combined with the urge to flee,
but this feeling typically also includes traces from an adrenaline rush, a
fearful face, and actual fleeing behavior. The feelings from appraisals and
action tendencies are centrally generated; those of somatic and motor
responses count as peripherally generated.

A third and fourth fault line between theories has to do with whether
the mechanisms they propose are dedicated to emotions or not (Axis 6f,
FL) and flowing from this, whether this gives them a ground for setting
emotions apart as a scientific set (Axis 8, FL). Several theories deliver a
special-purpose mechanism for emotions. Evolutionary theories put for-
ward affect programs, and so do biological network theories and bio-
logical SETs in their wake. The stimulus evaluation process proposed by
SETs and the construction process proposed by Schachter (1964) and
Barrett (2006b) qualify as general-purpose in terms of the operations
involved, but as special-purpose in terms of the content of their output
representations. Trusting that they have found the mark of the emotional,
these vindicator theories have come to accept emotions as a scientific set,
or at least as a collection of scientific sets. By contrast, James’s (1890b)
theory, Moors’s (2017a) goal-directed theory, and Russell’s (2003) PCT
propose entirely general-purpose mechanisms, thereby dissolving the
boundary between emotions and non-emotional phenomena. These the-
orists all count as skeptics turned eliminativists because they doubt that a
mark of the emotional will ever be found. The biggest virtue of the goal-
directed theory is that it combines a broad scope with parsimony. Indeed,
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it fulfills all the desiderata that other emotion theories cover but manages
to do so without postulating a special-purpose mechanism.
A fifth fault line, which can only be meaningfully considered for

vindicator theories, revolves around how to best organize the variety
within the set of emotions (Axis 9, FL). Theories with a discrete view
propose a mechanism for emotion causation that allows partitioning the
set of emotions into discrete subsets, corresponding more or less to the
prototypical emotions we know from natural language. Examples are
evolutionary theories and biological versions of network theories and
SETs. In theories with a dimensional view, by contrast, the mechanisms
put forward create variety that is more sparingly described with the help
of dimensions. Elemental appraisal theories, which organize the set of
emotions with the help of appraisal dimensions, fit into this picture.
A final category of theories combines a discrete with a dimensional view.
Here, two-factor PCTs (e.g., Barrett, 2006b; Schachter, 1964) count
as examples.

10.2 Unifying Framework?

Now that I have delineated the most important differences between
emotion theories, the question arises of whether there is any hope for a
synthesis of several of these theories into a unified theory of emotion, or
at least a general framework for conducting emotion research. If the ideal
is to maximize the contribution of all theories reviewed, an additive
approach is recommended that hoists on board as many mechanisms as
possible. Such an approach would require relaxing strong claims about
the necessity of mechanisms or about the exclusivity of some mechanisms
to the exclusion of others. It may also require that some mechanisms be
allocated a different role than what authors originally had in mind.
Moreover, to give this enterprise any chance of success, the mechanisms
would also have to be spelled out in very general terms, abstracting from
idiosyncratic details. A unified theory should map out all the logically
coherent possibilities and leave them open for empirical testing – to the
extent that they are indeed testable.
A complete hybrid theory might look somewhat like this: A stimulus is

first perceived and/or evaluated, using mechanisms that range from
simple to complex. The information extracted from the stimulus can
subsequently lead to action tendencies, either via an innate or learned
stimulus-driven process or a goal-directed process. The action tendency
recruits peripheral somatic activity that prepares and supports overt
behavior. All these components find their way into the feeling component
(provided that they are intense enough). The mental components (cogni-
tive, motivational) do so directly because they already involve
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representations. The bodily components (somatic, motor) do so indirectly,
after their immediate outcomes are perceived. This comes down to
accepting that feelings can be generated both centrally and peripherally.
Together, the mental components and perceived bodily components pro-
vide the raw feeling quality. All components can also be entered into a
construction process that categorizes the raw feelings in terms of specific
emotions resulting in labeled feelings. If the stimulus evaluation at the
start of the chain is commensurate with the quality and intensity of the
raw experience, this construction occurs naturally. Otherwise, an active
search process is initiated which may or may not end in a satisfactory
“solution.” All components that occur in close temporal contiguity may
wire together in a network, after which activation of one component can
spread to the other components. This opens up the possibility that com-
ponents not only get activated from the stimulus side but also from the
response side.

The additive approach has the potential to maximize the scope, that is,
the set of empirical phenomena that can be explained, but it comes at an
obvious cost of parsimony. The main argument for starting from a broad
set of mechanisms is that the current state of empirical research is not
advanced enough yet to allow definitively shutting the door on any of the
mechanisms proposed by contemporary theories. The task for future
research is two-fold.

A first task is to (continue to) examine the existence of mechanisms.
This will eventually allow us to prune the broad set of potential mechan-
isms into a more limited set, thereby increasing parsimony. Let me
speculate about possible ways in which this pruning might take shape.
In the ongoing stream of events that bombard us every second of our
waking and sleeping life, stimulus evaluation seems a no-brainer. SETs
are right in emphasizing this, but the question remains of which types of
information are processed. From the perspective of the goal-directed
theory defended in this book, stimuli are evaluated in terms of whether
and to what extent they present a discrepancy with goals (i.e., goal
congruence and goal relevance). Other stimulus features are processed
insofar as they help select a suitable (overt or covert) behavior. The latter
stimulus features need not correspond to the (molar and/or molecular)
appraisals proposed in SETs. Crucially, the goal-directed theory insists
that stimulus evaluation is not (or only rarely) sufficient to determine the
action tendency that should be activated. Organisms inevitably and
effortlessly process the expected utilities of the available behavior
options. If operating conditions are poor, fewer outcomes may be con-
sidered for fewer behavior options than when operating conditions are
ample, but organisms will rarely engage in a behavior without fore-
shadowing the immediate impact of this behavior for at least one valued
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outcome. A similar exercise can be conducted for the mechanisms
involved in the emergence of feelings. Here, I see no reason, however,
to abandon the earlier idea that all components can leave their trace in
consciousness and hence can contribute to the eventual experience.
A second task for future research is to examine the interplay between

the mechanisms that survived the pruning exercise of the first task.
Demonstrating the existence of a mechanism is one thing.
Demonstrating its explanatory power when in competition with other
mechanisms is another. Thus, demonstrating the existence of associations
between representations with various contents is not the same as demon-
strating that these associations play a substantial role in behavior and
feelings. For instance, certain instincts (innate [S–R] links) may well exist
at the start of an organism’s life, after which they are modified and/or
have to compete with goal-directed processes. Regardless of whether the
activation of innate or learned [S–R] links happens via the stimulus side
(via stimulus presentation) or via the response side (via artificial induc-
tion of responses), this process may eventually turn out to be so weak that
it is unlikely to survive the competition from goal-directed processes.
Turning again to feelings, I would speculate that all traces from all
representations coagulate in some kind of Gestalt in which the dominant
flavor is determined by the representations that were activated most
strongly.
But no amount of research aimed at dissecting the emotional “ele-

phant” (see Russell & Barrett, 1999) can keep us ignoring the elephant
in the room, which is that the unifying theory of emotions thus construed
does not provide a principled way to distinguish between the things
called emotion and other things, and hence does not qualify as a theory
of emotions properly speaking. I am not the first to draw this skeptical
conclusion (Duffy, 1941a; Fridlund, 1994; Russell, 2003) and probably will
not be the last, but the struggle was and continues to be an uphill one.
People are reluctant to give up on folk terms that serve them well in one
way or the other (Averill, 1980). If emotions have been compared to
elephants, emotion theories have been compared to whales in a quote
from Meyer (1933, p. 292) previously cited in Fridlund (1994, p. 185) and
crispy enough to repeat: “The whale has a twofold distinction among the
fishes: first, when seen from a distance, it looms large among them; and
second, on close examination, it is found to be no fish at all. Something
like that I predict for the theory of emotions among the theories in
psychological textbooks and periodicals.”
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