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## Preface

## T

his book is designed with the goal of providing a comprehensive understanding of digital logic design and computer organization in a single textbook. In addition, the book contains an entire chapter on computer architecture for security.

The book covers both the fundamentals of digital logic design and design with the Verilog hardware description language. Separate chapters are allocated to cover design methodologies of simple and complex combinational and sequential circuits. Modern tools and methodology for circuit design are discussed in general, and Verilog examples illustrate only the basic and synthesizable features of the language. If desired, instructors may choose to use VHDL instead. However, the book does not require using a hardware description language.

The book covers memory organization, processing core and processor organization, and computer security through hardware. As advancements in technologies and demand for high-speed and lowpower designs have changed the fundamentals of computer organization, an attempt is made to provide not only simple examples to illustrate basic design concepts, but also provide an understanding of modern computer design objectives.

The book also covers computer architecture concepts from instruction set architecture, including the architecture for secure execution, pipelining and parallelism, and memory hierarchy. An attempt is made to provide numerous examples that illustrate the applications of pipelining and parallelism to increase concurrency
and reduce or hide latency (two factors that affect performance). Program code examples are also used to illustrate the link between CPU architecture and a compiler and between programing methodologies and performance.

## Overview of Chapters

There are 11 chapters in this book. An overview of digital systems, innovations in computing, number systems, digital logic design, and computer organization/architecture and security is given in Chap. 1.

Chapters 2 and 3 cover simple and complex combinational circuits, including integer and floating-point arithmetic. In Chap. 2, where design methodologies for small circuits are discussed, it is assumed that when it is necessary to minimize truth tables with more than four input variables, students would be using logic minimization software, such as Espresso, which is available for free download from the Internet. The chapter also provides an introduction to design tools, structural and behavioral design models, and design with programmable logic devices, and includes sample designs in Verilog and presents synthesis and simulation results. Chapter 3 covers methodologies used to design large combinational circuits and introduces integer and floating-point computer arithmetic and also presents design examples.

Chapters 4,5 , and 6 cover simple and complex sequential circuits from basic modules to complex data paths and control to timing constraints, design efficiency, and power usage. Chapter 4 covers latches, flip-flops, and their timing requirements. Chapter 5 covers finite state machine (FSM) design and timing requirements and handling of asynchronous inputs. Chapter 6 covers single-cycle, multicycle, and pipelined data paths and controls. Design examples illustrate data path and FSM-based, microprogrammed, and pipelined control unit organizations. Several data path design examples, including for unsigned and signed multiplication and twodimensional virtual object rotation, are also presented.

Chapter 7 is dedicated to memory and covers memory technologies, including SDRAM technologies, and memory design, including interleaving and multichannel. Memory communication protocols, performance, and uniform memory access (UMA) and nonuniform memory access (NUMA) organizations are also presented. Examples of programing methodologies to take advantage of a NUMA organization to improve performance are also discussed.

Chapter 8 covers CPU design, from single-cycle and pipeline, to reduced instruction set computer (RISC), deep pipelining, and branch prediction, to static and dynamic instruction-level parallelism (ILP), to multithreading. The chapter includes design and simulation of CPU data path examples and presents program code examples to illustrate compiler optimization to improve performance, branch prediction, ILP, and multithreading.

Chapter 9 is dedicated to microcomputer architecture and covers the history from simple bus-based to integrated to modern point-topoint architectures, and topics from I/O port addressing, to interruptdriven I/O and direct memory access (DMA), to modern "plug and play" device controller interfaces, such as the USB host controller interface. Interruption and related operating system tasks are also discussed. A data path and instruction set of an interrupt handling CPU is also used as an example to explain the architecture and operations of a simple computer.

Chapter 10 covers the rationale and organization of a memory hierarchy. Cache coherency in a single processor system and an introduction to cache coherency in shared-memory multiprocessor systems are covered. Examples are used to illustrate advantages of different cache-mapping techniques in terms of miss rate, amount of hardware, and power usage. The chapter also presents virtual address translation, the management of page tables, and alternative processor organizations for translating a virtual address.

Chapter 11 starts by providing a general understanding of the security engineering methodology applied to computer architecture. It introduces access control, security policy models, hardware security policy mechanisms, and software/physical attack
mechanisms, and presents an introduction to cryptography techniques. The chapter also covers the architecture of a trusted computing base (TCB) either as a secure coprocessor-to implement, for example, secure data storage and communicationor as a secure general purpose processor. The architecture of a secure processor for enforcing program (instructions and data) confidentiality and integrity is also presented in detail.

While the topics of Chap. 11 are compiled into one chapter for the convenience of readers, the topics in this chapter can concurrently be covered with other chapters. For instance, students can design simple cryptography circuits when learning sequential circuit design techniques. Other selected topics from this chapter that may be covered in conjunction with the topics of other chapters are hardware Trojans and hardware security policy mechanisms, memory authentication, secure handling of interrupts, and the architecture of a secure co-processor and processor. In order to provide a sample presentation of this chapter's topics in conjunction with the topics of other chapters, the Exercise sections in Chaps. 1, 3, and 5 to 10 include a list of exercises from Chap. 11 under the title "Computer Security." Instructors may choose exercises from this list in these chapters.

Keywords are bolded, for easy reference, when it is first introduced. The abbreviated keywords are not bolded and occasionally spelled out for readers' convenience. Also, for better student understanding, at times brief texts inside two square brackets ("[]") explain topics that are related (e.g., certain operating system tasks) but are outside the scope of this book or are out of context. The instructors at academic institutions who adopt this as the required textbook in their classes will have access to exercise solutions and PowerPoint presentation slides.

## Audience

By most accounts, this textbook intentionally covers both digital design and computer organization in more depth than do existing similar textbooks. For the two subject areas, the objectives are to provide a more balanced depth versus breadth of coverage. In a single semester, instructors can judiciously choose both the topics and the depth versus breadth for each topic they want to emphasize in their classes. The textbook also has enough topics for a twoquarter or two-semester course sequence to cover both the digital logic design and computer organization/architecture subjects in depth and allow more time for students to acquire a good understanding of design practices and tradeoffs. The following is a suggested list of ways the textbook may be used:

1. For undergraduate students with no or limited background in digital logic, the course could cover Chaps. 1 through 5 and selected topics from Chaps. 6 to 9 and exposure to some other topics from the remaining chapters. Some sections and design examples may be skipped.
2. For undergraduate students in computer science and computer engineering who have some digital logic knowledge, the course could cover Chap. 1, review/cover selective topics from Chaps. 2 to 5 , and cover Chaps. 6 to 10 and topics from Chap. 11.
3. Academic departments that offer degree programs for prospective graduate students with no or limited background in digital logic design and computer organization, this may be an ideal textbook for covering both digital logic design and computer organization and architecture in detail in a single book.
4. Professionals who wish to refresh their knowledge in digital logic and/or computer organization and architecture and/or to familiarize themselves with security-related computer architecture concepts would benefit from this book.

## Acknowledgment

Anumber of people have provided valuable inputs to the content of this book. Special thanks go to my colleagues Isaac Ghansah and Thomas Mathews, for their valuable suggestions and contribution to the content of the book; and Martin Nicholes (now at Intel), for his insightful comments on the content of Chap. 11. I would also like to thank the reviewers for their thoughtful comments. The final copy reflects some of the changes they have suggested.

Many of my students have also provided useful feedback on the drafts of this book and have helped identify some bugs in the text. Their detailed analysis of some textbook examples was effective in identifying some typos and mislabeling. I especially would like to thank Kevin Schultz, Andrew Larsen, Branden Garner, Chris Dalisay, Thomas Lee, Robert Carreras, Ian Reif, and Matt Larsen. I would also welcome any corrections that may have been missed and any suggestions to improve the book. I also would like to thank sponsoring editor Michael McCabe, editorial supervisor Donna Martone, production supervisor Lynn Messina, copy editor Lisa McCoy, and art director Jeff Weeks at McGraw-Hill Publishers and project manager Dheeraj Chahal and Surendra Shivam with MPS Limited for their valuable support, cover page design and final preparation of the book.

Last but not least, I would like to thank my wife, Gita, and sons Kian and Ryon for their patience and support, especially for accepting the long hours and my occasional preoccupation with this project.

## CHAPTER 1

## Introduction

### 1.1 Introduction

Computers, iPads, cell phones, etc. have created a digital revolution that has changed many aspects of our lives. All forms of data, from numbers and text to audio, image, and video, are represented in a series of digits as 0's and 1's. Digital systems have changed the way we communicate, work, are entertained, and even shop, and are very much in everything we see and use. They are also in cars, in grocery checkout equipment, in utility meters, in set-top boxes, in emergency equipment, in medical devices, in factory control systems, etc. As more people use digital systems, more data is also created, processed, stored, transmitted, and accessed. This has created a demand for more powerful computers, whether personal computers or large systems used in many areas such as e-commerce, banking, search engines, and research.

Innovations in computing, however, are evolutionary and depend on many factors such as integrated chip (IC) technologies and software development, including operating systems. The innovations in the IC technologies have steadily pushed the transistor count to billions in a single chip. Feature size, the size of the elements in an IC that determines the size of a transistor as an electronic switch, has become
smaller and smaller over the years. Both the reductions in the feature size and increases in the size of a die (rectangular semiconductor material) have increased transistor density by about 35 percent every year. This, in turn, has increased transistor count on a single chip between 40 and 55 percent every 18 to 24 months [1]. This rate of increase in the number of transistors is commonly known as Moore's law.

Over the years, microprocessor designers have used Moore's law as a guide to design future processors. They have used the increasing number of available transistors to design high-performance processors, revolutionizing personal computers.

Innovations in application developments have also revolutionized the way digital systems are designed. Today, innovations in computer-aided design (CAD) tools for IC have enabled chip designers to use a hardware description language (HDL) to describe the behavior of a digital circuit. The description can then be simulated, debugged, evaluated, and even automatically mapped to hardware, creating a circuit. CAD tools for circuit design are now commonly used in industry as well as in educational settings.

In a digital world, there is also the possibility of unauthorized access to data and information. Personal information, as well as intellectual properties of various organizations, may be stolen, modified, or erased. Malicious software could gain access to private computer systems or disrupt computer operations. However, because digital systems are made of both hardware and software and hardware is more secure than software, hardware can play an important role in keeping digital information secure.

This chapter provides an introduction and an overview of the topics covered in the remaining chapters. In this book, we discuss the hardware aspect of digital systems, from basic circuits to circuit modules that perform computations to the design of a processing element, commonly called a processing core or central processing unit (CPU). We also discuss memory, memory system design, and computer systems that contain multiple cores, either as a multicore processor or multiprocessor system. The book also covers an introduction to computer architecture for security.

### 1.1.1 Data Representation

Digital systems all contain circuits that input and output logic values as either true or false. A voltage range defines each logic value. For example, using a 5 V power source, any voltage value between 2.4 and 5 V is considered true, and value between 0 and 0.8 V is considered false. Battery-powered handheld digital devices typically use a lower voltage source to save power. True and false logic values are interpreted as 1 's and 0 's, forming binary numbers.

Binary numbers are used to represent characters to create text, pixels to create an image, digital audio and video data, and integer and real numbers used in computations. Characters are typically represented either in 8-bit American Standard Code for Information Interchange (ASCII) codes or 16-bit Unicode. While only 256 ( $2^{8}$ ) different characters (letters, decimal digits, and symbols) can be represented with ASCII codes, over 65,000 (216) different representations are possible with Unicode, thus making Unicode suitable for word-based languages such as Asian languages.

Images are made of thousands or millions of pixels as dots seen on the screen. Each pixel on a color monitor is composed of three dots (red, green, and blue) that converge into a single dot on the screen, creating a dot with different colors or shades of gray. For example, a monitor that operates in true color mode uses 8 bits to represent each of the red, blue, and green colors, creating a 24 -bit color code capable of displaying over 16 million $\left(2^{24}\right)$ colors. There is also deep color, where 30 or more bits are used to represent billions of colors.

Digital audio and video data are created by digitizing (i.e., converting) analog and continuous electrical signals into a stream of numbers. For instance, a microphone converts a continuous sound wave that travels through the air into an analog electrical signal. A digitizer then samples the electrical signal at fixed intervals to create a stream of integer numbers representing the sound. The interval is determined from a sampling rate. For example, a sampling rate of 44.1 kilohertz( kHz ) will generate 44,100 samples per second, producing a compact disk (CD) quality sound [2].

The higher the sampling rate, the more closely the sampled data represents the actual sound. Each sample value indicates the signal strength at the sampling time. Using 8 bits to represent each sampled
value implies that signal strength is divided into 256 levels, with 0 being the lowest and 255 the highest. With 16 bits, the signal strength can be divided into $65,536\left(2^{16}\right)$ different levels. Therefore, with more bits, one is able to more accurately capture the sound wave in digital form, but more data is also generated. Stereo sound systems have two independent audio channels. The sound from each channel is sampled, producing a sound file that is twice the size of the file of a single channel (mono) sound. However, which is better, mono or stereo, depends on the sampling rate and bits used to represent each sampled value.

## Representation of Integer Numbers

Binary numbers are either signed or unsigned. The range for a 3-bit unsigned binary number is 0 to 7 , or in binary $(000)_{2}$ to $(111)_{2}$, where the subscript 2 is used here to indicate binary. For computer arithmetic, signed numbers are represented as 2's complement numbers. A negative binary number is converted to its equivalent 2's complement representation by flipping (inverting) each bit and then adding 1 to the inverted result. For example, the 4-bit 2's complement representation of $-3=-(11)_{2}$ is determined as follows:

1. Write $-(11)_{2}$ as a 4-bit binary number; that is, $-(0011)_{2}$.
2. Invert each bit; that is, 1100.
3. Add 1 to the inverted number to get the 4-bit 2's complement representation of -3 as $(1101)_{2 s}$, where " $2 s$ " is used here to indicate a 2's complement number.

One-half of all 2's complement numbers stored in a computer are positive, and the other half are negative. The representation for a positive 2's complement number is the same as binary. The 4-bit 2's complement representation of $+3=(11)_{2}$ is $(0011)_{2 s}$. The most significant bit (MSB) of a 2's complement number indicates the sign of the representation; 1 indicates a negative representation and 0 a positive representation. A similar procedure is used to convert a negative 2's complement number, such as (1101) 2s $^{\text {s }}$, to its equivalent binary representation $-(0011)_{2}$, as illustrated next:

1. Invert the bits of the negative 2 's complement number (1101) $)_{2 s}$; that is, 0010.
2. Add 1 to the inverted result to get the 4-bit magnitude of the 2's complement number as $(0011)_{2}$.
3. Include the negative sign; that is, $-(0011)_{2}$, or $-(11)_{2}=-3$ in decimal.

Negative numbers are also represented as signed-magnitude (sm) numbers. For example, $(0011)_{s m}=+3$ and $(1011)_{s m}=-_{3}$, where "sm" is used here to indicate a signed-magnitude number. In this case, the MSB indicates if the number is negative $(M S B=1)$ or positive $(M S B=0)$, and the rest of the bits represent the magnitude of the number as $(011)_{2}=3$.

Table 1.1 shows decimal numbers that are equivalent to 3-bit unsigned, 2's complement, and signed-magnitude representations. While arithmetic operations, such as addition, can be performed on 2's complement numbers, signed-magnitude numbers are only used in the representation of real numbers; no arithmetic operations are directly performed on signed-magnitude numbers. Computer arithmetic is covered in Chap. 3; multiplication is also covered in Chap. 6.

| 3-Bit Binary | Decimal Equivalent <br> if Unsigned | Decimal Equivalent <br> if 2's Complement | Decimal Equivalent if <br> Signed Magnitude |
| :---: | :---: | :---: | :---: |
| 000 | 0 | 0 | +0 |
| 001 | 1 | 1 | 1 |
| 010 | 2 | 2 | 2 |
| 011 | 3 | 3 | 3 |
| 100 | 4 | -4 | -0 |
| 101 | 5 | -3 | -1 |
| 110 | 6 | -2 | -2 |
| 111 | 7 | -1 | -3 |

TABLE 1.1 Equivalent Decimal Numbers for 3-Bit Unsigned, 2's Complement, and Signed-Magnitude Numbers

Table 1.2 lists 4- and 8-bit unsigned binary, 2's complement, and signed-magnitude representations of +5 and -5 . An $m$-bit 2 's
complement number can be converted to an $n$-bit 2's complement representation, where $n>m$, by simply repeating the sign bit $n-m$ times. This is called 2's complement sign extension.

| Decimal | 4 Bits | 8 Bits |  |
| :---: | :---: | :---: | :--- |
| +5 | $(0101)_{2}$ | $(00000101)_{2}$ | Extend the number with 0s |
|  | $(0101)_{2 s}$ | $(00000101)_{2 s}$ | Apply sign extension, sign = 0 |
|  | $(0101)_{s m}$ | $(00000101)_{s m}$ | Sign bit = 0, extend with 0s |
| -5 | $-(0101)_{2}$ | $-(00000101)_{2}$ | Extend the number with 0s |
|  | $(1011)_{2 s}$ | $(11111011)_{2 s}$ | Apply sign extension, sign = 1 |
|  | $(1101)_{s m}$ | $(10000101)_{s m}$ | Sign bit = 1, extend the magnitude (101) $)_{2}$ with 0s <br> to get the 7-bit magnitude (00000101) ${ }_{2}$ |

TABLE 1.2 Examples of Unsigned, 2's Complement, and Signed-Magnitude Representations

## Representation of Real Numbers

Computers also operate on real numbers, such as 2.75. The representation of real numbers in computers is called floating-point (FP) numbers, where each FP number includes three integer parts: sign bit, biased exponent, and unsigned fraction. The combination of the sign bit and the unsigned fraction creates a signed-magnitude number. As we will see in Chap. 3, FP arithmetic takes several steps and requires operating on the exponent and fraction values, both integer numbers, separately.

The exponent of an FP number is an unsigned number and represents a biased exponent. A fixed value, called bias, is used to convert a biased exponent to a negative or positive exponent. Consider an FP number representation that uses 4-bit biased exponents with bias $=7$. In this case, biased exponent values 0,15, and the range 1 to 14 represent various FP numbers. Equation (1.1) shows the relationship between an exponent and its equivalent biased exponent value.

$$
\begin{align*}
& \text { exponent = biased_exponent }- \text { bias }  \tag{1.1}\\
& \text { biased_exponent }=\text { exponent }+ \text { bias }
\end{align*}
$$

Example 1.1. Representation of real number 2.75 as a 16 -bit FP number using a 4-bit biased exponent with bias $=7$ and 11-bit fraction.

$$
\begin{aligned}
2.75 & =2+0.5+0.25 \\
& =2+\frac{1}{2}+\frac{1}{4} \\
& =(10)_{2}+(0.1)_{2}+(0.01)_{2} \\
& =(10.11)_{2} \\
& =(10.11)_{2} * 2^{0} ; \text { exponent }=0 \\
& =(1.011)_{2} * 2^{1} ; \text { exponent }=1, \text { decimal point moved one position to the left } \\
& =(1.011)_{2} * 2^{8} ; \text { biased-exponent }=8, \text { bias }=7 \\
& =>(0,1000,01100000000)_{2} ; 16 \text {-bit FP number representation } \\
& =0 \times 4300 ; \text { where " } 0 x \text { " indicates a hex number }
\end{aligned}
$$

The 16 -bit FP representing 2.75 has a sign bit $=0$ (positive), 4-bit biased exponent $=(1000)_{2}$, and 11-bit unsigned fraction $=$ $(01100000000)_{2}$. The implicit decimal point is to the left of the fraction. While the 1 before the decimal point in $(1.011)_{2}$ is a part of the FP number, it is not included in the 16 -bit representation stored in memory. Likewise, the 16 -bit FP representation of -2.75 is (1, 1000, $01100000000)_{2}$, or $0 x C 300$, where " $0 x$ " indicates a hex number.

Using a $k$-bit biased exponent, if biased exponent is 0 , the FP number represents 0.0 if the fraction is also 0 . If the biased exponent is 0 and the fraction is not 0 , the number represents an extremely small real number known as a denormal. If the biased exponent is between 1 and $k-2$, it represents very small to very large real numbers, called normal FP numbers. If the biased exponent is $k-1$, the FP number is considered either infinity $(\infty)$ if the fraction is 0 , or an invalid number, such as $\sqrt{-1}$, if the fraction is not 0 .

The bias value determines which set of real numbers is represented in the computer. As illustrated in Table 1.3, with 4-bit biased exponents, the exponent range for normal FP numbers is between -6 and +7 when
bias $=7$, and between -7 and +6 when bias $=8$. This means that with bias $=7$, the 16-bit format can be used to represent more of the large real numbers: the largest exponent $=7$ and the smallest exponent $=-6$. However, with bias $=8$, the format can represent more of the small real numbers: the largest exponent $=6$ and the smallest exponent $=-7$. Modern computers implement 32- and 64-bit Institute of Electrical and Electronics Engineers (IEEE) FP standards, discussed in Chap. 3.

| Biased Exponent |  | Exponent |  | Unsigned Fraction | Meaning |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Decimal | Binary | Bias $=7$ | Bias $=8$ |  |  |
| 0 | 0000 | 0 | 0 | 0 | Represents FP number zero $(0.0)$ |
| 0 | 0000 |  |  | $\neq 0$ | Represents a very small FP number called denormal, not typically stored in memory |
| 15 | 1111 |  |  | 0 | Represents infinity (e.g., the result of 1.0 divided by 0.0 ) |
| 15 | 1111 |  |  | $\neq 0$ | Represents an invalid FP number (e.g., the result of computing $\sqrt{-1}$ ), |
| 1-14 | 0001-1110 | -6 to 7 | -7to 6 | Any | Represents a normal FP number |

TABLE 1.3 4-Bit Biased Exponent versus Exponent

### 1.1.2 Data Path

Whether we are dealing with unsigned, signed, or FP numbers, the inputs and outputs of digital circuits are in binary. A small digital circuit implements a simple function and generates a single-bit output. A complex circuit, on the other hand, generates results that are multiple bits and may implement one or more functions. A complex digital circuit is often made of a data path and a control unit, as illustrated in Fig. 1.1. For the moment, much of the details in the figure are not shown. However, note that there are multiple paths for data to travel.


Figure 1.1 Block diagram of a complex digital circuit with data path and controller.

Specifically, a data path contains various circuits as modules and collectively performs one or more functions. A module may be an arithmetic type, such as an adder that generates the sum of its two numbers; a selector that outputs one of its several inputs; a register that retains a number, etc. In Fig. 1.1, the data path contains a register file consisting of several registers, an adder, a multiplier, and a selector. It generates either the sum or product of two register values, labeled value1 and value2, as a result and stores the result in a register.

A controller (or control unit) generates a set of signals, each 1 or 0 , that controls the functions of a data path. For example, in the figure, the selector outputs either the sum when its control signal is 0 or the product when the signal is 1 . A register control signal decides the exact timing when the register loads the value available at its input. In the figure, the initial contents of registers are read from some external module such as memory, and a result may also be stored in memory.

### 1.1.3 Computer Systems

Figure 1.2 illustrates the block diagram of a computer system known as the Von Neumann machine, the basic architecture of virtually every computer ever built. The program instructions and data are stored in
memory, and CPU is responsible for accessing instructions and data from memory and executing the instructions. A CPU is a digital circuit with a data path and a control unit similar to the one shown in Fig. 1.1, except that it is much more complex and contains subdata paths that perform three main operations, as follows:


Figure 1.2 Block diagram of a computer system known as a Von Neumann machine.

Fetch data path: Loads instructions from memory
Decode data path: Determines the control signals necessary to execute an instruction
Execute data path: Performs the operations required by an instruction

The work performed by the fetch, decode, and execute data paths is collectively called instruction execution. While advancements in computer technologies have improved the performance of both CPUs and memory over the years, performance of CPUs has increased at a
faster rate than that of memory. Therefore, the Von Neumann architecture presents a communication bottleneck between a faster CPU and a slower memory.

The execute data path can execute a set of unique instructions, including data transfer instructions that transfer data between a CPU register and memory or an input/output (I/O) device. The set also includes other instructions, such as arithmetic and instructions needed to execute a for-loop, while-loop, subroutine call and return, etc.

A compiler translates high-level program statements to their equivalent assembly instructions. Consider the high-level language program statement " $A=B+C$;", where $A, B$, and $C$ are variables and represent values stored in memory. Using the data path in Fig. 1.1, a compiler would translate the statement to its equivalent assembly instructions, such as those listed here using an arbitrary syntax:

```
Load R1, B //Load value of B into register 1 (R1)
Load R2, C //Load value of C into register 2 (R2)
Add R3, R1, R2 //Add contents of R1 and R2 and store the sum
    //in register 3 (R3)
Store A, R3 //Store sum in memory as A
```

The "Load," "Add," and "Store" are operation codes, or op-codes, and each is identified by a unique binary number. The assembly code consists of data transfer instructions-Load R1, B" and "Load R2,C"-for loading the values of $B$ and $C$ from memory into registers 1 and 2 . The code also includes the arithmetic instruction "Add R3,R1,R2," with registers 1 and 2 as input and register 3 as output operands, and the data transfer instruction "store $\mathrm{A}, \mathrm{R} 3$ " for transferring the content of register 3, as A, in memory.

A corresponding assembler would translate each assembly instruction into binary called a machine instruction. In general, an assembler also links static library functions, such as $C$ language routines "strcpy ()," "sqrt()," etc. (if any), and creates an executable (binary) file (e.g., myprogram.exe). Program execution begins by loading the program into memory, and then the processor fetches each instruction from memory to decode the op-code and generate the necessary control signals and to execute the instruction.

The most frequently accessed instructions and data are also kept inside cache memories to increase performance. Cache memories minimize the number of times instructions and data are accessed from the slower memory, reducing average processor wait time to receive instructions and data from the memory.

A device controller interface ( DCI ) contains $\mathrm{I} / \mathrm{O}$ ports for the processor to communicate with a device such as keyboard or a disk drive. A DCI may also contain other modules, including internal memory to temporarily store a device's data before transferring it to memory, or vice versa, to receive data from memory before transferring it to the device. Finally, an interconnection infrastructure interconnects processor, memory, various DCIs, and other modules designed to facilitate communications with memory and improve the overall performance of the system.

A computer system may also include special and dedicated processors, such as a graphic processing unit (GPU) in personal computers and the digital signal processor (DSP) used in many embedded systems. Both GPUs and DSPs have specialized data paths and controllers and are designed, respectively, for computer graphic and gaming operations and for efficient processing of digital audio and video data.

### 1.1.4 Embedded Systems

An embedded system is a complete system with both hardware and software built as single or multiple ICs. A simple embedded system is typically called a microcontroller and is used in the design of simple devices such as a computer keyboard. A complex embedded system designed as a single chip is known as a system-on-chip (SoC). Handheld devices such as cell phones, digital camcorders, etc. all use embedded systems. These systems are also used in the design of modern DCIs, such as a Universal Serial Bus (USB) Host Controller Interface that can interface with multiple different devices.

Depending on the application, an embedded system, in addition to one or more processing units, may contain digital data transmitter/receiver modules and signal conversion modules, such as analog-to-digital (A/D) and digital-to-analog (D/A) converters. An A/D converter converts analog signals-for example, from a microphone-to
digital data for digital communication or storage. A D/A converter, on the other hand, converts, for example, digital audio data back to an analog signal before it is fed to speakers.

An embedded system may be implemented as a custom applicationspecific IC (ASIC), or sometimes for fast prototyping, as a field programmable gate array (FPGA). An FPGA chip contains uncommitted but configurable circuit modules. Modern FPGAs contain CPU, memory, and configurable circuit modules to build an SoC without requiring fabrication labs [3].

### 1.2 Logic Design

A digital or logic circuit is the implementation of one or more Boolean expressions, where each defines a logical relationship between one or more inputs and a single output. Input and outputs are named by Boolean variables and are called signals, each being either true ( $T$ ) as 1 or false (F) as 0 . Equation (1.2) defines a Boolean or logic expression for a logic circuit with three input signals $a, b$, and $c$ and one output signal $f$. The circuit is illustrated as a block diagram in Fig. 1.3(a).

$$
\begin{equation*}
f=((\operatorname{NOT} a) \mathrm{AND} b) \mathrm{OR} c \tag{1.2}
\end{equation*}
$$


(a) Circuit block diagram

(b) AND-OR implementation

(c) NAND implementation

Figure 1.3 Logic circuit block diagram AND-OR and NAND circuits. vsd.
The AND, OR, and NOT in the expression refer to Boolean logic operators. Transistors are used to implement each Boolean operator as a logic gate. A modern IC uses millions of gates to implement a complex
logic circuit such as a processor. An AND gate produces 1 (true) if both of its inputs are 1, an OR produces 1 if either or both of its inputs are 1, and a NOT produces a logic value opposite to that of its input; it outputs 1 if the input is $0(\mathrm{~F})$ and 0 if the input is $1(\mathrm{~T})$. For example, when $a=0$, $b=1$, and $c=0$, the logic value of $f$ is determined as follows in Eq. (1.3):

$$
\begin{align*}
f & =((\text { NOT } 0) \text { AND } 1) \text { OR } 0  \tag{1.3}\\
& =(1 \text { AND } 1) \text { OR } 0 \\
& =1 \text { OR } 0 \\
& =1
\end{align*}
$$

The operators, with the exception of the NOT, can be extended to more than two Boolean variables, and their equivalent logic gates would be implemented with two or more (up to a maximum number) distinct input connections. There are also other gates, such as NAND and NOR, that require fewer transistors to implement. A NAND is logically equivalent to an AND followed by a NOT (AND-NOT logic), and a NOR is equivalent to an OR-NOT. In general, a logic circuit is implemented with either NAND or NOR gates. Section 1.2.2 presents the implementations of NOT, NAND, and NOR gates using transistors. While Fig. 1.3(b) illustrates the implementation of expression $f$ with NOT, AND, and OR gates (called an AND-OR circuit), Fig. 1.3(c) illustrates an equivalent circuit with NAND gates.

As illustrated in Table 1.4, there are eight possible combinations for the input values $a, b$, and $c$ in Fig. 1.3. With $a, b$, and $c$ concatenated to form a 3-bit number $(a b c)_{2}$, the five numbers abc $=(001)_{2},(010)_{2}$, $(011)_{2},(101)_{2}$, and $(111)_{2}$ for which $f=1$ correspond to five prime numbers $1,2,3,5$, and 7 , respectively. The remaining three numbers $a b c=(000)_{2},(100)_{2}$, and $(110)_{2}$ for which $f=0$ are not prime numbers. Therefore, Eq. (1.2) defines a logic circuit that outputs 1 each time its 3bit input as abc represents a prime number and 0 otherwise. Table 1.4(a) and Table 1.4(b) are two different truth table representations for logic expression $f$. The equivalent expression $g$ is discussed next.

| (a) Logic Values as True or False |  |  |  |  |  |  |  |  |  |  | (b) Logic Values as 1 (T) or 0(F) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | b | c | f | g | $a$ | $b$ | $c$ | $f$ | $g$ |  |  |  |  |  |  |
| F | F | F | F | F | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |
| F | F | T | T | T | 0 | 0 | 1 | 1 | 1 |  |  |  |  |  |  |
| F | T | F | T | T | 0 | 1 | 0 | 1 | 1 |  |  |  |  |  |  |
| F | T | T | T | T | 0 | 1 | 1 | 1 | 1 |  |  |  |  |  |  |
| T | F | F | F | F | 1 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |
| T | F | T | T | T | 1 | 0 | 1 | 1 | 1 |  |  |  |  |  |  |
| T | T | F | F | F | 1 | 1 | 0 | 0 | 0 |  |  |  |  |  |  |
| T | T | T | T | T | 1 | 1 | 1 | 1 | 1 |  |  |  |  |  |  |

TABLE 1.4 Input Logic Combinations and Corresponding Output Values of Eqs. (1.2) and (1.4)

### 1.2.1 Circuit Minimization

While a logical relationship may be represented by many equivalent Boolean expressions, the goal is to determine a minimized expression that (1) requires less hardware (i.e., fewer gates, fewer gate inputs, and shorter and fewer connection wires) to implement the expression, and (2) the resultant circuit requires less time to generate results. Boolean algebra is used to minimize complex expressions.

Equation (1.4) describes a logic expression for g , which is equivalent to $f$ in Eq. (1.2). More hardware would be required to implement expression $g$ than $f$. However, as shown in Table 1.4, the columns associated with the outputs $f$ and $g$ are identical. This proves Eqs. (1.2) and (1.4) are equivalent; both describe the same function, but Eq. (1.2) is minimized. A circuit that implements Eq. (1.2) would use a lot less hardware and would operate faster than the circuit that implements Eq. (1.4).

$$
\begin{aligned}
g= & ((\operatorname{NOT} a) \text { AND (NOT } b) \text { AND } c) \text { OR } \\
& ((\operatorname{NOT} a) \text { AND } b \text { AND (NOT } c)) \text { OR } \\
& ((\operatorname{NOT} a) \text { AND } b \text { AND } c) \text { OR } \\
& (a \text { AND (NOT } b) \text { AND } c) \text { OR } \\
& (a \text { AND } b \text { AND } c)
\end{aligned}
$$

### 1.2.2 Implementation

Figure 1.4 illustrates the circuit schematic of a NOT gate using a $p$-type and an $n$-type metal-oxide semiconductor field effect (MOSFET) transistor. The schematic is called a CMOS ("C" for complement) circuit because the pMOS and nMOS transistors complement one another; when one transistor is in the OFF position (not conducting), the other is in the ON position (conducting). As illustrated in Fig. 1.4(a), when input $x$ is logic $0(0 \mathrm{~V})$, the pMOS transistor turns ON and the nMOS transistor turns OFF. This changes the value of the output signal $f$, as expected, to logic 1, as indicated in the schematic by the light showing turned on and the voltmeter reading showing 4.999 V .


(a) Circuit when input $\mathrm{x}=\mathrm{OV}($ logic 0$)$

(b) Circuit when input $\mathrm{x}=5 \mathrm{~V}$ (logic 1)

Figure 1.4 A CMOS NOT gate circuit schematic and its multisim [4] simulations.

In Fig. 1.4(b), when input $x$ is logic 1 (5.0 V), the opposite happens. The pMOS turns OFF, the nMOS turns ON, and the output $f$ becomes logic 0 , as indicated by the light showing turned off and the voltmeter reading showing $0 \mathrm{~V}(0.05$ microvolts $\approx 0 \mathrm{~V})$.

Compared to old mainframe computers that were built using less power-efficient gates, modern chips are designed using power-efficient CMOS gates. As illustrated in Fig. 1.4, because one of the transistors is always OFF, the CMOS NOT gate primarily uses power only when one transistor is turning ON and the other is turning OFF. This happens each time input $x$ switches from logic 1 to logic 0 or from logic 0 to logic 1 voltage. However, if this switching of $x$ values happens frequently, so will the ON and OFF switching of the transistors, which will cause the NOT gate to consume more power.

As both the number of transistors on the chip and their ON and OFF switching speed increase, more power is required to operate the chip, which in turn dissipates more heat that must be removed by cooling the chip. For instance, the Intel 80386 processor used about 2 W , whereas the $3.3-\mathrm{GHz}$ (gigahertz) Intel Core i7 processor consumes about 130 W (65 times more). As opposed to mainframe and supercomputers of yesteryears, modern computer systems operate with fan-cooling systems. Designers must deal with how much sustained power a chip can consume without exceeding its temperature barrier that can cause malfunction or permanent damage to the chip. Power consumption will be further discussed in Chap. 6.

Figure 1.5 illustrates the circuit schematic of a two-input CMOS NAND gate. Two parallel pMOS transistors and two nMOS transistors in series are connected to the power source and ground, as shown in the figure. The NAND gate outputs logic 0 when both of its inputs a and $b$ are at logic 1, making both the nMOS transistors ON and both the pMOS transistors OFF. A truth table with four possible logic values of inputs $a$ and $b$, the corresponding logic values of output $f$, and the transistor operating modes is also shown in the figure.


Figure 1.5 The circuit schematic of a two-input CMOS NAND gate.
Likewise, Fig. 1.6 illustrates the circuit schematic of a two-input NOR gate. In this case, two pMOS transistors are connected in series and two nMOS transistors in parallel. The output is logic 0 (or 0 ) when at least one of the nMOS transistors is $\mathrm{ON}(a=1, b=1$, or both $a=1$ and $b=$ 1 ). The output is logic 1 (or 1 ) when both the pMOS transistors are ON and both the nMOS transistors are OFF ( $a=0$ and $b=0$ ).


| a | b | T1 | T2 | T3 | T4 | f |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | ON | ON | OFF | OFF | 1 |
| 0 | 1 | ON | OFF | OFF | ON | 0 |
| 1 | 0 | OFF | ON | ON | OFF | 0 |
| 1 | 1 | OFF | OFF | ON | ON | 0 |

Figure 1.6 The circuit schematic of a two-input CMOS NOR gate.

### 1.2.3 Types of Circuits

Boolean expressions describe both combinational and sequential circuits. The outputs of a combinational circuit depend only on its current input values. Equations (1.2) and (1.4) both describe a simple combinational circuit. The adder, multiplier, and selector modules in Fig. 1.1, on the other hand, are considered complex combinational circuits; each circuit outputs multiple bits, which are concurrently generated based on their respective current input logic values.

In contrast, a sequential circuit retains certain state information based on the previously entered logic values. For example, a counter that outputs $0,1,2,3$, etc. is a sequential circuit. It uses a current output (e.g., 2) to generate the next number in the sequence (i.e., 3). The current count is saved internally as the state of the counter. Sometimes, a sequential circuit requires one or more inputs to determine its next state. An up/down counter, for instance, requires a control signal to
decide the direction of the count. If the counter's current output is 2 , its next output is either 1 if counting down or 3 if counting up.

Other examples of sequential circuits are the registers and control unit in Fig. 1.1. Each register stores a value internally when it is signaled by the controller and retains its current content until the next time that it is signaled. The controller follows a set of states and generates control signals to operate the data path. One or more control signals may be used to control the functions of each module in the data path. In the figure, a control signal is used to operate each of the registers and the selector. If logic 1 is used for register load and 0 for retain, then a register will load the logic values at its input when its control signal is 1 , and will retain its current content if the signal is 0 .

Suppose the controller in Fig. 1.1 is a three-state controller that performs the following three simple tasks and computes the sum of two numbers entered one at a time:

State 1: Load a value in register 1 from memory.
State 2: Load a value in register 2 from memory.
State 3: Select the sum and store it in register 3.
In general, a circuit that performs, for example, an arithmetic function could be designed either as a combinational or sequential circuit. A combinational arithmetic circuit produces its output bits in one step, with the bits generated in parallel, as illustrated in Fig. 1.7. On the other hand, a sequential arithmetic circuit produces its final output sequentially, using several steps. In each step, the circuit uses the results from a previous step to generate the results of the current step. The process repeats for a fixed number of steps until the final output is produced.


Figure 1.7 A combination 8-bit adder.
For example, an 8-bit sequential adder could use a single-bit adder repeatedly eight times to generate the final 8 -bit sum, as illustrated in Fig. 1.8, much like how we add two numbers by hand, one digit at a time, from right to left. In the figure, during each step, one bit from number $A$, one bit from number $B$, and the carry bit from the previous step are used to generate the next sum bit. The carry bit that is kept internally is used during the next step. The figure also shows the display of one at a time, internally held carry bits. The initial carry bit is assumed to be 0 . The clock signal controls the timing of when the next bit of each $A$ and $B$ numbers enters the adder and the next bit of $S$ is captured. After eight steps, the final 8 -bit sum $S$ is generated.

(a) Adding one bit at a time from right to left


S: 01101010
Time step: 87654321
(b) Sequential circuit model of adding one bit a time

Figure 1.8 A sequential 8-bit adder: (a) illustrates multibit numbers $A$ and $B$ are added by hand one bit at a time; $(b)$ the multibit addition steps (algorithm) are shown as a sequential circuit.

A multiplier could also be designed as a combination or sequential circuit. A combinational multiplier would use many combinational adder modules at the same time to generate the product. In contrast, a sequential multiplier could use either a combinational adder or a sequential adder repeatedly to generate the product. In comparison, a combinational arithmetic circuit is always faster than its equivalent sequential circuit, but requires more hardware.

### 1.2.4 Computer-Aided Design Tools

The rules of Boolean algebra are also implemented in software and incorporated into many logic design CAD tools. Designers typically use an HDL, or more specifically, a register transfer language (RTL), such as Verilog and VHDL, which stands for Very High-Speed Integrated Circuit (VHSIC) HDL, to describe a digital circuit. Although it is possible to enter a Boolean expression with an RTL, designers often use high-level statements, such as "if-else," to describe a circuit. For example, the following statement describes the behavior of the selector module in Fig.
1.1, where $x$ is used to select the output of the adder ("sum") or the multiplier ("product") as "result":

```
if (x == 0)
    result = sum;
else
    result = product;
```

The previous "if-else" statement is equivalent to logic expression in Eq. (1.5), where $s, p$, and $r$ represent 1 bit of "sum," 1 bit of "product," and 1 bit of "result," respectively:

$$
\begin{equation*}
r=((\operatorname{NOT} x) \mathrm{AND} s) \mathrm{OR}(x \mathrm{AND} p) \tag{1.5}
\end{equation*}
$$

When $x=0$, the "result" becomes "sum," as illustrated here for 1-bit $r$, 1-bit $s$, and 1-bit $p$ using Eq. (1.5).

$$
\begin{aligned}
& r=((\text { NOT } 0) \text { AND } s) \text { OR }(0 \text { AND } p) \\
& r=(1 \text { AND } s) \text { OR }(0 \text { AND } p) \\
& r=s \text { OR } 0 \\
& r=s
\end{aligned}
$$

Likewise, when $x=1, r$ becomes $p$, as illustrated here:

$$
\begin{aligned}
& r=((\text { NOT } 1) \text { AND } s) \text { OR }(1 \text { AND } p) \\
& r=(0 \text { AND } s) \text { OR }(1 \text { AND } p) \\
& r=0 \text { OR } p \\
& r=p
\end{aligned}
$$

Assuming that sum, value1, and value2 in Fig. 1.1 are each an 8 -bit value, the + operator in the HDL statement "sum = value1 + value2" would indicate an 8 -bit adder similar to the one shown in Fig. 1.7, where the carry in and out bits are ignored.

An RTL description can be simulated to verify if a circuit is accurately described. The description can then be synthesized (translated) to an equivalent minimized circuit representation called a net-list that would
be further simulated to verify circuit timing requirements. Finally, using an FPGA, a net-list can be automatically mapped to hardware, creating a circuit.

Combinational and sequential circuits are discussed in Chaps. 2 and 3 and Chaps. 4 through 6, respectively.

### 1.3 Computer Organization

While logic design deals with circuit description, synthesis, minimization, and simulation, computer organization refers to circuit components and their physical relationship that comprise a processing core (CPU), a processor, memory, and I/O device controller and interface; their interconnection makes up a computer. For example, in Fig. 1.1 a register file, an adder, a multiplier, and a selector are organized into a data path. The control unit and the data path are organized (via a set of specific control signals) to create the desired computing unit that generates either the sum or the product of two numbers. Two CPUs with different internal organizations could execute the same set of instructions. For example, 32-bit Intel and AMD processors execute the same set of instructions, but each has a very different internal organization.

Computer organization is also affected by advancements in computer technologies. The following lists advancements in computer technologies that have changed the organization of a microcomputer (e.g., Fig. 1.2):

- Advancements in data path designs have made CPUs more efficient; modern processing cores (e.g., Intel Core i7) can execute multiple instructions in parallel.
- Advancements in memory technologies and organization, for example, cache and synchronous dynamic random access memory (SDRAM), have reduced the average memory read/write time, allowing a processor to spend its time executing instructions instead of waiting to receive instructions and data from memory.
- Advancements in the I/O device controller interface (e.g., USB 1.0, 2.0, etc.) have simplified personal computing. Almost all devices are
now "plug and play" and do not require device installation and system reboot.
- Advancements in system interconnection mechanisms have resulted in even more communication paths among a system's components. A hierarchy of communication paths is used to better organize the interconnection of various components. High-speed communication paths are used between memory and the fastest components, such as a processor and a GPU, and slower communication paths are used to communicate with slower components, such as I/O devices.

However, the limitation on power usage has restricted how fast a processor can operate. For instance, in 2003, the Intel Pentium 4 Xeon processor operated at 3.2 GHz , and in 2010, nearly seven years later, with only a slight increase in speed, the Intel Nehalem Xeon processor operates at 3.33 GHz [1]. Therefore, because of this limitation on power usage, the only way for designers to create more powerful computers, from personal computers to servers to very large-scale systems (e.g., warehouse and cloud computing), is to use multiple processors.

The organization of complex circuits is discussed in Chap. 6, memory design in Chap. 7, CPU design in Chap. 8, and computer design in Chap. 9.

### 1.4 Computer Architecture

While computer organization deals with how different parts of a computer operate, computer architecture deals with the design of computer arithmetic modules, such as adder and multiplier, and instruction set, and deals with performance improvement concepts, including ways to execute more instructions per second, reduce program's total execution time, and perform more tasks.

### 1.4.1 Pipelining

The concept of pipelining is similar to a factory assembly line that assembles parts in stages to produce more products (e.g., cars) in less
time. The chart in Fig. 1.9 illustrates the working of a simplified car assembly line with three stages. As shown in the figure, once the assembly line is full (one car being worked on in each stage), one car can be produced every 10 minutes, assuming that a car takes 30 minutes to build: 10 minutes to install an engine, 10 minutes to install car doors, and 10 minutes to install car wheels. The more stages and shorter delays per stage there are in the assembly line, the more cars that can be built. For example, suppose the assembly line can be divided into simple stages, each requiring only two minutes work (i.e., 2minute slots). In this case, in an ideal situation, more than 260,000 cars can be built in 1 year, 1 car every 2 minutes.

| Stage 3: Install wheels |  |  | Car1 | Car2 | Car3 | $\ldots$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Stage 2: Install doors |  | Car1 | Car2 | Car3 | $\ldots$ | $\ldots$ |
| Stage 1: Install Engine | Car1 | Car2 | Car3 | $\ldots$ | $\ldots$ | $\ldots$ |
| Time slots <br> (e.g., 10-minutes slots) | 1 | 2 | 3 | 4 | 5 | $\ldots$ |

Figure 1.9 A chart showing a simplified car assembly line.
When designing a CPU, the pipelining concept is used to organize a CPU's data path into stages to execute programs faster. Consider a program statement "A $=B+C$;", and its equivalent assembly language program as shown:

Load R1, B //Load value of variable B from memory into //register R1

Load R2, C //Load value of variable C from memory into //register R2

Add R3, R1, R2 //Add the content of R1 and R2 and put the sum //in R3

Store A, R3 //Store the sum in memory as variable A
The chart in Fig. 1.10 illustrates the execution of the four instructions using a data path consisting of three pipelined stages as follows:

Stage Fetch: Read the next instruction from memory.
Stage Decode: Generate the data path control signals.
Stage Execute: Execute the instruction.

| Execute |  |  | Load $\mathrm{r} 1, \mathrm{~B}$ | Load $\mathrm{r} 2, \mathrm{C}$ | Add $\mathrm{r} 3, \mathrm{r} 1, \mathrm{r} 2$ | Store A, r 3 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Decode |  | Load $\mathrm{r} 1, \mathrm{~B}$ | Load $\mathrm{r} 2, \mathrm{C}$ | Add $\mathrm{r} 3, \mathrm{r} 1, \mathrm{r} 2$ | Store A, r 3 | $\ldots$ |
| Fetch | Load $\mathrm{r} 1, \mathrm{~B}$ | Load $\mathrm{r} 2, \mathrm{C}$ | Add $\mathrm{r} 3, \mathrm{r} 1, \mathrm{r} 2$ | Store A, r 3 | $\ldots$ | $\ldots$ |
| Time <br> $(\mathrm{T})$ | 1 | 2 | 3 | 4 | 5 | 6 |

Figure 1.10 A chart illustrating instruction execution in a pipeline fashion.

During the time step $T=1$, instruction "Load R1, B" is fetched (read) from memory; during $T=2$, while the load instruction is being decoded in the Decode stage, "Load R2, C" is fetched from memory. During $T=3$, while "Load R1, B" is being executed and "Load R2, C" is being decoded, "Add R3, R1, R2" is fetched. Starting with $T=3$, when the pipeline is full and all its three stages are busy operating, one instruction executes every time step between steps 3 through 6, as illustrated in the chart. Each instruction still requires three time steps to complete execution, but Fetch, Decode, and Execute tasks for different instructions are overlapped and operate concurrently. A three-stage pipelined data path consists of three separate and disjointed Fetch, Decode, and Execute data paths.

While a pipelined CPU, in general, can execute more instructions than a nonpipelined CPU can per second, branch instructions and time to access memory can delay the execution of some instructions.

## Floating-Point Unit

The pipelining concept also applies to complex arithmetic modules, such as a floating-point unit (FPU) that operates on FP numbers. The execution of an FP instruction requires several arithmetic and shift operations, and if the operations are performed in a pipelined fashion, a program will execute faster. For example, consider the following for-loop statement that operates on arrays of FP numbers:
float A [100], B [100], C [100];
int i;
for (i $=0$; $i<100$; i++)

$$
C \text { [i] }=A \text { [i] }+B \text { [i]; }
$$

The for-loop executes 100 FP add instructions. Using a pipelined FPU, these 100 add instructions would require about 100 time-steps to execute. This reduces the total time needed to execute the for-loop, even though each FP ADD instruction, in reality, would require multiple time-steps to execute, as will be discussed in Chap. 3. In this case, the Execute stage shown in Fig. 1.10 would itself be made of several pipelined stages.

### 1.4.2 Parallelism

Pipelining is applied when tasks are dependent, such as the Fetch, Decode, and Execute tasks required to execute an instruction. Parallelism, on the other hand, is applied when tasks are independent and can be performed in parallel. In addition, both pipelining and parallelism require high availability of inputs and fast handling of outputs. A factory can only produce more products in less time if its assembly line runs efficiently, necessary parts arrive in time, and final products are hauled away quickly. This is similar to data and instructions arriving from memory to the processor faster and computed data quickly stored in memory. This is accomplished by using faster (cache) memory to hold most recently used instructions and data for quick access, while slower but larger and less expensive memory is used to hold different programs and data.

The following sections provide brief descriptions of parallelism techniques when applied to the design of CPUs, processors, and systems.

## Single Instruction Multiple Data

As the number of available transistors increased due to advancements in IC technologies, modern processors started to include special instructions that would operate on multiple data items in parallel, thereby increasing performance [5]. An example of these instructions is the streaming single instruction multiple data (SIMD) extension (SSE)
instruction set used in Intel processors, or 3DNow instructions used in the AMD processors [6, 7].

Many application areas, such as computer gaming, require multiple arithmetic operations to generate a single result. A virtual game object typically includes thousands of data points, each called a vertex. Moving a virtual game object on a computer screen requires each of its vertices to be repositioned on the screen using a technique called vertex transformation. Each vertex transformation requires several multiplication and addition operations involving the coordinates of the vertex and the rotation angle of the object, as will be illustrated in Chap. 6 using a two-dimensional (2-D) coordinate rotation digital computer (CORDIC) rotation algorithm. The design and simulation of a 2-D CORDIC rotation pipeline data path is also discussed.

Figure 1.11 illustrates an SIMD data path with four multipliers that generate four product terms in parallel. With SIMD architecture, a single instruction operates on multiple data items, thus reducing the total time that would be required to transform a single vertex. With multiple SIMD execution units, which are commonly used in a GPU, it is possible to create more-realistic video games.


Figure 1.11 An SIMD multiply data path.
Typically, the SIMD capabilities of a general-purpose processor, such as the Pentium IV, are limited to only few data items-not enough for
more advanced gaming. GPUs, on the other hand, contain similar and more specialized data paths to increase performance.

## Instruction-Level Parallelism

With the increased number of available transistors in an IC, further increase in performance required executing multiple instructions in parallel (i.e., at the same time). In this case, a CPU data path is designed to fetch multiple instructions from memory, decode multiple instructions, and execute multiple independent instructions simultaneously [8].

The list of independent instructions is either determined dynamically by hardware inside the processor, such as with the Intel Core i7, or statically by a compiler, such as in the Intel Itanium-based systems. The assembly instructions of a program for an Itanium-based system are organized by compiler into bundles, with a maximum of three independent instructions in each bundle. The processor fetches, decodes, and executes each bundle of instructions in parallel. However, existing programs must be recompiled to take advantage of Itanium's data path, which many believe was the reason for its demise.

Figure 1.12 illustrates the instruction-level parallelism (ILP) execution of a three-instruction, statically organized instruction bundle. In each time-step three instructions are fetched, decoded, and executed. First, the three instructions 10 through 12 are fetched, and then while these three instructions are being decoded, the next three instructions I3 through 15 are fetched. Starting with time-step 3, nine instructions are processed concurrently. However, data dependencies among instructions in a program prevent full utilization of available hardware.

| Execute |  |  | 10 | 13 | . |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 11 | 14 |  |
|  |  |  | 12 | 15 |  |
| Decode |  | 10 | 13 | 16 |  |
|  |  | 11 | 14 | 17 |  |
|  |  | 12 | 15 | 18 |  |
| Fetch | 10 | 13 | 16 | 19 |  |
|  | 11 | 14 | 17 | 110 |  |
|  | 12 | 15 | 18 | 111 |  |
|  | 1 | 2 | 3 | 4 | $\cdots$ |
|  | Time steps |  |  |  |  |

Figure 1.12 Instruction-level parallelism illustrating fetching, decoding, and executing three instructions at a time.

Studies of various benchmark programs reported indicate that there are a limited number of independent instructions that can be executed at the same time and in parallel [9]. This, therefore, sets a limit on how many transistors can be used to execute a single program efficiently, fully utilizing the available processing hardware during the execution of a program. Thus, while the transistor count was increasing, designers were not able to utilize the excess transistors to further increase the efficiency of a processing core. Sometimes, a core is designed to execute multiple (e.g., two) programs concurrently, called multithreading, in order to increase its efficiency. In addition, a common trend has been to utilize the increasing number of transistors and implement multiple identical cores within a single chip, thus creating a multicore processor. ILP and multithreading architectures are further discussed in Chap. 8.

## Multicore Processors

Figure 1.13 illustrates a quad-core processor. Each of the cores can execute one or a small number of programs, each called a thread, thereby allowing a multicore processor to perform multiple tasks at the same time. Because at any given instance each processing core potentially executes a different instruction and operates on different data items, a multicore processor is said to use multiple instructions and multiple data (MIMD) architecture [5]. Recall that a single SIMD instruction operates on multiple data items at the same time. Likewise, single instruction and single data (SISD) defines the architecture of a single core when it is executing non-SIMD instructions; however, ILP may be used to accelerate SISD execution.

## Quad-core Processor



Figure 1.13 A quad-core processor with three levels of cache memories.
The architecture in Fig. 1.13 is also a representation of a shared memory system. In this case, to achieve faster program execution, programmers need to create multiple program threads, known as multithreaded programming, by partitioning a program's data structures among several threads, which would be executing in parallel and/or concurrently on a multicore processor or, in general, on a sharedmemory multiprocessor system. Each thread would operate on subsets of the program data and would need to synchronize and communicate with other threads. While each thread may access its own local variables, all the threads in a multithreaded program can share and operate on globally declared variables. Furthermore, the cores may execute threads from different programs.

Other types of multicore processors include heterogeneous cores that consist of cores with varying complexities to support the processing needs of different applications [10]. For instance, an ILP core could be used for sequential computation, while large SIMD cores could be used to operate on many data items in parallel, suitable for applications that also require data-parallel computations. It is expected that applications requiring both sequential and data-parallel computations will execute faster in a heterogeneous-core processor than in a homogenous-core processor. Typically, a processor uses multiple levels of cache
memories (e.g., Fig. 1.2) to facilitate quick access to instructions and data inside the chip, as well as to share data among different cores.

Figure 1.14 illustrates the anatomy of the fourth-generation Intel i7 processor with four processing cores, each with two levels of cache memories (not shown), an L3 shared cache memory, and a graphic processor.


Figure 1.14 The anatomy of the fourth-generation Intel Core i7 processor. (Source: With permission of Intel Corporation.)

However, as the number of transistors and their switching speed increase, the amount of sustained power consumption and heat dissipation increase. This creates a limitation on how many cores can be implemented in a single processor. The power and cooling requirements can be formulated into a metric known as thermal design power, where several mechanisms, such as dynamically reducing the transistor switching speed (i.e., clock frequency), can be used to better balance the power consumption and cooling requirements. While these mechanisms help to increase the performance of a processor at times,
further increase in performance requires using multiple processors (each potentially a multicore) to create a multiprocessor system.

## Multiprocessor Systems

A multiprocessor system may be designed as either shared memory or message passing. In a shared-memory multiprocessor system, the operating system may need to be "thread aware" so that each thread is able to quickly access its local variables. In a message-passing system, however, threads must communicate by sending and receiving messages; there are no shared variables in a message-passing system that threads can access.

A multiprocessor system can execute many threads in parallel and concurrently. Hence, it increases the system's throughput, defined as the number of tasks the system can perform per unit time. The number of floating-point operations per second (FLOPS) that is necessary to run a scientific application, such as simulating ocean waves, or the number of Google searches the system can handle at the same time within, say, a couple of seconds, are examples of system throughputs. These systems also use a large amount of memory that may be partitioned among either individual processors or groups of processors that are interconnected.

Figure 1.15 illustrates a three-node, shared-memory multiprocessor system. In this case, each node consists of a two-core processor, memory, and an internode communication interface. Each core can access any of the M0, M1, and M2 memories. Shared-memory multiprocessor systems are used in the design of various servers.


Figure 1.15 The architecture of a three-node, shared-memory multiprocessor system.

On the other hand, networked systems, each one a single processor system or server node, create a message-passing multiprocessor system. The nodes form a cluster and communicate by sending and receiving messages via the network. Finally, warehouse-scale computers are clusters that are designed from thousands of servers. Some warehouse-scale computers are designed as modern supercomputer systems used for scientific computations, requiring extensive FLOPS.

Clusters and warehouse-scale computers provide availability (if one server crashes, others continue to operate), interactive applications (e.g., online shopping, Google, Facebook, banking, etc.), and largescale storage and computing (e.g., cloud computing). Power distribution
and cooling problems are among the challenges facing the designers of very large-scale computing systems. Multicore and shared-memory multiprocessor systems are further discussed in Chap. 10.

### 1.5 Computer Security

As computer and network security have become more important, new computer architecture concepts are required to build computer systems that are able to detect malicious software (malware) attacks, such as from viruses or spyware. Individuals, government, and business organizations all have digital assets (programs and data) that need protection from attacks, and in many cases, also protection from unauthorized access by employees. Portable devices are additionally subject to physical attacks for the purpose of changing their functions or performing reverse-engineering tasks.

Because ICs are more secure than the hard disk and flash drives and memory, computer architects have become interested in special and general-purpose processors designed and securely built for computer security purposes, such as performing secure data storage, secure communication, secure e-commerce, and secure program execution. Chapter 11 introduces computer architecture for security.
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## Exercises

1.1. Represent the following numbers as directed:
a. 12 as a 4-bit unsigned number
b. 12 as a 5 -bit unsigned number
c. +1 as a 4-bit 2's complement number
d. -1 as a 4-bit 2's complement number
e. -1 as a 5 -bit 2's complement number
f. +1 as a 4-bit signed-magnitude number
g. -1 as a 4-bit signed-magnitude number
1.2. Create a table similar to Table 1.1 for 4-bit unsigned, 2's complement, and signed-magnitude numbers.
1.3. What is the 16 -bit FP number representation of -5.375 in hex with 1-bit sign, 4-bit biased exponent, and 11-bit fraction, where bias = 7 ?
1.4. What is the real number equivalent to FP number $0 \times 3400$ with 1bit sign, 4-bit biased exponent, 11-bit fraction, and bias $=7$ ?
1.5. What is the real number equivalent to FP number $0 \times 3400$ with 1bit sign, 4-bit biased exponent, 11-bit fraction, and bias $=8$ ?
1.6. What is the biggest positive FP number that can be represented in 16-bit format using 1-bit sign, 4-bit biased exponent, and 11-bit fraction, where bias is 7 ?
1.7. What is the biggest positive FP number that can be represented in 16-bit format using 1-bit sign, 4-bit biased exponent, and 11-bit
fraction, where bias is 8 ?
1.8. Do the following assuming 16-bit FP numbers with 4-bit bias exponent, bias $=7$, and 11-bit fraction:
a. What real number does an FP number with sign $=0$, bias exponent $=1$, and fraction $=0$ represent?
b. What real number does an FP number with sign $=1$, bias exponent $=14$, and fraction $=(1111111111)_{2}$ represent?
1.9. Represent the following real numbers as 16 -bit FP numbers with 4-bit biased exponent, bias = 7, and 11-bit fraction:
a. 1.0
b. 0.5
c. 0.25
1.10. Do the following assuming 16-bit FP numbers with 4-bit bias exponent, bias $=8$, and 11-bit fraction:
a. What real number does an FP number with sign bit $=0$, bias exponent $=1$, and fraction $=0$ represent?
b. What real number does an FP number with sign bit $=1$, bias exponent $=14$, and fraction $=(11111111111)_{2}$ represent?
1.11. Represent the following real numbers as 16 -bit FP numbers with 4 bit biased exponent, bias $=8$, and 11-bit fraction:
a. 1.0
b. 0.5
c. 0.25
1.12. Draw a data path similar to the one shown in Fig. 1.1 that would be used to generate the result for variable $A$ described in the high-level language program statement "A $=A+B ;$ ", where the values of $A$ and $B$ are brought in from an external memory and are stored in registers before use. Use only two registers. Also, the initial value of $A$ and the final result $A+B$ share the same register. Label all the logic modules in the data path and indicate the functions the controller would need to perform. Keep the final computed value $A$ $+B$ in the register.
1.13. CPUs can perform addition, subtraction, multiplication, and division operations. Assuming that a separate module is used for
each of the four math functions, draw a data path that can be used to generate the result for variable $A$ described in the high-level language statement " $A=A+B * C ;$ ", or "A $=A+B / C$;", where the values of variables $A, B$, and $C$ are read from an external memory and stored in registers before use. Use no more than three registers. Your data path should be able to generate the result for $A$ $+B{ }^{*} C$ or $A+B / C$. The final value should be kept in a register.
1.14. What is a Von Neumann architecture bottleneck?
1.15. Draw a transistor-level schematic of a three-input CMOS NAND gate and determine its truth table in terms of transistor ON and OFF positions.
1.16. Draw a transistor-level schematic of a three-input CMOS NOR gate and determine its truth table in terms of transistor ON and OFF positions.
1.17. What does the " C " in CMOS stand for, and why is that important?
1.18. What is the difference between pipelining and parallelism architectures? Identify their application areas.
1.19. Explain in which ways the increases in transistor count have influenced computer architecture.
1.20. What is an efficient processing core?
1.21. Explain why a further increase in performance comes from parallel processing.
1.22. Draw an SIMD data path to accelerate the execution of the following for-loop statement:

$$
\begin{aligned}
\text { for }(i & =0 ; i<4 ; i++) \\
\text { sum } & =\text { sum }+\operatorname{array}[i] ;
\end{aligned}
$$

1.23. Draw an SIMD data path to accelerate the execution of the following for-loop statement:

```
for(i = 0; i< 4; i++)
    sum = sum + a[i] * b[i];
```

1.24. There is a limit to ILP. What is the source for this limitation, and how were processor designers able to increase performance beyond ILP?
1.25. Explain the reasons for multiprocessor systems.
1.26. Computer security (understanding security): Selective problems from Exercises 11.1 to 11.11. Also refer to Sec. 11.1. Students may be asked to read this section on their own.

## CHAPTER 2

# Combinational Circuits: Small <br> Designs 

### 2.1 Introduction

Combinational circuits and their application in digital systems were briefly discussed in Chap. 1. In this chapter, we will cover small combinational circuit design techniques that are different from the ones used to design large combinational circuits. Furthermore, here we will limit the number of the input signals to four when minimizing by hand, and we will use a minimization software to minimize designs that require more than four but still a small number (e.g., five or six) of inputs. In contrast, a large combinational circuit requires many more inputs and is implemented using smaller circuit modules. The design methodology of large combinational circuits is discussed in Chap. 3.

The relationships between an output and inputs of a small combinational circuit are defined by the truth table constructed from the description of the design problem. For example, consider the design of a 2-bit unsigned multiplier that multiplies a 2-bit unsigned multiplicant $A=$ $a_{1} a_{0}$ by a 2-bit unsigned multiplier $B=b_{1} b_{0}$ and produces a 4-bit unsigned product $P=p_{3} p_{2} p_{1} p_{0}$, as illustrated in Fig. 2.1 using its block
diagram. In the figure, uppercase and lowercase letters are used to indicate inputs and outputs that are multiple bits and single bit, respectively. In addition, an arrow with the line crossed indicates multibit inputs or outputs (Fig. 2.1(a)). Alternatively, multibit inputs or outputs may be shown with arrows that are bolded (Fig. 2.1(b)).


Figure 2.1 Block diagram for 2-bit unsigned multiplier circuit; two options to show multibit inputs/outputs.

Table 2.1 shows the truth table of the unsigned multiplier. For example, the product of $A=3=(11)_{2}$ and $B=2=(10)_{2}$ is $P=6=$ $(0110)_{2}$, as shown in the truth table. Each of the output bits $p_{3}$ to $p_{0}$ identifies a logic function in terms of the four inputs $a_{1}, a_{0}, b_{1}$, and $b_{0}$.

| Inputs |  |  |  |  | Outputs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{a}_{\mathbf{1}}$ | $\mathbf{a}_{\mathbf{0}}$ | $\mathbf{b}_{\mathbf{1}}$ | $\mathbf{b}_{\mathbf{0}}$ | $\mathbf{p}_{\mathbf{3}}$ | $\mathbf{p}_{\mathbf{2}}$ | $\mathbf{p}_{\mathbf{1}}$ | $\mathbf{p}_{\mathbf{0}}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |  |
| 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |  |
| 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 |  |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 |  |
| 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 |  |
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |  |

TABLE 2.1 Truth Table for 2-Bit Unsigned Multiplication Module
A truth table contains all the input logic conditions for which an output bit (e.g., $p_{0}$ ) is 0 , as well as all the input conditions for which an output bit is 1 . If an output bit is always 0 or always 1 , then the bit is not a function of the inputs and should be deleted from the table. The number of rows in a truth table depends on the number of inputs to the circuit. With three inputs (each 1 or 0 ), there would be eight possible combinations, or eight rows in the table, and with four inputs, 16
possible rows, as in Table 2.1. In general, with $n$ inputs, there would be $2 n$ rows in the truth table. There are two ways a truth table can be implemented in hardware:

- The entire truth table can be stored as a look-up-table (LUT). For example, Table 2.1 can be stored in a 16-entry, 4-bit-wide memory.
- A minimal logic circuit is determined for each of the outputs in terms of the inputs.

An LUT has the advantage of not requiring further design steps; the truth table is stored as-is in a memory module inside an integrated chip (IC). The disadvantage of an LUT, however, is twofold:

- Both 0 and 1 output values must be stored, which would require more hardware.
- An LUT is typically slower, as it requires a longer time to read its content.

In contrast, a minimal logic circuit implements either the input logic conditions for which the output is 1 or the input logic conditions for which the output is 0 , thus requiring less hardware in terms of fewer gates, gates with fewer inputs, and fewer wire connections.

On the other hand, truth tables stored as LUTs have applications in configurable ICs, such as field programmable gate arrays (FPGAs). Each of the LUT modules in an FPGA chip can be updated with a different truth table to implement a different combinational logic.

In the rest of the chapter we will cover how to convert a truth table to its equivalent logic expressions for NAND or NOR circuit implementation. Manual and algorithmic logic minimization techniques, as well as the use of minimization software, Verilog hardware description language (HDL) circuit descriptions, and computer-aided design (CAD) tools for circuit designs, are discussed with examples. The chapter also presents circuit timing and potential timing hazards. Other gates, such as standard and tristate buffers, are also discussed. These have many applications, including design of modules used in the interconnection architectures. The chapter also includes design examples of some standard small combinational circuit modules.

### 2.1.1 Signal Naming Standards

Recall that a signal refers to a circuit's input or output as 1 or 0 . Each signal name also has a polarity indicator that defines how a signal value, 0 or 1 , is interpreted by the circuit. Signal polarities are defined as follows:

- Active-high signal polarity-A signal is called active-high if logic 1 represents the active, asserted, or enabled state of a logic condition and 0 represents the inactive, not asserted (deasserted), or not enabled (disabled) state of a logic condition. Typically, a signal name without a prefix or postfix symbol identifies an active-high signal (e.g., x).
- Active-low signal polarity-A signal is called active-low if 0 represents the active, asserted, or enabled state of a logic condition and 1 represents the inactive, not asserted, or disabled state of a logic condition. Typically, it has a signal name with a prefix or postfix symbol. For example, _x, $x^{\prime}, / x$, or $x \#$ may be used to name an active-low signal.

Unless otherwise stated, we will use an underscore (_) prefix, such as in _ $x$ or _ $X$, to identify an active-low signal or multiple active-low signals, respectively.

[^0]Solution: Figure 2.2 illustrates the inverter's block diagram with 1-bit data $x$, an output $y$, and an active-low control signal _c. Table 2.2 shows the truth table for the 1bit inverter. Since _c is an active-low signal, $y=\bar{x}$ when _c $=0$ (active), and $y=x$ when _c = 1 (not active).


Figure 2.2 Block diagram of a 1-bit inverter circuit with an active-low control signal _c.

| $\mathbf{c}$ | $\mathbf{x}$ | $\mathbf{y}$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

TABLE 2.2 Truth Table for 1-Bit Inverter with Active-Low Control Signal _c

### 2.2 Logic Expressions

Figure 2.3 displays the symbols and the truth tables of gates used to implement a logic circuit. The AND, OR, NAND, NOR, and NOT gates were discussed in Chap. 1. XOR and XNOR are two-input gates. An XOR gate outputs 0 whenever its inputs are the same and 1 otherwise. The XNOR (XOR-NOT) gate, on the other hand, outputs 1 whenever its inputs are different and 0 otherwise. The XOR and XNOR gates may each be viewed as a 1-bit comparator. The NAND and NOR gates are universal gates because they can be used to implement any logic expression. In addition, they require fewer transistors to build. Internally, all ICs are implemented with NAND or NOR gates.


| $x$ | $f$ |
| :---: | :---: |
| 0 | 1 |
| 1 | 0 |



| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |


| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |



| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |


| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 0 |


| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |



| $x$ | $y$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| $\mathbf{1}$ | 1 | 1 |

Figure 2.3 Primitive logic gate symbols and their truth tables.
Table 2.3 illustrates a truth table of a two-variable function $f$ defined to be 1 when $x=0$ AND $y=0$ OR when $x=1$ AND $y=1$. The function is 0 for other values of $x$ and $y$. Equation (2.1) is one way to express the truth table as a Boolean expression where the dot (".") indicates an AND operator, "+" indicates an OR operator, and bar indicates a NOT operator.

$$
\begin{equation*}
f=\bar{x} \cdot \bar{y}+x \cdot y \tag{2.1}
\end{equation*}
$$

| $\mathbf{x}$ | $\mathbf{y}$ | $\mathbf{f}$ |
| :---: | :---: | :---: |
| 0 | 0 | 1 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

TABLE 2.3 A Two-Variable Function
A logic expression is said to be equivalent to its truth table if it produces the exact same truth table when evaluated for all possible input values. For example, Eq. (2.1) generates the same output values in Table 2.3, as illustrated here for all values of $x$ and $y$ :

$$
\begin{array}{ll}
x=0 \text { and } y=0: & f=\overline{0} \cdot \overline{0}+0.0=1.1+0.0=1+0=1 \\
x=0 \text { and } y=1: & f=\overline{0} \cdot \overline{1}+0.1=1.0+0.0=0+0=0 \\
x=1 \text { and } y=0: & f=\overline{1} \cdot \overline{0}+0.1=0.1+0.1=0+0=0 \\
x=1 \text { and } y=1: & f=1 . \overline{1}+1.1=0.0+1.1=0+1=1
\end{array}
$$

Note that Eq. (2.1) contains only the two logic terms $\bar{x} . \bar{y}$ and $x . y$ that correspond to the input logic conditions for which $f$ is 1 . Often, an AND operator is implicitly indicated by a null operator (without the "."), as illustrated in Eq. (2.2).

$$
\begin{equation*}
f=\bar{x} \bar{y}+x y \tag{2.2}
\end{equation*}
$$

### 2.2.1 Sum of Product Expression

A Boolean expression is called sum of product (SOP) if it defines an output signal $f$ in terms of its input conditions for which $f$ is 1 (e.g., Eq. (2.2)). Each term in the expression is written by ANDing (product) of each distinct input condition, thus forming a product term. Output $f$ is 1 if one or more of the product terms is 1 ; thus, $f$ is the result of ORing
(summing) the product terms. In Eq. (2.2), $f$ is 1 when both $x$ and $y$ are zero; thus, $\bar{x} \bar{y}=1$, or when both $x$ and $y$ are 1 , and thus $x y=1$.

An SOP expression can be translated into its equivalent logic circuit by using NOT, AND, and OR gates. The circuit for Eq. (2.2) is shown as a two-level AND-OR schematic in Fig. 2.4, not counting the NOT gates. The circuit contains seven signals; inputs $x$ and $y$; output $f$; and $t=\bar{x}, u=\bar{y}, g=\bar{t} \bar{u}$, and $h=x y$ as intermediate signals. The two AND gates generate the intermediate signals $g$ and $h$ that are fed as input to the single OR gate to produce $f$.


Figure 2.4 The AND-OR gate-level schematic of function $f=\bar{x} \bar{y}+x y$.
Using NOT, AND, and OR gates to implement an expression is more intuitive than using the universal NAND or NOR gate.

## Implementation of SOP Expressions with NAND Gates

Replacing all NOT, AND, and OR gates of an AND-OR circuit with NAND gates produces an equivalent but NAND-only circuit. This is based on the following DeMorgan's theorems shown in Eq. (2.3). A NAND operator is shown as an AND followed by a NOT (e.g., $\overline{x y}$ ), and a NOR is shown as an OR followed by a NOT (e.g., $\overline{x+y}$ ):

Theorem 1: $\overline{x y}=\bar{x}+\bar{y}$
Theorem 2: $\overline{x+y}=\bar{x} \bar{y}$
The two expressions $\overline{x y}$ and $\bar{x}+\bar{y}$ in Theorem 1 would produce the same truth table and thus are said to be equivalent. Likewise, the two expressions $\overline{x+y}$ and $\bar{x} \bar{y}$ in Theorem 2 are equivalent. These theorems apply to any number of variables. Theorem 1 states that an OR gate with inverted inputs is logically equivalent to a NAND gate without
inverted inputs. Theorem 2 states that an AND operator with inverted inputs is logically equivalent to a NOR operator without inverted inputs.

Consider the AND-OR circuit in Fig. 2.4. The circuit can be changed to all NAND gates using the following procedure:

1. Replace each NOT gate (if any) with its equivalent NAND gate by connecting the inputs of a two-input NAND gate to the single input of the NOT gate, as shown. That is, $y=\bar{x} \cdot \bar{x}=\bar{x}$.

2. Place two NOT gates on each end of the intermediate signals $g$ and $h$ as shown in Fig. 2.5. This will not change the circuit behavior since the two NOT gates will not alter the value of the original signal (e.g., $\overline{\bar{g}}=g$ ).


Figure 2.5 An AND-OR circuit with two NOT gates added at both ends of the wires used for intermediate signals $g$ and $h$.
3. Replace each AND-NOT pair with a NAND gate as shown in Fig. 2.6; a NAND gate is equivalent to an AND gate followed by a NOT gate. The inner NOT gates in Fig. 2.5 are shown with small bubbles.


Figure 2.6 An AND-OR circuit with added bubbles.
The only gate not yet converted to a NAND gate is the OR gate with inverted inputs. The gate is logically equivalent to a NAND gate according to DeMorgan's Theorem 1: $\overline{g h}=\bar{g}+\bar{h}$.
4. Replace the OR gate with inverted inputs with a NAND gate as shown in Fig. 2.7.


Figure 2.7 NAND-only implementation of the SOP expression $\mathrm{f}=\bar{x} \bar{y}+\mathrm{x}$ y.

The circuit schematic with all NAND gates in Fig. 2.7 is equivalent to the AND-OR circuit of Fig. 2.4. Alternatively, the following Boolean algebra expresses an SOP expression with only NAND operators:

Recall that $f=\bar{f}$;
substitute the SOP expression $\bar{x} \bar{y} x y$ for $f$ to yield:

$$
f=\overline{\overline{\bar{x}} \overline{\bar{y}+x y}}
$$

apply DeMorgan's Theorem 2 to express $\overline{\bar{x}} \bar{y}+x y$ as $(\overline{\bar{x}} \bar{y})(\overline{x y})$. The two NAND terms $\overline{\bar{x}} \bar{y}$ and $\overline{x y}$ are again NANDed to define $f$ as follows, requiring only NAND operators:

$$
f=\overline{(\overline{\bar{x} \bar{y}})(\overline{x y})}
$$

### 2.2.2 Product of Sum Expression

A Boolean expression is called a product of sum (POS) if it defines an output signal $f$ in terms of the input conditions for which $f$ is 0 . Recall that an SOP defines an output $f$ in terms of its input conditions for which $f$ is 1. Each term in a POS expression is written by ORing (sum) each distinct input condition for which $f$ is 0 , thus forming a logic sum term; signal $f$ is 0 if one of the sum terms is 0 , thus making $f$ the result of ANDing (product) its sum terms. Both SOP and POS expressions for an output signal are equivalent, and they would generate the same truth table. Only one expression (SOP or POS) is needed to describe an output signal. However, POS expressions are not as intuitive to understand as are SOP expressions.

## SOP Versus POS

The following rules hold between the SOP and POS expressions of an output signal $f$ :

Rule 1: POS expression of $f=$ Complement of the SOP expression of $\bar{f}$
Rule 2: SOP expression of $f=$ Complement of the POS expression of $\bar{f}$

Using Rule 1, the POS expression for a function $f$ is derived by complementing the SOP expression of $\bar{f}$. Everywhere that $f$ is 0 in its truth table, $\bar{f}$ is 1 , and everywhere that $f$ is $1, \bar{f}$ is 0 . Since the SOP of $\bar{f}$ defines $\bar{f}$ in terms of the input conditions for which $\bar{f}$ is 1 , complementing the SOP expression of $\bar{f}$ results in a POS expression that defines $f$ in terms of the input conditions for which $f$ is 0 . This is illustrated here:

| $x$ | $y$ | $f$ | $\bar{f}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 0 |

thus,

$$
\mathrm{SOP} \text { of } \bar{f}=\bar{x} y+x \bar{y}
$$

thus,

$$
f=\overline{\mathrm{SOP} \text { of } \bar{f}}=\overline{\bar{x} y+x \bar{y}} ;
$$

applying DeMorgan's Theorem 2, $\overline{x+y}=\bar{x} \bar{y}$, yields
or

$$
f=(\overline{\bar{x} y})(\overline{x \bar{y}}) ;
$$

applying DeMorgan's Theorem $1, \overline{x y}=\bar{x}+\bar{y}$, on each of the logic terms yields

$$
f=(\overline{\bar{x}}+\bar{y})(\bar{x}+\overline{\bar{y}})
$$

or

$$
\begin{equation*}
\text { POS of } f=(x+\bar{y})(\bar{x}+y) \tag{2.4}
\end{equation*}
$$

Each of the logic terms $(x+\bar{y})$ and $(\bar{x}+y)$ is a sum (i.e., OR) term, and the sum terms are multiplied (ANDed) to create a POS expression. Rule 2 would be used to determine an SOP expression for $f$ from the POS expression of $\bar{f}$.

Alternatively, a POS expression of $f$ can be obtained from the dual principle (defined next) applied to an SOP expression of $\bar{f}$ :

Dual Principle-The dual of an expression $\bar{x} y+x \bar{y}$ is equal to $(\bar{x}+y)(x+\bar{y})$ where AND and OR operators are interchanged; ANDs are converted to ORs and ORs are converted to ANDs, but the variable names remain the same in their complemented or uncomplemented form.

In general, the dual of a Boolean algebraic rule, such as $x(y+z)=x y$ $+x z$, results in $x+y z=(x+y)(x+z)$, which is another valid Boolean algebraic rule. If an algebraic rule contains a 1 or 0 , such as in $x+0=x$, its dual expression requires that 0 be replaced with a 1 and 1 be replaced with a 0 , for example, to produce $x .1=x$ (dual of $x+0=x$ ) as another Boolean algebraic rule.

A simpler way to obtain the POS expression $f=(x+\bar{y})(\bar{x}+y)$ from its truth table is to first obtain the dual expression for $\bar{f}=\bar{x} y+x \bar{y}$, which
would be, and then complement each variable in the dual expression to obtain the POS of $f=(x+\bar{y})(\bar{x}+y)$.

Example 2.2. Find the POS expression of $g$ given that an SOP expression of $\bar{g}=\bar{x} y z+x y \bar{z}+x \bar{y} z$.
Solution: First, obtain the dual expression of $\bar{g}$ as:

$$
\text { Dual of } \quad \bar{g}=(\bar{x}+y+z)(x+y+\bar{z})(x+\bar{y}+z)
$$

then complement (NOT) each variable in the dual expression to obtain the POS expression of $g$ :

$$
\text { POS of } \quad g=(x+\bar{y}+\bar{z})(\bar{x}+\bar{y}+z)(\bar{x}+y+\bar{z})
$$

In summary, two different methods to determine a POS expression of a function $f$ from an SOP expression of $\bar{f}$ were presented, as follows:

Method I: $f=\overline{S O P}$ of $\bar{f}$ and then apply DeMorgan's theorems.
Method II: Find the dual expression for the SOP of $\bar{f}$ and then complement each variable.

Figure 2.8 presents the OR-AND circuit for the POS in Eq. (2.4). An OR-AND circuit, similar to an AND-OR circuit, is a two-level circuit not counting the initial NOT gates (if any). The intermediate outputs of two concurrently operating OR gates are then fed to the single AND gate to produce $f$.


Figure 2.8 The AND-OR gate-level schematic of POS expression.

## Implementation of POS Expressions with NOR Gates

Replacing all the NOT, OR, and AND gates of an OR-AND circuit with NOR gates produces an equivalent NOR-only circuit. This is based on DeMorgan's Theorem 2 that states $\bar{x} \bar{y}=\overline{x+y}$. Consider the OR-AND
circuit in Fig. 2.8. The circuit can be designed using all NOR gates with the following procedure:

1. Replace each NOT gate (if any) with its equivalent NOR gate by connecting the inputs of a NOR gate to the single input of the NOT gate as shown. That is, $y=\overline{x+x}=\bar{x}$.

2. Place two NOT gates on each end of the intermediate signals $m$ and $n$ as shown in Fig. 2.9. This will not change the circuit behavior since the two NOT gates will not alter the output of the original signal (e.g., $\overline{\bar{m}}=\mathrm{m}$ ).


Figure 2.9 An OR-AND circuit with two NOT gates added at both ends of the wires used for intermediate signals $m$ and $n$.
3. Replace each OR-NOT pair with a NOR gate as shown in Fig. 2.10; a NOR gate is equivalent to an OR gate followed by a NOT gate.


Figure 2.10 POS circuit with added bubbles.

The only gate symbol not yet converted to a NOR gate is the AND gate with inverted inputs (shown with bubbles). The gate symbol is logically equivalent to NOR according to DeMorgan's Theorem 2, $\overline{m+n}=\bar{m} \bar{n}$.
4. Replace the AND gate with inverted inputs with a NOR gate as shown in Fig. 2.11.


Figure 2.11 NOR-only implementation of the POS expression.
The following Boolean algebra alternatively expresses a POS expression with NOR-only operators:

$$
\begin{align*}
f & =(x+\bar{y})(\bar{x}+y) \\
& =\overline{\overline{(x+\bar{y})(\bar{x}+y)}}  \tag{2.5}\\
& =\overline{\overline{(x+\bar{y})}+\overline{(\bar{x}+y)}}
\end{align*}
$$

The logic terms $\overline{(x+\bar{y})}$ and $\overline{(\bar{x}+y)}$ represent NOR terms, which are NORed to produce $f$. In summary, the SOP and POS expressions of a function are equivalent, and each would produce the same truth table. Therefore, use SOP expressions for NAND-only and POS expressions for NOR-only circuits.

### 2.3 Canonical Expression

An expression is called canonical if each logic term contains all of the input variables either in their complemented or uncomplemented forms. For example, a two-variable $f=\bar{x} \bar{y}+x y$ is a canonical SOP expression.

Both of the product terms in the expression include both variables $x$ and $y$ either in their complemented or uncomplemented forms. Similarly, a two-variable $f=(x+\bar{y})(\bar{x}+y)$ is an example of a canonical POS expression. A noncanonical expression contains one or more logic terms that do not include all the variables. For example, a three-variable SOP expression

$$
g=x \bar{y}+\bar{x} z+x y z
$$

is a noncanonical expression since the logic term $x \bar{y}$ is missing variables $z$ and $\bar{z}$ and $\bar{x} z$ is missing variables $y$ and $\bar{y}$. A given noncanonical SOP or POS expression may or may not be minimal; however, it can be first converted to its equivalent canonical expression and then minimized using the minimization techniques presented below.

### 2.3.1 Min-Terms

The input values corresponding to product terms are called the minterms. For example, consider the canonical SOP expression $f=\bar{x} \bar{y}+x y$ with two product terms $\bar{x} \bar{y}$ and $x y$. The two product terms of $f$ correspond to input values $x=0$ and $y=0$ or $(00)_{2}=0$ if $x$ and $y$ are concatenated, and $x=1$ and $y=1$ or $(11)_{2}=3$. The 2 and 3 are called the min-terms of $f$ and are written as follows using the Greek symbol $\Sigma$ (sigma) for sum to indicate an SOP:

$$
f(x, y)=\Sigma(2,3)
$$

Using min-terms, it is a straightforward process to write the canonical SOP expression for an output. If the min-terms are given in decimal numbers, they are first converted to binary and then the product terms are determined from the binary numbers, as illustrated here for an arbitrary function $g$ :

$$
\begin{aligned}
g(x, y, z) & =\sum(0,1,6,7) \\
g(x, y, z) & =\sum\left((000)_{2},(001)_{2},(110)_{2},(111)_{2}\right) \\
g & =\bar{x} \bar{y} \bar{z}+\bar{x} \bar{y} z+x y \bar{z}+x y z
\end{aligned}
$$

Note that for an output variable, its truth table, its list of min-terms, and its canonical SOP expression are three equivalent representations.

### 2.3.2 Max-Terms

Likewise, the input values corresponding to sum-terms are called maxterms. Max-terms are also written as integer numbers and identified by the Greek symbol (pi) for product to indicate a POS. Each max-term corresponds to a sum-term in the canonical POS expression. For example, the expression

$$
f(x, y)=\Pi(0,1)
$$

describes $f$ in terms of its max-terms; $f$ is 0 when its two inputs $x$ and $y$ concatenated equal $(00)_{2}=0$ or $(01)_{2}=1$.

The max-terms of a function $f$ are the min-terms of its complement function $\bar{f}$ and vice versa. The following steps 1 to 3 illustrate how to determine the canonical POS expression of an arbitrary function $h$ from its list of max-terms. Steps i and ii are listed for convenience, and they are used to determine the SOP expression of $\bar{h}$ from its min-terms.
1.

$$
\begin{aligned}
& h(x, y, z)=\Pi(0,1,6,7) \\
& h(x, y, z)=\Pi(000,001,110,111)
\end{aligned}
$$

2. 

$$
\begin{aligned}
& h(x, y, z)=\overline{\mathrm{SOP} \text { of } \bar{h}} \\
& h(x, y, z)=\overline{\bar{x}} \bar{y} \bar{z}+\bar{x} \bar{y} z+x y \bar{z}+x y z
\end{aligned}
$$

3. 

$$
\begin{aligned}
& h(x, y, z)=(\overline{\bar{x}} \bar{z} \bar{z})(\overline{\bar{x}} \bar{y} z)(\overline{x y \bar{z}})(\overline{x y z}) \\
& \text { POS of } h(x, y, z)=(x+y+z)(x+y+\bar{z}) \\
& (\bar{x}+\bar{y}+z)(\bar{x}+\bar{y}+\bar{z})
\end{aligned}
$$

i.

$$
\begin{aligned}
& \bar{h}(x, y, z)=\sum(0,1,6,7) \\
& \bar{h}(x, y, z)=\sum(000,001,110,111)
\end{aligned}
$$

ii.

$$
\bar{h}(x, y, z)=\bar{x} \bar{y} \bar{z}+\bar{x} \bar{y} z+x y \bar{z}+x y z
$$

Steps 2 and 3, however, may be replaced using the dual principle (i.e., Method II), as follows:

Apply the principle of duality to the SOP expression of $\bar{h}$ to determine its dual expression $(\bar{x}+\bar{y}+\bar{z})(\bar{x}+\bar{y}+z)(x+y+\bar{z})(x+y+z)$; then complement each of the variables in the dual expression to obtain the POS expression of $h$.

Again, note that for an output variable, its truth table, its list of maxterms, and its canonical POS expression are three equivalent representations.

### 2.4 Logic Minimization

As was discussed in Chap. 1, it is important that a minimum number of gates and each gate with a minimum number of inputs are used to generate an output signal. A minimal SOP or POS expression contains the least number of terms, and each term has the least minimum number of variables. Figure 2.12 illustrates the advantage of logic minimization. In both cases, circuit implementations of the canonical expressions require more gates and, therefore, more transistors and wires.

Implement with NAND gates
Canonical SOP: $f=\bar{x} \bar{y} z+\bar{x} y z+x y \bar{z}+x y z$
Minimal SOP: $f=\bar{x} z+x y$

Implement with NOR gates
Canonical POS: $f=(x+y+z)(x+\bar{y}+z)(\bar{x}+y+z)(\bar{x}+y+\bar{z})$
Minimal POS: $f=(x+z)(\bar{x}+y)$

| $x$ | $y$ | $z$ | $f$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 |

Figure 2.12 SOP and POS minimal vs. canonical expressions.
In Fig. 2.12, the circuit for the SOP canonical expression would require four 3-input AND gates, three NOT gates, and one 4-input OR gate, or a total of eight NAND gates, including the NOTs, each with 4 or fewer inputs. On the other hand, its equivalent minimal SOP expression would require only two 2-input AND gates, one NOT gate, and one 2input OR gate, or a total of four NAND gates, each with fewer inputs. Likewise, the circuit for the canonical POS expression of $f$ would require a total of eight NOR gates versus five NOR gates, each with fewer inputs.

As was discussed earlier, canonical SOP or POS expressions are easily derived from min-terms or max-terms, respectively. The min-/maxterms are read directly from truth tables. It is also equally straightforward to create a truth table from a given canonical SOP or POS expression; however, this is not recommended and not necessary.

Determining min-terms or max-terms from a given noncanonical expression is not a straightforward process. One option, which is not recommended, is to evaluate the expression for every input signal condition. For example, to construct the truth table for $f=y(\bar{x}+x z)$, one has to evaluate the function for all the possible 3-bit values that make up the bit values of inputs $x, y$, and $z$. For example, $x=0, y=1$, and $z=0$ yields $f=1 ; x=1, y=1$, and $z=0$ yields $f=0$; and so on to construct the entire truth table. The list of min-terms or max-terms of $f$ is then read from the table.

An alternative option, which is recommended, is to use Boolean algebra and convert a noncanonical expression to its canonical expression and then directly convert the canonical expression to its list
of min-terms, if the expression is an SOP, or its list of max-terms, if the expression is a POS. This is done by reversing the minimization steps, as illustrated here.

$$
\begin{array}{ll}
f=y(\bar{x}+x z) & \text { Noncanonical } \\
f=\bar{x} y+x y z & \text { Distribute } y \\
f=\bar{x} y(z+\bar{z})+x y z & \text { Insert the missing } z \text { and } \bar{z} \text { in the first term } \\
f=\bar{x} y z+\bar{x} y \bar{z}+x y z & \text { Canonical SOP }
\end{array}
$$

Use the following steps to convert a noncanonical POS of a function $f$ to its corresponding canonical expression:

1. Convert the noncanonical POS of $f$ to its noncanonical SOP of $\bar{f}$ using $\bar{f}=\overline{P O S} f$.
2. Determine the canonical SOP of $\bar{f}$ from its noncanonical expression.
3. Convert the canonical SOP of $\bar{f}$ to its corresponding canonical POS of $f$ using $f=\overline{S O P \bar{f}}$.

### 2.4.1 Karnaugh Map

A Karnaugh map (K-map) is a graphical technique used to identify and eliminate redundancies in canonical expressions and obtain one or more equivalent minimal expressions. Two min-terms or max-terms with binary representations that differ in only one bit can be simplified to one less variable. For example, with three variables $x, y$, and $z$, two minterms $2=(010)_{2}$ and $3=(011)_{2}$ differ in the bit corresponding to variable $z$. The terms minimizes to $\bar{x} y$ as illustrated here:

$$
\begin{aligned}
\bar{x} y \bar{z}+\bar{x} y z & =\bar{x} y(\bar{z}+z) \\
& =\bar{x} y \\
\text { since } \quad \bar{z}+z & =1 \text { and } \bar{x} y \cdot 1=\bar{x} y
\end{aligned}
$$

Likewise, two max-terms with binary representations that differ in only one bit simplify to a logic term with one less variable. Consider the
following canonical POS expression consisting of two max-terms $2=$ $(010)_{2}$ and $3=(011)_{2}$ that differ in only one bit:

$$
\begin{aligned}
& (x+\bar{y}+z)(x+\bar{y}+\bar{z}) \\
= & ((x+\bar{y})+z)((x+\bar{y})+\bar{z}) \\
= & (x+\bar{y})(x+\bar{y})+(x+\bar{y}) \bar{z}+ \\
= & (x+\bar{y})+(x+\bar{y})(\bar{z}+z)+0 \\
= & (x+\bar{y})+(x+\bar{y}) \\
= & (x+\bar{y})
\end{aligned}
$$

$$
=((x+\bar{y})+z)((x+\bar{y})+\bar{z}) \quad \text { Regroup smaller terms and }
$$

distribute distribute

Simplify
Simplify

$$
=(x+\bar{y})(x+\bar{y})+(x+\bar{y}) \bar{z}+z(x+\bar{y})+z \bar{z} \quad \text { Simplify and factor out }
$$

A K-map organizes the min-/max-terms in such a way that any two terms with binary representations that differ in only one bit become physically adjacent in the map, making it easier to identify such terms. For example, with three variables $x, y$, and $z$, the eight possible min-/max-terms are organized as either a $2 \times 4$ or $4 \times 2$ map, as shown in Fig. 2.13(a) and Fig. 2.13(b), respectively. Each cell in a K-map represents a min-/max-term, and is identified from the row and column labels in binary. For example, row 0 and column 00 identify the cell for the min-/max-term 0 ; row 0 and column 01 identify the min-/max-term 1; etc.

|  |  |  |  |  |
| ---: | :--- | :---: | :---: | :---: |
| yz: | 00 | 01 |  |  |
| x: | 0 | 11 | 10 |  |
|  | 0 | 1 | 3 | 2 |
|  | 4 | 5 | 7 | 6 |
|  |  |  |  |  |

(a) A $2 \times 4$ organization

| z: | 0 |  |
| :---: | :---: | :---: |
| xy: 00 | 0 | 1 |
| 01 | 2 | 3 |
| 11 | 6 | 7 |
| 10 | 4 | 5 |

(b) A $4 \times 2$ organization

Figure 2.13 A three-variable K-map organization; each cell represents a min- or max-term; choose either organization (a) or (b).

Note that in the figure, the adjacent rows and columns are labeled with binary numbers that differ in only one bit. The two columns with binary labels 00 and 10 in Fig. 2.13(a) are also considered adjacent; so are rows with labels 00 and 10 in Fig. 2.13(b). This makes it easier to visually identify two min-/max-terms with binary representations that differ in only one bit. Each term is adjacent to its physically east, west, north, or south term. For example, in Fig. 2.13(a), term $0=(000)_{2}$ is adjacent to its west term $2=(010)_{2}$, to its east term $1=(001)_{2}$, and to its south term $4=(100)_{2}$. Term $(000)_{2}$ has 1-bit difference with $(001)_{2}$, $(010)_{2}$, and $(100)_{2}$. Figure 2.14 illustrates a four-variable K-map. Term 0, for example, is adjacent to terms 1 (east), 2 (west), 4 (south), and 8 (north).

|  | yz: |  |  | 01 |  |  | 11 | 10 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| wx: | 00 | 1 | 3 | 2 |  |  |  |  |
|  | 0 | 4 | 5 | 7 |  |  |  |  |

Figure 2.14 A four-variable K-map; cells are numbered by their corresponding min-/max-terms.

The K-map for function $g(x, y, z)=\Sigma(2,6,7)$ is shown here with 1 in each corresponding min-term cell. The remaining cells correspond to max-terms and are left blank.

| $y z$ | 00 | 01 | 11 | 10 |
| ---: | ---: | ---: | ---: | ---: |
| $\mathrm{x}: 0$ |  |  |  | 1 |
| 1 |  |  | 1 | 1 |

In the K-map, min-term $2=(010)_{2}$ is adjacent to min-term $6=(110)_{2}$ and min-term 6 is adjacent to min-term $7=(111)_{2}$. Min-term 2, however, is not adjacent to min-term 7 since binary $(010)_{2}$ and $(111)_{2}$ differ in two bits. A K-map for POS $g(x, y, z)=\|(0,1,3,4,5)$ is shown here:

| $y z$ | 00 | 01 | 11 | 10 |
| ---: | :---: | ---: | ---: | ---: |
| $x: 0$ | 0 | 0 | 0 |  |
| 1 | 0 | 0 |  |  |

### 2.4.2 K-Map Minimization

A K-map always produces a minimal expression. A function may have more than one minimal expression, yet they are equivalent. Since any pair of adjacent terms reduces to a simplified expression with one less variable, multiple adjacent terms can result in an even simpler logic term with fewer variables. This is illustrated in Fig. 2.15 using a K-map with four min-terms: 2, 3, 6, and 7.


Figure 2.15 A K-map with four min-terms: 2, 3, 6, and 7.

The min-term $(010)_{2}$ is adjacent to min-term $(011)_{2}$ and $(110)_{2}$, the term $(011)_{2}$ is adjacent to $(010)_{2}$ and $(111)_{2}$, and the min-term $(110)_{2}$ is adjacent to $(010)_{2}$ and $(111)_{2}$. Using Boolean algebra, these min-terms simplify to $y$ as follows:

$$
\begin{align*}
\sum(2,3,6,7) & =\bar{x} y \bar{z}+\bar{x} y z+x y \bar{z}+x y z & &  \tag{2.6}\\
& =\bar{x} y(\bar{z}+z)+x y(\bar{z}+z) & & \text { Factor out smaller terms and simplify } \\
& =\bar{x} y+x y & & \text { Factor out } y \text { and simplify } \\
& =y(\bar{x}+x) & & \text { Simplify } \\
& =y & &
\end{align*}
$$

The following steps use Eq. (2.6) and Fig. 2.15 as an example to illustrate the K-map minimization technique:

1. Compare the two column labels 11 and 10 that are associated with the group of min-terms $(010)_{2},(011)_{2},(110)_{2}$, and $(111)_{2}$. The bit label associated with variable $z$ changes, while the bit label associated with variable $y$ remains unchanged; thus, $z$ should be eliminated. (Algebraically, two smaller terms $\bar{x} y$ and $x y$ are factored out to eliminate $z$.)
2. Compare the two row labels. Signal $x$ changes, while the bit label associated with $y$ (the remaining variable) remains unchanged; thus, $x$ should be eliminated. (Algebraically, $y$ is factored out to eliminate $x$.)
3. Write only the signals that were not deleted (only $y$ in this case) as the result of the simplification in steps 1 and 2 , but write the signal either as $y$ if its bit label is 1 , or as complement $\bar{y}$ if its bit label is 0 . This produces $y$ as the minimal expression for this group of minterms, which was also illustrated in Eq. (2.6) using Boolean algebra.

Using K-maps eliminates the need to apply Boolean algebra to reduce a canonical to its equivalent minimal expression. Consider the following K-map with five min-terms: 1, 2, 3, 6, and 7.

| $y z:$ | 00 | 01 | 11 | 10 |
| ---: | :---: | :---: | :---: | ---: |
| $\mathrm{x}: 0$ |  | 1 | 1 | 1 |
| 1 |  |  | 1 | 1 |

It was just illustrated that the group of adjacent min-terms 2, 3, 6, and 7 reduces to $y$. For the min-term $1=(001)_{2}$, the only adjacent min-term is $3=(011)_{2}$. By comparing the columns 01 and $11, y$ changes and thus is eliminated from the resultant logic term $\bar{x} y$, which corresponds to $x=0$ and $z=1$. Therefore, the final minimal expression for min-terms $1,2,3$, 6 , and 7 is

$$
\begin{equation*}
y+\bar{x} z \tag{2.7}
\end{equation*}
$$

Note that min-term 3 was used twice, once in the grouping of minterms 2, 3, 6, and 7, and again in the grouping of min-terms 1 and 3. This redundant use of a term in the grouping of min-terms is based on the Boolean algebra rule $x=x+x$ (or $x . x=x$ for max-terms). The rules state that repeated terms in a logic expression do not change its truth table, but they do help create larger groups of adjacent terms that eliminate more variables in the final simplified expression. The following Boolean algebra illustrates this point:

Given a canonical SOP expression $\bar{x} \bar{y} z+\bar{x} y \bar{z}+\bar{x} y z+x y \bar{z}+x y z$, repeat the logic term $\bar{x} y z$ associated with min-term 3 once to yield

$$
(\bar{x} \bar{y} z+\bar{x} y \bar{z}+\bar{x} y z+x y \bar{z}+x y z)+\bar{x} y z
$$

regroup the terms using the adjacency property:

$$
(\bar{x} y \bar{z}+\bar{x} y z+x y \bar{z}+x y z)+(\bar{x} \bar{y} z+\bar{x} y z)
$$

minimize each group to yield the final minimal SOP expression $y+\bar{x} z$.
Without a K-map, it is difficult to know which terms must be repeated and how many times. A minimal expression is derived by making sure that each grouping of the terms in the K-map contains a maximum
number of adjacent terms. The K-map minimization rules are summarized in the following section.

## K-Map Minimization Rules

1. Min-/max-terms that differ in only one bit are adjacent, and they are said to form an implicant. A K-map is assumed to wrap around on both sides; for example, column 00 is also adjacent to column 10.
2. A set of implicants may be combined to form a large group called a prime implicant. The number of terms in each group must be powers of 2 ; that is, a group with one term, two terms, four terms, or eight terms.
3. Each prime implicant must contain at least a single term that doesn't belong to any other prime implicant (i.e., no redundant groups). A prime implicant that satisfies this rule is called an essential prime implicant (EPI). The final minimal expression must include the logic term for all the EPIs.
4. All terms must be grouped.

Example 2.2. Minimize $f(x, y, z)=\Sigma(1,3,6,7)$.
Solution: A K-map of $f$.


The four min-terms 1, 3, 6, and 7 form not one but three prime implicants as shown in the K-map. This is because min-term $1=(001)_{2}$ and $6=(110)_{2}$ are adjacent to only one other term in the K-map. The prime implicant associated with min-terms $3=(011)_{2}$ and $7=(111)_{2}$ is not an EPI. For the prime implicant associated with min-terms 1 and 3 $=(011)_{2}$, the column labels for variable $y$ changes, resulting in logic term $\bar{x} y$. For the prime implicant associated with min-terms 6 and 7, the column labels change for variable $z$, thus resulting in logic term $x y$. The final minimal SOP expression is:

$$
f=\bar{x} z+x y
$$

Example 2.3. $\operatorname{Minimize} f(x, y, z)=\Sigma(0,2,3,4,5,6$, $)$.
Solution:

| $y z:$ | 00 | 01 | 11 | 10 |
| ---: | :---: | :---: | :---: | :---: |
| $x: 0$ | 1 | 1 | 1 | 1 |
| 1 | 1 |  |  | 1 |

Both the four corner min-terms $0,2,4$, and 6 and the four min-terms $0,1,2$, and 3 on the first row form two EPIs. For the prime implicant associated with the min-terms 0, 1, 2 , and 3 , labels of both variables $y$ and $z$ change; thus, the term reduces to $\bar{x}$. Likewise, for the prime implicant associated with the four corner min-terms, labels of variables $x$ and $y$ change, resulting in $\bar{z}$. The final minimal SOP is:

$$
f(x, y, z)=\bar{x}+\bar{z}
$$

Example 2.4. $\operatorname{Minimize} f(w, x, y, z)=\Sigma(0,2,3,4,5,6,7,8,10,12,13)$.

## Solution:



There are five prime implicants listed here with their corresponding list of min-terms. Only the prime implicants labeled $a, d$, and $e$ are EPIs. This is because the prime implicants $a, d$, and $e$ include the min-terms that are part of prime implicants $b, c$, and $f$.
a: $\Sigma(2,3,6,7)$
b: $\Sigma(0,4,8,12)$,
Redundant
c: $\Sigma(4,5,6,7)$,
Redundant
$\mathrm{d}: \Sigma(4,5,12,13)$,
e: $\Sigma(0,2,8,10)$,
$\mathrm{f}: \Sigma(0,2,4,6) \quad$ Redundant
For prime implicant $a$, the labels for variables $x$ and $z$ change, resulting in the minimal term $\bar{w} y$. For prime implicant $d$, the labels for variables $w$ and $z$ change, resulting in $x \bar{y}$ , and for $e$, the labels for variables $w$ and $y$ change, resulting in $\bar{x} \bar{z}$. The final minimal SOP expression is:

$$
f(w, x, y, z)=\bar{w} y+x \bar{y}+\bar{x} \bar{z}
$$

Example 2.5. $\operatorname{Minimize} f(w, x, y, z)=\Sigma(1,9,11,14,15)$.
Solution:


The list of prime implicants is:
a: $\Sigma(1,9)$
b: $\Sigma(14,15)$
c: $\Sigma(9,11)$
$d \Sigma(11,15)$.

The prime implicants $a$ and $b$ and either $c$ or $d$ are EPIs. The EPIs $a, b$, and $c$ yield the following minimal SOP expression:

$$
f(w, x, y, z)=\bar{x} \bar{y} z+w x y+w \bar{x} z
$$

Likewise, we may instead write an equivalent minimal SOP expression using the EPIs $a, b$, and $d$ as follows:

$$
f(w, x, y, z)=\bar{x} \bar{y} z+w x y+w y z
$$

Two minimal expressions are equivalent if they produce the same truth table; that is, the same list of min-/max-terms.

Example 2.6. Minimize $g(w, x, y, z)=I I(1,9,11,14,15)$.

## Solution:



The prime implicants of a POS expression are determined exactly the same way as the prime implicants of an SOP expression. However, in this case, 0 's of $g$ in the map, which are equivalent to the 1 's of $\bar{g}$, are grouped to determine the POS expression of $g$ using the technique ( $P O S f=\overline{S O P} \bar{f}$ ) discussed earlier. In this example, similar to Example 2.5, the list of SOP prime implicants of $\bar{g}$ are $\Sigma(1,9)=\bar{x} \bar{y} z, \Sigma(14,15)=w x y$, $\Sigma(9,11)=w \bar{x} z$, and $\Sigma(11,15)=w y x$. Thus, the list of POS prime implicants of $g$ are:
a: $\Pi(1,9)=\overline{\bar{x}} \bar{y} z=(x+y+\bar{z})$
$\mathrm{b}: \Pi(14,15)=\overline{w x y}=(\bar{w}+\bar{x}+\bar{y})$
c: $\Pi(9,11)=\overline{w \bar{x} z}=(\bar{w}+x+\bar{z})$
$\mathrm{d}: \Pi(11,15)=\overline{w y z}=(\bar{w}+\bar{y}+\bar{z})$.

Again, there exist two minimal POS expressions for $g$ : (1) using the EPIs $a, b$, and $c$; or (2) using the EPIs $a, b$, and $d$. Option 2 yields the following POS expression:

$$
g=(x+y+\bar{z})(\bar{w}+\bar{x}+\bar{y})(\bar{w}+\bar{y}+\bar{z})
$$

Example 2.7. $\quad$ Minimize $f(w, x, y, z)=\Pi(0,1,2,5,8,9,14)$.

## Solution:



The prime implicants are:
a: $П(0,1,8,9)$
b: $\Pi(0,2)$
c: $\Pi(1,5)$
d: $П(14)$.

These prime implicants are all essential, and the corresponding minimal POS expression is determined as follows:
a: Labels for variables $w$ and $z$ change, resulting in $(x+z)$.
b: Labels for variable $y$ change, resulting in $(w+x+z)$.
c: Labels for variable $x$ change, resulting in $(w+y+\bar{z})$.
d : The implicant consists of only one term, resulting in $(\bar{w}+\bar{x}+\bar{y}+$ $z)$.

The final minimal expression is:

$$
f(w, x, y, z)=(x+y)(w+x+z)(w+y+\bar{z})(\bar{w}+\bar{x}+\bar{y}+z)
$$

## Don't-Cares

Occasionally, an output may be defined only for a subset of input conditions, and for the remaining input conditions, the input is undefined. For example, consider a 7 -segment display unit (7SDU) and its converter module in Fig. 2.16. Suppose the converter is designed to display binary coded decimal (BCD) numbers 0 to 9 . Given a 4 -bit input between $0=(0000)_{2}$ and $9=(1001)_{2}$, the converter generates seven signals fa through fg: one signal to turn on each of the seven segments $a$ to $g$ and display a corresponding decimal digits 0 to 9 .



Figure 2.16 A 7-segment display unit and converter.
For example, to display 0 , all seven segments except $g$ must be turned on; thus, all signals except $f g$ need to be 1 (assuming active-high outputs). To display 9, all segments but ff must be turned on; thus, all but ff must be 1. A BCD-to-7SDU converter is expected to generate correct values for signals fa to $f g$ when its 4-bit input is between 0 and 9 . For inputs 10 to 15 , the outputs are undefined and can be considered don't-cares, which would be marked as "d" in the truth table.

A don't-care min-/max-term is interpreted as a "wild card"-either as 0 or 1 in the K-map as needed. Thus, it helps eliminate variables and simplify the final expression. Consider an expression $f(w, x, y, z)=\Sigma(1$, $9,14)+\prod_{d}(3,7,11)$ where ${ }_{d}$ is used to indicate the list of min-terms for which $f$ is don't-care. Likewise, symbol $I_{d}$ is used to indicate a list of max-terms for which a function is don't-care. As illustrated next, one of the EPIs includes two don't-cares. Only the don't-cares that help reduce the expression are used. The min-terms 3 and 11 as don't-cares are used with min-terms 1 and 9 to generate the EPI $\bar{x} z$. Min-term 7, also a don't-care, is not needed and therefore not used. The final minimal SOP expression reduces to $f(w, x, y, z)=\bar{x} z+w x y \bar{z}$.

### 2.5 Logic Minimization Algorithm

A K-map, being a graphical method, is only suitable for a small number of variables, such as four. For more than four variables, an algorithmic method that was developed in the mid-1950s and known as the Quine-

McCluskey algorithm is more appropriate. The algorithm finds a minimal logic expression using steps similar to those used with K-maps. The min-terms are grouped into different sets, where each set contains only the min-terms that have a specific number of 1 's in their binary representation. Consider the expression $f(w, x, y, z)=\Sigma(0,2,3,4,5,6$, 7, 8, 10, 12, 13) from Example 2.4. In binary, the min-terms are 0000, $0010,0011,0100,0101,0110,0111,1000,1010,1100$, and 1101. They can be grouped into four sets as follows:

| Set 1: | 0000 | Min-terms with no 1's |
| :--- | :--- | :--- |
| Set 2: | 0010 | Min-terms with one 1 |
|  | 0100 |  |
|  | 1000 |  |
| Set 3: | 0011 |  |
|  | Min-terms with two 1's |  |
|  | 0101 |  |
|  |  |  |
|  |  |  |
|  | 1010 |  |

Set 4: $0111 \quad$ Min-terms with three 1's
1101
One pair at a time, one min-term from Set 1 with one term from Set 2, are compared. The single bit change in any pair indicates an implicant. The changing bit is replaced by a dash (-) indicating the omission of the corresponding variable.

For example, min-term 0000 from Set 1 is compared with 0010 from Set 2 to generate the implicant 00-0 with signal y omitted. Min-term 0000 is again compared with min-term 0100 to generate the implicant $0-$ 00 with variable $x$ omitted, and so on. The same process (one pair at a time) is applied to the min-terms from Set 2 with those of Set 3 and Set 3 with those of Set 4 to generate the first set of implicants for the output. The initial Sets 1 to 4 are shown as Sets I. 1 to I. 4 under column I in Table 2.4.

The list of implicants generated using the terms in Sets I. 1 to I. 4 is shown as Sets II. 1 to II. 3 under column II in Table 2.4. Next to each minterm in Sets I. 1 to I.4, an "x" is placed if the min-term contributes to an implicant in column II; otherwise, the term is marked by an asterisk (*), identifying a prime implicant (none exists in this case). Once the implicants of column II are generated, the process repeats; one pair at a time, one implicant from Set II. 1 with one implicant from Set II. 2 is compared. In this case, any dashes between each pair of the implicants must line up.

|  | Column 1 |  |  |  |  |  | Column II |  |  |  |  |  | Column III |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | W | X | $y$ | z |  |  | W | X | $y$ | z |  |  | W | X | y | z |  |
| Set I. 1: | 0 | 0 | 0 | 0 | X | Set II. 1: | 0 | 0 | - | 0 | X | Set III. 1: | - | 0 | - | 0 | * |
|  |  |  |  |  |  |  | 0 | - | 0 | 0 | X |  | 0 | - | - | 0 | * |
| Set 1. 2: | 0 | 0 | 1 | 0 | x |  | - | 0 | 0 | 0 | x |  | - | - | 0 | 0 | * |
|  | 0 | 1 | 0 | 0 | x |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 1 | 0 | 0 | 0 | X | Set II. 2 | 0 | 0 | 1 | - | x | Set III. 2: | 0 | - | 1 | - | * |
|  |  |  |  |  |  |  | 0 | - | 1 | 0 | x |  | 0 | 1 | - | - | * |
| Set I. 3: | 0 | 0 | 1 | 1 | X |  | - | 0 | 1 | 0 | X |  | - | 1 | 0 | - | * |
|  | 0 | 1 | 0 | 1 | X |  | 0 | 1 | 0 | - | x |  |  |  |  |  |  |
|  | 0 | 1 | 1 | 0 | x |  | 0 | 1 | - | 0 | X |  |  |  |  |  |  |
|  | 1 | 0 | 1 | 0 | X |  | - | 1 | 0 | 0 | X | x: Not Prim | Imp | lican |  |  |  |
|  | 1 | 1 | 0 | 0 | x |  | 1 | 0 | - | 0 | X | *: Prime Im | plica |  |  |  |  |
|  |  |  |  |  |  |  | 1 | - | 0 | 0 | x |  |  |  |  |  |  |
|  | 0 | 1 | 1 | 1 | X |  |  |  |  |  |  |  |  |  |  |  |  |
| Set I. 4: | 1 | 1 | 0 | 1 | X | Set II. 3: | 0 | - | 1 | 1 | x |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 0 | 1 | - | 1 | x |  |  |  |  |  |  |
|  |  |  |  |  |  |  | - | 1 | 0 | 1 | x |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 0 | 1 | 1 | - | X |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 1 | 1 | 0 | - | X |  |  |  |  |  |  |

TABLE 2.4 List of All Prime Implicants (Marked *) Generated from Min-terms 0, 2, 3, $4,5,6,7,8,10,12$, and 13

For example, implicant $00-0$ from Set II. 1 is compared with implicant $10-0$ from Set II. 2 to generate the implicant $-0-0$. The generated implicants are shown in the table as Sets III. 1 and III. 2 in column III. Again, an implicant pair is marked by an " $x$ " in column II if it contributes to the list of implicants for the next cycle (column III); otherwise, it is
marked by an asterisk (*)—again, none exist in this case. The process repeats using the implicants listed in column III, but this time, no further processing is possible because none of the implicants from Set III. 1 when compared with those of Set III. 2 generates new implicants; thus, all the implicants in Sets III. 2 and III. 3 are marked with asterisks and are listed in Fig. 2.17 along with their corresponding logic terms.
a. $0-1-: \bar{w} y=\Sigma(2,3,6,7)$
b. $--00: \bar{y} \bar{z}=\Sigma(0,4,8,12)$
c. $01-: \bar{w} X=\Sigma(4,5,6,7)$
d. $-10-: x \bar{y}=\Sigma(4,5,12,13)$
e. $-0-0: \bar{x} \bar{Z}=\Sigma(0,2,8,10)$
f. $0--0: \bar{w} \bar{z}=\Sigma(0,2,4,6)$


Figure 2.17 The list of prime implicants obtained from Table 2.4.
The next step in the process is to use a minimum-set algorithm to select EPIs from the list of prime implicants a through $f$. Figure 2.17 is an organization of the prime implicants and their corresponding minterms. An " $x$ " is placed in each cell in the table when a prime implicant covers a min-term. For example, the prime implicant 0-0 with two dashes covers min-terms $0=(0000)_{2}, 2=(0010)_{2}, 4=(0100)_{2}$, and $6=$ $(0110)_{2}$, and thus these cells are marked with an " $x$ " in row 1 , as illustrated in the table.

The minimum-set algorithm is also an iterative process and starts by first selecting a prime implicant with only a single " $x$ " in any one column, which always identifies an EPI. In this case, the columns associated with min-terms 3,10 , and 13 each contain only a single " $x$ "; these are bolded and underlined in the table.

Suppose the min-terms are processed from left to right in Table 2.5. During iteration 1, the column associated with min-term 3 contains only a single "x," and thus the corresponding prime implicant $0-1$ - is selected as an EPI because it is the only one covering min-term 3 . It also covers min-terms 2, 3, 6, and 7, and therefore, the associated columns and the row are marked deleted (D), as illustrated in the table. This effectively reduces the size of the table for the next iteration. In iteration 2 , the prime implicant $-0-0$ that corresponds to a single " $x$ " in the column associated with min-term 10 is selected as the next EPI. Thus, the columns 0,8 , and 10 and row 2 are marked D. Finally, in iteration 3, the prime implicant -10 - associated with min-term 13 is selected as the next EPI, which results in deleting all of the remaining columns in the table, as well as the row corresponding to EPI $=-10-$.

|  | Prime Implicant |  |  |  | Min-terms |  |  |  |  |  |  |  |  |  |  | Iteration |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | w | X | y | $z$ | 0 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 10 | 12 | 13 | 1: | 2: | 3: |
|  | 0 | - | - | 0 | $x$ | X |  | x |  | x |  |  |  |  |  |  |  |  |
| EPI | - | 0 | - | 0 | X | X |  |  |  |  |  | X | $\underline{x}$ |  |  |  | D |  |
|  | - | - | 0 | 0 | x |  |  | x |  |  |  | X |  | x |  |  |  |  |
|  | 0 | 1 | - | - |  |  |  | x | x | x | x |  |  |  |  |  |  |  |
| EPI | 0 | - | 1 | - |  | X | $\underline{x}$ |  |  | $x$ | x |  |  |  |  | D |  |  |
| EPI | - | 1 | 0 | - |  |  |  | $x$ | x |  |  |  |  | x | $\underline{\mathrm{x}}$ |  |  | D |
| Iteration 1: |  |  |  |  |  | D | D |  |  | D | D |  |  |  |  |  |  |  |
| Iteration 2: |  |  |  |  | D |  |  |  |  |  |  | D | D |  |  |  |  |  |
| Iteration 3: |  |  |  |  |  |  |  | D | D |  |  |  |  | D | D |  |  |  |

TABLE 2.5 Illustrating the Minimum-Set Algorithms Using the Prime Implicants Obtained from Table 2.4

The algorithm ends when all the columns associated with the minterms are deleted. In this case, the algorithm stops after three iterations and produces three EPIs, $-0-0,0-1-$, and $-10-$ associated with the
three rows marked D under the heading "Iteration". The EPIs generate the minimal SOP expression $\bar{x} \bar{z}+\bar{w} y+x \bar{y}$, which was also determined earlier in Example 2.5 using a K-map.

If the minimum-set algorithm determines that there are no columns with a single " $x$ " in the table, the following rules are used to select the next prime implicant candidate:

1. Identify the columns with the least number of " $x$ " markings and then select the corresponding prime implicants as candidates.
2. From the list of prime implicants in step 1, select those prime implicants that cover the largest number of the remaining minterms (excluding columns that are marked D).
3. If multiple prime implicants are obtained in step 2, choose the one that has the largest number of dashes; the corresponding logic term would have fewer variables.
4. If there is more than one prime implicant satisfying step 3, then there are two or more equivalent minimal expressions.

The algorithm for obtaining a minimum POS expression is similar, except that max-terms are used in Table 2.4 and Table 2.5 instead of min-terms.

Typically, if a circuit has multiple outputs, a minimal expression for each output is not determined independently. Instead, the minimization goal would be to select those prime implicants that are common among the different expressions in order to minimize the total number of gates needed to implement all the expressions as a single circuit. Output signal from some gates may be shared and connected as inputs to more than one gate. Espresso minimization software [1] does exactly that when there are two or more expressions to minimize at the same time. CAD tools for logic design typically include this and other minimization software.

### 2.5.1 Minimization Software

Example 2.9 illustrates the format of Espresso's input and output files using the min-terms of $f(w, x, y, z)=\Sigma(0,2,3,4,5,6,7,8,10,12,13)$. A dot (.) in the first column indicates a parameter. For example, ".i 4" indicates the number of inputs-four in this case-and ".o 1" indicates the number of output bits- 1 in this case. The label ".ilb w x y z" lists
input variables-four in this case; ".ob f" lists output variables-one in this case; and ".e" indicates the end of the input file. The symbol "\#"indicates a comment line. In the output file, ".p" indicates the number of EPIs.

Example 2.8. Use Espresso to minimize the function $f(w, x, y, z)=\Sigma(0,2,3,4,5,6$, $7,8,10,12,13$ ).
Solution:
(a) Input file
\#Inputs: 4, Outputs: 1
.i 4
.○ 1
\#Input labels
.ilb w x y z
\#output bit label
. ob f
\#list of min-terms separated by space and a single output bit separated by a tab
00001
$\begin{array}{lllll}0 & 0 & 1 & 0 & 1\end{array}$
$\begin{array}{lllll}0 & 0 & 1 & 1 & 1\end{array}$
010001
$\begin{array}{lllll}0 & 1 & 0 & 1 & 1\end{array}$
$\begin{array}{lllll}0 & 1 & 1 & 0 & 1\end{array}$
$\begin{array}{lllll}0 & 1 & 1 & 1 & 1\end{array}$
$\begin{array}{lllll}1 & 0 & 0 & 0 & 1\end{array}$
$\begin{array}{lllll}1 & 0 & 1 & 0 & 1\end{array}$
11001
$\begin{array}{lllll}1 & 1 & 0 & 1 & 1\end{array}$
\#end of list
.e
(b) Output file; all comment lines are printed first

```
#Inputs: 4, Outputs: 1
#Input signal labels
#output bit label
#list of min-terms and output
#end of list
.i 4
.O 1
.ilb w x y z
.ob f
.p 3
-10- 1
-0-0 1
0-1- 1
.e
```

The output file lists three EPIs: $-10-, 0-0$, and $0-1-$. These EPIs are the same as those obtained earlier manually, as illustrated using Table 2.4 and Table 2.5.

The following Espresso output displays the EPIs for two output signals $f$ and $g$. The "11," "11," and " 10 " printed next to the EPIs indicate that all the three EPIs belong to $f$, and the first two ( $-10-$ and $-0-0$ ) are shared and also belong to $g$.

```
.O 2
.ob f g
.p }
-10- 11
-0-0 11
0-1-10
.e
```

Table 2.6 shows the results of the minimization algorithm applied to expression $f(w, x, y, z)=\Sigma(1,9,14)+\Sigma_{d}(3,7,11)$, which was also minimized earlier in Sec. 2.4.2. In column I, each of the don't-care terms is marked with "d." The minimization algorithm discussed earlier is the same, except that only one min-term in each pair can be a don't-care; two don't-care terms are never compared. For example, min-term $(0011)_{2}$ in Set I. 2 and min-term (0111) $)_{2}$ in Set I.3, both don't-cares, are never paired to generate the unnecessary prime implicant 0-11.

|  | 1 |  |  |  |  |  |  | 11 |  |  |  |  |  |  | III |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | w | x | y | $z$ |  |  |  | w | x | x | y | z |  |  | w | x | y | y | z |  |
| Set 1.1: | 0 | 0 | 0 | 1 |  | x | Set II.1: | 0 | 0 | 0 | - | 1 | x | Set III.1: | - | 0 | - | - | 1 | * |
|  |  |  |  |  |  |  |  | - | 0 | 0 | 0 | 1 | * |  |  |  |  |  |  |  |
| Set 1.2: | 0 | 0 | 1 | 1 |  | d |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 1 | 0 | 0 | 1 |  | x | Set II. 2 | 1 | 0 | 0 | - | 1 | x | Set III.2: |  |  |  |  |  |  |
|  | 0 | 1 | 1 | 1 |  | d |  | x: Not Prime Implicant |  |  |  |  |  |  |  |  |  |  |  |  |
| Set 1.3: | 1 | 0 | 1 | 1 |  | d |  | *: Prime Implicant |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 1 | 1 | 1 | 0 |  | * |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

TABLE 2.6 Prime Implicants of $f(w, x, y, z)=\Sigma(1,9,14)+\Sigma_{d}(3,7,11)$
The algorithm produces three prime implicants (marked with asterisks), one in each column. Table 2.7 is the organization of the prime implicants obtained in Table 2.6 for the minimum-set algorithm. The prime implicant $(1110)_{2}$ in Set I. 3 is an EPI. From the two remaining prime implicants $-0-1$ and -001 that cover both min-terms 1 and $9,-0-$ 1 is selected because it has more dashes than -001. These EPIs were also produced using Espresso in Example 2.9, where a dash (-) in the input file indicates a don't-care.

|  | $\mathbf{w}$ | $\mathbf{x}$ | $\mathbf{y}$ | $\mathbf{z}$ | $\mathbf{1}$ | $\mathbf{9}$ | $\mathbf{1 4}$ | $\mathbf{1}:$ | $\mathbf{2}:$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EPI | 1 | 1 | 1 | 0 |  |  | x | D |  |
|  | - | 0 | 0 | 1 | x | x |  |  |  |
| EPI | - | 0 | - | 1 | x | x |  |  | D |
| $1:$ |  |  |  |  |  |  | D |  |  |
| $2:$ |  |  |  |  | D | D |  |  |  |

TABLE 2.7 Illustrating the Minimum-Set Algorithms Using the Prime Implicants Obtained from Table 2.6

Example 2.9. Use Espresso to minimize $f(w, x, y, z)=\Sigma(1,9,14)+\Pi_{d}(3,7,11)$.
(a) Input file
.i 4
.○ 1
.ilb w x y z
.ob f
$\begin{array}{lllll}0 & 0 & 0 & 1 & 1\end{array}$
$\begin{array}{lllll}0 & 0 & 1 & 1 & -\end{array}$
$0 \begin{array}{lllll}0 & 1 & 1 & -\end{array}$
$\begin{array}{lllll}1 & 0 & 0 & 1 & 1\end{array}$
$\begin{array}{lllll}1 & 0 & 1 & 1 & -\end{array}$
$\begin{array}{lllll}1 & 1 & 1 & 0 & 1\end{array}$
.e
(b) Output file
.i 4
. 11
.ilb w x y z
. ob f
.p 2
1110 1
-0-1 1

### 2.6 Circuit Timing Diagram

We will start with the timing diagram of a NOT gate before we discuss a circuit's timing diagram. There is a delay associated with each gate. It is the time required for the gate output to change from logic 0 to logic 1 or vice versa from the time that one or more of its inputs change. Figure 2.18 illustrates the timing of a NOT gate with 0.1 ns gate delay. As shown in Fig. 2.18(a), the output $z$ transitions from 1 to 0 in 0.1 ns from the time that input $x$ transitions from 0 to 1 . Likewise, $z$ transitions from 0 to 1 in 0.1 ns from the time $x$ transitions from 1 to 0 . In Fig. 2.18(a), the signal transitions are shown to happen instantly. However, in reality, signals do not change instantly.

0.1 ns delay

(b) More realistic signal transitions

Figure 2.18 A NOT gate timing diagram with 0.1-ns delay: (a) a simplified timing diagram; $(b)$ a more realistic timing diagram.

A signal's rise time is the amount of time that the output voltage associated with logic 0 rises (increases) to that associated with logic 1. Similarly, a signal's fall time is the amount of time required for the output voltage associated with logic 1 to fall (decrease) to that associated with logic 0 . The rise and fall times of a gate may not be the same. Figure 2.18(b) illustrates a more realistic timing diagram of a NOT gate with the signal rise and fall times. The midpoints of the rise and fall times are often used to indicate instant signal transition as shown in the figure.

With a +5.0 voltage source, any value between 0 and 0.8 V at the input is interpreted as logic 0 , and between 2.0 and 5.0 V as logic 1 . An input voltage greater than 0.8 and less than 2.0 V is considered undefined. For logic 1 output, the voltage range is between 2.4 and 5.0 V , and for logic 0 , it is between 0 and 0.4 V . A lower voltage source (e.g., 1.8 or 1.2 V ) is typically used in battery-powered systems.

Recall that a minimal Boolean expression defines the logic relationship between a circuit's inputs and its output without considering gate or wire delays. A circuit's timing diagram is an illustration of the
actual changes that happen at the output of each gate in the circuit due to gate and wire delays. A timing diagram provides a more realistic view of a circuit behavior when changes take place at its inputs. For example, consider the expression $f(a, b, c, d)=\Sigma(1,3,5,7,10,11,14,15)$ that has the minimal SOP expression $f=\bar{a} \mathrm{~d}+a c$; note that $f$ does not depend on $b$. Figure 2.19 shows its equivalent NAND-only circuit with the intermediate signal, $x$, and $y$; the gates are also labeled G1 through G4 for reference.


Figure 2.19 Circuit for $\bar{a} d+a c$ with intermediate signal names; $f$ does not depend on $b$.

Figure 2.20 illustrates the timing diagram of the circuit when its input changes from concatenated $\operatorname{acd}=111$ to acd $=011$; that is, a changes from 1 to 0 . The delay for all the gates is assumed to be 0.1 ns , and wire delays are ignored. (Wire delays are outside the scope of this book.) Note that $f=\bar{a} d+$ ac produces $f=1$ when input is acd $=111$ or acd $=$ 011. However, due to gate delays, $f$ does not remain at logic 1 , as illustrated in the timing diagram, between time $=0.2 \mathrm{~ns}$ and 0.3 ns .


Figure 2.20 A timing diagram for the circuit in Fig. 2.19 when input a changes from 1 to 0 .

The change in signal a causes $\bar{a}$ to change to 1 after a 0.1 ns delay at gate G1 from its initial value of 0 to 1 at time-step 1. This change is shown by an arrow from the time signal a changes to 0 to the time when signal $\bar{a}$ changes to 1 . An arrow indicates signal dependency. At the same time, signal $y$ also changes from 0 to 1 at time-step 1 after a 0.1 ns delay at gate G3. The change in $\bar{a}$ at time $=0.1$ ns causes signal $x$ to change from its initial value of 1 to 0 at time-step 2 after a 0.1 ns delay at gate G2. This change is also shown by an arrow from the time $\bar{a}$ changes to 1 and $x$ changes to 0 .

At time $=0.1 \mathrm{~ns}$ when both $x$ and $y$ are at logic $1, f$ changes from 1 to 0 after a 0.1 ns delay at gate G4. And when $x$ changes to 0 at time $=0.2$ ns, $f$ changes back to 1 after a 0.1 ns delay at time $=0.3 \mathrm{~ns}$. Signal $f$ then remains at 1 thereafter.

The unexpected change in $f$ from 1 to 0 and back to 1 is called a hazard or glitch, and is due to gate and wire delays in the circuit (wire delays are ignored here). In this case, function $f=\bar{a} d+a c$ is said to have a 1-hazard when its input changes from acd = 111 to acd $=011$. An ORAND (or NOR-only) circuit has a 0-hazard when its timing diagram shows an unexpected change from 0 to 1 and back to 0 when its input changes.

Hazards violate the expected behavior of a combinational circuit and must be prevented from affecting the state (i.e., register contents) of a digital system. In Chap. 4, we will introduce a clock, an alternating 101 $01010 \ldots$, signal with a fixed period to control the loading time of a register. In Fig. 2.20, output $f$ is valid only after 0.3 ns from the time that there is a change at the circuit's input. The clock period is determined from the signal propagation delay as well as other delays discussed in Chaps. 4 and 5.

### 2.6.1 Signal Propagation Delay

Typically, there are several signal paths from the inputs to one or more outputs of a circuit. For example, output signal $f$ in Fig. 2.19 is determined by signal paths G1-G2-G4 or G3-G4. The time required for each path to propagate a signal change at its input all the way to the output signal depends on the number and size of the gates on the path and wire delay. The delay of the longest path is known as the circuit's propagation delay. Ignoring wire delay, a circuit's propagation delay is proportional to the number of gates in its longest path. The path G1-G2G4 in Fig. 2.19 is the longest path. Thus, the circuit's propagation delay is proportional to three gate delays, or 0.3 ns, as shown in Fig. 2.20; for simplicity, assume a 0.1 ns gate delay. The 0.3 ns delay is also the minimum time required for the 1-hazard at output $f$ to disappear and for the circuit to output $f=1$, as defined by its logic expression when the input to the circuit changes from concatenated acd = 111 to acd $=011$.

In general, the propagation delay of a circuit module with multiple outputs is determined by the longest path from its inputs to its many outputs. In this case, some of the individual outputs may have shorter propagation delays; however, at least one of the output signals would have the longest path that would determine the propagation delay for the entire module.

The circuits that implement SOP and POS expressions always have signal paths consisting of either two levels of gates or three levels of gates, including the initial NOT gate. This results in a propagation delay proportional to only two or three gate delays. Thus, the SOP or POS expressions are always preferred to speed up outputs and thus increase performance.

However, an expression that contains logic terms with many variables may not be implemented as a two- or three-level circuit due to fan-in limitations of the gates (discussed next). In this case, an expression must be partitioned into smaller expressions, each implemented with a smaller circuit requiring gates with fewer fan-in. The smaller circuits are then connected to create the final multilevel circuit with more than two levels, not counting the initial NOT gates. For instance, FPGAs, being a programmable chip, typically have restrictive resources and therefore cannot implement any arbitrarily sized SOP or POS expression. FPGAs are typically slower than the custom chips built for high performance.

### 2.6.2 Fan-In and Fan-Out

Fan-in is the number of inputs a gate can have, and the fan-out is the number of connections to which a gate's output can connect. For example, a NAND gate with a fan-in of 3 and a fan-out of 5 is shown in Fig. 2.21. The fan-in of a NOT gate is always 1. The fan-in of an XOR and XNOR gate is typically 2. The fan-in of AND, OR, NAND, and NOR gates could vary; however, each gate has a maximum fan-in and fan-out limit (e.g., 8) in order to operate normally.


Figure 2.21 A NAND gate with fan-in of 3 and fan-out of 5.

### 2.7 Other Gates

In addition to the standard gates discussed earlier, there are other useful gates necessary to design a digital system. These gates are known as a buffer, an open collector (OC) buffer, and a tri-state buffer.

### 2.7.1 Buffer

The symbol and truth table of a buffer are shown in Fig. 2.22(a). A buffer does not alter its input signal; it simply amplifies it. Assuming that the fan-out of an AND gate is 5, a buffer can increase the fan-out of the AND gate from 5 to, for example, 9 , as illustrated in Fig. 2.22(b).

(a) Buffer gate and its truth table

(b) Increasing fan-out

Figure 2.22 A buffer gate: (a) buffer symbol and truth table; (b) buffer used to increase the fan-out.

### 2.7.2 Open Collector Buffer

An OC buffer is similar to a buffer gate, except that when its input is logic 1, its output becomes high impedance, shown as $Z$ (Fig. 2.23(a)). A high-impedance signal is neither driven to logic 0 nor logic 1, and is shown electrically isolated, as if the wire is "floating" and not connected. Figure $2.23(b)$ illustrates a circuit with two OC buffers. The output of each gate is either 0 or $Z$, and thus the outputs can be connected together to generate a single output $f$. A Z-output can be changed to logic 1 or logic 0 using a "pull-up" or "pull-down" resistor connected to either the power source (e.g., 5.0 V ) or ground ( 0.0 V ), respectively. The Z-output in Fig. 2.23(b) is pulled up.


| In | Out |
| :---: | :---: |
| 0 | 0 |
| 1 | $Z$ |

(a) Open-collector buffer


| $a$ | $b$ | $f$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

(b) A two-input wired-AND logic

(c) An application of wired-logic

Figure 2.23 Open collector buffer and application: (a) symbol and truth table; (b) a two-input wired-AND logic and truth table; (c) the design of expansion slots.

Figure 2.24 illustrates the behavior of a high-impedance output using the circuit in Fig. 2.23(b) with two inputs $a$ and $b$. When $a=0$ and $b=0$,
the OC buffers B1 and B2 output 0 , thus connecting $f$ to ground, logic 0 (Fig. 2.24(a)). When $a=1$ and $b=1$, the outputs of both OC buffers B1 and B2 become Z (floating); this leaves $f$ connected to power, logic 1 (Fig. 2.24(d)). When $a=0$ and $b=1$ or $a=1$ and $b=0$, one of the buffers outputs 0 while the output of the other becomes $Z$, thus connecting $f$ to logic 0, as illustrated in Fig. 2.24(b) and (c). The four cases are summarized as a truth table in Fig. 2.23(b). The truth table illustrates an AND logic, and the circuit in this case is called a wiredAND logic. A wired-logic circuit can have a large fan-in.


Figure 2.24 A two-input wired-AND logic with four different input scenarios.

Wired-AND and wired-OR are two commonly used wired-logic circuits. For example, a wired-logic circuit is used in the design of computer systems with expansion slots. In this case, one can add a new functionality to a computer system by inserting an expansion card, a device controller interface ( DCl ), in one of the computer's expansion slots. An $n$-input wired-OR circuit, for example, can be used to OR $n$ signals, one from each device, and generate an output to inform the CPU when a device needs service, as illustrated in Fig. 2.23(c). The device interfacing will be discussed in more details in Chap. 9.

### 2.7.3 Tri-State Buffer

Figure 2.25 shows a tri-state buffer and its truth table. It is a combination of a buffer and an OC buffer. It operates like a buffer when enabled (e= 1 ), but its output becomes $Z$ when disabled $(e=0)$. Tri-state buffers are useful when two or more signals need to share a common wire known as a bus line (or simply a bus). Typically, a bus has many lines. Figure 2.26 illustrates the connection of three tri-state buffers to a 1-bit bus. One at a time, one of the enabling signals e1, e2, or e3 may be asserted to place the corresponding signal $a, b$, or $c$ on the bus. The other disabled tri-state buffers make their outputs Z ("floating"), and thus become isolated from the bus.


| e | $\ln$ | Out |
| :---: | :---: | :---: |
| 0 | 0 | $Z$ |
| 0 | 1 | $Z$ |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

Figure 2.25 A tri-state buffer and its truth table.


Figure 2.26 Three tri-state buffers sharing a 1-bit bus: (a) actual connections; (b) connections typically are shown with arrows.

A bus connection can be bidirectional if a module outputs to the bus and inputs from the bus. Figure 2.27(a) illustrates an example of bidirectional bus connections, using a buffer to input from the bus and a tri-state buffer to output to the bus. A data item that is transmitted over a bidirectional bus has a source module and a destination module. The source module places a data item using a tri-state buffer on the bus, and a destination module inputs the data using a buffer. A buffer protects a system from fan-out violation at the source module if the bus fan-out at the destination module is greater than 1 ; that is, a bus signal is connected to two or more gates inside a destination module, as illustrated in Fig. 2.27(a) for destination module C.


Figure 2.27 Module interconnection: (a) three modules interconnected using a bus; (b) three modules with one-to-one connections.

A bus reduces interconnection overhead. It can replace many one-toone connections among several modules (Fig. 2.27(b)) as long as the rate (how often) at which data (number of bits) is transmitted over the bus is sufficiently large enough to handle the load. The data rate of a bus is called bandwidth. For example, in Fig. 2.27(a), 1-bit data can be transmitted over the 1-bit bus every 10 ns if the enabling signals e1, e2, and e3 are asserted one at a time every 10 ns , or if one of the enable signals remains asserted for multiples of 10 ns durations. A 1-bit bus that is capable of transferring a 1-bit data every 10 ns has the same bandwidth as a 10-bit bus capable of transferring a 10-bit data every 100 ns ; in 100 ns both buses would transfer 10 bits. Therefore, the width
of a bus (number of lines) and the speed of the bus (how often) determine the bandwidth of the bus.

Two tri-state buffers may be used as a transceiver (transmitter/receiver) circuit that connects, for example, two separate buses as illustrated in Fig. 2.28. Each transceiver circuit creates a bidirectional connection between two bus lines. The direction (dir) signal decides the data direction either from bus A to bus B or from bus B to bus $A$. The enable (e) signal, when asserted, connects the two bus lines, keeping them connected while active.

Bus A Bus A
Line 2 Line 1


Figure 2.28 A transceiver module [2] shown for two bus lines; signal dir indicates data direction and e connects the two bus lines.

### 2.8 Design Examples

As discussed in Chap. 1, a data path includes many circuit modules. This section covers a few commonly used but small combinational circuit modules. The "selector" module in Fig. 1.1 (Chap. 1) is known as a multiplexer. Other examples discussed here are a simple adder, decoder, and encoder modules.

A 1-bit adder, known as a full adder (FA), generates the sum of two 1bit inputs plus an incoming carry-in bit as 0 or 1. A decoder module converts a number $A(0,1,2$, etc.) to a corresponding output signal (e.g., $f_{0}, f_{1}, f_{2}$, etc.). Only one of the outputs $f_{0}, f_{1}$, etc. can be active at any time. An encoder, on the other hand, performs the reverse operation and generates a number associated with an active input signal. Specifically, the following examples are discussed:

- The design of an FA with active-high signals
- The design of a 1-bit, 2-to-1 multiplexer and 1-bit, 4-to-1 multiplexer
- The design of a 1-to-2 decoder with active-low output signals
- The design of a 3-to-2 encoder with active-low input signals


### 2.8.1 Full Adder

An FA has three 1-bit inputs, one of which is the carry-in ( $c_{i n}$ ) and outputs a 1-bit sum (s) and a 1-bit carry-out ( $c_{\text {out }}$ ), as illustrated in Fig. 2.29. Table 2.8 shows its truth table. In each case in the table, $s$ and $c_{\text {out }}$ are determined as the sum of three-bits $a, b$, and $c_{i n}$. Multiple FA modules, as will be illustrated in the next chapter, can be used to design a large adder.


Figure 2.29 The block diagram of an FA.

| $\mathbf{a}$ | $\mathbf{b}$ | $\mathbf{c}_{\text {in }}$ | $\mathbf{c}_{\text {out }}$ | $\mathbf{s}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 |

TABLE 2.8 FA Truth Table
Minimal SOP expressions for $s$ and $c_{\text {out }}$ are determines as follows:

$$
\begin{aligned}
s\left(a, b, c_{\text {in }}\right) & =\sum(1,2,4,7) \\
c_{\text {out }}\left(a, b, c_{\text {in }}\right) & =\sum(3,5,6,7)
\end{aligned}
$$

| b cin: | 00 | 01 | 11 | 10 |
| ---: | :--- | :--- | :--- | :--- |
| a: 0 |  | 1 |  | 1 |
| 1 | 1 |  | 1 |  |


| b cin: | 00 | 01 | 11 | 10 |
| ---: | :--- | :--- | :--- | :--- |
| $\mathrm{a}: 0$ |  |  | 1 |  |
| 1 |  | 1 | 1 | 1 |

$$
\begin{align*}
s & =\bar{a} \bar{b} c_{i n}+\bar{a} b \bar{c}_{\text {in }}+a \bar{b} \overline{c_{i n}}+a b c_{\text {in }}  \tag{2.8}\\
c_{\text {out }} & =a b+a c_{\text {in }}+b c_{\text {in }}
\end{align*}
$$

Alternatively, the expressions of $s$ and $c_{\text {out }}$ can be written as illustrated in Eq. (2.9) also using XOR gates, thus simplifying the gatelevel schematic of the circuit, as shown in Fig. 2.30. However, this
solution would result in a longer propagation delay as compared to the circuit designed from the SOP expressions in Eq. (2.8).

$$
\begin{equation*}
s=\bar{a} \bar{b} c_{i n}+\bar{a} b \overline{c_{i n}}+a \bar{b} \overline{c_{i n}}+a b c_{i n} \quad \text { (canonical SOP) } \tag{2.9}
\end{equation*}
$$

$$
=c_{i n}(\bar{a} \bar{b}+a b)+\overline{c_{i n}}(\bar{a} b+a \bar{b})
$$

$$
=c_{i n}(\overline{a \oplus b})+\overline{c_{i n}}(a \oplus b)
$$

$$
=a \oplus b \oplus c_{i n}
$$

$$
c_{\text {out }}=\bar{a} b c_{i n}+a \bar{b} c_{i n}+a b \overline{c_{i n}}+a b c_{\text {in }} \quad \text { (canonical SOP) }
$$

$$
=(\bar{a} b+a \bar{b}) c_{i n}+a b\left(\overline{c_{i n}}+c_{i n}\right)
$$

$$
=(a \oplus b) c_{i n}+a b
$$



Figure 2.30 An alternative circuit for an FA.

## Propagation Delay Estimation

Assuming that a NAND gate has 0.1 ns delay, Eq. (2.10) shows the estimated propagation delay, denoted by symbol $\Pi$, for signals $s$ and $c_{\text {out }}$ in Eq. (2.8). The SOP expressions for $s$ and $c_{\text {out }}$ have three and two levels of gates, respectively. Wire delays are ignored in the calculation of the estimated delays for $s$ and $c_{\text {out }}$.

$$
\begin{aligned}
\Delta s & =\Delta n o t+\Delta n a n d+\Delta n a n d \\
& =0.1 \mathrm{~ns}+0.1 \mathrm{~ns}+0.1 \mathrm{~ns} \\
& =0.3 \mathrm{~ns} \\
\Delta c_{\text {out }} & =\Delta n a n d+\Delta \text { nand } \\
& =0.1 \mathrm{~ns}+0.1 \mathrm{~ns} \\
& =0.2 \mathrm{~ns}
\end{aligned}
$$

Equation (2.11) shows the estimated delays for signals $s$ and $c_{o u t}$ in Eq. (2.9) where an XOR designed from its SOP expression has 0.3 ns delay:

$$
\begin{align*}
\Delta s & =2 * \Delta x o r  \tag{2.11}\\
& =2 * 0.3 \mathrm{~ns} \\
& =0.6 \mathrm{~ns} \\
\Delta c_{\text {out }} & =\Delta x o r+\Delta \text { nand }+\Delta \text { nand } \\
& =0.3 \mathrm{~ns}+0.1 \mathrm{~ns}+0.1 \mathrm{~ns} \\
& =0.5 \mathrm{~ns}
\end{align*}
$$

A 1-bit, 2-to-1 multiplexer, or MUX for short, is a simple combinational circuit as shown in Fig. 2.31. The inputs $x$ and $y$ are each 1-bit data, and $s$ (a selector signal) causes the MUX to output either $x$ or $y$. As illustrated in the block diagram, labels 1 and 0 are arbitrarily assigned to inputs $x$ and $y$, respectively, and are reflected in the MUX's truth table (Table 2.9). The MUX outputs $y$ when $s=0$ or $x$ when $s=1$. Its minimal SOP expression is determined as follows:

$$
\begin{gather*}
r(s, x, y)=\sum(1,3,6,7)  \tag{2.12}\\
r=\bar{s} y+s x
\end{gather*}
$$

| $\mathrm{xy}:$ | 00 | 01 | 11 | 10 |
| ---: | :---: | :---: | :---: | :---: |
| $\mathrm{~s}: 0$ |  | 1 | 1 |  |
| 1 |  |  | 1 | 1 |


(a) MUX block diagram

(b) MUX circuit

FIgURe 2.31 The block diagram and circuit of a 1-bit, 2-to-1 MUX.

| $\mathbf{s}$ | $\mathbf{x}$ | $\mathbf{y}$ | $\mathbf{r}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 |

TABLE 2.9 Truth Table of the 1-bit, 2-to-1 MUX
For example, when $s=0$, Eq. (2.12) evaluates, as expected, to $r=y$, as illustrated here:

$$
\begin{aligned}
r & =\overline{0} y+0 x \\
& =1 y+0 \\
& =y+0 \\
& =y
\end{aligned}
$$

Likewise, when $s=1$, the MUX outputs (i.e., selects) input $x$. Figure 2.32 shows the block diagram of a 1-bit, 4-to-1 MUX with four data bits, $w, x, y$, and $z$, which are labeled as input numbers 3 to 0 , respectively. The MUX requires two select signals, labeled $s_{1}$ and $s_{0}$. Table 2.10 shows its simplified truth table. Its expanded truth table would have six inputs, larger than the limit of four we have assumed for using K-maps. There are two ways to determine the minimal SOP expression of the 4-to-1 MUX without using a K-map: (1) use Espresso software, or (2) extrapolate Eq. (2.12) to four inputs and two selection signals. That is, when $s_{1} s_{0}=0=(00)_{2}$, the MUX should output $z$, and for $s_{1} s_{0}=1=$ $(01)_{2}$, it outputs $y$; for $s_{1} s_{0}=2=(10)_{2}$, it outputs $x$, and for $s_{1} s_{0}=3=$ $(11)_{2}$, it outputs $w$. Its minimal SOP expression, therefore, is:

$$
\begin{equation*}
r=\overline{s_{1}} \overline{s_{0}} z+\overline{s_{1}} s_{0} y+s_{1} \overline{s_{0}} x+s_{1} s_{0} w \tag{2.13}
\end{equation*}
$$



Figure 2.32 The block diagram of a 1-bit, 4-to-1 MUX.

| $\mathbf{s}_{\mathbf{1}}$ | $\mathbf{s}_{\mathbf{0}}$ | $\mathbf{r}$ |
| :---: | :---: | :---: |
| 0 | 0 | $z$ |
| 0 | 1 | y |
| 1 | 0 | x |
| 1 | 1 | w |

TABLE 2.10 Simplified Truth Table of the 1-bit, 4-to-1 MUX
For example, when $s_{1} s_{0}=2=(10)_{2}$, Eq. (2.13) evaluates, as expected, to $r=x$, illustrated here:

$$
\begin{aligned}
r & =\overline{1} \cdot \overline{0} \cdot z+\overline{1} \cdot 0 \cdot y+1 \cdot \overline{0} \cdot x+1.0 . w \\
& =0 \cdot 1 \cdot z+0 \cdot 0 \cdot y+1 \cdot 1 \cdot x+1.0 . w \\
& =0+0+x+0 \\
& =x
\end{aligned}
$$

The circuit for the 4-to-1 MUX is given in Fig. 2.33. As the size of an MUX increases, so do its fan-in and fan-out requirements. Consider the
circuits for the aforementioned 2-to-1 and 4-to-1 MUXs. Their respective maximum fan-in and fan-out requirements are 2 and 2 and 4 and 3. Large MUXs, if designed using the methods discussed here, will lead to fan-in and fan-out problems. In Chap. 3, we will discuss design methodologies for large combinational circuits by first partitioning a problem into smaller design problems, and then for each smaller problem, a circuit is designed using the techniques learned in this chapter. The smaller circuits are then assembled to create a large combinational circuit that would be free of any fan-in and fan-out problems.


Figure 2.33 Circuit of a 1-bit, 4-to-1 MUX; maximum fan-in = 4; maximum fan-out $=2$.

### 2.8.3 Decoder

The block diagram and the circuit of a 1-to-2 decoder circuit with activelow outputs are shown in Fig. 2.34. Active-low labeled pins are typically
shown with bubbles at the base of each pin, as illustrated in Fig. 2.34(b). However, the bubbles in Fig. 2.34(b) do not necessarily imply that they are NOT gates. Table 2.11 shows the truth table of the decoder. Only one or none of the outputs $f_{1}$ and $f_{0}$ is asserted, depending on the values of signals $v$ and $e$. When $e=1$ and $v=0, f_{0}=0$ (asserted). When $e=1$ and $v=1, f_{1}=0$ (asserted). Otherwise, when $e=0$ (not active), both $f_{1}$ and $\_f_{0}$ are 1 (deasserted).

(a) Active-low output signal labels

(b) Active-low output pin labels

f1
_f0
(c) Circuit

Figure 2.34 Block diagram and circuit of a 1-to-2 decoder: (a) block diagram with signal names; (b) block diagram with pin labels; (c) decoder circuit.

| $\mathbf{e}$ | $\mathbf{v}$ | $\mathbf{f}_{\mathbf{1}}$ | $\mathbf{f}_{\mathbf{0}}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 |

TABLE 2.11 A 1-to-2 Decoder Truth Table with Active-Low Outputs

The expressions of signals $f_{1}$ and $f_{0}$ may be expressed as SOP or POS. However, in this case, both SOP and POS expressions for these signals are the same as determined here. The NAND-only decoder circuit has one gate delay, not counting the NOT gate (Fig. 2.34(c)).

$$
\begin{aligned}
-f_{1}(e, v) & =\Sigma(0,1,2)=\Pi(3) \\
-f_{1} & =\bar{e}+\bar{v}=\overline{e v} \\
-f_{0}(e, v) & =\Sigma(0,1,3)=\Pi(2) \\
-f_{0} & =\bar{e}+v=\overline{e \bar{v}}
\end{aligned}
$$



| $\mathrm{v}:$ | 0 | 1 |
| ---: | :--- | :--- |
| e: 0 |  |  |
| 1 | 0 |  |

Large decoders are also designed using a different methodology to avoid fan-in and fan-out problems. Decoders have many applications and are used in the design of, for example, memory and CPU data paths. Decoders are used to decode a memory address so that the content of the address can be read or written. Decoders are also used to decode a register number when writing a register file (Chap. 1).

### 2.8.4 Encoder

The block diagram and circuit of a 3-to-2 encoder with active-low inputs are given in Fig. 2.35(a), and the active-low labeled pins are shown with bubbles in Fig. $2.35(b)$. Table 2.12 shows its truth table. The input signals are arbitrarily numbered 0 through 2 as illustrated in the figure. An encoder circuit outputs the number assigned to an active input signal. For example, when $\_z=0$ (active), $y=1$ (not active), and _ $x=$ 1 (not active), the encoder outputs $r_{1} r_{0}=(00)_{2}=0$, correctly identifying the asserted signal _z as the input number 0 . However, when none of the encoder's inputs are active, another output signal named a (inputactive) is necessary. When $a=1$ (asserted), it indicates that one or more of the signals $x^{x}, y$, and $z z$ are active, and thus the 2 -bit result $r_{1} r_{0}$ identifies the active signal. On the other hand, when $a=0$ (not asserted), the output $r_{1} r_{0}=(00)_{2}$ is ignored.

(c) Circuit

Figure 2.35 Block diagram and circuit of a 3-to-2 encoder: (a) block diagram with signal names; (b) block diagram with pin labels; (c) encoder circuit.

| $\mathbf{x}$ | $\mathbf{y}^{\mathbf{y}}$ | $\mathbf{z}^{\mathbf{z}}$ | $\mathbf{a}$ | $\mathbf{r}_{1}$ | $\mathbf{r}_{\mathbf{0}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 1 | 0 | d | d |

TABLE 2.12 Truth Table of a 3-to-2 Encoder with Active-Low Inputs
It is also possible that two or more of the encoder inputs become active at the same time. For example, when $x=0, y_{-} y=0$, and $\quad z=1$, the encoder must output either the number assigned to active signal $\quad x$
or active signal _ $y$ based on some signal priority. Such an encoder is called a priority encoder.

Table 2.12 presents the truth table of the 3-to-2 priority encoder (Fig. 2.35) with _ $x$ as the highest-priority input and _ $z$ the lowest. Therefore, when _ $x=0$ (active), $y=0$ (active), and _z = 1 (not active), the encoder outputs $a=1$ and $r_{1} r_{0}=(10)_{2}$, identifying $\_x$ as the higherpriority input signal.

$$
\begin{aligned}
& r_{1}(x, y, z)=\Pi(4,5,6)+\Pi_{d}(7) \\
& r_{1}(x, y, z)=-\bar{x} \\
& r_{0}(x, y, z)=\Pi(0,1,2,3,6)+\Pi_{d}(7) \\
& r_{0}(x, y, z)=\left(\_x\right)\left(\_\bar{y}\right)=_{-} \overline{\bar{x}+{ }_{-} y} \\
& a(x, y, z)=\Pi(7) \\
& a(x, y, z)={ }_{-} \bar{x}+{ }_{-} \bar{y}+_{\_} \bar{z}=\overline{\overline{\bar{x}}+{ }_{-} \bar{y}+{ }_{-} \bar{z}}
\end{aligned}
$$

| _y_z: | 00 | 01 | 11 | 10 |
| ---: | :---: | :---: | :---: | :---: |
| _x:0 |  |  |  |  |
| 1 | 0 | 0 | $d$ | 0 |


| _y_z: | 00 | 01 | 11 | 10 |
| ---: | :---: | :---: | :---: | :---: |
| _x:0 | 0 | 0 | 0 | 0 |
| 1 |  |  | $d$ | 0 |


| _y_z: | 00 | 01 | 11 | 10 |
| ---: | :--- | :--- | :--- | :--- |
| _x:0 |  |  |  |  |
| 1 |  |  | 0 |  |

The POS expressions for output signals $a, r_{1}$, and $r_{0}$ are determined as follows:

Encoders are also designed without the output signal a, such as the one shown in Fig. 2.36. It is designed as a 4-to-2 encoder without the signal a, but the input number 0 is not used and is tied to power (or ground for active-high inputs), and thus effectively changes the circuit to a 3-to-2 encoder. When none of the inputs $x_{-} y$, and $z_{-} z$ are asserted, the encoder outputs $r_{1} r_{0}=(00) 2$, indicating that inputs are not active. When one or more of the input signals become active, the encoder outputs 3, 2, or 1 , and respectively identifies input $x$, $y$, or $z$ as an active signal. This eliminates the logic required to generate $\bar{a}$, and reduces one less signal when compared to the design shown in Fig. 2.35. The input that is tied to power can be implemented internally. Again, a different methodology is used to avoid fan-in and fan-out problems when designing a large encoder.


Figure 2.36 A 3-to-2 encoder block diagram without an input-active output signal.

Encoders also have many applications, especially in the design of a motherboard. An encoder, for example, can be used to quickly inform the CPU when an external signal becomes active. The active external signal may be generated by an input/output (I/O) device or by a module on the board requesting a service from the CPU.

### 2.9 Implementation

Modern digital circuit designers rely on CAD tools to translate a design into implementation data. A digital design CAD tool synthesizes (translates) a description of a digital circuit into an optimized and technology-dependent gate-level description called a netlist. The application-specific integrated chip (ASIC) and FPGA are examples of noncustom IC technologies. A processor chip would typically be a custom IC. A circuit may be described schematically or using an HDL or a combination of both. However, modern CAD tools require circuits described in HDL.

### 2.9.1 Programmable Logic Devices

Programmable logic devices (PLDs) are prefabricated, off-the-shelf devices that contain no manufacturing faults. They can be programmed (i.e., configured) to implement a netlist, instantly, and sometimes
dynamically on demand. Simple PLDs (SPLDs) are the simplest among all PLDs. An SPLD uses wired-logic to implement logic expressions, and is suitable for implementing small digital circuits. Complex PLDs (CPLDs) are the next generation of PLDs that contain configurable wiring channels within the chip to implement a more complex digital circuit.

FPGAs, which briefly were discussed in Chap. 1, are the modern version of PLDs that contain many configurable logic blocks (CLBs), configurable wiring channels, and configurable IO blocks that interface with the chip's (I/O) pins. An FPGA may be viewed as the modern-day equivalent of both the TTL 7400 chip series and circuit boards. The 7400 series were the first family of ICs that were designed for general use. The series included the standard logic gates, as well as larger combinational logic modules, such as MUX, decoder, and adder, and modules used to design sequential circuits. They were used to build the mini and mainframe computers during the 1960s and 1970s. Today, the 7400 series chips are sometimes used in education, especially in some introductory logic design courses.

An FPGA requires programming data to configure and interconnect CLBs and I/O blocks as indicated by a netlist. Some I/O blocks are configured as input pins and some as output pins. Figure 2.37 illustrates the internal organization of a simple FPGA with nine CLBs, each capable of implementing one or two simple logic functions. The wiring channels and the switch blocks are used to interconnect the inputs and outputs of each CLB to other CLBs and via the I/O blocks to I/O pins.


Figure 2.37 A simple FPGA block diagram.
Some FPGAs contain a configuration memory for implementing a different netlist on demand. Modern FPGAs typically contain thousands of CLBs, and some also contain memory blocks. There are system-onchip (SoC) FPGA chips [3-4] that also contain complex modules such as CPU and digital signal processor (DSP). With these chips, it is easier to design custom and complex digital circuits without requiring fabrication. Both Altera and Xilinx provide FPGA design kits with a universal serial bus (USB) interface [3-5].

### 2.9.2 Design Flow

Figure 2.38 illustrates a typical digital circuit design flow. It includes design entry, synthesis, and implementation phases. Each step in the design flow produces a different description of a target circuit, where each description is verified for design errors.


Figure 2.38 Digital circuit design flow [6].
Design Entry

During this phase of the design, a target digital circuit is described manually using a schematic design tool, an HDL, or a combination of both. The strict uses of schematic design tools in the industry have diminished over the years in favor of HDLs. The Verilog HDL is discussed in Sec. 2.10. Figure 2.39 shows the design of an FA using a schematic design and simulation tool called LogicWorks [7]. No synthesis tools are available in LogicWorks. A schematic design tool typically includes a library of logic gates and some commonly used combinational and sequential circuit modules. It may also include a library of the 7400 chip series. In addition, an schematic design tool may include hybrid design entry features to enter a data path schematically, where the individual modules in the data path are selected from a library or designed using an HDL.


Figure 2.39 A circuit schematic of a full-adder (FA) in LogicWorks, a schematic design tool.

## Functional Simulation

A schematically and/or HDL designed circuit must be verified to make sure it operates as expected. For example, for a given input, does the FA shown in Fig. 2.39 output the same results as indicated in its truth
table? Because this verification process can take a long time, especially for large circuits, the process is typically divided into functional, postsynthesis, and timing simulations. A functional simulation is used only to verify the correctness of a design without concern for its implementation issues. It is the first step to make sure a design is correct. If the functional simulation of a circuit is error free, then synthesis is started as the first phase of implementation; however, the design may still have synthesis and timing errors.

## Post-Synthesis Simulation

During the synthesis phase, a design is translated into its corresponding netlist based on the available resources in a given technology, such as the logic resources available in each CLB in a specific FPGA chip. Each CLB can only implement a few and simple logic expressions-for example, two 4 -variable logic expressions. A design's logic expressions may need to be divided into simpler expressions-for example, no more than four variables. The simpler expressions are saved as the circuit's netlist.

A post-synthesis simulation phase may be necessary to make sure a design has been translated correctly and that the generated netlist accurately describes the target circuit. A post-synthesis simulation requires less processing time than does a timing simulation. In addition, some delay information-for example, the CLB's signal propagation delay-may be available for post-synthesis simulation.

## Timing Simulation

A timing simulation is performed after a netlist is mapped to the available resources of a target device that is virtually modeled in the computer. For example, using the virtual model of an FPGA chip, a netlist is used to configure the CLBs, the I/O blocks, and the wiring channels through a process called placement-and-route.

During the placement phase, the minimized expressions in the netlist are assigned to the CLBs and the circuit's primary input and output signals are assigned to the I/O pins via the I/O blocks. Some designs may also require complex modules-for example, CPU, DSP, and memory, that already exist inside the chip.

During the routing phase, the signal dependency information in the netlist is used to wire (interconnect) the signals among the different

CLBs and the I/O blocks using the available on-chip wiring channels and switch blocks. However, the placement and the routing tasks are not typically done independently; the assignments of logic expressions to the CLBs and the primary I/O signals to I/O blocks may be changed in order to (1) maximize the use of the available resources in the chip or (2) minimize propagation delays. A timing simulation is used to make sure the timing requirement of a design is met.

### 2.10 Hardware Description Languages

Verilog and VHDL (VHSIC, or very-high-speed integrated circuit) are two industry-standard HDLs used to describe digital circuits. An HDL is used to formally describe a digital circuit and a test-bench is used to generate tests (i.e., test vectors) for the circuit.

An HDL description is called structural if a circuit is described in terms of a set of interconnected modules. The modules can be small, like AND, OR, NAND, etc., logic gates, or large circuits, like a decoder, multiplexer, adder, etc. Some commonly used large modules, such as an adder, may be predefined and used during synthesis.

An HDL description is called behavior if the HDL code describes the relationships between a module's inputs and its outputs using high-level language statements such as "if-else" or "case" (i.e., switch).

### 2.10.1 Structural Model

In this section, we briefly introduce the Verilog HDL. Other examples are included elsewhere in the book. However, the description is not complete and additional references may be necessary. Example 2.11 illustrates a structural model of an FA with two XOR gates and three NAND gates, as shown schematically in Fig. 2.39. A Verilog model starts with the keyword "module" and includes a name (e.g., full_adder) and a list of input and output ports (e.g., a, b, cin, s, and cout). A module description ends with the keyword "endmodule." The port listing can appear in any order, but must be specifically declared as "input" or "output." Signal names that are not declared as input and output ports are considered local and should be declared as a wire when the design
is structural. For instance, the three signals out 1, out 2, and out 3 in the example are all local.

Example 2.11. A Verilog structural model for the FA shown in Fig. 2.39:

```
module full_adder
    input a, b, cin,
    output s, cout
); //defines a module's name and its interface signals
wire out1, out2, out3; //defines local signal names
xor x1(out1, a, b);
xor x2(s, out1, cin);
nand n1(out2, out1, cin);
nand n2 (out3, a, b);
nand n3(cout, out2, out3);
```


## endmodule

The standard gates are called primitive gates and are known to the Verilog complier and need not be described. The x 1 , x 2 , n 1 , n2, and n3 in the example are optional and are names given to two instantiated XOR and three NAND primitive gates. The leftmost argument in each instantiated primitive gate is output, and the others are inputs. For instance, the signals out $1, s$, out 2 , out 3 , and cout are all outputs and thus are listed as the leftmost argument. A primitive gate can be instantiated with one or more input arguments, depending on its type. For example, a three-input primitive NAND gate would have one output (the leftmost) and three input arguments.

The modules can be instantiated in any order, similar to the way they are instantiated on the screen when using a schematic design tool (e.g., Fig. 2.39). The interconnections of the modules are determined from the list of their ports. For instance, the first instantiated primitive XOR gate has out 1 as its output port, and the second XOR uses out 1 as an input port. This implies that there is a wire that connects the two out 1 ports.

Likewise, the out 2 and out 3 signals are each connected by a wire. These signals are declared as "wire."

A test-bench module, such as the one given in Example 2.12, is also described in HDL and is used to test a circuit model, such as the FA model in Example 2.11. A test-bench module has no input or output ports. The 'include directive may be needed (depending on the design tool) to import a nonprimitive but already created HDL model in another model-for example, a test-bench. In general, each imported module may be instantiated one or more times as needed to create the target circuit model before testing. In Example 2.12, the "full_adder" HDL model is imported and is instantiated once for testing.

An initial block is used to list the test vectors in the "full_adder" module. All the statements inside an initial block are processed in sequence. All the variables to the left of an assignment operator (e.g., =) within an initial block or an always block (discussed later) must be declared as type reg. When describing a combinational circuit, the type reg has no specific significance. The type reg, however, becomes important when designing sequential circuits.

Example 2.12. A test-bench for testing the FA structural model in Example 2.10:
'include "full_adder.v" //input FA's description from local folder module tester();
reg a, b, cin;
wire s, cout;
full_adder fal(a, b, cin, s, cout); //instantiate FA
initial begin //start the test
\$display("Time a b cin cout s"); //header for the output
\$monitor ("\%4d \%b \%b", \$time, cout, s);
$\mathrm{a}=0 ; \mathrm{b}=0$; cin $=0$; \$display("\%4d \%b \%b \%b", \$time, $\mathrm{a}, \mathrm{b}, \mathrm{cin})$;
//test 1
\#1 //simulate
$\mathrm{a}=1 ; \mathrm{b}=1$; cin = 0 ; \$display("\%4d \%b \%b \%b", \$time, $\mathrm{a}, \mathrm{b}, \mathrm{cin})$; //test 2
\#1 //simulate
$\mathrm{a}=1 ; \mathrm{b}=1$; cin = 1; \$display("\%4d \%b \%b \%b", \$time, $\mathrm{a}, \mathrm{b}, \mathrm{cin})$; //test 3
\#1 //simulate
\$finish; //stops simulation
end
endmodule
When using a design tool without a debugger, a \$display statement is used to output the value of one or more input signals. A smonitor statement, on the other hand, is entered only once to track the values of one or more signals (input or output) during a simulation run. Each time that there is a change in the value of one or more signals listed in the \$monitor statement, the statement is executed to output the signal values. The syntax for both the \$display and \$monitor are the same and are similar to that of a "printf" statement in the C programming language. The output format "\%d", "\%h", "\%o" and "\%b" can be used to display values in decimal, hexadecimal, octal, and binary, respectively. Additional display formats, such as " $\frac{s}{}$ " and " $\% \mathrm{f}$ " are used to display string and floating-point numbers.

A simulation time-step is specified using the symbol "\#" followed by the length of simulation time as an integer number. If no delays are
assigned to modules, a functional simulation will assume each module has zero propagation delay and one simulation time (\#1) is sufficient to generate outputs.

Using the Synopsys design tool, the simulation output to test the FA model in Example 2.12 is shown here. It can be seen that when, for example, $a=1, b=1$, cin = 1, the \$monitor outputs $s=1$ and cout $=1$ at simulation time $=2$.

Chronologic VCS simulator
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;

\$finish called from file "tester2.v", line 18.
\$finish at simulation time 3

## VCS Simulation Report

Time: 3
CPU Time: 0.460 seconds; Data structure size: 0.0 Mb
The "=" symbol is called a blocking assignment. All the blocking assignment statements within an initial or an always block are evaluated sequentially one at a time, much like in a programming language. On the other hand, a nonblocking assignment (discussed later) is indicated by the symbols " $<=$ " and is evaluated simultaneously with the other nonblocking statements in an initial or an always block. The HDL statements within an initial block are evaluated only once, whereas those of an always block are evaluated as long as the circuit is being simulated, much like a real circuit that operates as long as it is powered.

Verilog also supports "for-loop," "case" (switch), "forever," and other control statements. However, not all Verilog statements are synthesizable. A test-bench, such as the one shown in Example 2.13, uses a for-loop to fully test the FA model. In the example, signals $a, b$, and cin are declared as a 1-bit reg, and variable $k$, used in the for-loop, is declared as a 4-bit reg in Little Endian bit order. The "reg [0:3] k;" would define $k$ in Big Endian bit order. A multibit variable can be referenced as a group or individually bit by bit. For example, in the example, $k[2]$ refers to the third bit of the multibit variable $k$, and $k[0]$ refers to the least significant bit (LSB) in $k$.

Example 2.13. A test-bench model to fully test the FA structure model given in Example 2.10:

```
`include "full_adder.v"
module tester();
reg a, b, cin;
reg [3:0] k;
wire s, cout;
full_adder fa1(a, b, cin, s, cout);
initial begin
$display("Time a b cin cout s");
$monitor ("%4d %b %b", $time, cout, s);
for (k = 0; k <= 7; k = k+1) begin
    #1 a = k[2]; b = k[1]; cin = k[0]; $display("%4d %b %b %b",
$time, a, b, cin);
end
#10 $finish; //stops simulation
end
endmodule
```

In the test-bench in Example 2.13, a new value is assigned to each of the inputs $a, b$, and cin during each simulation step. The inputs are also displayed before each simulation step. After each simulation step, the smonitor statement automatically displays the values of the output signals, provided that one or more signal values change. The output of
the simulation run is shown next. Note that the smonitor does not display outputs when signals $s$ and cout do not change between the test vector $a=0, b=0$, and $\operatorname{cin}=1$ and the test vector $a=0, b=1$, and $\operatorname{cin}=$ 0 , and again between the test vector $a=1, b=0$, and $\operatorname{cin}=1$ and the test vector $a=1, b=1$, and $\operatorname{cin}=0$.

```
Chronologic VCS simulator
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;
\begin{tabular}{cccccc} 
Time & a & b & cin cout & s \\
0 & & & & x & x \\
1 & 0 & 0 & 0 & & \\
1 & & & & 0 & 0 \\
2 & 0 & 0 & 1 & & \\
2 & & & & 0 & 1 \\
3 & 0 & 1 & 0 & & \\
4 & 0 & 1 & 1 & & \\
4 & & & & 1 & 0 \\
5 & 1 & 0 & 0 & & \\
5 & & & & 0 & 1 \\
6 & 1 & 0 & 1 & & \\
6 & & & & 1 & 0 \\
7 & 1 & 1 & 0 & & \\
8 & 1 & 1 & 1 & & 1 \\
8 & & & & 1 & 1
\end{tabular}
\$finish called from file "tester.v", line 16.
\$finish at simulation time 18
VCS Simulation Report
```

Time: 18
CPU Time: 0.390 seconds; Data structure size: 0.0 Mb

### 2.10.2 Propagation Delay Simulation

It is also possible to include an optional propagation delay for each of the primitive gates at the time of their instantiations. This provides a more realistic functional simulation. Example 2.14 is a description of the FA with a 1 ns delay assigned to each of the primitive NAND gates and a 3 ns delay to each of the primitive XOR gates. Therefore, $\Delta s=6 \mathrm{~ns}$ and $\Delta$ cout $=5 \mathrm{~ns}$.

Example 2.14. Structural modeling of an FA using primitive gates with delays:

```
'timescale 1ns/100ps
module full_adder
(
    input a, b, cin,
    output s, cout
) ;
wire out1, out2, out3;
xor #3 x1(out1, a, b);
xor #3 x2(s, out1, cin);
nand #1 n1(out2, out1, cin);
nand #1 n2 (out3, a, b);
nand #1 n3(cout, out2, out3);
endmodule
```

The compiler directive 'timescale indicates the timing scale applied during the simulation. The 'timescale in Example 2.14 defines the scale as 1 ns with 100 ps (picoseconds) increments. However, the timing scale is an estimation and the simulation results do not provide any real timing data.

The test-bench in Example 2.15 contains two test vectors entered at simulation times 0 and 10. As illustrated in the following simulation output, initially, the values of both signals cout and $s$ are unknown (" $x$ "). For the test vector $a=0, b=0$, and $\operatorname{cin}=1$, which is applied at simulation time 0 , the smonitor outputs, as expected, cout $=0$ at time $=$ 5 and $s=1$ at time $=6$. For the test vector $a=0, b=1$, and $\operatorname{cin}=1$ at time $=10$, the outputs, as expected, are cout $=1$ at time $=15$ and $s=0$
at time $=16$. The two test vectors were selected to expose the worstcase delay scenarios.

Example 2.15. A test-bench for the FA model with delays:

```
    'include "full_adder.v"
    'timescale 1ns/100ps
module tester();
reg a, b, cin;
wire s, cout;
full_adder fal(a, b, cin, s, cout);
initial begin
```

```
$display("Time a b cin cout s");
$monitor ("%4d %b %b", $time, cout, s);
a=0; b=0; ci = 1; $display("%4d %b %b %b", $time, a, b, ci);
#10
a=0; b=1; ci = 1; $display("%4d %b %b %b", $time, a, b, ci);
#10 $finish;
end
endmodule
```

Chronologic VCS simulator copyright 1991-2005
Contains Synopsys proprietary information.

| Time | a | b | c | cout | s |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 |  |  |
| 0 |  |  |  | x | x |
| 5 |  |  |  | 0 | x |
| 6 |  |  |  | 0 | 1 |

    \(10 \quad 0 \quad 1 \quad 1\)
    \(15 \quad 1 \quad 1\)
    \(16 \quad 1 \quad 0\)
    \$finish at simulation time 200
VCS Simulation Report

Time: 20000 ps
CPU Time: 0.040 seconds; Data structure size: 0.0 Mb
Nonprimitive modules cannot be instantiated with delay information. For these modules, the delay information is determined from the delay values specified within the module. However, it is possible to use a parameterized delay to overwrite the delay information of any module during instantiation.

### 2.10.3 Behavioral Modeling

The basic behavioral description in Verilog is the assign statement. It is used to directly enter a Boolean expression using the symbols " $\sim$ ", " $\&$ ",
" $\mid$ ", and " $\wedge$ " to express bit-wise NOT, AND, OR, and XOR operators, respectively. The NAND, NOR, and XNOR operators are also expressed using combined symbols " $\& \sim$ ", " $\mid \sim$ ", and " $\sim \wedge$ " or " $\wedge \sim$ ", respectively. Table 2.13 is a summary of the operators used in the Verilog HDL. Example 2.16 illustrates a behavior description of a 1-bit 2-to-1 MUX using an assign statement.

| Precedence | Operator Type | Symbol | Example |
| :---: | :---: | :---: | :---: |
| Highest | Unary | +,-, ! , ~ | +a, -a (negate a), !a (logical not), $\sim$ a (bidwise not) |
|  | Exponential | ** | a**3 (a cubed) |
|  | Arithmetic 1 | *, $1, \%$ | $a * b$ (multiply), $\mathrm{a} / \mathrm{b}$ (divide), $\mathrm{a} \% \mathrm{~b}$ (mod) |
|  | Arithmetic 2 | t,- | $a+b$ (add), $a-b$ (subtract) |
|  | Shift: |  |  |
|  | Logical | <<, >> | a<<2 (shift left twice) |
|  | Arithmetic | <<<, 》》 | a >>> (shift right 3 times extending the sign bit) |
|  | Relational | $\langle,\langle<\rangle,\rangle=$, | $a>=b$ (a greater or equal to b) |
|  | Equality |  |  |
|  | Logical | $={ }_{\text {a }}$ ! $=$ | $\mathrm{a}=$ = b if a is identical to b excluding x and $z$ |
|  | Case | $==$, ! = | $\mathrm{a}===\mathrm{b}$ is identical to b including $\times$ and $z$ |
|  | Bit-wise |  |  |
|  | Basics | \&, $1, \sim, \wedge$ | $a$ \& $b$ (and), $a^{\prime} \mathrm{b}$ (or), $\sim$ ( (not), $a^{\wedge} \mathrm{b}$ (xor) |
|  | Combined | $\& \sim, 1 \sim \sim \sim \wedge \sim$ | $a \& \sim b($ nand $), \mathrm{a} \mid \sim \mathrm{b}($ nor), $\mathrm{a} \sim \wedge \mathrm{b}(\mathrm{xnor}), \mathrm{a} \wedge \sim \mathrm{b}(\mathrm{xnor})$ |
|  | Logical | \& \& $11,!$ | a \& \& b (and), $\\|\\| b$ (or), !a (not) |
| Lowest | Conditional | ?: | $(\mathrm{a}>=\mathrm{b}) ? \mathrm{a}-\mathrm{b}: \mathrm{b}-\mathrm{a}$ |

TABLE 2.13 A Summary of the Verilog HDL Operators

Example 2.16. A behavior model of a 1-bit 2-to-1 MUX using an assign statement:

```
module mux1bit
    (
    input s,
    input x, y,
    output r
);
assign r = ~s & x | s & y;
endmodule
```

The most commonly used statement to describe the behavior of a circuit is an always block. It is declared using the keyword "always" followed by the symbol @ and a set of signal names as its sensitivity list, and like an initial block, contains a begin-end block. Example 2.17 illustrates an alternative behavior model of a 1-bit 2-to-1 MUX using an "if-else" statement. Because the $r$ signal depends on signals $s, x$, and $y$, these signals are included in the sensitivity list of the always block.

Example 2.17. A behavior modeling of a 1-bit, 2-to-1 MUX using an "if-else" statement:

```
module muxlbits
(
    input s,
    input x, y,
    output reg r
);
always@(s or x or y)
begin
```

```
    if (s = 1'b0)
    r = x;
else
    r = Y;
```

end
endmodule
Like an initial block, all the variables to left of an assignment (=) symbol within an always block must additionally be declared as type reg. A proper way to declare an output variable both as type output and type reg is the combined syntax output reg, as illustrated in Example 2.17.

The syntax 1'bo is used to enter a 1-bit binary number. Other examples to enter numbers are $5^{\prime}$ b11111, $8^{\prime} \mathrm{hFF}$, and $9^{\prime} \circ 777$ to enter a 5bit binary number $(11111)_{2}$, an 8-bit hex number 0xFF, and a 9-bit octal number $(777)_{8}$, respectively, where " 8 " is used here to indicate an octal number.

In addition, depending on the compiler version, alternative syntaxes are available to describe a sensitivity list. For example, "always@ (s or x or y)", "always@ (s, x, y)", "always@ (*)", or "always@*" are all acceptable syntaxes to enter a sensitivity list for a combinational circuit model. Furthermore, using a * as the sensitivity list in a combinational always block is the most preferred syntax, allowing the compiler to determine the list of sensitivity variables. A missing variable in a sensitivity list can result in an incorrect combinational circuit behavior.

Example 2.18 illustrates the behavior model of an FA using a case statement to enter its truth table. In the example, the curly brackets (\{\}) indicate concatenation. A "default" case is also normally required to handle missing cases. The acceptable signal values are $0,1, x$ (unknown), and $z$ (high-impedance, Z). Alternatively, "casex" ignores the $x$ and $z$ signal values and treats them as don't-cares.

Example 2.18. A behavior model of a FA using a "case" statement:

```
module full_adder
(
    input a, b, cin,
    output reg s, cout
) ;
always@(a or b or cin)
begin
    case ({a, b, cin})
    3'b000: begin s = 0; cout = 0; end
    3'b001: begin s = 1; cout = 0; end
    3'b010: begin s = 1; cout = 0; end
    3'b011: begin s = 0; cout = 1; end
    3'b100: begin s = 1; cout = 0; end
    3'b101: begin s = 0; cout = 1; end
    3'b110: begin s = 0; cout = 1; end
    3'b111: begin s = 1; cout = 1; end
    default: begin s = 0; cout = 0; end
    endcase
end
endmodule
```

Example 2.19 illustrates a behavior description of a 4-bit tri-state buffer with an active-low enable signal, where 4'bz indicates a 4-bit high-impedance $Z$ value.

Example 2.19. A behavior model of a 4-bit tri-state buffer:

```
module tristate4bits
(
    input _e, //declared active-low
    input [3:0] x,
    output reg [3:0] r
);
always@(*)
begin
    if (_e == 1'b0)
        r = x;
    else
        r = 4'bz; //or r = 4'bzzzz;
end
endmodule
```


### 2.10.4 Synthesis and Simulation

The FA HDL model in Example 2.18 was synthesized using the Altera Quartus II design and synthesis tool [4]. For synthesis, EP4CGX15BF14A7 1.2V, one of the Altera Cyclone IV GX family of programmable chips, was used. The synthesized circuit was then simulated with the Altera ModelSim simulation tool. Figure 2.40 illustrates the synthesized circuit with two CLBs used to implement the expressions for the sum and carry-out bits. In this case, the inputs $a, b$, and cin and the outputs $s$ and cout are also buffered to prevent possible fan-out violations. The simulation of the synthesized circuit with eight test vectors using a waveform is shown in Fig. 2.41.


Figure 2.40 The synthesized circuit of the FA behavioral model given in Example 2.18.


Figure 2.41 A gate-level simulation of the synthesized FA in Fig. 2.40.

Likewise, the 4-bit tri-state buffer model in Example 2.19 was synthesized and simulated using the Altera design, synthesis, and simulation tools. The synthesized circuit is shown in Fig. 2.42. Because the enable signal _e is active-low, an extra NOT gate is not required to operate the active-low enabled tri-state buffers. The simulation of the synthesized circuit with two test vectors is shown in Fig. 2.43.


Figure 2.42 A synthesized 4-bit tri-state buffer using the Altera Quartus II design tool.


FIgURE 2.43 The simulation output of the 4-bit tri-state buffer in Fig. 2.42.
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## Exercises

2.1 Evaluate $f=x \bar{y}+y z$ for $x=1, y=0$, and $z=1$ and for $x=1, y=1$, and $z=0$.
2.2 Evaluate $y=\overline{{ }_{-}} \bar{c} \bar{x}+\_c x$ for $\_c=0$ and $x=1$ and for $\_c=1$ and $x=1$ where _c is an active-low signal.
2.3 Proof Demorgan's theorem $\overline{x y}=\bar{x}+\bar{y}$ by creating truth tables for $f=\overline{x y}$ and $g=\bar{x}+\bar{y}$. Are the two truth tables identical?
2.4 Proof Demorgan's theorem $\overline{x+y}=\bar{x} \bar{y}$ by creating truth tables for $f=\overline{x+y}$ and $g=\bar{x} \bar{y}$. Are the two truth tables identical?
2.5 Draw the circuit schematic for $f=x \bar{y}+y z$ and then convert the schematic to NAND gates using the steps illustrated in the textbook.
2.6 Evaluate $f=(x+y)(\bar{y}+z)$ for $x=1, y=0$, and $z=1$ and for $x=1$, $y=1$, and $z=0$.
2.7 Draw the circuit schematic for $f=(x+y)(\bar{y}+z)$ and then convert the schematic to NOR gates using the steps illustrated in the textbook.
2.8 Given $f=x \bar{y}+y z$ (an SOP expression) determine its equivalent POS expression. Hint: First find the SOP of $\bar{f}$ and then use the rule "POS expression of $f=$ Complement of the SOP expression of $\bar{f}$ ".
2.9 Obtain the POS expression of $f$ by applying the Dual Principle to the SOP of $\bar{f}$ where $f=x \bar{y}+y z$.
2.10 Suppose we would like to build function $Y=2 X+3$ where $X$ denotes a 3-bit unsigned value $(x 2 x 1 x 0)_{2}$ and $Y=y 4 . . y 0$ is a 5 -bit value in hardware. Construct its truth table where input bits are $x 2$, $x 1$, and $x 0$ and output bits are $y 4$ through $y 0$. Then do the following for output $y 2$ (you may repeat this for the other outputs):
a. Determine the canonical SOP expression for output bit $y 2$.
b. Write the min-terms for $y 2$.
c. Use K-map and find a minimal SOP expression for $y 2$.
d. Draw a minimal NAND circuit for $y 2$.
e. Compare the number of transistors required to implement the canonical and the minimal SOP expressions.
2.11 Repeat Problem 2.10 but this time use POS expressions for $y 2$.
2.12 Repeat Problem $2.10 b$ through $d$ but this time use 3-bit 2's complement values for $X$ and output $y 4$.
2.13 Repeat Problem $2.12 b$ through $d$ but this time use POS expressions for $y 4$.
2.14 Find a minimal SOP expression for each of the following functions using K-maps:
a. $f(w, x, y, z)=\Sigma(0,2,8,10)+\Sigma_{d}(12,14)$
b. $g(a, b, c, d)=\Sigma(5,7,13,15)+\Sigma_{d}(6,14)$
c. $h(w, x, y, z)=\|(0,2,8,10)+I_{d}(12,14)$
d. $t(a, b, c, d)=\|(5,7,13,15)+I_{d}(6,14)$
2.15 Find minimal POS expressions for each of the functions given in Problem 2.14.
2.16 Use Espresso software to generate the minimal SOP expressions for all the output bits of function $Y=2 X+3$ where $X$ is a 4-bit unsigned value less than 10 . The $X$ values 10 to 15 are ignored and are treated as don't cares.
2.17 Repeat Exercise 2.16 but use 4-bit 2's complement values for $-5 \leq$ $X \leq 5$ and don't care for $X \leq-5$ and $X \geq 5$.
2.18 Given the function $\mathrm{Y}=\mathrm{X} \bmod 7$ where $\mathrm{X}=x 3 \times 2 \times 1 \times 0$ is a 4 -bit unsigned input and $Y=y 2 y 1 y 0$ is a 3-bit unsigned result, create a truth table for $Y$ and determine SOP and POS expressions for $y 2$, $y 1$, and $y 0$.
2.19 Use the logic minimization algorithm to determine a minimal SOP expression for the output bit $y 0$ of function $Y=X-3$ where $X=$ $x 3 . . x 0$ and $Y=y 3 . . y 0$ are 4-bit 2's complement numbers.
2.20 Use the logic minimization algorithm to determine a minimal SOP expression for $y=\Sigma(2,3,6,9,10,13)$.
2.21 The prime implicants for $f(a, b, c, d)=\Sigma(1,3,5,7,10,11,14,15)$ are $\bar{a} d+a c$ and $c d$. The timing diagram for its minimal expression $f$ $=\bar{a} d+a c$ is shown in Fig. 2.25. Draw the circuit for the non-minimal $f=\bar{a} d+a c+c d$ which includes all its prime implicants, and label its internal signals. Draw a timing diagram for the new circuit when its input change from acd $=111$ to acd $=011$. Does the circuit produce a glitch?
2.22 The minimal POS expression for $f(a, b, c, d)=(0,2,4,6,8,9,12$, 13) has two essential prime implicants $(a+d)$ and $(\bar{a}+c)$ and a nonessential prime implicant $(c+d)$.
a. Draw a timing for minimal $f=(a+d)(\bar{a}+c)$ when its inputs change from acd $=000$ to acd $=100$. Does the circuit produce a glitch?
b. Draw a timing for the non-minimal $f=(a+d)(\bar{a}+c)(c+d)$ when its inputs change from acd $=000$ to $\operatorname{acd}=100$. Note $f$ includes all its prime implicants. Is there a 1-hazard?
2.23 Design a two-input wired-OR gate (Hint: Use Demorgan's theorems.).
2.24 Determine a POS expression for the 2-to-1 MUX in Fig. 2.31.
2.25 Design an arbitrary function $f(w, x)=\Sigma(0,2)$ using a 4-to-1 MUX.
2.26 Use a 2-to-4 decoder to connect four modules each outputting one bit to a one-bit bus. Only one module at a time can place data on the bus. At times no module may be allowed to place data on the bus. Show details.
2.27 Design a circuit for the 3-to-2 encoder in Fig. 2.35 using NAND gates.
2.28 Suppose, the decoder in Problem 26 is able to activate each output signal every 10 ns in a round-robin fashion and allow each module to output 1 bit once every 10 ns . What is the peak rate of transfer for each module in bytes? Also, what is the peak bus bandwidth? Hint: Rate of transfer and bandwidth are measured in bytes per second. Peak rate of transfers is the maximum number of bytes (in KB, MB, etc.) a module can send per second. Peak bus bandwidth is the maximum number of bytes a bus can transfer per second.
2.29 Create and simulate for all values of $x, y$, and $z$ a Verilog model for $f=x \bar{y}+y z$ using:
a. A structural description with NOT, AND, and OR gates
b. A structural description with NOT and NAND gates
c. A structural description with delays using 1 ns delay for NOT and NAND and 2 ns delay for AND and OR gates
d. A behavioral description using an "assign" statement
e. A behavioral description using an "always" statement
2.30 Create and simulate for all values of $x, y$, and $z$ a Verilog model for $f=(x+y)(\bar{y}+z)$ using:
a. A structural description with NOT, AND, and OR gates
b. A structural description with NOT and NOR gates
c. A structural description with delays using 1 ns delay for NOT and NOR and 2 ns delay for AND and OR gates
d. A behavioral description using an "assign" statement
e. A behavioral description using an "always" statement
2.31 For the cases below create and simulate a Verilog behavioral description for a 1-to-4 MUX.
a. Use "if-else" statements
b. Use a "case" statement
2.32 For the cases below create and simulate a Verilog behavioral description for a 2-to-4 decoder. Label signal names with correct polarity (e.g., _x can be used to indicate an active-low signal and $x$ an active-high signal).
a. Active-high inputs and active-high outputs using an "always" statement
b. Active-high inputs and active-low outputs using an "always" statement
2.33 For the cases below create and simulate a Verilog behavioral description for a 3-to-2 decoder. Label signal names with correct polarity (e.g., _ $x$ would indicate an active-low signal and $x$ an active-high signal).
a. Active-high inputs and active-high outputs using an "always" statement
b. Active-low inputs and active-high outputs using an "always" statement

## CHAPTER 3

# Combinational Circuits: Large Designs 

### 3.1 Introduction

The design techniques that were presented in the previous chapter apply only to combinational circuits with a small number of inputs. Combinational circuits that have many inputs must be designed differently. For example, consider a combinational circuit with $n=32$ inputs. Its truth table would have more than four billion rows-too large to be designed using the techniques of Chap. 2. Moreover, large circuits must meet design fan-in and fan-out requirements. This requires a topdown methodology to repeatedly partition a large combinational circuit design problem into smaller problems until the final set of design problems is small enough to use the techniques learned in Chap. 2. The larger circuit is then created by assembling the smaller circuit modules.

Circuits that perform four elementary arithmetic operations-addition, subtraction, multiplication, and division-are examples of large combinational circuits used in modern processors. Like software solutions that may implement alternative algorithms with each requiring different processing time and memory usage, large combinational
circuits may be implemented using a different amount of hardware (e.g., transistor count). A circuit solution with more transistors implies a higher number of logic operations will be performed in parallel, which typically means smaller circuit propagation delay, but also more power consumption.

In general, more hardware implies less processing time. A CPU that contains fast arithmetic modules is expected to execute programs faster; a multicore processor is expected to perform tasks faster than a singlecore processor, etc.

In this chapter, we provide design examples of arithmetic circuits. In particular, we discuss the design of a commonly known fast adder and also present the design of a subtractor, a 2's complement adder, an arithmetic logic unit (ALU), a multiplier, and a divider. The chapter also presents IEEE floating point (FP) number standards and arithmetic.

### 3.1.1 Top-Down Design Methodology

A top-down methodology, also known as hierarchical, refers to a design flow, such as a tree, that consists of parent and leaf nodes. A large design problem at the root node is successively partitioned into a set of smaller design problems at the leaf nodes. The problem at the root is first partitioned into smaller design problems as children nodes. The design problem at each child node (now a parent node) is again divided into yet smaller design problems, if necessary. The process continues until each of the design problems at the leaf nodes is small and has fewer inputs.

For each design problem at the leaf nodes, the techniques of Chap. 2 are applied to design a circuit. These circuits are then successively combined to build the target large combinational circuit. A design may require one or more copies of each smaller circuit. A final circuit must be free from any fan-in and fan-out problems.

At each step in the design flow, various methods and algorithms are examined, design tradeoffs such as circuit delay and gate counts are analyzed, and the best solutions that meet the overall design requirements are selected. In general, a bit-parallel or bit-serial design partitioning technique (defined next) is applied at each parent node, starting at the root node.

A partitioning is called bit-parallel when a design problem is partitioned into smaller design problems, each a single function. For example, the design of the combined AND/ADD circuit module that generates the result of either an $n$-bit bitwise AND or an $n$-bit addition can be viewed as three separate design problems: an $n$-bit bitwise AND, an $n$-bit adder, and an $n$-bit 2-to-1 multiplexer (MUX), as illustrated for $n$ $=8$ in Fig. 3.1. The MUX would select either the result generated by the bitwise AND module or the sum generated by the adder. Even though the bitwise AND, the adder, and the MUX are now associated with only a single function, they are still too big to design using the techniques of Chap. 2. Each of these modules must be further partitioned into yet smaller design problems.


Figure 3.1 A top-down, bit-parallel and bit-serial design partitioning example.

The bit-serial methodology is used to partition a design problem into smaller problems, each requiring fewer inputs. For example, the design of a large circuit with $n$-bit inputs can be partitioned into a $k$-bit input
design problem called a slice, with $k$ (preferably) evenly dividing $n$. Each slice may perform one or more functions, but only operates on fewer bits. For instance, an 8-bit adder can be designed using 8 copies of a full-adder (FA), or the 8-bit, 2-to-1 MUX can be designed using eight copies of a 1-bit, 2-to-1 MUX. In the figure, the number next to each node indicates the number of copies. The constant $k$ is selected in such a way that a $k$-bit slice would not violate the fan-in and fan-out limitations of the gates used.

It is also possible to use the bit-serial methodology to design an 8-bit AND/ADD module using eight copies of a 1-bit AND/ADD slice, four copies of a 2-bit AND/ADD slice, etc., as illustrated in Fig. 3.2 for 1-bit and 2-bit AND/ADD slices. In general, an $n$-bit module may be designed using $n$ 1-bit, $n / 2$ 2-bit, $n / 4$ 4-bit slices, etc. Each slice may also need to output additional signals-for example, a carryout bit that would be used by an adjacent slice when the ADD function is selected. For a minimum propagation delay, a bit-serial slice is modeled with a truth table and either designed as a minimized sum of product (SOP) or product of sum (POS) circuit.


Parent node

Figure 3.2 A top-down, bit-serial design partitioning example: (a) eight 1-bit slices; (b) four 2-bit slices.

Which design methodology, bit-parallel or bit-serial, to use in each step of the design process will have an impact on the maximum
propagation delay of the resultant circuit and the total number of required gates. This chapter presents the design of some commonly used large combinational circuits.

### 3.2 Arithmetic Functions

Adding, subtracting, multiplying, and dividing are four basic arithmetic functions. More complex functions such as square root, exponential, sine, etc., that operate on floating-point (FP) numbers use the basic four functions to produce outputs. As the number of transistors in an integrated chip (IC) has increased over the years, more and more of the arithmetic functions have been implemented in hardware. For example, the earlier microprocessors only implemented addition and subtraction functions, and the remaining functions were implemented in software. Many calculators are still designed this way, where a small number of functions are implemented in hardware and the rest in software. Modern microprocessors typically include integer arithmetic circuits called an integer unit (IU) and floating-point unit (FPU). Often, a modern microprocessor includes multiple IUs and FPUs as well as integer and floating-point single instruction multiple data (SIMD) units, discussed in Chap. 1.

### 3.3 Adder

An $n$-bit integer adder inputs two $n$-bit numbers and an optional carry-in bit $\left(c_{\text {in }}\right)$ to generate an $n$-bit sum and a final carryout bit ( $c_{\text {out }}$ ). As illustrated in Fig. 3.3, starting from the right (i.e., the least significant bits first), two bits and the previous carry-bit are added to generate a sum-bit and a carry-bit ( 0 or 1 ) to be used with the next two bits. In the figure, the initial $c_{\text {in }}$ is assumed to be 0 . The algorithm repeats until the last two bits are added and the final sum bit and the final carryout bit, $c_{\text {out }}$, are generated.


Figure 3.3 The illustration of a 4-bit binary addition.
In the figure, the first two bits (both 1) and $c_{\text {in }}=0$ are added to generate 0 as the sum bit and 1 as the carry bit. The next two bits, again both 1, and the previous carry-bit (1) are added to generate 1 for both the next sum-bit and the next carry-bit. Other bits are similarly added. This simple addition algorithm can be viewed as multiple 1-bit addition steps, each an FA, as illustrated in Fig. 3.4 for the ith step. During each step of the algorithm, two 1-bit inputs $a_{i}$ and $b_{i}$ and the previous carry-bit $c_{i-1}$ are added to generate the sum-bit $s_{i}$ and the next carry-bit $c_{i}$. For $n$ bits, the steps can be repeated $n$ times for $i=0,1, \ldots, n-1$ with $c_{-1}=$ $c_{\text {in }}$ and $c_{\text {out }}=c_{\mathrm{n}-1}$.

Figure 3.4 Viewing each binary addition step as an FA.

### 3.3.1 Carry Propagate Adder

An $n$-bit adder that implements the simple addition algorithm illustrated in Fig. 3.4 is designed by connecting $n$ FA slices in series, as shown in Fig. 3.5. The carry-bits $c_{0}$ through $c_{n-1}$ are generated one at a time, starting from the least significant carry-bit, similar to the way addition is performed by hand. The adder is called a carry propagate adder (CPA) because the carry-bits propagate from one FA slice to the next. The adder is also called a ripple carry adder (RCA) because the carry-bits ripple through the circuit as one carry-bit is fed to the next FA slice in a chain.

(a) n-bit adder block diagram

(b) n-bit CPA

Figure 3.5 An $n$-bit adder: (a) block diagram; (b) an $n$-bit CPA.
The CPA is the simplest circuit for an adder and has the longest propagation delay that is proportional to the number of the carry-bits. Each carry signal depends on the preceding carry signal; $c_{0}$ depends on $c_{1}, c_{1}$ depends on $c_{0}, c_{2}$ depends on $c_{1}$, etc. Equation (3.1) is used to estimate the propagation delay of an $n$-bit CPA, where $\triangle C P A(n)$ represents the propagation delay of an $n$-bit CPA and the $\triangle$ FAc and $\triangle$ FAs, respectively, stand for the carry and sum signal propagation delays of an FA.

$$
\begin{equation*}
\Delta \mathrm{CPA}(n)=(n-1) * \Delta \mathrm{FAc}+\Delta \mathrm{FAs} \tag{3.1}
\end{equation*}
$$

Equation (3.2) presents the propagation delay calculation for an $n$-bit CPA using $\triangle$ NAND $=0.1 \mathrm{~ns}$ and for an $\mathrm{FA}, \Delta \mathrm{FAc}=0.2 \mathrm{~ns}$ and $\triangle \mathrm{FAs}=$ 0.3 ns , as given in Eq. (2.8) in Chap. 2 as SOP expressions. For $n=8$, $\triangle \mathrm{CPA}(8)=1.7 \mathrm{~ns}$.

$$
\begin{align*}
\Delta \mathrm{CPA}(n) & =(n-1)(0.2 \mathrm{~ns})+0.3 \mathrm{~ns}  \tag{3.2}\\
& =(0.2 n+0.1) \mathrm{ns}
\end{align*}
$$

### 3.3.2 Carry Look-Ahead Adder

For large values of $n$, the propagation delay of a CPA would be prohibitively long. The circuit would consist of a long carry-generate chain. However, it is possible to use more gates and generate the carrybits independently and concurrently in less time. To illustrate this, two signals, named propagate $(p)$ and generate ( $g$ ), are defined as follows for the bit position $i$, for $i=0,1,2, \ldots, n-1$.

$$
\begin{align*}
p_{i} & =a_{i} \oplus b_{i}  \tag{3.3}\\
g_{i} & =a_{i} b_{i}
\end{align*}
$$

Note that all the $p$ and $g$ bits can be generated at the same time and in parallel using $n$ XOR and $n$ AND gates, respectively. Recall from Eq. (2.9) (Chap. 2),

$$
\begin{align*}
& s_{i}=a_{i} \oplus b_{i} \oplus c_{i-1}  \tag{3.4}\\
& c_{i}=\left(a_{i} \oplus b_{i}\right) c_{i-1}+a_{i} b_{i}
\end{align*}
$$

The substitution of Eq. (3.3) into Eq. (3.4) yields:

$$
\begin{align*}
& s_{i}=p_{i} \oplus c_{i-1}  \tag{3.5}\\
& c_{i}=g_{i}+p_{i} c_{i-1}
\end{align*}
$$

Equation (3.6) lists the logic expressions for the first three carry-bits in terms of the $p, g$, and preceding carry-bits. The expressions clearly illustrate the recursive dependency of the carry-bits.

$$
\begin{array}{ll}
c_{0}=g_{0}+p_{0} c_{-1} & \left(\text { depends on carry-in } c_{-1}\right)  \tag{3.6}\\
c_{1}=g_{1}+p_{1} c_{0} & \left(\text { depends on carry-in } c_{0}\right) \\
c_{2}=g_{2}+p_{2} c_{1} & \left(\text { depends on carry-in } c_{1}\right)
\end{array}
$$

It is possible to generate the carry-bits $c_{1}, c_{2}$, etc. in parallel if the expression of each successive carry-bit is substituted in the expression of the next carry-bit. This is illustrated next for carry-bits $c_{1}$ and $c_{2}$.

$$
\begin{aligned}
c_{0} & =g_{0}+p_{0} c_{-1} \\
c_{1} & =g_{1}+p_{1} c_{0} \\
& =g_{1}+p_{1}\left(g_{0}+p_{0} c_{-1}\right) \\
& =g_{1}+p_{1} g_{0}+p_{1} p_{0} c_{-1} \\
c_{2} & =g_{2}+p_{2} c_{1} \\
& =g_{2}+p_{2}\left(g_{1}+p_{1} g_{0}+p_{1} p_{0} c_{-1}\right) \\
& =g_{2}+p_{2} g_{1}+p_{2} p_{1} g_{0}+p_{2} p_{1} p_{0} c_{-1}
\end{aligned}
$$

$$
\begin{equation*}
\text { depends on carry-in bit } c_{-1} \tag{3.7}
\end{equation*}
$$

substitute the expression for $c_{0}$
now $c_{1}$ also depends on carry-in bit $c_{-1}$

Both of the final expressions of $c_{1}$ and $c_{2}$ now depend on $c_{-1}$ and thus can be generated in parallel. Each expanded expression, however, will require more hardware, including gates, with larger fan-in and fan-out requirements, as compared to those required for implementing Eq. (3.6).

The $p$ and $g$ bits are used to identify certain bit patterns that can be used to quickly determine a carry-bit for a block of inputs. The examples in Fig. 3.6 illustrate this point using 3-bit inputs $A=a_{2} a_{1} a_{0}$ and $B=$ $b_{2} b_{1} b_{0}$. In example (a), $p_{2}, p_{1}$, and $p_{0}$ are all 1 ; therefore, 1 as the carry in ( $c_{-1}=1$ ) will propagate out as $c_{2}=1$ because $p_{2} p_{1} p_{0} c_{-1}=1$ in Eq. (3.7). In example (b), $p_{2}=1, p_{1}=1$, and $g_{0}=1$; therefore, a carry-bit generated at bit position 0 (i.e., $a_{0}=1$ and $b_{0}=1$, and thus $g_{0}=1$ ) will propagate out as $c_{2}=1$ because $p_{2} p_{1} g_{0}=1$. The remaining examples illustrate other bit patterns that cause $c_{2}$ to become 1. In example (c), $p_{2} g_{1}=1$, thus $c_{2}=1$, and in example (d), $g_{2}=1$, thus $c_{2}=1$.

(a) $c 2=1$ because $p 2 p 1 p 0 c-1=1$

(b) $\mathrm{c} 2=1$ because $\mathrm{p} 2 \mathrm{p} 1 \mathrm{~g} 0=1$

(d) c2 $=1$ because g2 = 1

Figure 3.6 Examples illustrating the concept of carry look-ahead adder.
The sum-bits $s_{0}, s_{1}$, and $s_{2}$ are also generated in parallel, as determined by their respective equations shown next, once the carrybits become available.

$$
\begin{aligned}
& s_{0}=p_{0} \oplus c_{-1} \\
& s_{1}=p_{1} \oplus c_{0} \\
& s_{2}=p_{2} \oplus c_{1}
\end{aligned}
$$

Figure 3.7 illustrates the circuit of a 3-bit carry look-ahead (CLA) adder. The $p$ and $g$ bits are generated in parallel using three XOR and three AND gates within 0.3 ns , the maximum of $\triangle X O R=0.3 \mathrm{~ns}$ and $\triangle \mathrm{AND}=0.2 \mathrm{~ns}$, assuming 0.1 ns delay for a NAND gate. The circuit is called a PG-unit (PGU). The $p$ and $g$ bits and the initial carry-in $c_{-1}$ are fed into a carry generate unit (CGU). The three carry circuits in the CGU are independent and would in parallel generate all the carry-bits $c_{0}, c_{1}$, and $c_{2}$ within 0.2 ns, assuming the circuits are implemented with NAND
gates. Using another set of XOR gates, the final sum-bits are also generated in parallel using the $p$ and the carry-bits as inputs. These XOR gates are combined into a module called a sum-unit (SU).


Figure 3.7 A 3-bit CLA with carry-bits $c_{0}, c_{1}$, and $c_{2}$ generated in parallel.

An 8-bit CLA with carry-bit $c_{0}$ through $c_{7}$ is still small enough that the design will not violate the fan-in and fan-out limitations of the gates. In this case, the circuit that implements the carry-bit $c_{i}$ uses gates with fanin $\leq i+2$. The delay of the CLA(8) would be 0.8 ns , as determined by Eq. (3.8), using 0.1 ns delay for a NAND gate. The CLA(8) is more than two times faster than the $\operatorname{CPA}(8)$; however, its implementation would require more hardware.

$$
\begin{align*}
\Delta \mathrm{CLA}(8) & =\Delta \mathrm{PGU}+\Delta \mathrm{CGU}+\Delta \mathrm{SU}  \tag{3.8}\\
& =0.3 \mathrm{~ns}+0.2 \mathrm{~ns}+0.3 \mathrm{~ns} \\
& =0.8 \mathrm{~ns}
\end{align*}
$$

An alternative CLA circuit uses AND gates for $g$ bits, OR gates for $p$ bits, and FAs for the sum bits [1].

## Large CLA Adder

For large values of $n$ (e.g., $n>8$ ), the successive substitution of the carry expressions, as it was illustrated in Eq. (3.7) for the carry-bits $c_{1}$ and $c_{2}$, would eventually result in long carry expressions, and thus the corresponding circuits would require gates with large fan-in numbers. In addition, some of the gates, such as the XOR gates that generate the $p$ signals, require large fan-out values, as the $p$ 's are the inputs to multiple carry-generate circuits in the CGU, as well as the sum circuits in the SU. Therefore, when $n$ is a large number (e.g., 32 or 64 bits), a different method is used that limits the fan-in and fan-out requirements of each circuit module.

In this case, the carry expressions are grouped into different sets so that the maximum fan-in and fan-out of the gates in the corresponding circuits are within an acceptable range. For simplicity, this is illustrated for $n=8$. The carry expressions of a CLA(8) are grouped into three sets, as illustrated in Eq. (3.9). An expression in each of the sets has fewer than three logic terms and fewer than three variables. The corresponding circuits would have fan-in $\leq 3$ and fan-out $\leq 2$. For example, for $c_{1}$ in set 1 , the circuit would have a maximum fan-in $=3$ and a maximum fan-out $=2$ due to signal $p_{0}$. The carry expressions in each set are data independent; thus, the carry-bits can be generated in parallel as soon as the inputs, including the carry-in signals, are
available. For the expressions in set $1, c_{-1}$ is the carry-in bit; in set 2 , carry in is $c_{2}$; and in set 3 , carry in is $c_{5}$.

Set 1:

$$
\begin{array}{ll}
c_{0}=g_{0}+p_{0} c_{-1} & \text { (requires } c_{-1} \text { as carry-in) } \\
c_{1}=g_{1}+p_{1} g_{0}+p_{1} p_{0} c_{-1} & \text { (requires } c_{-1} \text { as carry-in) }
\end{array}
$$

Set 2:

$$
\begin{array}{ll}
c_{3}=g_{3}+p_{3} c_{2} & \text { (requires } c_{2} \text { as carry-in) } \\
c_{4}=g_{4}+p_{4} g_{3}+p_{4} p_{3} c_{2} & \text { (requires } c_{2} \text { as carry-in) }
\end{array}
$$

Set 3:

$$
\begin{array}{ll}
c_{6}=g_{6}+p_{6} c_{5} & \text { (requires } c_{5} \text { as carry-in) } \\
c_{7}=g_{7}+p_{7} g_{6}+p_{7} p_{6} c_{5} & \text { (requires } c_{5} \text { as carry-in) }
\end{array}
$$

Among the carry-in signals $c_{-1}, c_{2}$, and $c_{5}$, the carry-in bit $c_{-1}$ is a primary input, while the other two must be generated. They are defined in Eq. (3.10) and grouped as set 4.

$$
\begin{align*}
& c_{2}=\left(g_{2}+p_{2} g_{1}+p_{2} p_{1} g_{0}\right)+\left(p_{2} p_{1} p_{0}\right) c_{-1}  \tag{3.10}\\
& c_{5}=\left(g_{5}+p_{5} g_{4}+p_{5} p_{4} g_{3}\right)+\left(p_{5} p_{4} p_{3}\right) c_{2}
\end{align*}
$$

Let

$$
\begin{aligned}
& g *_{0}=g_{2}+p_{2} g_{1}+p_{2} p_{1} g_{0} \\
& p *_{0}=p_{2} p_{1} p_{0} \\
& g *_{1}=g_{5}+p_{5} g_{4}+p_{5} p_{4} g_{3} \\
& p *_{1}=p_{5} p_{4} p_{3}
\end{aligned}
$$

Thus, Set 4:

$$
\begin{aligned}
c_{2} & =g *_{0}+p *_{0} c_{-1} & & \text { (requires carry-in } \left.c_{-1}\right) \\
c_{5} & =g *_{1}+p *_{1} c_{2} & & \\
& =g *_{1}+p *_{1}\left(g *_{0}+p *_{0} c_{-1}\right) & & \\
& =g *_{1}+p *_{1} g *_{0}+p *_{1} p *_{0} c_{-1} & & \text { (now also requires carry-in } \left.c_{-1}\right)
\end{aligned}
$$

Note that the expressions of $c_{2}$ and $c_{5}$ are data independent when they are written in terms of the $p^{*}$ and $g^{*}$ signals. The $p^{*}$ and $g^{*}$ signals are also data independent and are defined in terms of $p$ and $g$ signals. Also, the final expressions of $c_{2}$ and $c_{5}$ are similar to those in sets 1 to 3 , except that these expressions require $p^{*}$ and $g^{*}$ signals as inputs. The * in a $p^{*}$ implies a carry propagation within a block of bits. Likewise, the * in a $g^{*}$ implies a carry generation and propagation within a block of bits. When a $p^{*}=1$, it implies that a 1 as the carry bit entering the block will be propagated as 1 for the carryout. Likewise, when a $g^{*}=1$, it implies a carry of 1 generated within the block will be propagated out as the carryout.

The carry bits of set 1 depend on the carry bit $c_{-1}$ and the $p$ and $g$ signals; thus, they can all be generated in parallel as soon as the $p$ and $g$ bits are available. The carry-bits of set 4 also depend on $c_{-1}$ and can be generated in parallel as soon as the $p^{*}$ and $g^{*}$ bits are available. Note that since all the $p^{*}$ and $g^{*}$ bits can be generated at the same time and
when $c_{0}$ and $c_{1}$ are generated, they are moved into sets 1 to 3 , as shown in Eq. (3.11).

Set 1:

$$
\begin{align*}
c_{0} & =g_{0}+p_{0} c_{-1} \\
c_{1} & =g_{1}+p_{1} g_{0}+p_{1} p_{0} c_{-1} \\
g *_{0} & =g_{2}+p_{2} g_{1}+p_{2} p_{1} g_{0} \\
p *_{0} & =p_{2} p_{1} p_{0}
\end{align*}
$$

Set 2:

$$
\begin{aligned}
c_{3}=g_{3}+p_{3} c_{2} & \text { (requires } c_{2} \text { as carry-in) } \\
c_{4} & =g_{4}+p_{4} g_{3}+p_{4} p_{3} c_{2} \\
g *_{1} & =g_{5}+p_{5} g_{4}+p_{5} p_{4} g_{3} \\
p_{1} & =p_{5} p_{4} p_{3}
\end{aligned}
$$

Set 3:

$$
\begin{aligned}
c_{6} & =g_{6}+p_{6} c_{5} & & \left(\text { requires } c_{5}\right. \text { as carry-in) } \\
c_{7} & =g_{7}+p_{7} g_{6}+p_{7} p_{6} c_{5} & & \left(\text { requires } c_{5} \text { as carry-in }\right) \\
g *_{2} & =g_{8}+p_{8} g_{7}+p_{8} p_{7} g_{6} & & \left(\text { needed for } n>8 ; \text { for } n=8, g_{8}=0, p_{8}=0\right) \\
p *_{2} & =p_{8} p_{7} p_{6} & & \left(\text { needed for } n>8 ; \text { for } n=8, p_{8}=0\right)
\end{aligned}
$$

A detailed block diagram of the 8-bit CLA is illustrated in Fig. 3.8. All the eight carry-bits $c_{0}$ through $c_{7}$ are generated in three steps, as follows:

1. The carry-bits $c_{0}$ and $c_{1}$ in set 1 and all the $p^{*}$ and $g^{*}$ bits in sets 1 , 2 , and 3 are generated first.
2. Next, the carry-bits $c_{2}$ and $c_{5}$ of set 4 are generated.
3. Finally, the carry-bits $c_{3}, c_{4}, c_{6}$, and $c_{7}$ of sets 2 and 3 are generated.


Figure 3.8 An 8 -bit CLA using BCGUs. Signals $p_{8}$ and $g_{8}$ are set to 0 .
The circuit that implements the expressions in each of the sets 1 to 3 is called a block carry generate unit (BCGU). The circuit that implements the expressions in set 4 is still a CGU. Once all the carry-bits are generated, $c_{-1}$ to $c_{6}$ and $p_{0}$ to $p_{7}$ are fed to the SU to generate all the sum-bits $s_{0}$ to $s_{7}$ in parallel.

For a large $n$ (e.g., $n=32$ or 64 ), the circuit for a $\operatorname{CLA}(n)$ is the same as the one shown in Fig. 3.8 for CLA(8). Except that when $n$ is a large number, the carry-bits must be sliced into multiple sets such that there are no BCGU or CGU fan-in and fan-out violations. Based on the design shown in Fig. 3.8, Eq. (3.12) estimates the propagation delay of a CLA $(n)$, assuming 0.1 ns delay for a NAND gate.

$$
\begin{aligned}
\Delta \mathrm{CLA}(n) & =\Delta \mathrm{PGU}+\Delta \mathrm{BCGU}+\Delta \mathrm{CGU}+\Delta \mathrm{BCGU}+\Delta \mathrm{SU} \\
& =0.3 \mathrm{~ns}+0.2 \mathrm{~ns}+0.2 \mathrm{~ns}+0.2 \mathrm{~ns}+0.3 \mathrm{~ns} \\
& =1.2 \mathrm{~ns}
\end{aligned}
$$

A large CLA adder is a lot faster than an equivalent CPA, but requires more hardware. Alternatively, one may design a hybrid adder that is partly a CLA adder and partly a CPA. A hybrid adder would be faster than a CPA but slower than a CLA adder. For example, a 16-bit hybrid adder may be designed using two CLA(8) slices, where the carry-bit $\mathrm{c}_{7}$ from the first slice is fed as carry-in to the second slice. The resultant 16-bit adder would be faster than a CPA(16) but slower than a CLA(16) and would require fewer hardware to implement than a CLA(16).

## HDL Model

Examples 3.1 to 3.6 present a Verilog description of an 8-bit CLA using a PGU, three BCGUs, a CGU, and an SU. Both the behavioral and structural models are used to design the adder.

Example 3.1. A structural description of an 8-bit CLA adder:

```
`include "pg_unit_8bits.v"
"include "carry_generate_8bits.v"
`include "sum_unit_8bits.v"
module adder_8bits
(
        input [7:0] a, b,
        input ci,
        output [7:0] s,
        output c6, c7
) ;
wire [7:0] c, p, g;
assign c6 = c[6];
assign c7 = c[7];
pg_unit_8bits pgul(a, b, p, g);
carry_generate_8bits cgul(p, g, ci, c);
sum_unit_8bits sul(p, {c[6:0], ci}, s);
endmodule
```

Example 3.2. A structure model of an 8-bit carry-generate module using BCGUs and a CGU:

```
`include "block_cla_carry_generate_3bits.v"
-include "cla_carry_generate_2bits.v"
module carry_generate_8bits (p, g, ci, c);
input [7:0] p, g;
input ci;
output [7:0] c;
wire [2:0] ps, gs;
block_cla_carry_generate_2bits bccg1(p[2:0], g[2:0], ci,
\(\mathrm{c}[1: 0]\), gs[0], ps[0]);
block_cla_carry_generate_2bits bccg2(p[5:3], g[5:3], c[2],
c[4:3], gs[1], ps[1]);
block_cla_carry_generate_2bits bccg3(\{1'b0,p[7:6]\},
\(\{1\) 'bo,g[7:6] \}, c[5], c[7:6], gs[2], ps[2]);
cla_carry_generate_2bits \(\operatorname{ccg} 1(\mathrm{ps}[1: 0], \quad\) gs [1:0], ci,
c[2], c[5]);
endmodule
```

Example 3.3. A behavior description of a 3-bit BCGU:
module block_cla_carry_generate_2bits (p, g, ci, c, gs, ps); input [2:0] p, g;
input ci;
output [1:0] c;
output gs, ps;

```
assign c[0] = g[0] | p[0] & ci;
assign c[1] = g[1] | p[1] & g[0] | p[1] & p[0] & ci;
assign gs = g[2] | p[2] & g[1] | p[2] & p[1] & g[0];
assign ps = p[2] & p[1] & p[0];
endmodule
```

Example 3.4. A behavior description of a 2-bit CGU:

```
module cla_carry_generate_2bits (ps, gs, ci, c2, c5);
input [1:0] ps, gs;
input ci;
output c2, c5;
assign c2 = gs[0] | ps[0] & ci;
assign c5 = gs[1] | ps[1] & gs[0] | ps[1] & ps[0] & ci;
endmodule
```

Example 3.5. A behavior description of an 8-bit PGU:

```
module pg_unit_8bits (a, b, p, g);
input [7:0] a, b;
output [7:0] p, g;
assign p = a ^ b;
assign g = a & b;
endmodule
```

Example 3.6. A behavior description of an $n$-bit SU:
module sum_unit_8bits (p, c, s) ;
input [7:0] p, c;
output [7:0] s ;
assign $s=p^{\wedge} c$;
endmodule

### 3.4 Subtractor

A subtractor generates the difference $D$ of its two inputs $X$ and $Y$ using one of the two methods illustrated in Fig. 3.9 for 4-bits [2]. In method (a), each time that $x_{i}<y_{\mathrm{i}}$, a 1 as a borrow is subtracted from $x_{i+1}$ (the next
higher bit) if $x_{i+1}>0$ and a 2 is added to $x_{i}$. If $x_{i+1}=0$, a borrow comes from the next higher bit $x_{i+2}$ if $x_{i+2}>0$ and a 2 is added to $x_{i+1}$. Again, if $x_{i+2}=0$, the borrow comes from $x_{i+3}$ and a 2 is added to $x_{i+2}$, and so on. This process recursively continues until $x_{i} \geq y_{\mathrm{i}}$, and $d_{\mathrm{i}}=x_{\mathrm{i}}-y_{\mathrm{i}}$ result in a 0 or 1 . In the figure, $x_{0}=0$ is less than $y_{0}=1$; thus, a borrow from $x_{1}$ is needed. However, since $x_{1}=0$, a 1 is borrowed from $x_{2}$. The remaining bits are handled in the same way. This example does not produce a 1 as borrow out since $X=12=(1100)_{2}$ is greater than $Y=3=(0011)_{2}$ and thus $D=12-3=9=(1001)_{2}$.


Figure 3.9 Illustrating unsigned subtraction: (a) borrow method; (b) credit method.

In method (b), each time that $x_{i}<y_{i}$, a 1 as a credit is added to $y_{i+1}$ (the next higher bit) and a 2 is added to $x_{\mathrm{i}}$ to produce $d_{\mathrm{i}}=x_{\mathrm{i}}-y_{\mathrm{i}}$ as a 0 or 1 . In the example, $x_{0}=0$ is less than $y_{0}=1$; thus, a 1 as a credit is added to $y_{1}$, making $y_{1}=2$, and a 2 is added to $x_{0}$, also making it 2 . At this point, $d_{0}=x_{0}-y_{0}$ is $1(2-1=1)$. Next, $x_{1}=0$ is less than $y_{1}=2$; thus, again, a 1 as credit is added to $y_{2}$, making it 1 , and a 2 is added to $x_{1}$, also making it 2 . This results in $d_{1}=2-2=0$. The remaining bits are handled in the same way to produce the final $D=9=(1001)_{2}$.

An $n$-bit borrow propagate subtractor (BPS), similar to an $n$-bit CPA, is designed using $n$ copies of a 1-bit subtractor slice. Each of the slices inputs one bit from $X$, one bit from $Y$, and a borrow/credit bit ( 0 or 1 ) and outputs one bit difference and the next borrow/credit bit, as illustrated for the ith bit. An n-bit BSP is illustrated in Fig. 3.10.

(a) Subtractor block diagram

(b) Subtractor detailed block diagram

Figure 3.10 An $n$-bit BPS: (a) its block diagram; (b) its detailed block diagram.

$$
\begin{array}{ccccc}
\ldots & \ldots & \text { bi } \\
\ldots & \text { bi- } 1 & \ldots & \ldots & 0 \\
\ldots & \ldots & \ldots & L_{0} & \ldots \\
\ldots & \text { yi } & \ldots & -\ldots & 1 \\
\ldots & \ldots & \ldots & 0 & \ldots
\end{array}
$$

Borrow and credit subtraction algorithms are described next for the ith bit. Note that the equation for difference bit $d[1]$ is the same in both algorithms, except that parentheses are used to enforce precedence and thus illustrate the concept of borrow in method (a) and credit in method (b).

## Subtraction Algorithms

Method (a): Borrow (parentheses illustrate how borrow is used)

$$
\begin{array}{ll}
\text { if } x[i]>y[i] & \\
\quad d[i]=(x[i]-b[i-1])-y[i] ; & \text { // borrow made to previous step is subtracted } \\
\quad b[i]=0 ; & \\
\text { else if } x[i]<y[i] & \\
\quad d[i]=(x[i]+2-b[i-1])-y[i] ; & \\
\quad b[i]=1 ; & \text { //step is subrrows a } 2 \text { and borrow made to previous from } x \\
\text { else if } b[i-1]==0 / / x[i]=y[i] & \text { //indicates the borrow from the next } x \text { bit }
\end{array}
$$

$$
\begin{array}{rlrl}
d[i] & =x[i]-y[i] ; & & \\
b[i] & =0 ; & & \\
\text { else } / / b[i-1]=1 \text { and } x[i]=y[i] & & \\
d[i] & =(x[i]+2-b[i-1])-y[i] ; & & \text { // } x \text { borrows a } 2 \text { and borrow made to } \\
b[i] & =1 ; & & \text { //previous step is subtracted from } x
\end{array}
$$

Method (b): Credit (parentheses illustrate how a credit is used)

$$
\begin{array}{ll}
\text { If } x[i]>y[i] & \text { //the credit from the previous step is } \\
d[i]=x[i]-(b[i-1]+y[i]) ; & \text { //added to } y \\
b[i]=0 ; &
\end{array}
$$

$$
\text { else if } x[i]<y[i]
$$

$$
d[i]=(x[i]+2)-(b[i-1]+y[i]) ; \quad / / x \text { borrows a } 2 \text { and the credit from the }
$$//previous step is added to $y$

$$
b[i]=1 ; \quad \text { //indicates a credit given to the next } y \text { bit }
$$

$$
\text { else if } b[i-1]==0 / / x[i]=y[i]
$$

$$
d[i]=x[i]-y[i] ;
$$

$$
b[i]=0 ;
$$

else $/ / b[i-1]=1$ and $x[i]=y[i]$

$$
\begin{array}{ll}
d[i]=(x[i]+2)-(b[i-1]+y[i]) ; & \text { I/ } x \text { borrows a } 2 \text { and the credit from the } \\
& \text { //previous step is added to } y \\
b[i]=1 ; & \text { // indicates a credit given to the next } y \text { bit }
\end{array}
$$

Table 3.1 and Eq. (3.13) show the truth table and logic expressions for a 1-bit subtractor slice. The truth table is easily determined using one of the two subtraction algorithms discussed earlier. Note that the difference and borrow (credit) expressions are similar to the sum- and carry-bit expressions of an FA. Alternatively, a borrow-look-ahead (BLA) subtractor can be created using the techniques to design a CLA.

| $\mathbf{x i}$ | $\mathbf{y i}$ | $\mathbf{b i} \mathbf{- 1}$ | $\mathbf{b i}$ | $\mathbf{d i}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 1 |
| 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 |

TABLE 3.1 The Truth Table for a 1-Bit Subtrator (Sub)

$$
\begin{gather*}
d_{i}=x_{i} \oplus y_{i} \oplus b_{i-1}  \tag{3.13}\\
b_{i}=\left(\overline{x_{1} \oplus y_{1}}\right) b_{i-1}+\bar{x}_{1} y_{i}
\end{gather*}
$$

### 3.5 2's Complement Adder/Subtractor

For signed arithmetic, the values are either positive or negative 2's complement numbers. The subtraction of two $n$-bit numbers $(A)_{2 s}$ and $(B)_{2 s}$ can be interpreted as the sum of $(A)_{2 s}$ and $(-B)_{2 s}$, as illustrated next, where $(B)_{1 s}$ is used here to indicate the 1 's complement of $B$ obtained by simply inverting each bit.

## 2's complement subtraction algorithm:

1: $(S)_{2 s}=(A)_{2 s}-(B)_{2 s}$
$=(A)_{2 s}+\left[-(B)_{2 s}\right]_{2 s} \quad 1 /+$ indicates a sum and not an OR function
$=(A)_{2 s}+\left[(B)_{1 s}+1\right]_{2 s}$
$=\left[(A)_{2 s}+(B)_{1 s}+1\right]_{2 s}$

2: Discard the carryout bit.
Figure 3.11 illustrates the 2's complement subtraction algorithm. The " +1 " is implemented by using a 1 for the carry in.


Figure 3.11 Illustrating 2's complement subtraction.
Likewise, the following algorithm describes an $n$-bit 2's complement addition. In this case, the input $B$ is used as-is (unchanged) and the carry in is set to 0 .

## 2's complement addition algorithm:

$$
\begin{aligned}
1:(S)_{2 s} & =(A)_{2 s}+(B)_{2 s} \\
& =\left[(A)_{2 s}+(B)_{2 s}+0\right]_{2 s}
\end{aligned}
$$

2: Discard the carryout bit.
A 2's complement arithmetic generates an $n$-bit 2's complement output, except that the carryout is ignored and is not counted as part of the final result. However, the result may overflow. For instance, consider subtracting a 1 from the smallest $n$-bit 2's complement negative number, or adding a 1 to the largest $n$-bit 2 's complement positive number. In both cases, the resultant difference and the sum will exceed the ranges defined for the $n$-bit negative and positive 2's complement numbers.

When both $A$ and $B$ are 2's complement positive numbers, their signbits are 0 . In this case, in order for the quantity $A+B$ not to overflow, the carry-bit that is added to the sign-bits must be 0 . This will also produce 0 as the carryout; otherwise, there will be an overflow. For example, consider examples (a) and (c) in Fig. 3.12. In example (a), $A=(0111)_{2 s}$ $=7$ and $B=(0001)_{2 s}=1$ are both positive 2's complement numbers,
and in addition, A is the largest 4-bit positive number. As shown in the figure, when $B=1$ is added to $A=7$, the result is $(1000)_{2 s}=-8$, a negative number, which indicates an overflow. Note that, in this case, $c_{3}$ $=1$ and when it is added to the sign-bits, both 0 , this makes the sign of the resultant sum 1 (negative) and carryout $c_{4}=0 \neq c_{3}=1$. For the overflow not to occur, both $c_{3}$ and $c_{4}$ must be 0 when adding two positive 2's complements numbers.

(a) Sum, overflow c3 $\neq$ c 4


C4 $=1$ as carryout (not overflow bit)
(c) Sum, no overflow c3 $=$ c 4

(b) Difference, overflow c3 $=$ c 4

(d) Difference, overflow c3 $=$ c 4

Figure 3.12 Examples of 2's complement arithmetic.
In example (c), when two negative numbers $A=-1$ and $B=-2$, both with sign-bits equal to 1 , are added, the quantity $A+B$ will not overflow if $c_{3}=1$ generates $c_{4}=1$. Otherwise, the result will overflow, resulting in a positive number for the result. Therefore, the conclusions from
examples (a) and (c) is that when $c_{3}=c_{4}$, the resultant sum will not overflow, regardless if both $A$ and $B$ are positive or negative 2's complement numbers.

Examples $(b)$ and (d) illustrate subtraction. In this case, the quantity $A$ $-B$ is computed as $A+(B)_{1 \mathrm{~s}}+1$. In example (b), when $B=1$ (a positive number) is subtracted from $A=-8$ (the smallest 4-bit negative 2's complement number), $c_{3}$, which is 0 , when added to the sign bits (both 1), generates 7 (an incorrect value). Note that $c_{4}=1 \neq c_{3}=0$. In example ( $d$ ), both $A=-1$ and $B=-2$ are negative 2 's complement numbers and when subtracted, the result should never overflow. Note that in this case, $c_{3}=1$ is the same as $c_{4}=1$ (i.e., again, $c_{3}=c_{4}$ ). The subtraction of two positive numbers also should never result in an overflow.

Table 3.2 presents the truth table for the overflow signal ovf for an $n$ bit 2's complement adder/subtractor. The carry-bit $c_{n-2}$ is added to the sign bits to generate the final carryout $c_{n-1}$. Equation (3.14) defines the overflow signal.

$$
\begin{equation*}
o v f=c_{n-1} \oplus c_{n-2} \tag{3.14}
\end{equation*}
$$

| $\mathbf{c}(\mathbf{n} \mathbf{- 1})$ | $\mathbf{c}(\mathbf{n}-\mathbf{2})$ | ovf |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

TABLE 3.2 Truth Table for Arithmetic Overflow Signal
Figure 3.13 shows two block diagrams: (a) a 2 's complement adder, and (b) a 2's complement subtractor. The two block diagrams differ only in the way the input $(B)_{2 s}$ and the initial carry-in bit are handled. In Fig. 3.13(a), the input $B$ is added to $A$ as-is, unchanged. In Fig. 3.13(b), the input $B$ is first bitwise NOTed before it is added to $A$. Therefore, it is possible to combine the two block diagrams into a single
adder/subtractor module using only one adder module. An inverter module is used to output either $B$ when adding, or bitwise NOT of $B$, denoted as $E=e_{n-1} \ldots e_{1} e_{0}$ equals to the 1 s complement of $B$ or $(B)_{1 s}$, when subtracting. A mode signal $m$ is used to perform either addition when $m=0$ (carry in is 0 ) or subtraction when $m=1$ (carry in is 1 ).

(a) 2's complement adder

(b) 2's complement subtractor

Figure 3.13 2's complement adder and subtractor block diagrams: (a) adder block diagram; (b) subtractor block diagram that also includes an adder module.

Table 3.3 presents the truth table of a 1-bit inverter slice. The final combined design is illustrated in Fig. 3.14, where $m$ also serves as the initial carry-in value. Note that this module with $m$ connected to the carry-in input cannot be used to design a bit-serial larger adder/subtractor circuit. For that, you must use a separate input for carry-in.

|  | $\mathbf{m}$ | $\mathbf{b i}$ | $\mathbf{e i}$ |
| :--- | :---: | :---: | :---: |
| Add | 0 | 0 | 0 |
| Add | 0 | 1 | 1 |
| Subtract | 1 | 0 | 1 |
| Subtract | 1 | 1 | 0 |

TABLE 3.3 Truth Table of a 1-Bit Inverter


Figure 3.14 2's complement adder/subtractor data path.

### 3.6 Arithmetic Logic Unit

An ALU is included in every processor and performs not only integer arithmetic, but also bitwise logic functions such as bitwise AND and OR. An ALU is used in the execution of integer arithmetic and logic instructions.

Example 3.7. Design an $n$-bit, seven-function ALU that performs add, subtract, increment, decrement, and bitwise AND, OR, and NOT. A 3-bit function code $F=f_{2} f_{1} f_{0}$ is used to select an ALU operation as specified in Table 3.4. The ALU also outputs
overflow flag ovf when it performs an arithmetic operation ( $F=0,1,2$, or 3 ). $F=7$ is not used in this design, and when selected, the ALU may perform an unknown operation. The details of bit-parallel and bit-serial designs are discussed next.

| f2 | f1 | f0 | Function |
| :---: | :---: | :---: | :--- |
| 0 | 0 | 0 | Add |
| 0 | 0 | 1 | Sub |
| 0 | 1 | 0 | Increment |
| 0 | 1 | 1 | Decrement |
| 1 | 0 | 0 | Bitwise AND |
| 1 | 0 | 1 | Bitwise OR |
| 1 | 1 | 0 | Bitwise NOT |
| 1 | 1 | 1 | Not Defined |

TABLE 3.4 A List of ALU Functions, $F=f_{2} f_{1} f_{0}$

Figure 3.15 illustrates the top-level block diagram of the ALU. Each of the input values $A$ and $B$ and result value $R$ is interpreted as a 2's complement number when $F$ specifies an arithmetic operation. Signal ovf indicates an arithmetic overflow when asserted. Step-by-step bitparallel and bit-serial ALU designs are discussed in the following sections.


Figure 3.15 An ALU example.

### 3.6.1 Design Partitioning: Bit-Parallel

The ALU is considered a large combinational circuit when $n$ is large. Using the top-down bit-parallel design methodology discussed earlier, the functions of the ALU are first partitioned into arithmetic and logic operations. The circuits for the four arithmetic operations add, subtract, increment, and decrement are combined into a single arithmetic module in the ALU data path shown in Fig. 3.16. The three bitwise operations are implemented using AND, OR, and NOT gates. An 8-bit, 4-to-1 MUX selects one of the outputs $W, X, Y$, and $Z$ as the ALU output.


Figure 3.16 A data path for the ALU of Example 3.1.
In the ALU data path, the $A$ and $B$ inputs are both connected to the arithmetic and the three bitwise modules. These modules simultaneously operate on inputs $A$ and $B$, and each generates a result, but only one must be selected as the final output of the ALU. Therefore, when $F$ specifies a logic operation, it is still possible for the arithmetic module to assert ov_flag depending on the values of $A$ and $B$ at the
time. However, in such cases, the overflow signal should be masked and not output as asserted ovf by the ALU. This is done using the Mask module.

The data path also includes a Map module that translates a given ALU function code $F$ to internal signals $s_{0}, s_{1}, s_{2}, m$, and $m s k$ in the ALU data path. The design of the ALU is complete when all its modules are designed and interconnected.

The 4-to-1 MUX in the data path selects and outputs one of the four $n$-bit results generated by the arithmetic and the three bitwise modules. The Mask module sets the ovf to 0 (not active) if $F$ indicates a logic operation ( $F=4$ to 6 ); otherwise, ovf is set to ov_flag, an output of the arithmetic module.

If necessary, the top-down design methodology is successively applied to partition all the larger modules in the data path to smaller circuit modules until each of the lowest-level circuit modules is small and requires fewer inputs. The design techniques presented in Chap. 2 are then used to design each small circuit module. The bitwise logic modules are designed using $n$ 2-input AND, $n$ 2-input OR, and $n$ NOT gates. These modules generate $n$-bit values $X=x_{n-1} \ldots x_{0}, Y=y_{n-1} \ldots y_{0}$, and $Z=z_{n-1} \ldots z_{0}$, respectively, as shown in the figure, where the ith bit in each case is defined as follows:

$$
\begin{aligned}
x_{i} & =a_{i} b_{i} \\
y_{i} & =a_{i}+b_{i} \\
z_{i} & =\overline{a_{i}}
\end{aligned}
$$

As an example, Fig. 3.17 illustrates the circuit of a 4 -bit bitwise AND. When $A=a_{3} a_{2} a_{1} a_{0}=(1011)_{2}$ and $B=b_{3} b_{2} b_{1} b_{0}=(1101)_{2}, X=x_{3} x_{2} x_{1} x_{0}$ $=(1001)_{2}$ is determined as $x_{0}=a_{0} \cdot b_{0}=1.1=1, x_{1}=a_{1} \cdot b_{1}=0.1=0$, etc. Other bitwise logic modules are similarly designed.

$$
\begin{array}{r}
A=1011 \\
\& B=1101 \\
\hline X=1001
\end{array}
$$



Figure 3.17 A 4-bit bitwise AND and its corresponding logic circuit.
The design of a small multiplexer circuit was discussed in Chap. 2. The ALU requires an $n$-bit, 4-to-1 MUX that can be designed in one of two ways as follows:

1. Use $n$ copies of a 1-bit, 4-to-1 MUX.
or
2. Use $n$-bit, 2-to-1 MUXs. An n-bit, 2-to-1 MUX is designed using $n$ copies of a 1-bit, 2-to-1 MUX, as illustrated in Fig. 3.18.

(a) Block diagram of n-bit 2-to-1 MUX

(b) Detailed diagram of n-bit 2-to-1 MUX

Figure 3.18 An n-bit, 2-to-1 MUX: (a) block diagram; (b) designed using 1-bit, 2-to-1 MUX slices.

Option 2 has the advantage of extending the design to any $n$-bit, $k$-to1 MUX without running into any fan-in and fan-out problems. Table 3.5 shows a minimized truth table of an $n$-bit, 4-to- 1 MUX. The $s_{1}$ signal selects either $W$ or $X$ if it is 0 , or $Y$ or $Z$ if it is 1 . On the other hand, the $s_{0}$ signal selects either $W$ or $Y$ if it is 0 , or $X$ or $Z$ if it is 1 . Thus, it is possible to apply the process of elimination and use three 2-to-1 MUXs to design a 4-to-1 MUX, as illustrated in Fig. 3.19 for $n$ bits. For example, when $s_{1} s_{0}$ as a 2-bit number is 2 (i.e., $s_{1}=1$ and $s_{0}=0$ ), the top two 2-to-1 MUXs correctly choose the two possible input candidates
$W$ and $Y$, and the bottom 2-to-1 MUX correctly chooses the input $Y$ as the final output. This is illustrated in the figure.

In general, the previous approach requires $\log _{2} k$ levels of 2-to-1 MUXs. Equation (3.15) is used to estimate the propagation delay of a $k$ -to-1 MUX designed using 2-to-1 MUXs.

| s1 | s0 | $\mathbf{R}$ |
| :---: | :---: | :---: |
| 0 | 0 | W |
| 0 | 1 | X |
| 1 | 0 | Y |
| 1 | 1 | Z |

TABLE 3.5 Simplified Truth Table of an $n$-Bit, 4-to-1 MUX


Figure 3.19 An n-bit, 4-to-1 MUX designed using n-bit, 2-to-1 MUXs.

$$
\begin{equation*}
\Delta_{k \text {-to-1 MUX }}=\log _{2} k * \Delta_{2-\mathrm{to}-1 \mathrm{MUX}} \tag{3.15}
\end{equation*}
$$

For example, an 8-to-1 MUX would require three levels of 2-to-1 MUXs, and a 64-to-1 MUX would require six levels of 2-to-1 MUXs. The number of levels and thus the total delay could be reduced if a combination of different MUXs is used. For instance, an 8-to-1 MUX can also be designed using a combination of 2-to-1 and 4-to-1 MUXs. In this case, a 4-to-1 MUX would be designed as an AND-OR (SOP) or ORAND (POS) circuit to minimize its propagation delay.

The inputs to the arithmetic module are two $n$-bit 2's complement numbers $A$ and $B$ and two control signals $m$ and $s_{2}$, as illustrated in Fig. 3.20 for $n=8$. The arithmetic module has two outputs: an $n$-bit 2's complement $W$ and an (active-high) overflow signal ov_flag. Table 3.6 lists the specific values of signals $m$ and $s_{2}$ for operating the arithmetic module. The $m$ signal selects either add or increment, if it is 0 , or subtract or decrement, if it is 1 . The $s_{2}$ signal that controls the 2-to-1 MUX selects either $B$ when adding or subtracting or the 8 -bit value $(00000001)_{2}$ when incrementing or decrementing. The signal ov_flag is asserted if $W$ overflows.


Figure 3.20 The detailed block diagram of the arithmetic module; the result is $A+B, A-B, A+1$, or $A-1$.

|  | m | s2 | Output |
| :--- | :---: | :---: | :---: |
| Increment | 0 | 0 | $\mathrm{~W}=A+1$ |
| Add | 0 | 1 | $\mathrm{~W}=A+B$ |
| Decrement | 1 | 0 | $\mathrm{~W}=A-1$ |
| Subtract | 1 | 1 | $\mathrm{~W}=A-B$ |

TABLE 3.6 Operating Signal Values for the ALU's Arithmetic Module
The truth table and the circuit for the Mask module are given in Fig. 3.21. The module outputs ovf $=0$ when $m s k=1$, masking the ov flag generated by the arithmetic module; it outputs ovf =ov_flag when $m s k=$ 0.

| msk | ov_flag | ovf |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 0 |
| 1 | 1 | 0 |



Figure 3.21 The overflow signal-masking module: its truth table and logic circuit.

Table 3.7 presents the truth table for the Map module. Some of the control signals in the table, except the msk, can be don't-cares (d). For example, when $F$ specifies a logic operation (i.e., $F=4$ to 6 ), output $W$ from the arithmetic module will never be selected as the ALU output. Therefore, the control signals $m$ and $s_{2}$ can both be don't-cares to minimize the circuit size. However, signal ov_flag must be masked so it won't be output as ovf from the ALU. The circuit for Map is shown in Fig. 3.22 .

|  | f2 | f1 | f0 | s2 | s1 | s0 | m | msk |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Add | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| Subtract | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |
| Increment | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| Decrement | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| Bit-wised AND | 1 | 0 | 0 | d | 0 | 1 | d | 1 |
| Bit-wised OR | 1 | 0 | 1 | d | 1 | 0 | d | 1 |
| Bit-wised NOT | 1 | 1 | 0 | d | 1 | 1 | d | 1 |
| Not Defined | 1 | 1 | 1 | d | d | d | d | 1 |

TABLE 3.7 The Truth Table for the ALU Map Module


Figure 3.22 The circuit for the ALU map function.
In addition, because no operation is assigned to $F=7$, all the control signals, except the $m s k$, can be considered as don't-cares when $F=7$. However, because the Map circuit in Fig. 3.22 generates $s_{2}=0, s_{1}=1$, $s_{0}=0, m=1$, and $m s k=1$ when $F=7$ and these signal values
correspond to bitwise OR, the ALU is said to perform a bitwise OR when $F=5$ or 7 .

### 3.6.2 Design Partitioning: Bit-Serial

A bit-serial design, as opposed to a bit-parallel design, requires the input data bits divided into slices. For a bit-serial ALU design, each ALU slice would operate on a fraction of the data bits but perform all the ALU functions. For example, Fig. 3.23 illustrates a bit-serial ALU designed using $n$ copies of a 1-bit ALU slice. Table 3.8 presents the truth table of the 1-bit ALU slice. For inputs not shown in the table, the $r$ and co signals are considered zero. In addition, in order for the increment and decrement operations to work correctly, the carry-in signal $c_{-1}$ must be 1. This requires that the $\mathrm{Inc} / \mathrm{Dec}$ module in the figure must generate $c_{-1}$ $=1$ when the ALU function code $F$ is either 2 (increment) or 3 (decrement); that is, $c_{-1}=\bar{f}_{2} f_{1}$.


Figure 3.23 One-bit ALU slice and $n$-bit ALU designed from the 1-bit slices.

| f2 | f1 | f0 | a | b | ci | co | r | Function |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  |  |  | 0 | 0 | 1 | 0 | 1 |  |
|  |  |  | 0 | 1 | 0 | 0 | 1 |  |
|  |  |  | 0 | 1 | 1 | 1 | 0 | Add |
|  |  |  | 1 | 0 | 0 | 0 | 1 |  |
|  |  |  | 1 | 0 | 1 | 1 | 0 |  |
|  |  |  | 1 | 1 | 0 | 1 | 0 |  |
|  |  |  | 1 | 0 | 0 | 0 | 0 | 0 |
|  |  |  | 0 | 0 | 1 | 1 | 1 |  |
|  |  |  | 0 | 1 | 0 | 1 | 1 |  |
|  |  |  |  | 1 | 1 | 1 | 1 | 0 |

TABLE 3.8 The Truth Table of a 1-Bit ALU Slice

Note that because the ALU performs no operations when $F=7$, the corresponding table entries are set to don't-cares. The truth table is too big to be minimized manually. The Espresso-generated essential prime implicants are listed next. Although no specific function was defined for $F=7$, the 1 -bit ALU slice outputs 1 when $F=7$. Therefore, an 8 -bit bitserial ALU would output eight 1 s or $(11111111)_{2}=0 x F F$ when $F=7$. Note that the output 0xFF may also be interpreted as 8-bit 2's complement number for -1 . Table 3.9 presents the final list of the bitserial ALU operations where ALU outputs -1 when $F=7$.

| f2 | f1 | f0 | Function |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | Add |
| 0 | 0 | 1 | Sub |
| 0 | 1 | 0 | Increment |
| 0 | 1 | 1 | Decrement |
| 1 | 0 | 0 | Bit-wised AND |
| 1 | 0 | 1 | Bit-wised OR |
| 1 | 1 | 0 | Bit-wised NOT |
| 1 | 1 | 1 | -1 |

TABLE 3.9 The Final List of ALU Functions Performed by an n-Bit Bit-Serial ALU Using 1-Bit ALU Slices

The essential prime implicants of the 1-bit ALU slice:
\#1-bit ALU-slice: Add, Sub, Inc, Dec, And, Or, and Not
\#Input signal labels
\#output bit label
\#list of min-terms
.i 6
.o 2
.ilb f2 f1 f0 a b ci

```
.ob co r
.p 15
00-010 01
0-01-1 10
-0011- 10
0-10-1 10
-0101- 10
0--100 01
01-1-0 01
00--11 10
0--001 01
10-11- 01
-0-111 01
11-0-- 01
-1-0-1 01
1-1-1- 01
1-11-- 01
```

In general, a bit-serial design may be advantageous if the word sizes are nonstandard (e.g., 256- or 1024-bit operands used by a bit-serial encryption hardware), or the equivalent bit-parallel design would require prohibitively more hardware or creates less concurrency compared to bit-serial.

### 3.7 Design Examples

In addition to combinational circuits that perform integer addition and subtraction operations discussed earlier, the following subsections present the design of combinational integer multiplier and divider circuits. The basic arithmetic operation for a multiplier is addition and for a divider is subtraction. However, some multiplier and divider algorithms use both addition and subtraction operations. A 2's complement multiplier using addition and subtraction operations is discussed in Chap. 6.

### 3.7.1 Multiplier

Figure 3.24 illustrates the multiplication of the 4-bit unsigned multiplier $B$ $=b_{3} b_{2} b_{1} b_{0}$ and the 4-bit unsigned multiplicand $A=a_{3} a_{2} a_{1} a_{0}$. Each multiplication step generates an addend. In the figure, the values $(1001)_{2},(1001)_{2},(0000)_{2}$, and $(1001)_{2}$ are four addends generated, respectively, by ANDing $b_{0}, b_{1}, b_{2}$, and $b_{3}$ with the bits of $A$. Each new addend is shifted left $k-1$ times, where $k$ is the multiplication step. As illustrated in the figure, the four addends are shifted left, in order, by 0 -, 1 -, 2-, and 3-bits before they are added to produce the final product $P$.


Figure 3.24 A 4-bit unsigned binary multiplication example.
One way to design a combinational $n$-bit multiplier circuit, such as the one illustrated in Fig. 3.25 for $n=4$, is to use $n-1 n$-bit adders and $n n$ bit bitwise AND modules. The design is straight forward and is based on the steps illustrated in Fig. 3.24. The design, however, has a long propagation delay because, except for the first two addends, the remaining addends are added one at a time, creating long signal paths from the input to the final output signals.


Figure 3.25 A 4-bit unsigned multiplier using $n$-bit adder modules.
Alternatively, one can use FA slices to add the addends, one column at a time. When connected, the FA slices create a two-dimensional structure called an array multiplier. Figure 3.26 illustrates a 4-bit array multiplier using six columns of FAs. The sum of the addends is determined one column at a time, similar to how one adds several numbers by hand. In the figure, an addend is represented by its individual bits as $a_{i} b_{j}$ where $a_{i}$ is the $i$ th bit of the multiplicand $A$ and $b_{j}$ is the th bit of the multiplier $B$. Each of the product bits is the 1-bit final sum generated by a chain of FAs organized in a column. In each
column, the unused inputs are connected to 0 . The last product bit $p_{7}$ is equal to the final carryout bit from the last FA column.


Figure 3.26 A 4-bit array multiplier using an array of FAs.
In the figure, the FAs at the bottom row create a CPA, which may be replaced by a CLA adder to minimize the total propagation delay of the multiplier.

### 3.7.2 Divider

Figure 3.27 illustrates the steps to divide a 4-bit unsigned dividend (numerator) $N=n_{3} n_{2} n_{1} n_{0}=4^{\prime} b 1011$ by a 4-bit divisor (denominator) $D=$ 4'b0010 to generate the 4-bit quotient $Q=q_{3} q_{2} q_{1} q_{0}=4$ 'b0101 and the 4 -bit remainder $R=4$ 'b0001. The $N$ is padded with $n-1$, or in this case, with three zeroes from the left; that is, the starting dividend becomes $\{000, N\}$, where $\}$ is used here to indicate concatenation. In each step, the divisor $D$ is subtracted from the higher $n$ bits of the dividend, denoted as $A_{k}$, during the division step $k$. If $D \leq A_{k}$, the corresponding quotient bit is 1 ; otherwise, the quotient bit is 0 .

|  | $0101 \mathrm{Q}=\mathrm{q}$ |  |
| :---: | :---: | :---: |
| D 0010 | 0001011 | $\mathrm{N}, \mathrm{A} 3=0001$ |
|  | -0010 | D > A3 |
| $\mathrm{q} 3=0 \leftarrow \mathrm{bo}=1$ | 1111 | $\mathrm{R} 3=1111$ |
|  | 00010 | $A 2=0010$ |
|  | -0010 | $D=A 2$ |
| $\mathrm{q} 2=1 \leftarrow \mathrm{bo}=0$ | 0000 | $\mathrm{R} 2=0000$ |
|  | 00001 | $\mathrm{A} 1=0001$ |
|  | -0010 | D $>$ A1 |
| $\mathrm{q} 1=0 \quad \mathrm{bo}=1$ | 1111 | $\mathrm{R} 1=1111$ |
|  | 00011 | A0 $=0011$ |
|  | -0010 | D $<$ AO |
| $\mathrm{q} 0=1 \leftarrow \mathrm{bo}=0$ | 0001 | $\mathrm{R}=\mathrm{R} 0=0001$ |

Figure 3.27 A restoring division example.
The steps illustrated in the figure are known as the restoring division algorithm because every time that the $A_{k}<D$ (e.g., $A_{3}=$ 4'b0001 $<D=4$ 'b0010) and thus the difference $A_{k}-D<0$, the $A_{k}$, not the remainder $R_{\mathrm{k}}=A_{\mathrm{k}}-D$, is used to start the next division step-thus, the name "restoring." In this case, the lower $n-1$ bits from $A_{\mathrm{k}}$ is concatenated with the next bit in $N$ to make up the next $n$-bit dividend $A_{k-1}$. Specifically, for $n=4$, the steps to divide $\{000, N\}$ by $D$ and generate the 4-bits $Q$ and 4 -bits $R$, as illustrated in the figure, are as follows:

1. $R_{3}=A_{3}-D\left(4^{\prime} b 0001-4^{\prime} b 0010=4^{\prime} 1111\right)$ results in $R_{3}=-1$ and thus borrow-out $=1$ (i.e., $b o_{3}=1$ ) and $q_{3}=0$.
2. $R_{2}=A_{2}-D\left(4^{\prime} b 0010-4^{\prime} b 0010\right)$ results in $R_{2}=0$ and thus $b o_{2}=0$ and $q_{2}=1$.
3. $R_{1}=A_{1}-D\left(4^{\prime} b 0001-4^{\prime} b 0010\right)$ results in $R_{1}=-1$ and thus $b o_{1}=1$ and $q_{1}=0$.
4. $R_{0}=A_{0}-D\left(4^{\prime} b 0011-4^{\prime} b 0010\right)$ results in $R_{0}=1$ and thus $b o_{0}=0$ and $q_{0}=1$. The final remainder is $R_{0}=4^{\prime} b 0001$.

Figure 3.28 illustrates the data path of a 4-bit bit-parallel restoring divider. A subtractor, a NOT gate, and a MUX are needed to implement each division step. The subtractor computes $R_{k}=A_{k}-D$ and generates the $b o_{k}$. The NOT gate generates the quotient bit as $q_{k}=\overline{b o_{k}}$. The MUX is used to select either $A_{k}$ or $R_{k}$ using the quotient bit $q_{k}$. Equation (3.16) estimates the propagation delay for each division step.


Figure 3.28 A 4-bit "restoring" divider data path.

$$
\begin{equation*}
\Delta_{\text {division-step }}=\Delta_{\text {subtractor }}+\Delta_{\mathrm{MUX}} \tag{3.16}
\end{equation*}
$$

An array divider, similar to an array multiplier, can be designed using an array made of 1-bit divide slices. Each slice would perform a combined subtractor-MUX function. The combined function can be translated into a truth table for minimal SOP or POS expressions (refer to the Exercise section for more details).

For a large $n$, an arithmetic function designed as a combinational circuit may require a prohibitively large number of gates. This is especially true when the algorithm, such as that of the multiplier and divider, is repetitive and can alternatively be implemented iteratively. For example, instead of using four subtractors, four MUXs, and four NOT gates to implement a 4-bit restoring divider, as shown in Fig. 3.28, one can use only one subtractor, one MUX, one NOT gate, and a set of registers to generate the four quotient bits in four steps. The results of each step would be saved in the registers. However, a repeated use of a hardware module requires some extra hardware to control the timing of each step, and would slightly increase the total time required to produce the final result. The design of such circuits is discussed in Chap. 6.

### 3.8 Real Number Arithmetic

The representation of real numbers as FP numbers was briefly discussed in Chap. 1. Table 3.10 presents, as an example, three different representations of 3-bit exponent values as 2's complement signed numbers, as biased numbers with bias $=3$, and as biased numbers with bias $=4$. The exponent range for each of the three representations, respectively, are -4 to $+3,-3$ to +4 when the bias $=3$, and -4 to +3 when the bias $=4$.

| 3-Bit Exponents | Exponent Range <br> as 2's Complement <br> Numbers | Exponent Range as <br> Biased Exponents, <br> Bias =3 | Exponent Range as <br> Biased Exponents, <br> Bias = 4 |
| :---: | :---: | :---: | :---: |
| 000 | 0 | $-3=0-3$ | $-4=0-4$ |
| 001 | 1 | $-2=1-3$ | $-3=1-4$ |
| 010 | 2 | $-1=2-3$ | $-2=2-4$ |
| 011 | 3 | $0=3-3$ | $-1=3-4$ |
| 100 | -4 | $1=4-3$ | $0=4-4$ |
| 101 | -3 | $2=5-3$ | $1=5-4$ |
| 110 | -2 | $3=6-3$ | $2=6-4$ |
| 111 | -1 | $4=7-3$ | $3=7-4$ |

TABLE 3.10 The List of 3-Bit Signed vs. Biased Exponent Values
In general, with biased exponents, the designers have more freedom when deciding which set of real numbers to represent in a computer system. Note that, in this case, the highest positive exponent is 4 when bias $=3$ vs. 3 when bias $=4$. Likewise, the smallest negative exponent is -3 when bias $=3$ and -4 when bias $=4$. This implies that with bias $=$ 3 , there would be more real numbers $>|1|$ (absolute values) that can be represented as FP numbers, but more real numbers < |1| (again absolute values) that would be represented as FP numbers when bias = 4.

### 3.8.1 Floating-Point Standards

The IEEE 754 standards [3] include three types of FP representations known as single, double, and double extended. Table 3.11 lists the exponent and fraction sizes of each type. Both the single and double FP numbers have in-memory, or external, representation with 23 and 52 fraction bits, respectively, and also in-register, or internal, representation inside the FPU with 24 and 53 fraction bits, respectively. The double extended representation has a 64-bit fraction and is used to increase the accuracy of FP arithmetic. The fractions are represented as signed
magnitude numbers, using a separate bit for the sign bit. There is no external (in-memory) representation for the double extended data type.

| Format | Fraction Sign | Biased <br> Exponent | External <br> Fraction | Internal <br> Fraction | Total Size <br> (Internal) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Single | 1 bit | 8 bits | 23 bits | 24 bits | 32 bits |
| Double | 1 bit | 11 bits | 52 bits | 53 bits | 64 bits |
| Double- <br> Extended* | 1 bit | 15 bits | - | 64 bits | 80 bits |
| *As implemented in Pentium Processor family |  |  |  |  |  |

TABLE 3.11 IEEE 754 FP Standards

In addition, the IEEE standards group FP numbers into five data classes, listed here for the single data type:

- Zero
- Denormal with 23-bit fraction
- Normal with 24-bit fraction (only 23 bits are stored in memory)
- Infinity
- NaN (not-a-number), which indicates an invalid FP number or operation

Equation (3.17) presents the relationship between the unbiased exponent $e$ and the biased exponent $E$. The format of a representable single or double normal FP number is $1 . F \times 2^{E}$ with an explicit 1 before the decimal point; however, the 1 is not stored in memory. The $F$ is the external (in-memory) fraction, and 1.F is the internal (in-register) fraction. A denormal FP number is defined as $0 . F \times 2^{E}$ with an explicit 0 before the decimal point.

$$
\begin{align*}
& E=e+\text { bias }  \tag{3.17}\\
& e=E-\text { bias }
\end{align*}
$$

Table 3.12 presents the ranges for each of the data classes. In the table, the quantities $e_{\min }$ and $e_{\max }$ indicate the actual (not biased) exponent range for the normal FP numbers.

| Unbiased Exponent | External Fraction | Data Class Range | In Memory Representation \{Sign, E, F\} |
| :---: | :---: | :---: | :---: |
| $e=e_{\text {min }}-1$ | $F=0$ | +/-0 (zero) | $\{0 / 1,0,0\}$ |
| $e=e_{\text {min }}-1$ | $F>0$ | $+1-0 . F \times 2^{( }$(Denormal) | $\{0 / 1,0, F\}$ |
| $e_{\text {min }} \leq e \leq e_{\text {max }}$ | $F \geq 0$ | +/-1.F× $2^{\text {e }}$ (Normal) | $\{0 / 1, E, F\}$ |
| $e=e_{\max }+1$ | $F=0$ | $+/-\infty$ (Infinity) | $\left\{0 / 1, E_{1}, 0\right\}$ |
| $e=e_{\max }+1$ | $F>0$ | $+1-\mathrm{NaN}$ (Not-a- <br> Number) | $\{0 / 1, E, F\}$ |
| \{ Indicates concatenation. |  |  |  |

TABLE 3.12 IEEE FP Data Classes

For example, assuming 3-bit biased exponents with bias $=3$, Eq. (3.18) defines the $E$ and $F$ values for each of the data classes.

$$
\begin{equation*}
\text { Zero: } \quad E=0, F=0 \tag{3.18}
\end{equation*}
$$

Denormals: $\quad E=0, F>0$
Normals: $\quad 1 \leq E \leq 6, F \geq 0$
Infinity: $\quad E=7, F=0$
NaNs: $\quad E=7, F>0$

### 3.8.2 Floating-Point Data Space

A FP data space refers to all the real numbers that can be represented as FP numbers in a computer system. Figure 3.29 displays an FP data space using the positive real axis. The dotted horizontal line between 0 and $2^{e}{ }_{\text {min }}$ (not including 0 or $2^{e}{ }_{\text {min }}$ ) indicates the denormal data space. The thin and bold vertical lines indicate the specific real numbers that
can be represented as FP numbers when fractions are only 2-bits each. The more fraction bits there are in the representation, the more real numbers can be represented as FP numbers.


Figure 3.29 An FP data space with 2-bit fractions.
For instance, in the single precision representation, the 8-bit unbiased exponent rage is from $e_{\text {min }}=-126$ to $e_{\max }=127$ with bias $=127$. Each fraction is 23 -bits. Its data space would have $2^{22}-1$ thin lines between each pairs of the bold lines. The data space of the double precision representation would have $2^{52}$ - 1 thin lines between each pair of bold lines.

Figure 3.30 displays the list of positive real numbers that can be represented as 6-bit FP numbers using 1-bit for sign, 2-bits for a fraction, and 3-bits for an exponent with bias $=3$. As shown in the figure, 17 real numbers ranging between 0.25 and 14.0 (inclusive) can be represented with the 6-bit FP format. The FP numbers between 0 and 0.25 (exclusive) would be considered denormals.


Figure 3.30 Real numbers represented as 6-bit FP numbers with 2-bit fractions and 3-bit exponents with bias $=3$.

Example 3.2. Determine the external (in-memory) single precision FP representation of real number +10.75 .

Solution: First, the number is converted into binary. Then the representation is converted into its scientific format in binary.

$$
\begin{aligned}
+10.75 & =(1010.11)_{2} \\
& =(1010.11)_{2} * 2^{0} \\
& =(1.01011)_{2} * 2^{3} \\
& =(1.01011)_{2} * 2^{3+12} \\
& =(1.01011)_{2} * 2^{130}
\end{aligned}
$$

$$
=(1.01011)_{2} * 2^{3} \quad\left(\text { unbiased scientific format as } 1 . F \times 2^{e}\right)
$$

$$
=(1.01011)_{2} * 2^{3+127} \quad(\text { biased scientific format, bias }=127)
$$

(IEEE format as $1 . F \times 2^{E}$ )

The result is a 32 -bit number created from concatenating the 1 -bit sign $=0$, the 8 -bit biased exponent $E=130=(10000010)_{2}$, and the 23-bit fraction $F=(010110 \ldots .0)_{2}$ as follows:

| 0 | 10000010 | 0101100000000000000000 |
| :--- | :--- | :--- |

Or, $0 \times 412 \mathrm{C} 0000$ in hex. The 1 in the 1. $F$ format is not stored in memory.

Other than the sign bit, the representation of negative and positive FP numbers is the same. Negative FP numbers have a 1 as the sign bit. As an example, the single precision FP in-memory representation of -10.75 is 0 xC 12 C 0000 .

## Two-Dimensional Display

Alternatively, another way to display an FP data space is to use rectangular regions [4], as illustrated in Fig. 3.31 for the single precision. A separate two-dimensional display is shown for each positive and negative FP data spaces. In the figure, the $x$-axis is arbitrarily selected to represent the exponent values and the $y$-axis to represent fraction values. A different scale is used in each of the axes.


Figure 3.31 Two-dimensional display of the single precision FP data space.

When compared to the one-dimensional display in Fig. 3.29, it is easier with the two-dimensional display to identify the location of a special FP number or the domain and/or the range for an FP function, such as cosine. For instance, the range for the cosine function is all the representable FP numbers between 0 and 1.0, inclusive. A function's
domain and range may be used, for example, to generate test vectors for an FPU [4]. Figure 3.32 illustrates the location of few sample FP numbers in the two-dimensional FP data space.


1 Smallest Normal positive FPN: $0,00000001,00000000000000000000000=\sim 1.175 * 10^{-38}$
Smallest Normal negative FPN: $1,11111110,11111111111111111111111=\sim-3.40^{* 1} 10^{+38}$
$+1.0: 0,01111111,00000000000000000000000$
+Zero: $0,00000000,10000000000000000000000$

- Infinity: 1, 11111111,00000000000000000000000

Quiet Nan (QNaN): Denotes indeterminate operation, such as $\sqrt{-1}$
Signalling NaN (SNaN): Denotes invalid operation
Real-Indefinite (a special QNaN): $1,11111111,10000000000000000000000$
Figure 3.32 Examples of the single precision FPNs.
The smallest positive normal FP number is marked as item 1 in the figure and is located at the bottom-left corner of the positive normal region with $E=1$ and $F=0$. The smallest (i.e., largest magnitude) negative normal FP number is marked as item 2 and is located at the upper-right corner of the negative normal region with exponent $E=254$ and $F$ all 1 's. The +1.0 is marked as item 3 and is located in the bottom center of the +normal region with $E=127$ and $F=0$. The $\pm$ zero is shown with $E=0$ and $F=0$. The $\pm$ infinity is shown with $E=255$ and $F=$ 0 . Also, as implemented in the Intel Pentium processors, there are other
special FP numbers, such as, the quite $\mathrm{NaN}(\mathrm{QNaN})$ that indicates an invalid operand-for example, -1 in the computation of $\sqrt{-1}$-or the signaling NaN (SNAN) that indicates an invalid operation [5].

The two-dimensional display of the double precision FP data space is similar, with the exception that the number of bits used to represent each exponent and fraction are, respectively, 11- and 52-bits.

### 3.8.3 Floating-Point Arithmetic

Both the exponent and the fraction of an FPN are integer numbers and are operated on separately when FP arithmetic is performed. For example, in order to add the two real numbers $0.1075\left(10.75 \times 10^{-2}\right)$ and $72.5\left(0.725 \times 10^{2}\right)$ in decimal, the smaller fraction is shifted right to line up the decimal points before the two fractions are added to produce the sum $72.5075\left(0.725075 \times 10^{2}\right)$. The number of bits the smaller fraction is shifted is determined from the two exponents. The algorithm to add two binary real numbers is the same as that in decimal and is outlined next. The labels A.s and B.s, A.E and B.E, and A.F and B.F, respectively, refer to the sign bits, biased exponent values, and the external (in-memory) fraction values of two FP numbers $A$ and $B$. That is,

$$
\begin{aligned}
A & =\{A . s, A . E, A \cdot F\} \\
B & =\{B . s, B . E, B . F\}
\end{aligned}
$$

where $\}$ is used to indicate concatenation.

## Floating-Point Addition Algorithm: Normal Data Class

1. Initialize the inputs: $A$ must be bigger than or equal to $B$.
i. Let $A . F=\{1, A . F\}$ and $B . F=\{1, B . F\}$ be the internal (in-register) representations of the fractions.
ii. Make sure $|A| \geq|B|$. If $|A|<|B|$, then switch $B$ with $A ;|X|$ indicates the absolute value of $X$.
2. Line up decimal points: Shift $B$. $F$ right by $D$ bits as determined next.
i. Let $D=A . E-B . E$.
ii. Shift $B . F$ right $D$ number of times, entering 0 from left.
3. Generate the result (R): Compute R.F=A.F $\pm$ B.F.
i. Generate the R.F as the sum or the difference of $A$.Fand $B$. Fdepending on the values of A.s and B.s as follows:
ii. Let R.s = A.s and R.E = A.E.

| A.s | B.s | Computation |
| :---: | :---: | :---: |
| 0 | 0 | A. $F+$ B.F |
| 0 | 1 | A.F - B.F |
| 1 | 0 | A. $F-$ B.F |
| 1 | 1 | A. $F+$ B.F |

4. Normalize the result: Convert the R.F to 1 .F format, if it is not already.
i. If the format of the R.F is $1 x . F$ where $x$ is either 0 or 1 in step $3 . i$, then add a 1 to R.E and shift R.F 1-bit right to change its format to $1 . F$; the LSB (least significant bit) of 1 x.F will be lost.
ii. Or, if $R$.F in step 3.i has leading zeroes, then subtract a 1 from $R . E$ each time that $R . F$ is shifted left in order to remove the leading zeros necessary to represent $R$.F as 1 .F. For example, if $R . F=0.01 \mathrm{xxxxxx} \ldots . \mathrm{x}$, then it would be shifted left twice to 1.xxx...x (1.F format). In this case, R.E must be reduced by two.
5. Round the result:

The final output, $S . F=\{1, S . F\}$, is selected from the upper bits of R.F depending on the size of the target fraction: 24-bits for single precision and 54-bits for the double precision internal representations. The unused lower bits of $R . F$ will be lost. However, the lost bits can be used to round up the result by adding a 1 to the LSB of $S$. F. If the format of the rounded $S$. $F$ becomes 1 x.F again, another normalization step would be necessary to change its format back to 1.F. A more complete discussion on rounding involving the guard $(G)$, round ( $R$ ), and sticky $(S)$ bits, as outlined in the IEEE FP standards, is beyond the scope of this book.

## 6. Final output:

The R.s, R.E, and S.F are concatenated to create either a 32 -bit number, if single precision, or a 64-bit number, if double precision, before storing it in memory. That is,

$$
S=\{R . s, R . E, S . F\}
$$

The size of $R . F$ is 64 -bits, and all the integer arithmetic and shift functions are performed in 64-bit fractions to minimize rounding errors when billions of computations are performed.

## Example 3.3. Determine $S=A+B$ given that $A=17.875$ and $B=15.75$. Assume $A, B$, and $S$ are 16-bit FP numbers with 1-bit sign, 7-bit e exponents with bias $=63$, and 8 -bit fractions.

Solution: The five steps to determine $S=A+B$ are as follows:

1. Convert each of the real numbers $A$ and $B$ into their binary representations.
2. Convert the binary representation to their equivalent unbiased scientific format.
3. Convert the unbiased scientific formats to their equivalent biased format.
4. Convert each of the biased scientific formats to a 16-bit in-memory representation.
5. Follow the FP addition algorithm to add the two FP numbers.

Step 1: Convert to binary

$$
A=10001.111 \times 2^{0} \quad B=1111.11 \times 2^{0}
$$

Step 2: Scientific format (unbiased exponent)

$$
A=1.0001111 \times 2^{4}
$$

$$
B=1.11111 \times 2^{3}
$$

Step 3: Scientific format (biased exponent), IEEE format as $1 . F \times 2^{E}$

$$
\begin{array}{ll}
A=1.0001111 \times 2^{4+63} & B=1.11111 \times 2^{3+63} \\
A=1.0001111 \times 2^{67} & B=1.11111 \times 2^{66}
\end{array}
$$

Step 4: In-memory representations:

$$
A=0 \times 431 E(0,1000011,00011110) \quad B=0 \times 42 F 8(0,1000010,11111000)
$$

Step 5: Apply the FP addition algorithm discussed earlier.

## 1. Initialize the inputs:

Because $|A| \geq|B|$, there is no need to switch $A$ with $B$.

$$
\begin{aligned}
& A . s=0, A . E=1000011(67), A . F=1.00011110 \\
& B . s=0, B . E=1000010(66), B . F=1.11111000
\end{aligned}
$$

2. Line up the decimal points:

$$
\begin{aligned}
D & =A \cdot E-B \cdot E \\
& =(1000011)_{2}-(1000010)_{2} \quad \text { or } \quad 67-66=1 \\
& =0000001
\end{aligned}
$$

Shift $B$. $F$ right once ( $D=1$ ) to produce $B . F=0.111111000$
3. Generate the sum:

$$
\begin{aligned}
R . F & =A \cdot F+B \cdot F \\
& =1.00011100+0.111111000 \\
& =10.00011010(\text { not in the } 1 . F \text { format }) \\
\text { R.s } & =A \cdot s=0 \\
\text { R.E } & =A \cdot E=67
\end{aligned}
$$

4. Normalize the result:
i. Add 1 to the $R . E$ to yield $R . E=68(67+1)$.
ii. Right-shift the $R . F$ by 1 to yield $R . F=1.000011010$ (now in the 1 . $F$ format).
5. Round the result:

Select the upper 9-bits from the new R.F as $S$. $F=1.00001101$. The lower only remaining bit of $R . F$ is 0 and thus would be ignored. The result is:

$$
S . F=1.00001101 \text { with } S . F=00001101
$$

(However, if the new R.F was instead 1.000011011 with 1 as its LSB, we would have had the option to round up the S. F to 1.00001110 (i.e., $1.00001101+0.00000001$ ).
6. Final sum:

$$
\begin{aligned}
& S=\{R . s, R . E, S . F\} \\
& S=\{0,1000100,00001101\} \text { (or, } 0 x 440 D \text { in memory) }
\end{aligned}
$$

The $S$ is converted to a decimal number as follows:

$$
\begin{array}{rlrl}
S & =1.00001101 \times 2^{68} & & \text { (biased scientific format) } \\
S & =1.00001101 \times 2^{68-63} & & \text { (make it unbiased) } \\
S=1.00001101 \times 2^{5} & & \text { (unbiased scientific forma } \\
S & =100001.101 & & \text { (in binary) } \\
S & =33.625 & & \text { (in decimal) } \\
& =17.875+15.75 & &
\end{array}
$$

FP subtraction, multiplication, and division are similarly performed in several steps. For subtraction, the fractions are first lined up, as in the
case of the FP add, and then they are subtracted if A.s $=$ B.s or added if A.s $\neq$ B.s. For multiplication, the fractions are multiplied, the exponents are added, and the sign bits are XORed. Finally, for division, the fractions are divided (integer division), the exponents are subtracted, and the sign-bits are XORed. The rounding and normalization steps are the same as those discussed for the FP addition.

However, because for FP division the most significant bits of the numerator internal fraction N. F and denominator internal fraction $D . F$ are both 1, N. $F$ is not padded with 0's from left as it was done in Fig. 3.28 for integer division (refer to Exercise 3.29).

### 3.8.4 Floating-Point Unit

Figure 3.33 illustrates the data path of a floating-point adder. The data path includes combinational circuit modules that implement the tasks outlined in the algorithm. In the data path, the Switch module is used to test if $|A|<|B|$. In order for $|A|$ to be less than $|B|$, either $A . E$ must be less than $B . E$, or in case of $A . E=B . E, A . F$ must be less than $B$. $F$. Two subtracting modules inside the Switch (not shown) generate the difference $A . E$ - B.E and $A$. $F-B$. $F$. The borrow-out signals from these modules would indicate whether or not $|A| \geq|B|$.


Figure 3.33 A data path for FP addition.
If $|A|<|B|$, then $A$ and $B$ must be switched so that the larger number is used as $A$, the left input of the data path. Two 2-to-1 MUXs (not shown) would be needed to switch $A$ with $B$ and $B$ with $A$ when necessary. The two inputs $A$ and $B$ are switched if $A . E<B . E$ or if $A . F<$ $B . F$ if $A . E=B . E$.

The Right Shifter module is used to align the decimal points when computing A. F $\pm$ B. F. A Shift module is also used within each of the normalization and rounding modules. A combinational shifter is described next.

## Combinational Shifter

A combinational shifter is designed using $\log _{2}(k)$ 2-to-1 MUXs organized in $\log _{2}(k)$ levels, where $k$ indicates the range for the number of shifts. For example, for $k=8$, a combinational shifter can shift its input 0 to $k-$ 1 or 7 bits. Figure 3.34 illustrates an 8 -bit combinational right shifter with $k=8$. The 3-bit $S=s_{2} s_{1} s_{0}$ specifies the shift size between 0 and 7 bits. The bits $s_{2}, s_{1}$, and $s_{0}$ are used as the select inputs to the three MUXs.


Figure 3.34 An 8-bit combinational right shifter with zero fill.
As illustrated in the figure, the top (Level 0) MUX selects either the input $X$ if $s_{0}=0$ or the $X$ shifted right by 1 -bit if $s_{0}=1$. The next MUX selects either the $Y$ if $s_{1}=0$ or the $Y$ shifted right by 2-bits if $s_{1}=1$.

Finally, the bottom (Level 2) MUX selects either the $Z$ if $s_{2}=0$ or the $Z$ shifted right by 4 bits if $s_{2}=1$.

For example, when $S=s_{2} s_{1} s_{0}=(011)_{2}, s_{0}=1$ causes the Level 0 MUX to shift input $X$ right by 1 -bit. The signal $s_{1}=1$ causes the Level 1 MUX to shift $Y$ by 2 bits. Finally, the signal $s_{2}=0$ causes the Level 2 MUX to pass $Z$ as-is to its output. As a result, the shifter shifts its input $X$ 3 bits to the right. When $S=(101)_{2}, X$ would be shifted right five times. The maximum number of times that $X$ can be shifted is seven when $S=$ $(111)_{2}$.
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## Exercises

3.1 Consider a CPA(8), an 8-bit CPA, and do the following:
a. Design the adder using NOT and NAND gates and determine the total number of each gate used. Use SOP expressions for the FA from Chap. 2.
b. Determine the total number of transistors.
c. How many transistors would be needed to design a CPA(32)?
3.2 Calculate the following 2's complement sum and difference for the following values. Indicate if any will result in an overflow.
a)

A: 11001100
B: 00110100
$+\quad+$
C)

A: 00000001
B: 00000010
-
e)

A: 10000010
B: 00000011
b)

A: 11111000
B: 00001000
$+$
d)

A: 11111000
B: 00001000
-
f)

A: 01111101
B: 11111010
3.3 Determine the POS expressions of a 1-bit PGU and 1-bit CGU and then draw their circuits using NOT and NOR gates, but combine and use the minimum number of gates.
3.4 Suppose an 8 -bit adder is designed using two 4-bit CPAs (labeled CPA1 and CPA2), where carry-out $c_{3}$ is fed as carry-in into CPA2. CPA1 inputs the initial carry-in $c_{-1}$. In order to speed up the adder, $c_{3}$ is generated as $c_{3}=g_{3}+p_{3} g_{2}+p_{3} p_{2} g_{1}+p_{3} p_{2} p_{1} g_{0}+p_{3} p_{2}$ $p_{1} p_{0} c_{-1}$, where $p$ 's and $g$ 's are generated in 0.3 ns. Determine how much faster the new adder will be if $\Delta F A c=0.5 \mathrm{~ns}$.
3.5 Design and estimate the propagation delay of a 16-bit hybrid adder using
a. Two CLA(8) modules
b. Four CLA(4) modules
c. Eight CLA(2) modules
3.6 Compare $\triangle C P A(8)$ with $\triangle C L A(8)$ by calculating the speedup as the ratio of $\triangle C P A(8)$ over $\triangle C L A(8)$. Use SOP expressions for an FA.
3.7 Design a 15 -bit CLA using 4-bit BCGUs, where each BCGU outputs three carry-bits and $p^{*}$ and $g^{*}$ signals.
3.8 Design a 1-bit, 8-to-1 MUX using 1-bit, 2-to-1 MUXs. Also estimate its propagation delay assuming that NAND gates have 0.1 ns delay.
3.9 Design a 1-bit, 8-to-1 MUX using a combination of 1-bit, 2-to-1 and 1-bit, 4-to-1 MUXs. Also estimate its propagation delay assuming that NAND gates have 0.1 ns delay and a 4-to-1 MUX implements SOP expressions.
3.10 Estimate the delay of the 8-bit ALU in Fig. 3.16 assuming 0.1 ns delay for NAND gates, the adder is a CLA(8), and there are only 2 -to-1 MUXs available.
3.11 Verify that the circuit in Fig. 3.22 implements the ALU Map module.
3.12 Consider an 8-bit bit-parallel ALU with only four functions: add, subtract, and bit-wised AND and XOR. Assume an adder/subtractor module uses a hybrid adder designed from CLA(2) modules. In addition, the overflow flag must be masked out when performing bitwise computation. Assume only 8-bit, 2-to-1 MUXs are available. Do the following:
a. Draw the data path and estimate its propagation delay assuming 0.1 ns delay for each NOT and NAND gate.
b. Construct the truth table for its Map module.
3.13 Design a 4-to-2 encoder using 2-to-1 encoder modules. Hint: You also need a 1-bit, 2-to-1 MUX and a two-input OR gate.
3.14 Design an 8-to-3 encoder using 4-to-2 encoder modules. Hint: You also need a 2-bit, 2-to-1 MUX and a two-input OR gate.
3.15 Design the 8-bit bit-serial ALU shown in Fig. 3.23 and use the truth table given in Table 3.8 for the 1-bit ALU slice.
3.16 Design a 2-bit 2's complement comparator, and then use four of the comparator modules to design an 8-bit comparator. Hint: A 2-bit 2's complement comparator inputs two 2-bit inputs $A$ and $B$ and also gti (greater than), eqi (equal), and Iti (less than) signals, where "i" stands for input from the previous module and then outputs three signals, gto, eqo, and lto, where "o" stands for output. First design a 2-bit 2's complement with only inputs $A$ and $B$ to generate three outputs gtt if $A>B$, eqt if $A=B$, and $I t t$ if $A<B$, where " $t$ " stands for
temporary. Then combine gtt, eqt, and Itt with the gti, eqi, and Iti to generate the gto, eqo, and Ito. For example, gto $=1$ if ( $g t i=1$ and $g t t=1)$ or $(g t i=1$ and eqt $=1)$ or $(e q i=1$ and $g t t=1)$ or $(l t i=1$ and $g t t=1)$.
3.17 Consider the 4-bit array multiplier given in Fig. 3.26. Do the following:
a. Estimate its propagation delay in terms of propagation delays of the carry- and sum-bits of an FA; that is, in terms of $\triangle$ FAc and $\Delta$ FAs.
b. Give a generalized equation for the propagation of an $n$-bit array multiplier.
3.18 Consider an 8-bit array multiplier where a CLA(8) is used to replace the $\mathrm{CPA}(8)$ in the last row. Assuming that $\triangle \mathrm{FAc}=0.2 \mathrm{~ns}, \Delta \mathrm{FAs}=$ 0.3 ns , and $\operatorname{CLA}(8)=0.8 \mathrm{~ns}$, how much faster will the new multiplier will be compared to the original?
3.19 Use the restoring division algorithm discussed to divide $N=$ 10101101 by $D=1110$. Note you can use binary calculation on your calculator to double-check your results.
3.20 Design an array divider by first designing a 1-bit combined subtract-MUX bit slice with minimum delay (i.e., SOP or POS expressions); then use it to design a 4-bit bit-serial subtract-MUX module; then replace each of the 4-bit subtract and 4-bit MUX pairs in the divider in Fig. 3.28. with a 4-bit bit-serial subtract-MUX module.
3.21 Write a program in the language of your choice (or use Excel) to implement the following reciprocal division algorithm and make an observation when $D$ becomes 1.0. Then verify that the reciprocal division algorithm, which computes $Q$, is equal to $N / D$ computed by using the divide (/) operator. The reciprocal division algorithm is as follows:

```
#define ITERATIONS 15
Procedure ()
{
    float D, N, Q;
    float R;
input D, N; //e.g., D = 1.99 and N = 2.4
For j = 1 to INTERATIONS do
    R = 2 - D;
    D = D * R;
    N = N * R;
    print j, D, N, R
Endfor
}
```

Note that no division operator is used in the calculation of $Q$; only multiplication and subtraction operations are used to compute the result of $N$ divided by $D$. This algorithm was implemented in hardware as the FP divide instruction in an Intel x486 processor. Run the program twice, once with inputs $D=1.99$ and $N=2.4$, and again with $D=1.56$ and $N=2.4$. Note the fraction of $D$ is always less than 2 (e.g., maximum fraction of $D$ in binary is $1.1111111 . .1<$ 2 with 23 1s after the decimal point for the "float" data type and 52 1 s for the "double" data type).
Compare the $N$ value when $D$ becomes 1.0 with the $Q$ value computed as the original $N\left(N_{0}\right)$ divided (/) by the original $D\left(D_{0}\right)$ (e.g., $Q=2.4 / 1.99$ ). Compare $N_{i}$ with $Q=N / D$ when $D i$ becomes 1.0 for some $i$. Is $Q=N_{i}$ when $D_{i}=1.0$ ? What do you notice between the two runs?
3.22 Determine the IEEE floating point representations of 6.725 for:
3.23 Determine the IEEE floating point Single precision representation of 0.35 .
$3.240 x 41$ DD0000 is an IEEE single precision FP number. What number does it represent in decimal?
3.25 Show the steps to compute the sum (S) of two single precision FP numbers $A=0 \times C 18 D 0000=-17.625$ and $B=0 \times 41080000=8.5$.
3.26 Design an 8-bit combinational arithmetic right shifter. Each time a number is arithmetic right shifted, the sign bit is repeated. Also illustrate -80 right shifted three times (i.e., $-80 \ggg 3$ ).
3.27 Design and simulate a Verilog behavior and structural model for an 8-bit 2's complement adder/subtractor using a CPA(8). Use a "case" statement to describe an FA; then use a Verilog structural model to design the CPA(8) with eight copies of the FA modules. Use an "assign" statement to enter the expression for the overflow flag (ovf) and an "if-else" statement to describe the inverter module. Create a Verilog tester module and test your design using test vectors 0x80 $0 \times 01$ and $0 \times 7 \mathrm{~F}+0 \times 01$. Is the overflow flag asserted in both cases?
3.28 Design an 8-bit restoring divider in Verilog. Use a behavior Verilog model to create a 1-bit subtractor similar to an FA. Also create an 8bit BPS similar to an 8-bit CPA. Create a behavior description of 8bit, 2-to-1 MUX. Combine several BPS and MUX modules to design the divider. Create a tester module to test your design.
3.29 Consider the FP numerator with external fraction N.F = \{1, N.F $\}$ and denominator external fraction D.F = \{1, D.F $\}$ where N.F and D.F are 4-bit numbers. Use four 4-bit bit-serial subtractor-MUX modules from Exercise 3.20 to design an integer divider used in an FPU. Hint: N.F will be padded with 0's from the right; in this case, Ak in each step is always a 5 -bit number and $\operatorname{Ak}[4]$, the most significant bit (MSB), is not used to determine the next remainder (i.e., Ak[3:0] - D.F); Ak[4] is used instead with the conjunction of borrow-out (bo) in each step to determine the next quotient bit as $q_{k}=A_{k}[4]+\left(\overline{b o_{k}}\right)$.
3.30 Computer security (hardware Trojans): Exercise 11.12 to understand how a computational malicious circuit is designed. Do not implement the triggering mechanism; instead, directly operate the multiplexer to cause a computational attack (also see Sec. 11.2).
3.31 Computer security: (access control) Exercise 11.26 to design a hierarchical access control scheme suitable for hardware implementation (also see Sec. 11.1.4 and Sec. 11.1.5).

## CHAPTER 4

## Sequential Circuits: Core Modules

### 4.1 Introduction

While combinational circuits are necessary and are an important part of a digital system, their outputs depend only on the inputs currently applied. Any change in the inputs is expected to change the outputs. On the other hand, the outputs of a sequential circuit depend not only on the current inputs, but also on the inputs previously entered. For example, as illustrated in Fig. 4.1, if a single adder is used to generate the sum of several numbers, then a partial sum, initially zero, must be saved and added with each new number to generate the next partial sum. Therefore, the circuit is a sequential circuit because the current partial sum is the sum of all the previously entered numbers, and the next partial sum is determined by adding the next number, now the current input to the adder, to the saved partial sum.


Figure 4.1 An illustration of a sequential circuit; it computes the sum of several numbers, $V_{0}, V_{1}$, etc.

In general, a complex sequential data path requires combinational circuits to generate outputs as results and storage modules (typically registers) to save those results. The data path also requires a control unit (a controller) that follows a specific set of steps (i.e., an algorithm) to compute a complex function using the data path. A control unit is a sequential circuit and uses storage modules to save its current state (e.g., a specific step in the algorithm) in order to determine its next state using the inputs it currently receives.

Sequential circuits also require a timing control signal called a clock. It is used to determine when a value-for example, the sum from the adder in Fig. 4.1 -should be stored in the storage module. Note that the adder does not generate all the sum bits at the same time. Each sum bit is the output of a combinational circuit with a specific propagation delay. The circuits that have shorter propagation delays generate their outputs sooner than those that have longer propagation delays. Therefore, the sum is valid when the circuit with the longest propagation delay in the adder generates its output. Otherwise, one or more of the sum bits would be still changing, and thus the sum would be invalid. The clock signals the validity of the sum and allows the storage module to save it.

This chapter presents the core logic circuits required to design a storage module. In a core circuit, outputs are fed back as inputs so the circuit can retain an output value, thereby creating a storage module. However, these core circuits require certain operating constraints to remain stable and retain their stored values. They are used in the design of small and large sequential
circuits. Small sequential circuit designs are covered in Chap. 5, large designs in Chap. 6, and CPU design in Chap. 8.

### 4.2 SR Latch

The circuit of an SR latch is illustrated in Fig. 4.2. The circuit has two inputs: $s$ and $r$. They, respectively, stand for set $q$, meaning $q$ becomes 1 , and reset $q$, meaning $q$ becomes 0 . Signals $p$ and $q$ are interdependent and are defined as $q=\overline{r+p}$ and $p=\overline{s+q}$. In order to determine the value of $q$, one must know the value of $p$, or vice versa. Therefore, because the initial values of $q$ and $p$ are not known, the circuit activities are best understood by examining the following four cases.


Figure 4.2 A basic SR latch.

## Case 1: $s=0$ and $r=0$

a. Assuming that the current value of $q=0$, let $s=0$ and $r=0$ and then determine the new values of $p$ and $q$. In this case,

$$
\begin{aligned}
p^{\text {new }} & =\overline{s+q} \\
& =\overline{0+0} \\
& =1 \\
q^{\text {new }} & =\overline{r+p^{\text {new }}} \\
& =\overline{0+1} \\
& =0
\end{aligned}
$$

b. Assuming that the initial value of $q=1$, let $s=0$ and $r=0$ and then determine the new values of $p$ and $q$.

$$
\begin{aligned}
p^{\text {new }} & =\overline{s+q} \\
& =\overline{0+1} \\
& =0 \\
q^{\text {new }} & =\overline{r+p^{\text {new }}} \\
& =\overline{0+0} \\
& =1
\end{aligned}
$$

That is, when $s=0$ and $r=0, q^{\text {new }}=0$ (no change) and $p^{\text {new }}=1$.
That is, when $s=0$ and $r=0, q^{\text {new }}=1$ (again no change) and $p^{\text {new }}=0$.
Case 1 indicates that when both $s=0$ and $r=0$, the values of $p$ and $q$ remain unchanged and $p=\bar{q}$.

## Case 2: $s=0$ and $r=1$

a. Assuming that $q=0$, let $s=0$ and $r=1$. Thus,

$$
\begin{aligned}
& p^{\text {new }}=\overline{s+q}=\overline{0+0}=1 \\
& q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{0+1}=0
\end{aligned}
$$

That is, when $>=0$ and $r=1, q^{\text {new }}=0$ (no change) and $p^{\text {new }}=1$.
b. Assuming that $q=1$, let $s=0$ and $r=1$.

$$
\begin{aligned}
& p^{\text {new }}=\overline{s+q}=\overline{0+1}=0 \\
& q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{1+0}=0, \quad q \text { changes, thus } \\
& p^{\text {new }}=\overline{s+q^{\text {new }}}=\overline{0+0}=1, \quad p \text { changes, thus } \\
& q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{1+1}=0 \quad \begin{array}{l}
\text { no change in } q^{\text {new }}, \text { both } p \text { and } q \text { are now } \\
\text { stable. }
\end{array}
\end{aligned}
$$

In this case, the value of $q$ changes, but eventually stabilizes and remains at 0 .

That is, when no matter what the current value of $q$ is, if $s=0$ and $r=$ 1 , then $q^{\text {new }}=0$ and $p^{\text {new }}=1$. That is, $q$ is reset to 0 (or the latch stores logic 0 ) and $p=\bar{q}$.

## Case 3: $s=1$ and $r=0$

a. Assuming that $q=0$, let $s=1$ and $r=0$.

$$
\begin{array}{ll}
p^{\text {new }}=\overline{s+q}=\overline{1+0}=0 \\
q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{0+0}=1 & q \text { changes, thus } \\
p^{\text {new }}=\overline{s+q^{\text {new }}}=\overline{1+1}=0 & \text { both } p \text { and } q \text { are now stable. }
\end{array}
$$

That is, if $s=1$ and $r=0$, then $q^{\text {new }}=1$ (changes from 0 to 1 ) and $p^{\text {new }}$ $=0$.
b. Assuming that $q=1$, let $s=1$ and $r=0$.
$p^{\text {new }}=\overline{s+q}=\overline{1+1}=0$
$q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{0+0}=1 \quad$ remains the same
Case 3 indicates that no matter what the current value of $q$ is, if $s=1$ and $r=0$, then $q^{\text {new }}=1$ and $p^{\text {new }}=0$. That is, $q$ is set to 1 (or the latch stores logic 1 ) and $p=\bar{q}$.

Case 4: $s=1$ and $r=1$
a. Assuming that $q=0$, let $s=1$ and $r=1$.

$$
\begin{aligned}
& p^{\text {new }}=\overline{s+q}=\overline{1+0}=0 \\
& q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{1+0}=0
\end{aligned}
$$

In this case, both $q^{\text {new }}$ and $p^{\text {new }}$ become 0 .
b. Assuming that $q=1$, let $s=1$ and $r=1$.

$$
\begin{array}{ll}
p^{\text {new }}=\overline{s+q}=\overline{1 母}=0 & \\
q^{\text {new }}=\overline{r+p^{\text {new }}}=\overline{1+0}=0 & q \text { changes, thus } \\
p^{\text {new }}=\overline{s+q^{\text {new }}}=\overline{1+0}=0 & \text { both } p \text { and } q \text { are now stable. }
\end{array}
$$

Again, in this case, both $q^{\text {new }}$ and $p^{\text {new }}$ become 0 .

Case 4 is a special case. It indicates that no matter what the initial value of $q$ is, if $s=1$ and $r=1$, then $p^{\text {new }}$ and $q^{\text {new }}$ both become 0 , unlike the other three cases. This case produces inconsistent values for $p$ and $q$ as compared to the previous three cases, where $p$ and $q$ always have the opposite values. This case is also inconsistent because if both $r$ and $s$ are simultaneously set to 0 after both being $1, p$ and $q$ signals will oscillate, both will become 1 and then both will become 0 , and then it would repeat again. While the oscillation will continue forever (never stabilizing) during simulation, the oscillation would eventually stop in a real circuit. However, the final and stabilized value of $q$ would be random, 0 or 1 , and $p=\bar{q}$. Case 4 can alter the state of a system, randomly causing problems. For this reason, Case 4 should never happen. That is, $r$ and $s$ should never become 1 at the same time.

Cases 1 to 3, on the other hand, provide the necessary functions one would expect from a storage module: retain $q$ (Case 1), reset $q$ or store 0 (Case 2), or set $q$ or store 1 (Case 3), with $p$ always being equal to $\bar{q}$.
Figure 4.3 illustrates the final SR latch circuit, with $p$ replaced with $\bar{q}$. Its characteristic table (also called a truth table) is shown in the figure with Case $4(s=1$ and $r=1)$ marked unused. In the table, the current value of $q$ is shown as $q^{t}$ to mean the value of $q$ at time $t$. The new (next) value of $q$ is shown as $q^{\dagger}+{ }^{1}$ to indicate the stabilized values of both $q$ and $\bar{q}$.

| $s$ | $r$ | $\mathrm{q}^{\mathrm{t}+1}$ |
| :---: | :---: | :---: |
| 0 | 0 | $\mathrm{q}^{\mathrm{t}}$ |
| 0 | 1 | 0 |
| 1 | 0 | 1 |
| 1 | 1 | - |

(a)

(b)

Figure 4.3 SR latch and its characteristic table: (a) SR latch's characteristic table; (b) a NOR-gate SR latch.

The SR latch circuit still lacks certain features to be a useful circuit:

- We must make sure that $r$ and $s$ signals both do not become active at the same time (i.e., Case 4 never happens).
- We must be able to initialize $q$ to a known value, 0 or 1 , during a system startup.


### 4.2.1 Clocked SR Latch

A clock is a signal generated by an electronic device called an oscillator that repeatedly outputs 1 and 0 , each with a fixed duration. It is used to sample signals at specific times, and the sampling is done either when the clock is 0 or when the clock is 1 . Figure 4.4 presents the circuit for a clocked SR latch. The clock signal is individually ANDed with $r$ and $s$ signals. It controls the timing when both $r$ and $s$ signals are allowed to change the state of the core circuit (Fig. 4.3(b)), defined by the $q$ and $\bar{q}$ signal values.


Figure 4.4 A positive-level SR latch.
When $c l k=0$ in Fig. 4.4, both G1 and G2 AND gates in the circuit would output 0 , independent of the values of $r$ and $s$. This, in turn, will cause the core SR latch to retain its current state (Case 1). However, when clk becomes 1, G1 will output an incoming $r$ value and G 2 an incoming $s$ value. At this time, the $r$ and $s$ values could alter the state of the core SR latch according to the characteristic table in Fig. 4.3(a).

The circuit in Fig. 4.4 is called a positive-level SR latch if $r$ and $s$ signal values "enter" the core circuit when $c l k=1$, and a negative-level $S R$ latch if the signals "enter" the core circuit when clk = 0. Figure 4.5 illustrates a few
timing scenarios for a positive-level SR latch, assuming that signal $s$ has a shorter propagation delay than $r$.


FIgure 4.5 SR latch timing examples.
During time slot 1 , both $s$ and $r$ signals are changing, and since $s$ has a shorter propagation delay than $r$, it changes to 1 while $r$ is still 1 . Thus, as illustrated in the figure, both $r$ and $s$ are 1 momentarily (i.e., Case 4), as illustrated by the shaded area in the timing diagram. However, because clk = 0 during this time slot, both G1 and G2 AND gates output 0 and prevent $s=1$ and $r=1$ from "entering" the core. The latch, therefore, retains its current state, unaffected.

During time slot 2 , when $c l k=1, r=0$, and $s=1$, the AND gates would pass the $r=0$ and $s=1$ to the core circuit, changing $q$ to 1 . During this time slot, the latch is said to be sampling its $r$ and $s$ input values.

During time slot 3 , when $c k=0$ (retain), the latch retains $q=1$, keeping it at 1 . Finally, during time slot 4 , when $c l k=1$ and the latch is sampling, a momentary change in the value of $r$ (e.g., due to a glitch) unexpectedly changes $q$ to 0 . For this reason, both $r$ and $s$ signal values must stabilize prior to each sampling time. This is a disadvantage of an SR latch.

Another disadvantage of an SR latch is that the latch requires two inputs ( $r$ and $s$ ) to operate. This is especially true today with modern integrated chips (ICs), where wires also occupy chip real estate. A modern IC implements thousands of latches to build registers. If each latch requires two input signals to operate, this will double the space required to wire those signals.

A D-latch, designed from an SR latch, resolves both of these disadvantages. The D-latch will be discussed in the next section.

Because the $r$ and $s$ inputs affect the core circuit only during the sampling time, they are known as the synchronous reset and synchronous set signals, respectively. However, it is often necessary to initialize the latch to either $q=$ 0 or $q=1$ asynchronously, independent of the clock levels. Figure 4.6 illustrates a clocked SR latch with asynchronous reset and asynchronous preset signals. These signals are direct inputs to the NOR gates, and each can independently change both $q$ and $\bar{q}$ when active. When reset $=1$ and
preset $=0, q$ becomes 0 , independent of the values of $r$, $s$, and clk signals. Likewise, when preset $=1$ and reset $=0, q$ becomes 1 . The reset and preset signals both should not be active at the same time; only one needs to be active to either initialize $q$ to 0 or 1 .


Figure 4.6 An SR latch with asynchronous reset and preset signals.

## NAND Version

The NOR-version SR latch in Fig. 4.6 is easier to understand because it uses active-high signals. An equivalent NAND version of the latch is shown in Fig. 4.7 with asynchronous active-low _reset (or _r) and _preset (or _s) signals. Note that, when compared to the NOR version, the position of the $r$ and $s$ signals have changed in the NAND version; the $s$ is now lined up with the $q$ signal and $r$ with the $\bar{q}$ signal. The figure also shows the symbol for a clocked SR latch, where the input $c$ indicates "clock." Unless otherwise stated, the term "SR latch" implies a clocked SR latch, either positive or negative level.

(a) SR latch, NAND version

(b) SR latch symbol

Figure 4.7 A positive-level SR latch: (a) NANDs-only SR latch; (b) SR latch logic symbol.

### 4.3 D-Latch

An SR latch can be converted to a D-latch by eliminating the retain option (Case 1) when both $s$ and $r$ signals are 0 . In synchronous mode, a D-latch requires a single input $d$ in addition to the clock signal to operate it. This is done by connecting $d$ to $s$ and $\bar{d}$ to $r$, as illustrated in Fig. 4.8; the $d$ stands for data. A D-latch operates in only two modes, setting $q(q=1)$ synchronously when $d=1$ or resetting $q(q=0)$ synchronously when $d=0$. The $q$ signal always becomes $d$ when the clock signal indicates sampling. However, a Dlatch, just like an SR latch, does retain $q$ when the clock is in the "off" and nonsampling level.

(a) D-Latch circuit

(b) D-Latch symbol

Figure 4.8 The circuit and logic symbol of a D-latch.

### 4.4 Disadvantage of Latches

Both SR and D-latches have a disadvantage that limits their application in the design of most sequential circuits. When two or more latches operate with the same clock signal, no data dependency can exist among their $d$ signals. Consider two or more D-latches that operate with the same clock signal. In this case, none of the $d$ inputs among the latches can be a function of any of the q's or $\bar{q}$ 's; otherwise, a condition called signal chasing will prevent the circuit from operating correctly.

For instance, consider the two positive-level D-latches illustrated in Fig. 4.9. Both latches operate using the same clock signal clk. In this case, $d_{0}$ depends on $q_{1}$ (i.e., $d_{0}=q_{1}$ ). The circuit is supposed to operate as a 2-bit right-shift register, but it does not. Each time that clk changes from 0 to 1 , the current register content, indicated by $q_{1}$ and $q_{0}$ signals, should change to its new content as $q_{1}^{\text {new }}=0$ and $q_{0}^{\text {new }}=q_{1}^{\text {current }}$.


FIGURE 4.9 Illustrating an incorrectly designed 2-bit right-shift register; no latches should be used.

To illustrate this, suppose that after using the active-low _reset signal to reset the latches, making their $q$ bits 0 , the $q_{1}$ is set to 1 using the switch
connected to the Latch 1 active-low asynchronous set $(s)$ input. This makes the concatenated values of $q_{1}$ and $q_{0}$ or $q_{1} q_{0}=(10)_{2}$, indicated in the figure as the initial values of $q_{1}$ and $q_{0}$. Now, when clk changes from 0 or 1 , the next value of $q_{1} q_{0}$ should be $(01)_{2}$ indicating a right shift where $d_{1}=0$ is entered from the left. However, that will not happen with latches.

Specifically, when clk becomes 1, both the D-latches will simultaneously begin to sample their inputs, changing the current (in this case, initial) values of $q_{1}^{\text {current }}=1$ and $q_{0}^{\text {current }}=0$ to $q_{1}^{\text {new }}=d_{1}=0$ and $q_{0}^{\text {new }}=d_{0}=q_{1}^{\text {current }}=1$. However, if clk remains at 1 , the $D$-latches will continue sampling their inputs, causing $q_{0}{ }^{\text {new }}$ to take the value of $q_{1}{ }^{\text {new }}$, making the final $q_{1} q_{0}=(00)_{2}$ instead of, as expected, $(01)_{2}$. In this case, signal $d_{1}=0$ chases and changes $d_{0}$ to 0 when clk stays 1 for a longer time.

In general, a set of interconnected latches with dependent inputs will fail to operate independently, and thus cannot be used in the design of many important sequential circuits, such as shift registers and control units. The circuit that prevents signal chasing is called a flip-flop.

### 4.5 D Flip-Flop

A flip-flop can be designed from two connecting latches, as illustrated in Fig. 4.10 for a D flip-flop. During each clock level, only one of the latches samples its input signal, while the other latch retains its current value. The two latches operate like a double-door entry system, much like the ones used in many buildings. Only one door at a time is kept open while the other door is closed. To enter the building, one must enter through the first door and then the second door. In the figure, the two latches are labeled A (door A) and B (door B). Their inputs and outputs are, respectively, referred to as A.d, A.q, B.s, etc. Both $A$ and $B$ are positive-level latches but operate with complementing clock levels. Latch $A$ is a $D$-latch and Latch $B$ is an $S R$ latch.


Figure 4.10 A D flip-flop.
When $c l k=1$ and thus $\overline{c l k}=0$, Latch A would not be sampling (i.e., door A is closed), and thus retains its $q, A . q$. During this time, a change in the primary input $d($ A. $d=d)$ will not affect A.q and A. $\bar{q}$. These two signals are connected, respectively, to B.s and B.r inputs of Latch B, and thus if $d$ changes, B. $q$ will not change even though Latch $B$ is still sampling when $c l k=$ 1 (i.e., door B is open).

However, when clk transitions from 1 to 0 and $\overline{c l k}$ transitions from 0 to 1 , the latches switch modes; Latch A starts sampling A.d (i.e., door A opens), and Latch B stops sampling A.q (i.e., door B closes); thus, Latch B retains B.q. At this time, any change in the primary input $d$ will change A.q but not B.q. Therefore, the two latches that operate with opposite clock levels prevent signal chasing. The output of Latch A can only affect the output of Latch B if the clk transitions again from 0 to 1 . Thus, the flip-flop requires a clock pulse to operate.

In the figure, when the clk signal changes from 1 to 0 and again back to 1 (a 1-0-1 transition), the flip-flop samples and stores its primary input $d$ as B.q, its primary output.

### 4.5.1 Alternative Circuit

A different D flip-flop circuit with fewer total required gates is illustrated in Fig. 4.11. The D flip-flop operates like the one shown in Fig. 4.10. It samples the primary input $d$ when the clk makes a 1-0-1 transition. Specifically, when clk transitions from 1 to 0 , both signals $\bar{s}$ and $\bar{r}$ become 1, causing the flip-flop to retain $q$, independent of the current value of $d$. When clk transitions from 0 to 1 , the flip-flop starts sampling $d$. If $d=1$, then $\bar{s}=0$ and $\bar{r}=1$ will change $q$ to 1 ; or, if $d=0$, then $\bar{s}=1$ and $\bar{r}=0$ will change $q$ to 0 . The values of both $\bar{s}$ and $\bar{r}$ remain unchanged until the next time that clk makes a 1-0-1 transition.


Figure 4.11 An alternative D flip-flop with fewer gates.

### 4.5.2 Operating Conventions

Latch A and Latch B in Fig. 4.10 do not operate (i.e., sample) during the same clock level ( 0 or 1 ). One latch is always not sampling (one door is closed) while the other is always sampling (one door is open). The only time that a sampled input $d$ is passed from Latch A to Latch B (i.e., B.q) is when clk makes a 0-1 transition and causes Latch $A$, which was sampling, to stop sampling and Latch B to start sampling A.q. Note that A.q will not change even if $d$ changes since Latch $A$ is now not sampling. The next time that Latch A will start sampling is when clk makes a 1-0 transition, which makes Latch B stop sampling.

With D flip-flops, data moves from one latch to the next on the clock edge and not on the clock level; thus, a D flip-flop is called edge triggered. It is called a positive- or rising-edge triggered flip-flop if a 1-0-1 clock transition causes $d$ to be loaded (A. $q=d$ on 1-0 transition) and stored as $q$ (B. $q=$ A. $q$ on $0-1$, positive, up arrow transition). Likewise, a negative- or falling-edge triggered flip-flop would require a 0-1-0 clock transition to load $d$ (A. $q=d$ on $0-1$ transition) and store it as $q$ (B.q = A.q on 1-0, negative, down arrow transition). As illustrated in Fig. 4.12, the clock input of an edge triggered flipflop is marked with the right angle (>) symbol, and also with a small bubble if the flip-flop is negative edge triggered.


Figure 4.12 Positive- and negative-edge triggered flip-flop symbols.

### 4.5.3 Setup and Hold Times

A D flip-flop, as opposed to, say, an SR flip-flop, that is designed (but not used today) using positive-level and negative-level SR latches has the advantage of allowing its $d$ input to change while Latch A (the first latch) is still sampling. The only requirement is that the $d$ signal must stabilize and remain stable during a small period when the clock is transitioning.

For example, consider the positive edge-triggered flip-flop in Fig. 4.10. When clk $=0$, Latch B retains B. $q$ (i.e., door B is closed), and because $\overline{c l k}$ is 1, Latch A samples A.d (i.e., door A opens). Now, the instant that the clk makes a rising-edge ( $0-1$ ) transition and becomes 1 , both the $c l k$ and the $\overline{c l k}$ are still at logic 1 until the $\overline{c l k}$ changes to 0 after the short propagation delay of the NOT gate and stops Latch A from sampling $d$ (i.e., door A closes). During this short period, both the latches will be sampling their respective inputs.

Therefore, in order for the D flip-flop to operate correctly during this time, $d$ must become stable-so the $s$ and $r$ signals within Latch A can become stable-a short time before clk transitions from 0 to 1, and in order to continue keeping the $s$ and $r$ signals stable, $d$ must remain stable for a short time after clk has transitioned to 1 . This is required because the signals clk and $\overline{c l k}$ do not change simultaneously at the same time, thus causing Latch A to stop sampling ("closing") with a delay (see Fig. 4.10). The amount of time that $d$ must remain stable before and after a 0-1 clk transition is called, respectively, setup time ( $\tau_{s t}$ ) and hold time ( $\tau_{h t}$ ) of the flip-flop. For a negativeedge flip-flop, $d$ must remain stable before and after a 1-0 clock transition.

The violation of setup and hold times destabilizes a D flip-flop-a condition known as metastability, as illustrated in the following two figures. In Fig. 4.13(a), signal $d$ changes too close to clk transitioning from 0 to 1 ; thus, it violates the flip-flop's setup time and causes B. $q$ and B. $\bar{q}$ to oscillate. On the other hand, in Fig. 4.13(b), because $d$ stabilizes earlier before clk transitions
to 1 by at least an amount $\geq \tau_{s t}$, the flip-flop correctly loads $d$, making B. $q=d$ and $B \cdot \bar{q}=\bar{d}$.

(b)

Figure 4.13 D flip-flop timing: (a) setup time violation; (b) no setup time violation.

Likewise, in Fig. 4.14(a), when $d$ changes too soon after clk transitions from 0 to 1 , it violates the hold-time requirement of the flip-flop. This would also cause signal oscillations at B.q and B. $\bar{q}$. On the other hand, in Fig. 4.14(b), the D flip-flop operates normally and makes B. $q=d$ and B. $\bar{q}=\bar{d}$ when $d$ continues to remain stable after clk transitions to 1 . The hold time ( $\tau_{h t}$ ) is the amount of time that $d$ must remain stable after clk transitions to 1 . The $\tau_{h t}$ must be greater than or equal to the clock-to-q ( $\tau_{c q}$ ) delay, which is the time required for the flip-flop to stabilize and output the final values of B.q and B. $\bar{q}$. The $\tau_{c q}$ is also known as clock-to-output ( $\tau_{c o}$ ).


Figure 4.14 D flip-flop timing: (a) hold-time violation; (b) no hold-time violation.

## Negative Hold Time

The setup and hold times discussed earlier pertain to $d$ and clk signal sources at the flip-flop and not at the boundary of an IC or a module within a chip. These setup and hold times may also be determined with respect to the data and clock sources at a chip's or a module's boundary. Figure 4.15 illustrates a flip-flop inside a chip with five interface signals $d$, clock, $q$, and active-low signals _preset and _reset at the chip's boundary. In this case, the input signals will affect the flip-flop after some signal routing delay, as illustrated in the figure. Likewise, the output of the flip-flop as $q$ will be available after some signal routine delay at the chip's boundary. In addition, the signal routing delays to the flip-flop may not be the same. Therefore, in such cases, the timing diagram may look different from the ones shown in Figs. 4.13 and 4.14.


Figure 4.15 Illustrating signal delay within an integrated chip (IC) or a module.

Figure 4.16 illustrates the timing simulation of a D flip-flop that was synthesized in an Altera field programmable gate array (FPGA). All the input/output signals-d, reset, preset, clock, $q$, and not_q- are at the FPGA's boundary, which are then routed with some delay and fed to the corresponding inputs and outputs of the flip-flop inside the FPGA. As shown in the figure, even though initially, $d=1$ and changes to 0 at -2.902 ns before the rising edge of the clock at 250.0 ns (a reference point), the flip-flop is still able to load $d=1$ and change $q$ to 1 at 5.922 ns after the rising edge of the clock. In this case, the flip-flop is said to have a negative hold time with respect to the input sources at the chip's boundary. The flip-flop also has $\tau_{c q}=$ 5.922 ns delay with respect to the chip's boundary. The flip-flop's simulation waveform illustrating a violation of negative hold time at -3.489 ns is shown in Fig. 4.17.
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Figure 4.16 A D flip-flop timing diagram illustrating its normal operation with a negative hold time.


FIgURe 4.17 A D flip-flop timing diagram illustrating a negative hold-time violation at -3.489 ns .

Likewise, it is possible for the flip-flop in Fig. 4.15 to have a negative setup time with respect to the $d$ and clock signals at the chip's boundary. In this case, $d$ may stabilize later with respect to the 0-1 clock transition at the chip's boundary, but still arrive in time, meeting the flip-flop's required setup time. The $d$ may also be an input to a combinational circuit that has an output connected to the D-input of the flip-flop. In this case, the timing of when the $d$ signal will affect the flip-flop depends on both signal routing delays and the propagation delay of the combinational circuit.

Furthermore, an FPGA or an application-specific integrated chip (ASIC) may include fixed and prefabricated circuit modules. For example, consider an FPGA chip that contains the circuit in Fig. 4.1 designed with a CLA adder as a prefabricated module. In addition, the module may include some internal clock signal routing delay. Such modules may have negative hold/setup times with respect to the input signals at their boundary. It has been shown that a more accurate timing simulation can be achieved when negative hold/setup time requirements of prefabricated modules are modeled in HDL simulation software [1].

### 4.6 Clock Frequency Estimation without Clock Skew

Figure 4.18 illustrates the minimum clock period ( t ) required to operate a D flip-flop. The period is the duration of one clock cycle and includes the amount of time that the clock is 1 and the amount of time that the clock is 0 . The period is calculated in terms of signal d's maximum propagation delay ( $\mathrm{T}_{p d-m a x}$ ), the maximum clock-to-q delay ( $\mathrm{T}_{c q-m a x}$ ), and the flip-flop's setup time ( ${ }_{s}$ st).


Figure 4.18 The relationship between the clock period and different delays.
Equation (4.1) is used to calculate the estimated minimum clock period. The estimated period does not take into account a sequential circuit phenomenon called clock skew discussed in Chap. 5.

$$
\begin{equation*}
\tau \geq \tau_{c q-\max }+\tau_{p d-\max }+\tau_{s t} \tag{4.1}
\end{equation*}
$$

Equation (4.2) defines the maximum clock frequency as the number of cycles per second (cycles/second), also called hertz. It is the number of clock cycles in 1 second.

$$
\begin{equation*}
f \leq \frac{1}{\tau} \text { cycles/second or hertz } \tag{4.2}
\end{equation*}
$$

Typically, large frequency values are converted into thousands, or kilohertz $(\mathrm{KHz})$; millions, or megahertz $(\mathrm{MHz})$; or billion, or gigahertz $(\mathrm{GHz})$, by dividing
the number of cycles/second by one thousand, one million, or one billion, respectively.

### 4.7 Flip-Flop with Enable

A complex digital circuit typically contains hundreds or thousands of flip-flops. The flip-flops are not all active (sampling) at the same time. Some of the flipflops may be individually activated, and some may be activated as a group. For instance, a processor that has 1632 -bit registers contains 512 ( 16 * 32) flip-flops. A group of, say, 32 flip-flops that make up a 32 -bit register would be all selected (enabled) at the same time to load a 32-bit result generated, for example, by an adder during the execution of an ADD instruction. Therefore, an additional control signal is necessary to select a flip-flop or a group of flipflops during a particular clock cycle.

Figure 4.19 illustrates the design of a D flip-flop with an enable signal $e$ that controls a 2-to-1 multiplexer (MUX). When $e=0$, the MUX selects $q$ and causes the flip-flop to reload $q$ and thus retain its stored value. When $e=1$, the MUX selects the d_in input and causes the flip-flop to load and change $q$ to d_in. The flip-flop is said to be enabled, or selected, when $e=1$, and disabled, or not selected, when $e=0$.


Figure 4.19 A D flip-flop circuit with enabling signal and its symbol.

### 4.8 Other Flip-Flops

A historically popular flip-flop is called the JK flip-flop. It uses two input signals $j$ and $k$ as shown in Fig. 4.20(a). In the figure, the SET and CLR signals indicate active-high asynchronous set and reset signals, respectively. The outputs of the flip-flop toggle; $q$ becomes $\bar{q}$ and $\bar{q}$ becomes $q$ during each clock cycle when $j$ and $k$ inputs are both 1 . JK flip-flops have the disadvantage of requiring two control signals. However, in general, circuits that use JK flip-flops have the advantage of requiring simpler circuits for the $j$ and $k$ signals as compared to the $d$ signals of a circuit that uses D flip-flops. An edge-triggered JK flip-flop can be designed using a D flip-flop, as illustrated in Fig. 4.21.


| j | k | $\mathrm{q}(\mathrm{t}+1)$ |
| :---: | :---: | :---: |
| 0 | 0 | $\mathrm{q}(\mathrm{t})$ |
| 0 | 1 | 0 |
| 1 | 0 | 1 |
| 1 | 1 | !q(t) |

(a) JK Flip-flop

(b) T flip-flop

Figure 4.20 Other types of flip-flops.


Figure 4.21 A circuit for an edge-triggered JK flip-flop.

In Fig. 4.20(b), another flip-flop called a T flip-flop is shown. This flip-flop is designed using a JK flip-flop with both $j$ and $k$ inputs connected to a single signal $t$, which stands for toggle. A T flip-flop performs only one of two functions: retain its current state $(q)$ or toggle. If $t=0$, a T flip-flop retains the value of its $q$. If $t=1$, its outputs toggle: $q$ becomes $\bar{q}$ and $\bar{q}$ becomes $q$ every clock cycle. A T flip-flop, similar to a D flip-flop, also has the advantage of requiring only a single input $(t)$ to synchronously either set or reset its $q$.

In general, any flip-flop can be designed systematically from any other flipflop. For example, the behavior of a JK flip-flop, like many other sequential circuits, can be expressed by a finite state diagram (FSD). FSDs and their implementations, known as finite state machines (FSMs), are discussed in Chap. 5.

### 4.9 Hardware Description Language Models

Example 4.1 presents a Verilog behavior model for a positive-level D latch with active-low asynchronous _reset and _preset signals. With latches and flip-flops, the nonblocking or concurrent assignment operator "<=" guarantees simultaneous clocking of multiple latches and flip-flops that operate with the same clock. The "always" block in the example includes the four signalsclock, _reset, _preset, and d-in its sensitivity list. In the description, the _reset is assigned the highest priority and the clock is the lowest. When _reset $=1$ (not active), _preset = 1 (not active), and clock = 1, a change in the $d$ signal will affect the $q$ signal, as expected, as long as clock stays at 1 (sampling level). The Verilog code has a missing "else" statement for when clock $=0$, and this creates an implicit latch that retains $q$ when clock $=0$.

Example 4.1. A behavior model of a positive-level, asynchronous active-low reset (reset) and active-low preset (preset) for a D-latch, a test-bench, and the simulation output are listed here. As shown in the output, when clock $=0, d=1$ at simulation time $3, q$ still 0 indicates the latch is retaining its 0 state as expected. At time 4 , when clock $=1$ and $d=1, q$ changes to 1 as expected, but while clock is still 1 at time 5 and $d$ changes to $0, q$ changes to 0 , as it should, illustrating a latch behavior.

## HDL Model:

```
module d_latch
(
    input clock, _reset, _preset, d,
    output reg q,
    output nq
);
assign nq = ~q;
always@(clock or !_reset or !_preset or d)
begin
    if(!_reset)
        q <= 0;
    else if(!_preset)
        q <= 1;
    else if(clock)
        q <= d;
end
endmodule
```


## Test-bench:

```
'include "d_latch.v"
module tester();
reg clock, _reset, _preset, d;
wire q, nq;
d_latch dlatch1(clock, _reset, _preset, d, q, nq);
initial begin
$monitor("%4d clock = %b _reset = %b, _preset = %b d = %b q =
%b nq = %b\n", $time, clock, _reset, _preset, d, q, nq);
end
initial begin
clock = 0; _reset = 1; _preset = 1;
#1 __reset = 0;
#1 __reset = 1;
#1 d = 1;
#1 clock = 1;
#1 d = 0;
#10 $finish;
end
endmodule
```


## Simulation Output:

Chronologic VCS simulator copyright 1991-2009
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;

```
0 clock = 0 _reset = 1, _preset = 1 d = x q = x nq = x
1 clock = 0 _reset = 0, _preset = 1 d = x q = 0 nq = 1
2 clock = 0 _reset = 1, _preset = 1 d = x q = 0 nq = 1
3 clock = 0 _reset = 1, _preset = 1 d = 1 q = 0 nq = 1
4 clock = 1 _reset = 1, _preset = 1 d = 1 q = 1 nq = 0
5 clock = 1 _reset = 1, _preset = 1 d = 0 q = 0 nq = 1
```

\$finish called from file "tester.v", line 21.
\$finish at simulation time 15

V C S Simulation Report

## Time: 15

CPU Time: 0.460 seconds; Data structure size: 0.0 Mb
Example 4.2 presents a Verilog D flip-flop behavior model. The posedge or negedge keyword stands for rising- or falling-edge triggered behavior, respectively. The Verilog code describes a positive-edge triggered D flip-flop with asynchronous active-low _reset and _preset signals, with priority given to _reset. These two signals operate the circuit asynchronously because they are listed as part of the "always" block sensitivity list; otherwise, if they are not included in the sensitivity list, they would operate the circuit synchronously and only when clk makes (in this case) a rising-edge transition.

Example 4.2. A behavior model for a positive-edge triggered D flip-flop with asynchronous active-low _reset and _preset and active-high enable (e) signals and a test-bench and simulation output are listed. Note that, in the model, the $d$ and $e$ signals are not included in the sensitivity list of the "always" block; thus, as expected, they will affect the D flip-flop synchronously. When _reset $=1$ and _preset $=1$, a 0-1 clock transition will cause the flip-flop to load and make $q=d$ if the flip-flop is enabled ( $e=1$ ). Otherwise, if $e=0$ and the flip-flop is disabled, the value of $q$ is retained. A flip-flop also retains $q$ when $c l k$ is not making a $0-1$ transition; that is, clk is either 0 or 1. A 1-0 level change in signal _reset asynchronously resets $q(q=0)$, and a 1-0 level change in signal _preset asynchronously would set $q(q=1)$. Again, the concurrent, nonblocking operator "<=" causes simultaneous clocking of multiple instantiated flip-flops (if any).

As shown in the simulation output, when clock $=0$ at simulation time 3 , $d$ changing 1 will not change $q$ as expected. When clock makes a $0-1$ transition at time $4, d=1$ also changes $q$ to 1 as expected. When clock is still 1 at time 5 and $d$ changes to 0 , as expected, $q$ should not change, illustrating a flip-flop behavior.

## HDL Model:

```
module dff
(
    input clock, _reset, _preset, d, e,
    output reg q,
    output nq
);
assign nq = ~q; //nq indicates not q
always@(posedge clock, negedge _reset, negedge _preset)
begin
    if(!_reset)
            q <= 0;
    else if(!_preset)
        q <= 1;
    else if(e)
    q <= d;
end
endmodule
```


## Test-bench:

```
`include "dff.v"
module tester();
reg clock, _reset, _preset, d, e;
```

wire q, nq;

```
dff dff1(clock, _reset, _preset, d, e, q, nq);
initial begin
$monitor("%4d clock = %b _reset = %b _preset = %b e = %b d = %b
q = %b nq = %b\n", $time, clock, _reset, _preset, e, d, q, nq) ;
clock = 0; _reset = 1; _preset = 1; e = 0;
#1 _reset = 0;
#1 _reset = 1;
#1 e = 1; d = 1;
#1 clock = 1;
#1 d = 0;
#10 $finish;
end
endmodule
```


## Simulation Output:

Chronologic VCS simulator copyright 1991-2009
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;

$$
\begin{array}{lll}
0 \text { clock }=0 \text { _reset }=1 & \text { preset }=1 \text { e }=0 & d=x \text { q }=x \mathrm{nq}=\mathrm{x} \\
1 \text { clock }=0 \text { _reset }=0 \text { preset }=1 \mathrm{e}=0 & \mathrm{~d}=\mathrm{x} \mathrm{q}=0 \mathrm{nq}=1 \\
2 \text { clock }=0 \text { _reset }=1 \text { preset }=1 \mathrm{e}=0 & \mathrm{~d}=\mathrm{x} \mathrm{q}=0 \mathrm{nq}=1 \\
3 \text { clock }=0 \text { _reset }=1 \text { preset }=1 \mathrm{e}=1 & \mathrm{~d}=1 \mathrm{q}=0 \mathrm{nq}=1 \\
4 \text { clock }=1 \text { _reset }=1 \text { preset }=1 \mathrm{e}=1 & \mathrm{~d}=1 \mathrm{q}=1 \mathrm{nq}=0 \\
5 \text { clock }=1 \text { _reset }=1 \text { preset }=1 \mathrm{e}=1 & \mathrm{~d}=0 \mathrm{q}=1 \mathrm{nq}=0 \\
\text { \$finish called from file "tester.v", line } 19 .
\end{array}
$$

## V C S Simulation Report

Time: 15
CPU Time: 0.460 seconds; Data structure size: 0.0 Mb

## References

1. Mi-Sook Jang and Hoi-Jin Lee, "Methods of HDL simulation considering hard macro core with Negative Setup/Hold time," US Patent 7,213,222 B2, May 1, 2007.

## Exercises

4.1 Part 1: Given the circuit in Fig. 4.22 where $q_{a}$ is the output of a positivelevel $D$ latch, complete the timing waveform for $q_{a}$ given in Fig. 4.23. Assume $\tau_{s t}=\tau_{c q}=0$.


Figure 4.22 Circuit for Exercises 4.1 and 4.2.
4.2 Part 2: Given the circuit in Fig. 4.22 where $q_{b}$ is the output of a positiveedge triggered D flip-flop, complete the timing waveform for $q_{b}$ given in Fig. 4.23. Assume $\tau_{s t}=T_{c q}=0$.


Figure 4.23 Waveform for Exercises 4.1 to 4.4.
4.3 Part 1: Given the circuit in Fig. 4.24 where $q_{a}$ is the output of a negativelevel $D$ latch, complete the timing waveform for $q_{a}$ given in Fig. 4.23. Assume $\tau_{s t}=T_{c q}=0$.


Figure 4.24 Circuit for Exercises 4.3 and 4.4.
4.4 Part 2: Given the circuit in Fig. 4.24 where $q_{b}$ is the output of a negativeedge triggered D flip-flop, complete the timing waveform for $q_{b}$ given in Fig. 4.23. Assume $T_{s t}=T_{c q}=0$.
4.5 Given the circuit in Fig. 4.22 where $q_{b}$ is the output of a positive-edge triggered D flip-flop, complete the timing waveform for $q_{b}$ given in Fig. 4.25. Assume $\tau_{s t}=0.15 \mathrm{~ns}$ and $\tau_{c q}=0.1 \mathrm{~ns}$.


Figure 4.25 Waveform timing diagram for Exercise 4.5.
4.6 Given the circuit in Fig. 4.22 where $q_{b}$ is the output of a positive-edge triggered D flip-flop, complete the timing waveform for $q_{b}$ in Fig. 4.26. Assume $T_{s t}=0.15 \mathrm{~ns}$, and $\tau_{c q}=0.2 \mathrm{~ns}$.


Figure 4.26 Waveform for Exercises 4.6.
4.7 Given that a D flip-flop has 0.1 ns setup time and 0.1 ns hold time and the maximum propagation delay for $d$ is 0.3 ns , determine the maximum
clock frequency for the proper operation of the $D$ flip-flop.
4.8 Create and simulate a Verilog structural model of a D flip-flop using NAND gates with reset and preset signals.

## CHAPTER 5

## Sequential Circuits: Small Designs

### 5.1 Introduction

Like combinational circuits (CCs), sequential circuits can also be classified as small and large circuits. An up-counter, for example, that generates the sequence $0,1,2,3$, etc., as output would be considered a small sequential circuit. On the other hand, a processor core (a CPU) is a very large sequential circuit that may execute multiple instructions simultaneously. Each instruction would require a set of operations and involves one or more registers and possibly memory.

All small and large sequential circuits are made of flip-flops and a set of CCs, such as the one shown for a 2-bit up-counter in Fig. 5.1. The counter circuit includes two flip-flops and a set of CCs associated with the 2-bit adder shown in the figure. Contrary to CCs, a sequential circuit has states and transitions from a current state to a next state every clock cycle. A current state is determined from the flip-flops' $q$ bits. In the figure, if the 2-bit $Q=q_{1} q_{0}$ $=(00)_{2}$, then the counter is said to be currently in state 0 ; if the $Q=q_{1} q_{0}=$ $(01)_{2}$, then the counter is said to be currently in state 1, etc. The counter also outputs the 2 -bit state number $Q=q_{1} q_{0}$ as count every clock cycle.


Figure 5.1 An FSM as a 2-bit counter with two flip-flops.
The adder (i.e., the set of the counter's CCs) generates the counter's next state as a 2-bit number $D=d_{1} d_{0}=q_{1} q_{0}+1$. If the counter's current state is $Q$ $=q_{1} q_{0}=(00)_{2}$, then its next state is $D=d_{1} d_{0}=(01)_{2}$. The $d_{1}$ and $d_{0}$ are saved in the flip-flops during the next clock cycle.

The design of sequential circuits requires additional methodologies. A sequential circuit design problem is typically modeled as a finite state diagram (FSD). An FSD consists of circles as states and arcs (arrows) as transitions. It formally specifies the behavior of a target sequential circuit. The 2 -bit counter has four states, numbered $0,1,2$, and 3 . It transitions from state 0 to state 1 , then from state 1 to 2 , then from state 2 to 3 , and finally from state 3 back to 0 . An FSD is systematically converted into a circuit called a finite state machine (FSM), such as the one in Fig. 5.1.

A large sequential circuit design problem is typically partitioned into the design of a data path and a control unit. The data path would contain both CC modules, such as arithmetic logic units (ALUs), multiplexers (MUXs), and decoders, and small sequential circuits, such as registers and counters. The design of large sequential circuits is discussed in Chap. 6, and CPU design, specifically, is discussed in Chap. 8.

Occasionally, it is possible to design a sequential circuit without first constructing an FSD. This is an important design concept and, in many cases, simplifies the design of some small and large sequential circuits, including CPUs. For example, the CC module (i.e., an adder) in Fig. 5.1 performs addition, which is a known function, and thus the counter can be designed without an FSD.

On the other hand, the design of, for example, a sequence recognizer that inputs a sequence of 1 's and 0 's, one at a time, and outputs a 1 each time it encounters a prespecified subsequence would require an FSD. In this case, as opposed to the 2-bit counter example, it would be nearly impossible for a designer to determine in advance what specific known function the CCs of a sequence recognizer would be performing.

Sequential circuits are also subject to environmental hazards, such as transient faults that occur at random and can change the state of a sequential circuit, causing a malfunction. One way to protect sequential circuits from environmental hazards is through fault-tolerant design.

We will start this chapter with a small FSM design problem and then formally present the design of FSMs in general, including the design of a fault-tolerant FSM. We will also present timing requirements of sequential circuits and discuss examples of FSM descriptions in Verilog.

### 5.2 Introduction to FSM: Register Design

A register, as a small sequential circuit, is used as a storage module to save the output of a CC. As a shift register, it would have the capability of shifting its content either to the right or to the left by a number of bits. We have selected a simple register as the first design problem for the following reasons:

- To illustrate design partitioning
- To first design a simple FSM
- To provide a formal design for a flip-flop that was discussed in Chap. 4

Figure 5.2 illustrates a 4-bit parallel-load register with input $X=x_{3} \ldots x_{0}$ and output $Z=z_{3} \ldots z_{0}$. Assuming that_reset $=1$ (i.e., not active), the register would load $X$, making $Z=X$ on the next rising edge of the clk if the register is enabled (i.e., enable = 1). Otherwise, if enable $=0$, the register is disabled and retains its content.


Figure 5.2 A 4-bit, parallel-load register.
In the figure, the asynchronous preset signal _s of each flip-flop is assumed to be 1 (disabled), and thus is not shown. However, if _reset is supposed to initialize some of the register bits to 1 and others to 0 , then _reset signal would be connected to the _s inputs of those flip-flops that initialize to 1 and the _r inputs of the remaining flip-flops. In addition, all the unused _s and _r inputs would need to be disabled, and being active-low signals in this case, they would be connected to 1 .

### 5.2.1 Register Model

As illustrated in Fig. 5.2 for $n=4$, the design of an $n$-bit register can be partitioned using $n$ 1-bit register slices. The behavior of the register slice can be formally modeled as an FSD, shown in Fig. 5.3. The circles represent a set of unique but finite number of states determined by analyzing the design problem. Because the 1-bit register slice can store either a 0 or a 1 as its content, its FSD has two possible states (i.e., two circles). The arcs represent transitions from one state to the next, and there are conditions for each transition.


Figure 5.3 One-bit register slice modeled as an FSD.
As shown in the figure, if the register slice is not enabled (i.e., $e=0$ ), as expected, the register slice will remain in its current state 0 or 1 . This is indicated by an arc (Arc1) from the state 0 back to itself and again a second arc (Arc4) from the state 1 back to itself. The signal values associated with each transition are listed next to its corresponding arc. For example, the signals associated with Arc1 and Arc4 are e = 0 and $x$ as don't-care ( 0 and 1). If the register slice is in state 0 and $e=1$ and $x=1$, then the register slice will transition from state 0 to state 1 on the next clock cycle. This is illustrated by Arc3. The other arcs are similarly drawn.

Figure 5.4 illustrates a detailed block diagram of the 1-bit register slice as an FSM. It includes a single flip-flop that holds the 1-bit register state as 0 or 1 and a CC that inputs the current state, indicated by the $q$ signal, and the external inputs $x$ and $e$ to output the next state, indicated by the $d$ signal. The output of the register slice is defined as $z=q$.


Figure 5.4 The detailed block diagram of a 1-bit register slice.
The logic expression for the $d$ signal is determined from a truth table, also known as a transition table. The table is a tabular representation of information in an FSD. Table 5.1 presents the transition table of the 1-bit register slice. For example, the first two rows in the table define Arc1 (Fig. 5.3); row 3 defines Arc2; row 4 defines Arc3; etc. From the transition table, one can determine the minimal sum of product (SOP) expression $d=\bar{e} q+e x$.

| Current State | External Inputs |  | Next State |
| :---: | :---: | :---: | :---: |
| $\boldsymbol{q}$ | $\boldsymbol{e}$ | $\boldsymbol{x}$ | $\boldsymbol{d}$ |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 1 | 0 |
| 1 |  |  | 1 |

TABLE 5.1 Transition (Truth) Table for the 1-Bit Register Slice Determined from Its FSD
Note that the expression defines a 2-to-1 MUX. As expected, if $e=0$, then $d=q$, else if $e=1$, then $d=x$. The circuit for the 1-bit register slice is shown in Fig. 5.5. Recall that the exact same circuit was initially introduced in Chap. 4 as a flip-flop with an enable signal (Fig. 4.19). However, the circuit was formally designed here using an FSD.


Figure 5.5 One-bit register-slice (also shown in Fig. 4.19).

### 5.2.2 Multifunction Registers

Occasionally, a register may need to perform one of several functions. Figure 5.6 shows the block diagram of a four-function register with an $n$-bit input $X$, an $n$-bit output $Z$, and a 2-bit function code $F=f_{1} f_{0}$. The register is enabled when its active-high enable signal is asserted. The register also requires an active-low _reset signal to initialize it asynchronously to 0 . The four functions of the register are synchronous reset (clear), parallel load, arithmetic right shift that repeats the sign bit, and right shift that enters a 0 from left.


| $\mathbf{f 1}$ | f0 | Action |
| :---: | :---: | :--- |
| 0 | 0 | Clear (synchronous reset) |
| 0 | 1 | Load X |
| 1 | 0 | Arithmetic shift (shifts right <br> repeating the sign bit) |
| 1 | 1 | Right shift (shifts right entering 0 <br> from left) |

Figure 5.6 The block diagram of a four-function register.

## Bit-Serial Design

The detailed block diagram and the FSD of a 1-bit four-function register slice are given in Fig. 5.7. Contrary to the previous example, the flip-flops in this
case are assumed to include an enable signal e. Also, for clarity and convenience, don't-care signal values are not shown and omitted from the arcs in the FSD. For instance, $i$ and $x$ are don't-care and thus are not shown for the arcs for which $F=0\left(f_{1} f_{0}=00\right)$. When $F=0$, the register slice must be synchronously initialized to 0 (cleared), independent of the values of its $i$ and $x$ inputs.


Figure 5.7 A detailed block diagram and the FSD of a 1-bit four-function register slice.

In Fig. 5.7, the combinational circuit has five inputs- $q$ (the current state), $f_{1}, f_{0}, i$, and $x$-and one output $d$ (the next state). Its truth table would consist of 32 rows and thus is not shown. However, using the Espresso minimization software yields the expression $d=\overline{f_{1}} \bar{f}_{0} x+f_{1} i$. The final circuit and the symbol for the 1-bit four-function register slice are shown in Fig. 5.8. Using four copies of the register slice, a 4-bit four-function register can be designed as illustrated in Fig. 5.9. For each register slice in the figure, the input $i$, except the leftmost one, is connected to the $z$ output from its preceding connected slice. The $i$ input for the leftmost slice is defined as $i=f_{1} \overline{f_{0}} z$. It repeats the sign-bit $z_{3}$ when $F=2$ that specifies an arithmetic right shift.


Figure 5.8 One-bit four-function register slice and its symbol.


Figure 5.9 A 4-bit 4-function bit-serial register design.
Note that the combination circuit in Fig. 5.8 defines a 1-bit 4-to-1 MUX with the inputs $0, x, i$, and $i$ (the $i$ is used twice), as shown in Fig. 5.10. The SOP expression of the MUX simplifies to $d=\overline{f_{1}} f_{0} x+f_{1} i$, which is the exact same expression shown in Fig. 5.8 obtained using the FSD. This is a valuable technique that can be used to design a bit-serial or a bit-parallel FSM without actually requiring an FSD model. The technique does, however, require analyzing the design problem to determine whether a known CC module, such as the MUX in this case, can be used in the design. This is illustrated next by using the bit-parallel technique to design the 4-bit fourfunction register. However, if one cannot identify a known module by analyzing the design problem, then one must use an FSD to formally model the design problem.


Figure 5.10 A 1-bit 4-to-1 MUX with inputs, $0, x$, and $i$ used twice.

## Bit-Parallel Design

Figure 5.11 illustrates the design of the four-function register given in Fig. 5.6 using a 4-bit parallel-load register and a 4-bit 4-to-1 MUX. The MUX routes one of its four 4-bit inputs to its output, which is then loaded into a 4-bit parallel-load register. The four inputs of the MUX are defined as follows:


Figure 5.11 Bit-parallel design of a 4-bit four-function register.
Input-0: Synchronous clear $(F=0)$, grounded and set to logic 0
Input-1: Parallel loading ( $F=1$ ), connected to the 4 -bit input $X$
Input-2: Arithmetic right shift ( $F=2$ ), connected to $\left\{z_{3}, z_{3} z_{2} z_{1}\right\}$, the signbit $z_{3}$ is concatenated (indicated by $\}$ ) with the upper three bits of register output $Z$ to create a 4-bit number
Input-3: Right shift ( $F=3$ ), connected to $\left\{0, z_{3} z_{2} z_{1}\right\}$, a 0 is concatenated with the upper three bits of register output $Z$ to create a 4-bit number

### 5.3 Finite State Machine Design

In the previous section, simple examples of bit-serial and bit-parallel FSMs were presented. In general, FSMs are categorized into Mealy, Moore, or hybrid machines. In addition, the combinational circuits of an FSM can be grouped into two sets: those forming a next-state generator (NSG) and those forming an output generator (OG). An NSG determines the next state, and an OG generates output signals.

Figure 5.12 illustrates an FSM detailed block diagram. An FSM is called a Mealy machine if its outputs, known as Mealy outputs, are determined using its current state as well as using its current (external) inputs-not counting the clock, reset, and preset signals that directly connect to flip-flops and the enable signal used with flip-flops. A change in the values of one or more of the external inputs could change the value of a Mealy output independent of the clock signal. In the figure, this is shown by a wire (a bold and dashed line) connecting the external input signals to the inputs of the OG. Mealy outputs are said to asynchronously dependent on the external input values. Unlike Mealy outputs, Moore outputs synchronously depend on the external input values. A hybrid machine has both Mealy and Moore outputs.


Figure 5.12 A detailed block diagram illustrating Mealy and Moore FSMs.
We use a sequence recognizer as an example to further discuss these topics, as well as the design decisions that affect circuit size. A sequence recognizer operates much like the controller of a combinational digital lock. It monitors inputs one bit at a time and outputs a 1 (assuming active high) each time that the recognizer encounters a target sequence, for example, a 3-bit sequence "101." A recognizer can be designed to recognize either an overlapping or nonoverlapping sequence. For example, the input sequence "10101" contains two overlapping sequences of "101," where the " 1 " in the center of the input sequence is shared. On the other hand, there are two nonoverlapping "101" sequences in the input sequence "101101."

Example 5.1 The design of a Moore FSM that detects the overlapping sequence " 101 ":

Solution Figure 5.13 shows the top-level block diagram of the sequence recognizer with the external input $x$ and the output $z$. Its Moore FSD is also shown with four states labeled A, B, C , and D . The active-high reset signal is used to asynchronous initialize the machine to a known state A, as illustrated by an arrow labeled reset in the FSD. An input sequence is processed one bit at a time. The recognizer makes a transition to a new state each time that it counters the next bit in the target sequence. For example, if the recognizer is in the state $C$, it indicates that it has received the first 2-bits of the target sequence. The output $z$ is shown below each state and becomes 1 when the recognizer receives the last bit of the target sequence and enters state D. The $z$ is 0 in all other states. The recognizer would reject all other 3-bit sequences that it inputs and start over each time. The details of alternative solutions are discussed next.


Figure 5.13 A block diagram of a "101" sequence recognizer and its Moore FSD.

An FSD is called deterministic if each of its states has a unique set of transitions (arcs). However, if there was also a second transition from state A in Fig. 5.13, say, to state $C$ when $x=1$, then the FSD would be nondeterministic. In this case, if $x=1$, then it could not be determined if the transition should be from state $A$ to $B$ or to $C$. There are two ways to implement a deterministic FSD:

1. Binary encoded states-In this case, the states are assigned (labeled) with unique binary numbers with the least number of bits possible. For example, four states in Fig. 5.13 can be labeled with 2-bit binary numbers: 00, 01, 10, and 11.
2. One-hot encoded states-In this case, the states are labeled with unique binary numbers, each consisting of only a single 1 (one-hot); the remaining bits are 0 . For example, the 4 -bit one-hot numbers 0001, 0010, 0100, and 1000 can be used to label the four states in Fig. 5.13.

### 5.3.1 Binary Encoded States

The minimum number of bits required to encode the states of an FSD is determined from Eq. (5.1), where $k$ is the total number of states. The symbols $\rceil$ indicate the ceiling function.

$$
\begin{equation*}
\text { Number of bits }=\left\lceil\log _{2}(k)\right\rceil \tag{5.1}
\end{equation*}
$$

For instance, if the number of states is more than 4 and less than 8 (i.e., 4 $<k<8$ ), then 3-bit numbers are needed to label anywhere between five and eight states. Which one of the numbers should be assigned to each state is a logic optimization problem. Figure 5.14 illustrates a detailed block diagram for the sequence recognizer in Fig. 5.13 using binary encoded states.


Figure 5.14 The detail block diagram of a "101" sequence recognizer.
The following two transition (truth) tables (Tables 5.2 and 5.3) are determined from the FSD, where binary numbers 00 is assigned to the state A, 01 to state B, 10 to state C, and 11 to state D. The truth tables are used to
determine minimum SOP expression (Eq. (5.2)) for each of the state variables $d_{1}, d_{0}$, and the output variable $z$. A completed circuit using positiveedge triggered flip-flops and active-high reset is shown in Fig. 5.15.

|  | Current State |  | $\frac{\text { Input }}{x}$ | Next State |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q_{1}$ | $q_{0}$ |  | $d_{1}$ | $d_{0}$ |  |
| A | 0 | 0 | 0 | 0 | 0 | A |
|  | 0 | 0 | 1 | 0 | 1 | B |
| B | 0 | 1 | 0 | 1 | 0 | C |
|  | 0 | 1 | 1 | 0 | 1 | B |
| C | 1 | 0 | 0 | 0 | 0 | A |
|  | 1 | 0 | 1 | 1 | 1 | D |
| D | 1 | 1 | 0 | 1 | 0 | C |
|  | 1 | 1 | 1 | 0 | 1 | B |

TABLE 5.2 The NSG Transition Table Compiled from the FSD in Fig. 5.13

| Current State |  | $\frac{q_{0}}{\boldsymbol{q}_{1}}$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |

TABLE 5.3 The OG Truth Table Complied from the FSD in Fig. 5.13


Figure 5.15 A Moore FSM to detect the overlapping sequence "101."

An alternative circuit schematic (layout) with distributed CCs is illustrated in Fig. 5.16. In this case, each of the CCs-CC1 and CC2-are schematically shown next to its corresponding flip-flop. This is how circuits are generally implemented.


Figure 5.16 An alternative and typical layout for the circuit shown in Fig. 5.15.

$$
\begin{align*}
d_{1} & =q_{0} \bar{x}+q_{1} \bar{q}_{0} x \\
d_{0} & =x  \tag{5.2}\\
z & =q_{1} q_{0}
\end{align*}
$$

Upon reset, the sequence recognizer initializes to state 0 (i.e., $q_{1} q_{0}=00$ ) and, as expected, outputs $z=0$. Assuming $x=1$, the expressions yield $d_{1}=0$ and $d_{0}=1$, given $q_{1}=0$ and $q_{0}=0$. The recognizer transitions from state 0 to state 1 as soon as $d$ signals are loaded into the flip-flops, making $q_{1} q_{0}=01$.

Suppose the next input is 0 (i.e., $x=0$ ). This time, the expressions yield $d_{1}$ $=1$ and $d_{0}=0$, and thus would cause the recognizer to transition to state 2 $\left(q_{1} q_{0}=10\right)$. Finally, suppose the next input is $1(x=1)$. This yields $d_{1}=1$ and $d_{0}=1$, and the recognizer would transition to state $3\left(q_{1} q_{0}=11\right)$. Once in
state $3, z$ becomes 1 and recognizes the sequence "101." In general, testing every transition of an FSM, especially a large one, is difficult and can require a prohibitively large number of tests.

The amount of hardware required for implementing an NSG and an OG depends on the binary label assigned to each state. The circuit in Fig. 5.15 was designed using 00, 01, 10, and 11 to label the states A through D, respectively. Suppose we decide to change the assignments and instead use the labels $00,11,10$, and 01 in order for states A to D. This would yield a circuit requiring less total hardware. Equation (5.3) lists a minimal SOP expression for each of the state variables $d_{1}$ and $d_{0}$ and the output $z$ using the new binary state labels. Note that, compared to the circuits in Fig. 5.15, the circuit for $d_{1}$ is simpler, as shown in Fig. 5.17.

$$
\begin{align*}
d_{1} & =q_{0}+\overline{q_{1}} x=\overline{\left(\overline{q_{0}}\right)\left(\overline{q_{1} x}\right)} \\
d_{0} & =x  \tag{5.3}\\
z & =\overline{q_{1}} q_{0}
\end{align*}
$$



Figure 5.17 A Moore FSM to detect the overlapping sequence "101" with alternative encoded states.

### 5.3.2 One-Hot Encoded States

The design technique of binary encoded states minimizes the number of flipflops. On the other hand, the design technique of one-hot encoded states minimizes the size of the CCs. The one-hot design technique is especially advantageous with programmable logic devices (PLDs) where there are numerous configuration logic blocks (CLBs), each with one or more flip-flops. For example, an FPGA with thousands of CLBs would contain thousands of flip-flops. Therefore, it may be more efficient to use more flip-flops (one per state) and less complex CCs. The one-hot design technique is more likely to produce circuits with the least propagation delay, not counting wire delays, which can be longer in some PLD designs.

During each clock cycle, only one flip-flop is set (i.e., only one $q$ is 1 ), while the remaining flip-flops are reset (the other $q$ 's are 0 ). For example, suppose instead of using 2-bit numbers to label the four states of the FSD in Fig. 5.13, 4-bit one-hot labels 0001, 0010, 0100, and 1000 are used. Figure 5.18 illustrates a detailed block diagram of the corresponding one-hot FSM. Note that, upon reset, the machine must start in state $\mathrm{A}\left(q_{3} q_{2} q_{1} q_{0}=0001\right)$ with one of the flip-flops set. Therefore, the reset signal must be connected to the preset ( $s$ ) input of the flip-flop associated with $q_{0}$ and to the reset $(r)$ input of the remaining flip-flops, as illustrated in the figure. Table 5.4 presents the truth table for the NSG, and Table 5.5 presents the truth table for the OG. The missing table entries are don't-cares and are not shown. However, the don't-care output values should be entered in Karnaugh maps (K-maps), Espresso files, and in HDL models to further minimize the circuits. In addition, don't-care values are especially important in HDL models to avoid creating implicit latches.

|  | Current State |  |  |  | $\frac{\text { Input }}{x}$ | Next State |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q_{3}$ | 92 | $q_{1}$ | $q_{0}$ |  | $d_{3}$ | $d_{2}$ | $d_{1}$ | $d_{0}$ |  |
| A | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | A |
|  | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | B |
| B | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | C |
|  | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | B |
| C | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | A |
|  | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | D |
| D | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | C |
|  | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | B |

TABLE 5.4 One-Hot Design NSG Truth Table Compiled from the FSD in Fig. 5.12


Figure 5.18 The detailed block diagram of a one-hot FSM for detecting the sequence"101."

Equation (5.4) lists the minimal expressions for the next state variables $d_{3}$ through $d_{0}$ and the output variable $z$.

$$
\begin{align*}
d_{3} & =q_{2} x \\
d_{2} & =\overline{q_{2}} \overline{q_{0}} \bar{x} \\
d_{1} & =\overline{q_{2}} x  \tag{5.4}\\
d_{0} & =\overline{q_{3}} \overline{q_{1}} \bar{x} \\
z & =q_{3}
\end{align*}
$$

The final circuit is shown in Fig. 5.19. When compared to the binary encoded FSM in Fig. 5.17, the one-hot FSM requires more gates, but simpler circuits for each next state-bit, and output $z$ requires no circuit.


Figure 5.19 A one-hot design FSM to detect the sequence "101."
Example 5.2 The design of a Mealy FSM that detects an overlapping sequence " 101 ":

Solution Figure 5.20 shows the block diagram and a Mealy FSD for the sequence recognizer. Note that, in this case, the $z$ being a Mealy output is assigned to the arcs and not to the states. The label of each arc has two parts separated by a slash (/), the inputs (only $x$ in this case) are listed to the left of the slash, and the outputs (only $z$ in this case) are listed to the right of the slash. Before a Mealy solution is presented, additional, Mealy and Moore design issues are discussed next using this example.


Figure 5.20 The block diagram of the "101" sequence recognizer and its Mealy FSD.

The detailed block diagram for the Mealy FSM is illustrated in Fig. 5.21. Note that if the FSM is in state C, then either $z=0$ if $x=0$ or $z=1$ if $x=1$. Therefore, as expected, the Mealy output $z$ (z-Mealy) depends asynchronously on external input $x$. This is a typical behavior of a Mealy FSM. As soon as the $x$ signal changes, the $z$ signal could change, independent of the clock signal. The FSD has three states. It can be implemented using either two flip-flops with binary encoded state labels or three flip-flops with one-hot state labels.


Figure 5.21 A detail block diagram of the "101" Mealy sequence recognizer.
Assuming that states A, B, and C are encoded with 2-bit binary codes, one of the four possible binary state labels would not be used. For example, suppose, the binary label 00 is assigned to state $A, 01$ to state $B$, and 10 to state C. The binary label 11 will not be used and would constitute an unknown/undefined machine state. An environmental hazard (e.g., a transient fault) that causes a state change in one or more of the flip-flops could alter the state of the FSM. For example, a 1-bit accidental change in the value of $q_{1}$ or $q_{0}$ would switch state 01 (C) either to the known state 00 (A) or to the unknown state 11 (e.g., D). In general, there are several choices for how to handle the unknown states in a design:

- The unknown FSM states are ignored in the design-In this case, the unknown states are considered unimportant, for example, if the FSM operates a simple toy. If the FSM enters into one of its unknown states and thus malfunctions, the FSM needs to be reset. More specifically, the binary labels of the unknown states are entered in the NSG and OG truth
tables, but the values for the next state and the output variables are set to don't-care. This helps to reduce the size of the NSG and OG circuits.
- The unknown FSM states are transitioned to a known state-In this case, each time that an FSM enters into an unknown state, the machine is transitioned into a known state during the next clock cycle. For example, Fig. 5.22 shows a binary encoded FSD with one unknown state D. If, due to an environmental hazard, the FSM accidentally enters the unknown state D, it would not only transition to the known state A on the next clock cycle, as shown in the figure, but also would not generate invalid outputs. In this case, the label for the unknown state $D$ would be entered in both the NSG and OG truth tables, but the label for the state A would be entered as the next state for both when $x=0$ and $x=1$. Also, the output $z$ would be set to 0 .
- The sequential circuit is designed as a fault-tolerant FSM—In this case, the FSM would be able to recover from an unknown state or from an accidental transition to a known state and would continue operating normally. For example, a single bit fault, which would set or reset a single flip-flop, can be detected and corrected by including additional hardware that implements a single error detection and correction scheme. A faulttolerant FSM would use extra flip-flops and logic to detect and correct the errors caused by faults. Note that error detection is simpler if one-hot state labels are used. We will discuss the design of a fault-tolerant FSM in Sec. 5.5.


[^1]Figure 5.22 A binary encoded FSD with one unknown state D.

Assuming that the first option (ignoring the unknown states) is used to design the Mealy FSD in Fig. 5.20, Table 5.6 presents the truth table for the NSG with the unknown state D ignored in the design; when the current state is D , the next state is defined as don't-care. Likewise, Table 5.7 presents the truth table for the OG with the output $z$ set to don't-care when the current state is D. Equation (5.5) lists the minimal expressions for the next state variables $d_{1}$ and $d_{0}$ and the output variable $z$.

$$
\begin{align*}
d_{1} & =q_{0} \bar{x} \\
d_{0} & =x  \tag{5.5}\\
z & =q_{1} x
\end{align*}
$$



TABLE 5.5 One-Hot Design OG Truth Table Compiled from the FSD in Fig. 5.12


TABLE 5.6 The NSG Truth Table Determined from the FSD Given in Fig. 5.20
The corresponding FSM circuit is given in Fig. 5.23. Mealy machines, in general, require fewer flip-flips than their equivalent Moore machines. However, sometimes Moore outputs are preferred. In such cases, additional flip-flops, one per Mealy output, are used to convert a Mealy output to its
corresponding Moore output. In the figure, a flip-flop converts the z-Mealy to its equivalent z-Moore. While the z-Mealy asynchronously depends on the external input $x$, the $z$-Moore does not. However, the $z$-Moore would lag the $z$-Mealy by one clock cycle.


Figure 5.23 The circuit for the Mealy "101" sequence recognizer. Also illustrated is the conversion of a Mealy output to a Moore output using a synchronizing flip-flop.

### 5.4 Counters

In the previous sections, various FSM design techniques and sample applications were discussed. A counter is a sequential circuit that outputs a finite set of prespecified values. For example, a 2-bit binary counter, also
known as mod-4 counter, outputs the binary numbers $00,01,10$, and 11 in order and then it repeats, $(3+1)$ mod $4=0$. In general, a mod- $k$ counter outputs $k$ values starting at 0 and ending at $k-1$ and then it repeats.

There are many other counter examples. A binary-coded-decimal (BCD) counter would output the sequence 0 through 9 and then it would repeat. A Gray code counter would output a sequence of numbers, where each number is different in only 1-bit when compared with an immediately preceding number. For example, the numbers $000,001,011,010,110,111$, 101, 100, and then 000, repeating, would be the outputs of a 3-bit Gray code counter.

The fact that two consecutive Gray codes differ in only 1-bit helps to limit the number of possible bit errors to only one when a Gray code is accessed as external data by a totally separate sequential circuit. For an example of why Gray code counters would be necessary for two independently functioning sequential circuits to access a first-in-first-out (FIFO) buffer, refer to Exercise 5.30 (also see Sec. 5.6.2).

Example 5.3 The design of a bit-serial mod-8 counter with asynchronous active-high reset that uses three copies of a 1-bit counter slice. For $k=8$, the counter outputs 0 through 7 and then repeats. This would require the design of a hybrid FSM with both Mealy and Moore outputs.

Solution A $k$-bit binary counter slice must perform one of two operations: It should either retain its current count or increment it by 1. The slice associated with the least significant digits must increment every clock cycle. The other slices only increment when they receive a signal indicating "increment." Figure 5.24 illustrates the block diagram and the FSD of a 1-bit binary counter slice. The FSD defines a hybrid FSM with a Moore output z-Moore and a Mealy output o-Mealy. The $i$ input is used as an enabling input signal in each slice. If $i=1$, the slice increments its current value; otherwise, it retains its current value. Each o-Mealy output connects to the $i$ input of its immediately succeeding slice.


Figure 5.24 The block diagram and the FSD of a 1-bit counter slice.
Table 5.8 presents a combined NSG and OG transition (truth) table determined from the FSD of the 1-bit counter slice. The minimal expressions for the $z$-Moore and o-Mealy outputs and
the next state variable $d$ are listed in Eq. (5.6). The circuit for the 1-bit counter slice and a corresponding mod- 8 counter are shown in Fig. 5.23. The 1-bit counter slice can be used to design any mod- $k$ counter as long as $k \geq 2$ is power of 2 (i.e., $k=2^{m}$, where $m \geq 1$ ).

$$
\begin{align*}
& z=q \\
& o=q \cdot i  \tag{5.6}\\
& d=q \oplus i
\end{align*}
$$

|  | Current State |  | Input | Output |
| :---: | :---: | :---: | :---: | :---: |
|  | $q_{1}$ | $q_{0}$ | $\boldsymbol{x}$ | $z$ |
| A | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 |
| B | 0 | 1 | 0 | 0 |
|  | 0 | 1 | 1 | 0 |
| C | 1 | 0 | 0 | 0 |
|  | 1 | 0 | 1 | 1 |
| D | 1 | 1 | 0 | d |
|  | 1 | 1 | 1 | d |

TABLE 5.7 The OG Truth Table Determined from the FSD Given in Fig. $\mathbf{5 . 2 0}$

| $\frac{\text { Current State }}{q}$ | $\frac{\text { Input }}{i}$ | $\frac{\text { Next State }}{d}$ | Outputs |  | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | z-Moore | o-Mealy |  |
| 0 | 0 | 0 | 0 | 0 | Retain |
| 0 | 1 | 1 | 0 | 0 | Increment |
| 1 | 0 | 1 | 1 | 0 | Retain |
| 1 | 1 | 0 | 1 | 1 | Increment |

TABLE 5.8 A Combined NSG and OG Truth Table Complied from the FSD in Fig. 5.24
Example 5.4 A bit-serial mod-6 counter with active-high reset; note that 6 is not a power of 2.

Solution A mod-6 counter outputs $0,1,2,3,4,5$, and then it repeats. Like a mod- 8 counter, it also requires three flip-flops to store a value between 0 and 5 as its current states. However, a mod- 6 counter, contrary to a mod- 8 counter, must reinitialize when it reaches 5 and starts the count from 0 on the next clock cycle. For this, a simple but less preferred solution is to use the output of a simple CC that asynchronously resets the counter as soon as count reaches 6, but before the next clock cycle. A signal labeled aclear ("a" for
asynchronous) is defined as aclear $=z_{2} z_{1} z_{0}$ and then combined with the master asynchronous signal reset to asynchronously reset each slice, as illustrated in Fig. 5.26.

(a) 1-bit Counter Slice

Figure 5.25 A bit-serial mod-8 counter: (a) 1-bit counter slice; (b) mod-8 counter with three slices.


Figure 5.26 An asynchronously cleared bit-serial mod-6 counter (not a preferred solution).

However, since $r=$ aclear + reset is used to asynchronously reset all the flip-flops, $\Delta r$ (delay of signal $r$ ) would not be included in the calculation of the minimum operating clock period. Thus, it is very likely (due to signal routing delays) that all the flip-flops may not reset to the initial value 0 . That is, it is possible that when aclear $=1$, some of the flip-flops may reset quickly, causing aclear to become 0 (deasserted) before all the flip-flops are able to reset. Hence, the counter may produce an incorrect output on the next clock cycle.

A preferred solution is to reset the flip-flops synchronously each time the counter outputs 5 and reserve the asynchronous reset only for counter initialization during startup. To do this, the 1-bit counter slice must include an additional external input, for example, sc (synchronous clear). Figure 5.27 illustrates the block diagram of the modified 1-bit counter slice. Its FSD is also shown. When $s c=1$, the next state is always 0 and the o-Mealy is a don't-care independent of the value of the $i$ input. For convenience and clarity, the $i$ and the $o$ signals are omitted and not shown on those arcs that $s c=1$.


Figure 5.27 The block diagram and the FSD of a synchronously cleared ( $s c$ ) 1-bit counter slice (a preferred solution).

Table 5.9 presents the combined NSG and OG truth table. The minimized logic expressions for the next state variable $d$ and the $z$-Moore and o-Mealy outputs are given in Eq. (5.7). The circuits for the bit slice and the mod-6 counter are illustrated in Fig. 5.28. The signal $s c$ is defined as $s c=z_{2} z_{1} z_{0}$ and is asserted each time that the counter outputs 5 and thus synchronously clears all the flip-flops during the next clock cycle.

$$
\begin{align*}
& d=\overline{s c}(q \oplus i) \\
& o=q i  \tag{5.7}\\
& z=q
\end{align*}
$$

| Current State$q$ | Input | $i$ | $\frac{\text { Next State }}{d}$ | Outputs |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | sc |  |  | z-Moore | o-Mealy |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | d |
| 0 | 1 | 1 | 0 | 0 | d |
| 1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 | d |
| 1 | 1 | 1 | 0 | 1 | d |

TABLE 5.9 The Combined Truth Table of the NSG and OG for the 1-Bit Counter Slice in Fig. 5.27

(a) 1-bit counter-slice with synchronous clear (sc)

(b) Bit-serial synchronously cleared Mod-6 Counter

FIGURE 5.28 A synchronously cleared bit-serial counter: (a) modified 1-bit counter slice; (b) circuit for the mod-6 counter (a preferred solution).

Also note that often an enabling signal is also required in the design of a counter so that the counter operates only when it is enabled. Two design options are available: (1) include a counter enable signal in its FSD model, or (2) use flip-flops with enable. The former counter, however, would operate with a faster clock.

Example 5.5 The design of a bit-serial mod-16 up/down counter using two copies of a 2-bit counter slice is presented. An up/down counter either counts up or down, based on the value of a control signal. The direction to count up or down can change at any time.

Solution Figure 5.29 illustrates the block diagram and the FSD of a mod-4 up/down counter slice. The slice generates the sequence $0,1,2,3$ and then repeats when counting up, and generates the sequence $3,2,1,0$ and then repeats when counting down. The signal $u$ indicates the direction of the counter. If $u=1$, the counter counts up; otherwise, if $u=0$, the counter counts down. For a mod-16 counter, the first slice, which is responsible for the least two significant bits, counts every clock cycle, while the second slice counts only once every four clock cycles. The input $i$, if asserted, enables the corresponding slice during the next clock cycle. Disabling the first slice will automatically disable the second slice. However, the second slice is only enabled when the first slice reaches its maximum value $=3$ when counting up or its minimum value $=0$ when counting down. For example, when current count $=(0011)_{2}$, both the slices must be enabled to generate the next count $=(0100)_{2}$ while counting up. That is, the first slice must count up to produce $0=(00)_{2},(3+1) \bmod 4=0$, and the second slice must count up to produce $1=(01)_{2},(0+1) \bmod 4=1$.


## Inputs / output: i, u/o (x is don't care)



Figure 5.29 The block diagram and the FSD of a 2-bit up/down counter slice.

The design requires two flip-flops and thus there are two current-state variables $q_{1}$ and $q_{0}$ and two next-state variables $d_{1}$ and $d_{0}$. Table 5.10 is the combined truth tables of the NSG and OG. The corresponding Espresso minimized SOP logic terms are listed next. Figure 5.30 is the final circuit for the mod-16 counter using two copies of the counter slice, labeled

Slice1 and Slice0. Slice0 is shown always enabled (i.e., $i_{0}=1$ ), while Slice1 is enabled only when Slice0 outputs 3 when counting up or 0 when counting down.

```
#mod-4 counter slice NSG and OG modules
#Input signal labels
#output bit label
.i 4
.O 5
.ilb q1 q0 i u
.ob d1 d0 z1 z0 o
.p 10
0111 10000
0010 10001
1 1 1 1 0 0 1 0 1
10-1 10000
-10- 01000
-01- 01000
11-0 10100
10-- 00100
1-0- 10100
-1- 00010
.e
```

|  | Current State |  | Inputs |  | Next State |  | Outputs |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Moore | $\frac{\text { Mealy }}{0}$ |  |  |
|  | $q_{1}$ | $q_{0}$ |  |  |  | 1 | $u$ | $d_{1}$ | $d_{0}$ | $z_{1}$ | $z_{0}$ |
| A | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
|  | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 |
|  | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
|  | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
|  | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 |
| C | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
|  | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
|  | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
|  | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| D | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
|  | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
|  | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
|  | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 |

TABLE 5.10 The Combined Truth Table for the NSG and OG of the 2-Bit Counter Slice in Fig. 5.29


Figure 5.30 An up/down bit-serial mod-16 counter using 2-bit up/down counter slices.

Alternatively, because all counters require some kind of an adder that performs a known function, they could be designed without requiring an FSD. This is illustrated in the following example.

Example 5.6 The bit-parallel design of a mod-8 up-counter using a set of known combinational circuit (CC) modules and a parallel-load register is presented.

Solution Figure 5.31 illustrates the data path of a bit-parallel mod-8 up-counter. The data path includes a 3-bit binary adder, a 2-to-1 3-bit MUX, and a 3-bit parallel-load register with an active-high asynchronous reset. The register is also designed using flip-flops with enable. The adder always outputs the register content plus 1. The signal sc (synchronous clear) controls the MUX and is used to synchronously initialize the counter to 0 . On every clock cycle, the register, if enabled, loads the 3-bit output of the MUX, either the quantity $Z+1$ if $s c$ $=0$ or zero if $s c=1$.


Figure 5.31 A synchronously cleared bit-parallel mod-8 up-counter.
The speed of the counter depends on the propagation delay of the adder. A carry propagate adder (CPA), for example, would introduce a longer signal delay, similar to that of a bit-serial circuit. On the other hand, one may use a faster adder, such as, a carry look-ahead (CLA) adder, to design a high-speed counter. Figure 5.32 illustrates the simplified circuit of a synchronously cleared mod-8 up-counter using a 3-bit CLA adder. The circuit in Fig. 5.32 is the result of further simplifications of the CLA's and the MUX's logic expressions using the constant operand $(001)_{2}$ for the CLA adder and the constant input $(000)_{2}$ for the MUX in Fig. 5.31 .


Figure 5.32 A synchronously cleared bit-parallel mod-8 up-counter using a simplified CLA adder and a simplified MUX.

In order to design a bit-parallel $k$-bit counter slice, the slice must include both the $i$ and $o$ interface signals that were discussed earlier in the design of the bit-serial counters. In addition, a bit-parallel (including a bit-parallel slice) solution, especially for large designs, has the advantage of not requiring an FSD. The technique, however, does require the designers' ability to determine, from the description of the design problem, the functions that will be performed by the combinational circuits. In Chap. 8, we will use this approach to design a CPU data path.

### 5.5 Fault-Tolerant Finite State Machine

A fault-tolerant FSM refers to an FSM that detects and corrects faults that occur, not because of a manufacturing or design error, but rather because of
some random environmental hazard during operation. In general, such hazards affect storage elements like latches, flip-flops, and memory. The state of a flip-flop, indicated by its $q$ bit, can suddenly change from 0 to 1 or vice versa. A fault can cause an FSM to transition to an invalid state and therefore cause circuit malfunction. A fault can cause a counter to suddenly output a wrong value, a sequence detector to recognize a wrong sequence, or skip and not recognize a right sequence, etc.

In general, faults can affect a single bit or multiple bits. However, single-bit faults are more common. A fault-tolerant FSM requires extra hardware to implement redundancy in the circuit and be able to detect and correct errors caused by faults. For example, a fault-tolerant FSM requires extra flip-flops and extra combinational circuits. The number of extra flip-flops depends on how many states there are originally in the FSD. For example, to design a single-bit fault-tolerant FSM, each binary state label must be different in at least 3-bits when compared to the other labels. In general, the number of bits that two binary numbers differ is called their Hamming distance. Furthermore, a set of binary numbers is called Hamming code if each code is at least a three Hamming distance away from any other code in the set.

For example, if an FSD has three states, then for a single-bit fault-tolerant FSM we must use 5 -bit Hamming codes, such as 00000, 00111, and 11001, to label the three states. Note that the Hamming distance between any of the three 5 -bit codes is 3 or more. The codes 00000 and 00111 differ in the first 3 -bits; thus, their Hamming distance is 3 . The codes 00111 and 11001 differ in bit numbers 1, 2, 3, and 4 (Little Endian); thus, their Hamming distance is 4. A Hamming distance of any two codes is calculated as the number of 1's in their bitwise XOR. Table 5.11 presents the Hamming distances calculated for the three codes 00000, 00111, and 11001.

| Code 1 | Code 2 | Code 1 $\oplus$ Code 2 | Hamming Distance |
| :---: | :---: | :---: | :---: |
| 00000 | 00111 | 00111 | 3 |
| 00000 | 11001 | 11001 | 3 |
| 00111 | 11001 | 11110 | 4 |

TABLE 5.11 Hamming Distance between a Pair of Codes
Suppose a fault causes bit 2 in the code 00000 to change from 0 to 1 and produce an invalid code 00100. The new code is 1 Hamming distance away from the valid 00000, but 2 or more distances away from each of the valid codes 00111 and 11001. Thus, the invalid code is closer to the valid code

00000 than the other two valid codes. Therefore, the error caused by the fault can be detected and corrected by replacing the invalid code 00100 with the valid code 00000.

Example 5.7 The design of a fault-tolerant FSM using the Mealy FSD given in Fig. 5.33 is presented. As shown in the figure, each state is labeled with a 5 -bit Hamming code.


Figure 5.33 An FSD using 5-bit Hamming state codes as the state labels.
Solution Table 5.12 presents a combined truth table for the NSG and OG of the fault-tolerant FSM using five flip-flops. In the table, all the single-bit invalid current-state labels are interpreted the same as the corresponding valid-state label. For example, because each of the invalid labels 00001, 00010, 00100, 01000, and 10000 is 1 Hamming distance away from the valid code 00000, they all are interpreted as state A. In the first six rows in the table, if $x$ $=0$, then the next state label is 00000 (state A). Therefore, a single-bit error in any of the $q_{4}$, $q_{3}, q_{2}, q_{1}$, and $q_{0}$ signals will not alter the state of the FSM. The final circuit is not shown. However, one can use Espresso minimization software to minimize the truth table and obtain the required logic expressions for the circuit. Alternatively, the circuit can be modeled in Verilog using a "case" statement to enter the truth table (see Exercise 5.25).

|  | Current State |  |  |  |  | $\frac{\text { Input }}{x}$ | Next State |  |  |  |  | Output $z$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q_{4}$ | $q_{3}$ | $q_{2}$ | $q_{1}$ | $q_{0}$ |  | $d_{4}$ | $d_{3}$ | $d_{2}$ | $d_{1}$ | $d_{0}$ |  |  |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| A | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| A | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | B |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |  |
|  | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |  |
|  | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | c |
|  | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | C |
|  | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |  |
|  | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 |  |
| B | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | B |
|  | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |  |
|  | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | A |
|  | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| C | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |  |
|  | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |  |
|  | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | B |
|  | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | B |
|  | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |  |
|  | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 |  |

TABLE 5.12 A Fault-Tolerant Combined NSG and OG Truth Table Determined from the FSD in Fig. 5.33

A single fault can be simulated if one uses individually controlled input signals to reset or preset each flip-flop. For example, assuming that the current state is 00000, a fault can be introduced, say, in the $q_{2}$ bit by using the corresponding preset signal to change the state to 00100 (an invalid state). As indicated in Table 5.12, the FSM should correctly transition from this invalid state either to the valid state 00000 if $x=0$ or to the valid state 00111 if $x=1$. Thus, the circuit will detect and correct the single-bit error. Note that in this case, the detecting and correcting mechanism would be embedded in the NSG and OG modules. A technique that would convert a nonfault-tolerant sequential circuit to a single-bit fault-tolerant circuit without requiring the construction of a large truth table is discussed later.

In addition, in general, it is easy to come up with a small number of Hamming codes to design a small fault-tolerant FSM. However, it is more appropriate to use the Hamming coding scheme described next to generate as many Hamming codes as necessary for a given FSD of any size.

### 5.5.1 Hamming Coding Scheme

Hamming codes are useful for detecting and correcting a single-bit error or detecting a double-bit error. The errors can occur during data transmission in digital communication or in a data storage module such as a flip-flop or memory. Each Hamming code includes a certain number of parity bits and a certain number of data bits. A parity bit can be calculated as even parity or odd parity. For example, consider a 7-bit Hamming code. The bits would be numbered right to left from 1 to 7 with bits 1, 2, and 4 reserved for three even parity bits and bits $3,5,6$, and 7 for four data bits. Equation (5.8) is used to compute the even parity bits $p_{1}, p_{2}$, and $p_{4}$ from the data bits $d_{3}, d_{5}, d_{6}$, and $d_{7}$. Now suppose $d_{7}=1, d_{5}=1$, and $d_{3}=0$. The parity bit $p_{1}$, as an even parity, must be 0 so that the number of 1 's among $d_{7}, d_{5}, d_{3}$ and $p_{1}$ is an even number. If $d_{7}=1, d_{5}=1$, and $d_{3}=1$, then $p_{1}$ must be a 1 .

$$
\begin{align*}
& p_{1}=d_{3} \oplus d_{5} \oplus d_{7} \\
& p_{2}=d_{3} \oplus d_{6} \oplus d_{7}  \tag{5.8}\\
& p_{4}=d_{5} \oplus d_{6} \oplus d_{7}
\end{align*}
$$

Given the 4-bit data 1101, its 7-bit Hamming code is determined as follows using Eq. (5.8).

Data bits: $d_{3}=1, d_{5}=0, d_{6}=1, d_{7}=1$
Even parity bits:

$$
\begin{aligned}
& p_{1}=1 \oplus 0 \oplus 1=0 \\
& p_{2}=1 \oplus 1 \oplus 1=1 \\
& p_{4}=0 \oplus 1 \oplus 1=0
\end{aligned}
$$

The 7 -bit Hamming code is organized as $d_{7} d_{6} d_{5} p_{4} d_{3} p_{2} p_{1}=1100110$. The parity bit $p_{1}$ is determined from the data bits $d_{3}, d_{5}$, and $d_{7}$. These data bits are located in the bit positions 011 (3), 101 (5), and 111 (7) in the Hamming code, respectively. Note that the first bit in each of the position numbers is 1 , indicated by the underline. Likewise, the parity bit $p_{2}$ is determined from the data bits located in the bit positions 011 (3), 110 (6), and 111 (7). In general, a parity bit $p_{2} k$ for $k=0,1,2$, etc., is generated by XORing all the data bits that have a 1 in the $k$ th bit of their respective position numbers. For instance, for $k=2, p_{4}$ is determined by XORing the data bits at bit positions 5 (101), 6 (110), and 7 (111) because 5 is $4+1,6$ is $4+2,7$ is $4+3$, where 4 is the common value among them.

The parity bits are used to determine the location of an error bit (if any). For example, consider the 7 -bit Hamming code $d_{7} d_{6} d_{5} p_{4} d_{3} p_{2} p_{1}=$ 1001100. Suppose this Hamming code is transmitted wirelessly to a remote destination. Furthermore, suppose, the received Hamming code indicated as $d_{7}^{\prime} d_{6}^{\prime \prime} d_{5}^{\prime} p_{4}^{\prime} d_{3}^{\prime} p_{2}^{\prime} p_{1}^{\prime}=(1101100)_{2}$ includes a single-bit error in bit $d_{6}$ (underlined). The received parity and data bits are then $p_{4}^{\prime} p_{2}^{\prime} p_{1}^{\prime}=100$ and $d^{\prime \prime} d_{6}^{\prime \prime} d_{5}^{\prime \prime} d^{\prime}{ }_{3}=1101$. Using Eq. (5.8), the new parity bits, $p^{\prime \prime}{ }_{4}, p^{\prime \prime}{ }_{2}$, and $p^{\prime \prime}{ }_{1}$ are computed from the received data bits $d_{7}^{\prime} d_{6} d_{5}{ }^{\prime} d_{3}=1101$ as follows:

$$
\begin{aligned}
& p_{1}^{\prime \prime}=d_{3}^{\prime} \oplus d_{5}^{\prime} \oplus d_{7}^{\prime}=1 \oplus 0 \oplus 1=0 \\
& p_{2}^{\prime \prime}=d_{3}^{\prime} \oplus d_{6}^{\prime} \oplus d_{7}^{\prime}=1 \oplus 1 \oplus 1=1 \\
& p_{4}^{\prime \prime}=d_{5}^{\prime} \oplus d_{6}^{\prime} \oplus d_{7}^{\prime}=0 \oplus 1 \oplus 1=0
\end{aligned}
$$

Equation (5.9) is used to determine the location of the bit in error as a 3-bit number $E=e_{2} e_{1} e_{0}$.

$$
\begin{equation*}
E=e_{2} e_{1} e_{0}=p_{4}^{\prime \prime} p_{2}^{\prime \prime} p_{1}^{\prime \prime} \oplus p_{4}^{\prime} p_{2}^{\prime} p_{1}^{\prime} \tag{5.9}
\end{equation*}
$$

That is,

$$
\begin{aligned}
E=e_{2} e_{1} e_{0} & =010 \oplus 100 \\
& =110 \\
& =6 \text { (the position of the bit in error) }
\end{aligned}
$$

The 6 indicates that the bit in location 6 (i.e., $d_{6}$ ) in the received Hamming code is in error and should be changed from 1 to 0 to yield the correct Hamming code 1001100 that was transmitted.

With an additional overall parity bit $c$, a Hamming code can also be used to detect, but not correct, a double-bit error. Equation (5.10) defines an overall even parity bit. The four parity bits $c, p_{4}, p_{2}$, and $p_{1}$ and the four data bits $d_{7}$, $d_{6}, d_{5}$, and $d_{3}$ create an 8 -bit Hamming code. Table 5.13 presents some examples of Hamming code sizes.

| Number of Parity Bits | Maximum Hamming Code Size |
| :---: | :---: |
| 4 as $p_{1}, p_{2}, p_{4}$ and $c$ | 8 with 4 maximum data bits |
| 5 as $p_{1}, p_{2}, p_{4}, p_{8}$, and $c$ | 16 with 11 maximum data bits |
| 6 as $p_{1}, p_{2,}, p_{4}, p_{8^{\prime}}, p_{16^{\prime}}$ and $C$ | 32 with 26 maximum data bits |
| 7 as $p_{1}, p_{2}, p_{4}, p_{8^{\prime}}, p_{16^{\prime}}, p_{32^{\prime}}$, and $C$ | 64 bits with 57 maximum data bits |
| 8 as $p_{1}, p_{2}, p_{4}, p_{8^{\prime}}, p_{16^{\prime}}, p_{32^{\prime}}, p_{64}$, and $c$ | 128 bits with 120 maximum data bits |

TABLE 5.13 Sample Hamming Code Sizes

$$
\begin{equation*}
c=d_{7} \oplus d_{6} \oplus d_{5} \oplus p_{4} \oplus d_{3} \oplus p_{2} \oplus p_{1} \tag{5.10}
\end{equation*}
$$

Table 5.14 presents the rules of the Hamming coding scheme (HCS) using the $E, c^{\prime}$ (the received overall parity bit), and $c^{\prime \prime}$ (the computed overall parity bit from the received data bits). When $c^{\prime}$ and $c^{\prime \prime}$ are equal and $E=0$, then there are no faults in the received Hamming code. If the $c^{\prime}$ and $c^{\prime \prime}$ are the same but $E \neq 0$, then there is a double and uncorrectable error in the received code. If $c^{\prime} \neq c^{\prime \prime}$ and $E=0$, then the error is in $c^{\prime}$. Finally, if $c^{\prime} \neq c^{\prime \prime}$ and $E \neq 0$, then the $E$ identifies the bit in error. If 3 or more bits are in error, the HCS will interpret the error (incorrectly) either as a single-bit or a double-bit error.

| Received Overall Parity Bit vs. <br> Computed Using the Received <br> Data Bits $c^{\prime} \oplus c^{\prime \prime}$ | Error Indicator | Meaning |
| :---: | :---: | :--- |
| 0 | $E=0$ | There are no errors |
| 0 | $E \neq 0$ | A double-bit but uncorrectable eerror |
| 1 | $E=0$ | The received overall parity bit $c^{\prime}$ is in error |
| 1 | $E \neq 0$ | A single-bit correctable error at bit position $E$ |

TABLE 5.14 The Rules of the HCS (Hamming Code Scheme)
In Example 5.7, we selected the three Hamming codes 00000, 00111, and 11001 to encode the three states of the FSD in Fig. 5.33. Here, we will illustrate how the HCS can be used to systematically encode the states of an FSD with Hamming codes. Suppose the states A, B, and C in Fig. 5.33 are initially encoded with 2-bit binary numbers $s_{1} s_{0}=00$ for $A, 01$ for B, and 10 for C . By interpreting the 2-bit state labels as two data bits, Eq. (5.11) is used to compute the parity bits using the data bits $d_{7}=0, d_{6}=0, d_{5}=s_{1}$ and $d_{3}=$ $s_{0}$.

$$
\begin{align*}
p_{1} & =s_{0} \oplus s_{1} \\
p_{2} & =s_{0}  \tag{5.11}\\
p_{4} & =s_{1}
\end{align*}
$$

For example, for $s_{1} s_{0}=01, p_{1}=1, p_{2}=1$, and $p_{4}=0$, the corresponding Hamming code is $s_{1} p_{4} s_{0} p_{2} p_{1}=(00111)_{2}$. Table 5.15 presents a summary of the parity bit calculations. Note that the resultant Hamming codes are the same as those used in Example 5.7.

| State | Initial Binary State Labels |  | Parity Bits |  |  | 5-Bit Hamming Codes$s_{1} p_{4} s_{0} p_{2} p_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $s_{1}$ | $s_{0}$ | $p_{1}$ | $p_{2}$ | $p_{4}$ |  |
| A | 0 | 0 | 0 | 0 | 0 | 00000 |
| B | 0 | 1 | 1 | 1 | 0 | 00111 |
| C | 1 | 0 | 1 | 0 | 1 | 11001 |

TABLE 5.15 The 5-Bit Hamming Codes Generated From the 2-Bit Numbers 00, 01, and 10

An alternative fault-tolerant FSM design to the one was discussed in Example 5.7 involves first designing the FSM as a nonfault-tolerant circuit and then incorporating in the circuit the additional circuits required to implement the Hamming error detection and correction mechanism. Consider, for example, the fault-tolerant FSM design problem in Example 5.7. First, the FSM is designed as a nonfault-tolerant FSM. This will require two flip-flops (two state bits), an NSG, and an OG. Suppose the two next state bits generated by the NSG are labeled $s_{1}$ and $s_{0}$. A fault-tolerant circuit would require six flip-flops that are associated with the two state bits $s_{1}$ and $s_{0}$, three parity bits $p_{1}, p_{2}$, and $p_{4}$, and an overall parity bit ${ }_{c}$.

Suppose the six flip-flop $q$ bits are labeled $q_{0}$ to $q_{5}$. For a fault-tolerant design, the flip-flops would be interpreted as a transmission medium and a receiver. The $d$ bits are "transmitted" through the flip-flops and then are "received" as the $q$ bits. A single fault can switch one of the $q$ bits and thus cause an error. On the transmission side, the six state bits ( $d$ 's) would be connected to the $s_{1}$ and $s_{0}$ signals and the four parity bits $p_{1}, p_{2}, p_{4}$, and ${ }_{c}$. On the receiver side, the $q$ 's represent two current state bits labeled $s_{1}^{\prime}$ and $s_{0}^{\prime}$ and four received parity bits labeled $p_{1}^{\prime}, p_{2}^{\prime}, p_{4}^{\prime}$, and $c^{\prime}$. The relationships between the Hamming codes and the flip-flop inputs and outputs are summarized in Table 5.16.

| Flip-Flops'd Bits ("transmitted") | Flip-Flops'q Bits ("received") | Computed Parity Bits from the Received State Bits | Error Position |
| :---: | :---: | :---: | :---: |
| $d_{0}=p_{1}$ | $p_{1}^{\prime}=q_{0}$ | $p_{1}^{\prime \prime}=q_{2} \oplus q_{4}$ | $\mathrm{E}=p_{4}^{\prime \prime} p_{2}^{\prime \prime} p^{\prime \prime}{ }_{1}^{\prime \prime} \oplus p_{4}^{\prime} p_{2}^{\prime} p_{1}^{\prime}$ |
| $d_{1}=p_{2}$ | $p_{2}^{\prime}=q_{1}$ | $p_{2}^{\prime \prime}=q_{2}$ |  |
| $\mathrm{d}_{2}=\mathrm{s}_{0}$ | $s_{0}^{\prime}=q_{2}$ | $p_{4}^{\prime \prime}=q_{4}$ |  |
| $d_{3}=p_{4}$ | $p_{4}^{\prime}=q_{3}$ | $c^{\prime \prime}=q_{4} \oplus q_{3} \oplus q_{2} \oplus q_{1} \oplus q_{0}$ |  |
| $d_{4}=s_{1}$ | $s_{1}^{\prime}=q_{4}$ |  |  |
| $d_{5}=c$ | $c^{\prime}=q_{5}$ |  |  |

TABLE 5.16 Converting a FSM to a Fault-Tolerant FSM Using the Hamming Error Detection and Correction Mechanism

An explicitly designed fault-tolerant FSM would require two additional modules: a parity generator (PG) module and an error detection and correction (EDC) module. The PG module would input $s_{1}$ and $s_{0}$ and would
generate four even parity bits $p_{1}, p_{2}, p_{4}$, and ${ }_{c}$. The EDC would input the bits $s_{1}^{\prime}$ and $s_{0}^{\prime}$ (the "received" next state bits) and would generate the parity bits $p^{\prime \prime}{ }_{4}, p^{\prime \prime}{ }_{2}$, and $p^{\prime \prime}{ }_{0}$. The bits $p^{\prime}{ }_{4}, p^{\prime}{ }_{2}$, and $p_{0}^{\prime}$ and the $p^{\prime \prime}{ }_{4}, p^{\prime \prime}{ }_{2}$, and $p^{\prime \prime}{ }_{0}$ would be used to compute the error bit position $E$ (Eq. (5.9)) if $\mathrm{c}^{\prime} \neq \mathrm{c}^{\prime \prime}$.

Using a 3-to-8 decoder, the $E$ is decoded into one of seven output signals (1 through 7) for which only one could be active if $E \neq 0$. The active decoder signal (if any) would subsequently be used to correct the bit in error using an XOR gate if $c^{\prime} \neq c^{\prime \prime}$. The resultant FSM, however, will have a longer propagation delay than the one designed using the truth table in Example 5.7 and SOP or POS expressions.

### 5.6 Sequential Circuit Timing

Flip-flops that share a common clock signal are expected to receive the sampling edge of the clock at approximately the same time so that all the flipflops can sample their respective inputs simultaneously and before the arrival of the next sampling edge. Otherwise, as illustrated in Fig. 5.34, if there are delays in the transmission of the clock signal to the flip-flops, then it is possible that some of the flip-flops will receive the sampling clock edge much later than other flip-flops. For example, as shown in the figure, clk1 arrives after some delay (due to signal routing delay) as clk2 at the second flip-flop (FF2). This variation in the arrival times of a sampling clock edge at different flip-flops is known as clock skew ( $\mathrm{T}_{\mathrm{cs}}$ ).


Figure 5.34 Illustrating a potential clock skew problem within one clock cycle; the $d_{2}$ signal could be changing if the sampling edge of clk2 arrives late at FF2.

A clock skew can cause many problems. The flip-flops that receive a sampling clock edge earlier will be able to sample their inputs, and thus change their outputs, before others will. As a result, this could cause the newly sampled inputs to modify all or some of the inputs for those flip-flops that have not yet completed sampling their inputs. This may, in turn, either cause a timing (setup-time or hold-time) violation or cause an invalid state transition resulting in a circuit malfunction.

In the figure, when FF1 receives the sampling edge of clk1, it samples $d_{1}{ }^{\text {current }}$ and changes $q_{1}{ }^{\text {current }}$ to $q_{1}{ }^{\text {new }}$. When FF2 receives the sampling edge of $c / k 2$, it is supposed to sample $d_{2}{ }^{\text {current }}$ and change $q_{2}{ }^{\text {current }}$ to $q_{2}{ }^{\text {new }}$. However, because of a clock skew, one of three scenarios may occur, as stated next and illustrated in Fig. 5.35.


Figure 5.35 A timing diagram illustrating the effect of a clock skew within one clock cycle (Fig. 5.34 circuit).

## Scenario a:

The propagation delay of $d_{2}$ is about the same as the clock skew ( $\Delta d_{2} \cong T_{C S}$ ). In this case, $d_{2}$ would be changing while FF2 is still sampling and, therefore, may cause a setup or hold-time violation at FF2.

## Scenario b:

The propagation delay of $d_{2}$ is smaller than the clock skew ( $\left.\Delta d_{2}<T_{C S}\right)$. In this case, $q_{1}{ }^{\text {new }}$ would be able to change $d_{2}{ }^{\text {current }}$ to $d_{2}{ }^{\text {new }}$ prior to the arrival of the $c l k 2$ 's sampling edge at FF2, and thus would cause FF2 to load $d_{2}{ }^{\text {new }}$ while FF1 loads $d_{1}$ current. This will cause an invalid state transition, resulting in a functional error.

## Scenario c:

The propagation delay of $d_{2}$ is larger than the clock skew ( $\left.\Delta d_{2}>T_{c s}\right)$. In this case, the clk2's sampling edge will arrive at the FF2 before $q_{1}{ }^{\text {new }}$ can change the $d_{2}$ current to $d_{2}{ }^{\text {new }}$; thus, FF2 would load $d_{2}$ current as it should for normal circuit operation.

The circuit in Fig. 5.34 includes only two flip-flops. In general, a circuit may contain many flip-flops, and the $d$ input of each flip-flop may depend on one or more $q$ 's. In this case, for the circuit to operate normally, the earliest time that a $q^{\text {new }}$ can change a $d^{\text {current }}$ is the sum of the minimum clock-to- $q$ time ( $\mathrm{T}_{c q-m i n}$ ) and the minimum circuit propagation delay ( $\mathrm{T}_{p d-m i n}$ ). This implies that the relationship in Eq. (5.12) must hold for the circuit to operate correctly:

$$
\begin{equation*}
\tau_{c s}<\tau_{c q-\min }+\tau_{p d-\min } \tag{5.12}
\end{equation*}
$$

Otherwise, a dcurrent would change too quickly, such as in the scenarios a and $b$ in Fig. 5.35, and would either cause a setup or hold time violation (scenario a) or cause a functional error (scenario b). How close $\mathrm{T}_{\text {cs }}$ can be to quantity $\mathrm{T}_{c q^{-} \text {min }}+\mathrm{T}_{p \sigma^{\prime} \text { min }}$ can be defined in relation to the $\mathrm{T}_{h t}$ (hold time) as shown in Eq. (5.13):

$$
\begin{equation*}
\tau_{c q-\min }+\tau_{p d-\min }-\tau_{c s} \geq \tau_{h t} \tag{5.13}
\end{equation*}
$$

Figure 5.36 illustrates another circuit with possible clock skew problems. In this case, the sampling edge of clk1 arrives at FF2 before the sampling edge of clk2 arrives at FF1.


Figure 5.36 Illustrating a potential clock skew problem between a current sampling edge and the next sampling edge of ckl1; the $\mathrm{d}_{2}$ signal could be changing when the next sampling edge of clk1 arrives at FF2.

In the figure, a clock skew could create the following two possible scenarios between the time that clk2's sampling edge arrives at FF1 and the time that the next clk1's sampling edge arrives at FF2. The two scenarios are described next and illustrated in Fig. 5.37:


Figure 5.37 A timing diagram illustrating the effect of clock skew between the current and the next sampling edge of the clk1 (Fig. 5.36 circuit).

## Scenario a:

The propagation delay of $d_{2}$ is about the same as the clock period ( $\tau$ ) minus the clock skew (i.e., $\left(\Delta d_{2}<T-T_{C S}\right)$. In this case, the $d_{2}{ }^{\text {new }}$ may be changing when the next sampling edge of clk1 arrives at FF2; therefore, $d_{2}{ }^{\text {new }}$ may cause a setup or hold-time violation at the FF2.

## Scenario b:

The propagation delay of $d_{2}$ is smaller than the clock period ( $\tau$ ) minus the clock skew (i.e., $\Delta d_{2}<T-T_{c s}$ ). In this case, $d_{2}{ }^{\text {new }}$ stabilizes prior to the arrival of the next clk1's sampling edge, and thus, FF2, as expected, would load $d_{2}{ }^{\text {new }}$. Therefore, the circuit would operate normally.

Example 5.8 Consider the circuit in Fig. 5.34. Suppose t $=0.65 \mathrm{~ns}, \Delta_{\mathrm{CC}}=0.25 \mathrm{~ns}, \Delta_{\text {delay }}=$ $0.3 \mathrm{~ns}, \mathrm{~T}_{s t}=0.05 \mathrm{~ns}$, and $\mathrm{T}_{c q}=0.05 \mathrm{~ns}$. Draw a timing diagram and discuss if there is a problem due to clock skew.

Solution The timing diagram is illustrated in Fig. 5.38. The signal $d_{1}$ current is sampled at the positive edge of clk1 and thus, $q_{1}{ }^{\text {new }}$ becomes $d_{1}{ }^{\text {current }} \mathrm{T}_{\mathrm{cq}}=0.05 \mathrm{~ns}$ after clk1 edge. At this time, $q_{1}{ }^{\text {new }}$ starts changing $d_{2}$, and it would take $\Delta_{\mathrm{CC}}=0.25 \mathrm{~ns}$ for $d_{2}$ current to change to $d_{2}{ }^{\text {new }}$ from the time that $q_{1}{ }^{\text {current }}$ changes to $q_{1}{ }^{\text {new }}$. This time is $\Delta_{C C}{ }^{+}{ }_{c}{ }_{c q}$, or, in this case, 0.3 ns . Therefore, $d_{2}$ will change exactly when FF2 starts sampling $d_{2}$, resulting in setup time violation at FF2.


Figure 5.38 A timing diagram illustrating a setup or hold-time violation due to clock skew.

### 5.6.1 Clock Frequency Estimation with Clock Skew

The total estimated minimum clock period, which was discussed in Chap. 4, did not include the time lost due to clock skew. As illustrated in Fig. 5.37, the total time needed for a signal to stabilize before the arrival of the next clock
edge can be reduced by an amount equal to the clock skew. This implies that the minimum clock period must include the delay caused by clock skew, as given in Eq. (5.14) [1].

$$
\begin{equation*}
\tau \geq \tau_{c q-\max }+\tau_{p d-\max }+\tau_{s t}+\tau_{c s} \tag{5.14}
\end{equation*}
$$

### 5.6.2 Asynchronous Interface

Sequential circuits that depend on external inputs, such as $d_{1}$ in Fig. 5.36, expect that an external signal always changes at the right time with respect to the sampling edge of the clock. However, an external signal may change at any time if it is generated by an input device, for example, a keyboard, or it is the output of another sequential circuit that uses a different clock source. As a result, this may violate the setup or hold time of the sequential circuit's flip-flops, causing metastability and possibly a malfunction.

A recommended solution [2-3] for resolving this problem is to sample the external inputs before they are fed into the target sequence circuit, as illustrated in Fig. 5.39(a). In the figure, the external input is fed into a synchronizing flip-flop. It is assumed that any possible metastability caused by the input will be resolved by the synchronizing flip-flop before the next clock edge. That is, if the input violates the setup or the hold time of the synchronizing flip-flop and causes the flip-flop's output to oscillate (metastability), it is expected that the oscillating output would stabilize to 1 or 0 before the arrival of the next clock edge. Therefore, the sequential circuit will input the synchronized signal and potentially will avoid a metastability of its own. This is illustrated by an example timing diagram shown in Fig. 5.40 using the circuit in Fig. 5.39(a). Furthermore, a synchronizing flip-flop may be designed so its outputs stabilize quickly when the external input value changes at the wrong time, violating the flip-flop's setup or hold time [4].

(a) One synchronizing flip-flop

(b) Two synchronizing flip-flops

FIgure 5.39 External input synchronization [1]: (a) using one synchronization flip-flop; (b) using two flip-flips to allow the maximum metastability resolution time.

However, in order to avoid a potential metastability at the output of the synchronizing flip-flop in Fig. 5.39(a) from ever entering the sequential circuit, two synchronizing flip-flops are recommended, as illustrated in Fig. 5.39(b).


Figure 5.40 An example timing diagram illustrating the resolution of a metastability due to an external input.

### 5.7 Hardware Description Language Models

Examples 5.9 and 5.10 present HDL models for Mealy and Moore FSMs.
Example 5.9 A Verilog behavior model for the Moore sequence recognizer in Example 5.1 that detects the overlapping sequence " 101 " is presented, where the code is divided into three sections as follows:

Code section 1: A behavior description of the NSG. It describes the arcs of the recognizer's FSD. The FSD consists of four states labeled A to D.
Code section 2: A behavior description of the OG. It describes the state in which the recognizer outputs a 1, signaling the detection of a "101" sequence.
Code section 3: A behavior description of the flip-flops with asynchronous reset capability. Upon reset, the FSM is initialized to the initial state A.

## HDL Model

```
//A Moore sequence recognizer that detects the overlapping
//sequence "101".
//Using binary encoded state labels
module moore_seq
(
    input clock, reset, x,
    output reg z
);
//assign binary encoded codes to the states A through D
parameter }A=2'b00
    B = 2'b01,
    C = 2'b10,
    D = 2'b11;
reg [1:0] current_state, next_state;
//Section 1: Next state generator (NSG)
always@(*)
```

```
begin
    casex (current_state) //ignore unknown and high
                                    //impedance (Z) inputs
    A: if ( }\textrm{x}==1\mathrm{ )
                            next_state = B;
        else
            next_state = A;
    B: if ( }\textrm{x}==1\mathrm{ )
            next_state = B;
        else
        next_state = C;
    C: if (x == 1)
        next_state = D;
        else
        next_state = A;
    D: if ( }\textrm{x}==1\mathrm{ )
        next_state = B;
        else
            next_state = C;
    endcase
end
//Section 2: Output generator (OG)
always@(*)
begin
    if(current_state = D)
        z = 1;
    else
        z = 0;
end
```

```
//Sections 3: The flip-flops
always@(posedge clock, posedge reset)
begin
    if (reset = 1)
                        current_state <= A;
    else
            current_state <= next_state;
end
endmodule
Simulation Test-Bench
```

-include "moore_seq.v"
module tester();
reg clock, reset, $x$;
wire $z$;
moore_seq u1(clock, reset, x, z);
initial begin
\$monitor("\%4d: z = \%b", \$time, z);
clock $=0$;
reset $=1$; //reset the flip-flops
$\mathrm{x}=0$;
\#10 reset $=0 ; / / e n d$ reset
end
always

```
begin
#5clock = ~clock; //generates a clock signal with period 10
end
initial begin //one input per clock cycle
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 0; $display("%4d: x = %b", $time, x);
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 0; $display("%4d: x = %b", $time, x);
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 1; $display("%4d: x = %b", $time, x);
#10 x = 0; $display("%4d: x = %b", $time, x);
#10 x = 0; $display("%4d: x = %b", $time, x);
#10 $finish;
end
endmodule
```


## Simulation Output

The functional simulation output for the Moore FSM is shown next. The Moore signal $z$ becomes 1 at the simulation time slots 55 and 75 , indicating that there were two " 101 " sequences in the test vector.

```
Chronologic VCS simulator copyright 1991-2009
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;
\(0: \quad z=0\)
10: \(\mathrm{x}=1\)
20: x = 1
30: \(\mathrm{x}=1\)
40: \(\mathrm{x}=0\)
50: \(\mathrm{x}=1\)
55:
\(z=1\)
60: \(x=0\)
65 :
\(\mathrm{z}=0\)
70: \(x=1\)
75:
\(z=1\)
80: \(x=1\)
85 :
\(z=0\)
90: \(\mathrm{x}=0\)
100: \(x=0\)
\$finish called from file "tester.v", line 32.
\$finish at simulation time 110
```

Example 5.10 A Verilog behavior model for the Mealy sequence recognizer in Example 5.2 that recognizes the overlapping sequence "101" is presented, where the code consists of two sections as follows:

Code section 1: A behavior description for the combined NSG and OG. However, note that a combined code for some larger designs may create synthesizing problems, especially when PLDs with restricted hardware resources are used. The code describes the Mealy FSD. The FSD consists of only three states, labeled A, B, and C.

Code section 2: A behavior description of the flip-flops with asynchronous reset capability. Upon reset, the FSM is initialized to its initial state A.

## HDL Model

```
//A Mealy sequence recognizer that detects the overlapping
//sequence "101"
//Using binary encoded state labels
module mealy_seq
(
    input clock, reset, x,
    output reg z
);
```

```
parameter A = 2'boo,
                                B = 2'b01,
C = 2'blo;
reg [1:0] current_state, next_state;
//section 1: A combined next state generator (NSG) and
output generator (OG)
//unknown states are ignored
always@(*)
begin
    casex(current_state)
    A: if (x == 1) begin
        next_state = B;
                                z = 0;
            end
            else begin
                        next_state = A;
                        z = 0;
            end
            B: if (x == 1) begin
                        next_state = B;
                        z = 0;
            end
            else begin
                        next_state = C;
                        z = 0;
            end
        C: if (x == 1) begin
                        next_state = B;
                        z = 1;
            end
            else begin
                        next_state = A;
                        z = 0;
            end
    default: begin
                        next_state = 2'bxx;
                        z = 1'bx;
            end
    endcase
end
```

```
//Section 2: flip-flops
always@(posedge clock, posedge reset)
begin
    if (reset == 1)
        current_state <= A;
    else
    current_state <= next_state;
end
endmodule
```


## Simulation Test-Bench

The test-bench is the same as the one given in Example 5.9, with the exception that "mealy_seq.v" is instantiated instead.

## Simulation Output

The functional simulation output for the Mealy FSM is given next. Note that, in this case, the Mealy output $z$ depends on the current state as well as the input $x$. If $x$ changes, so might $z$. On the other hand, in the case of the Moore machine, the input $x$ affects the Moore output $z$ on the next clock cycle. Here, Mealy-z is 1 at the same time as when the last bit of the target sequence " 101 " is entered at the simulation times 50 and 70 .

```
Chronologic VCS simulator copyright 1991-2009
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12;
    0:
                                    z = 0
10: x = 1
20: x = 1
30: x = 1
40: x = 0
50: x = 1
50: z = 1
55: z = 0
60: x = 0
70: x = 1
70: z = 1
75: z = 0
80: x = 1
90: x = 0
100: x = 0
$finish called from file "testmealy.v", line 32.
$finish at simulation time 110
```


### 5.7.1 Synthesis and Simulation

The Verilog model for the Mealy sequence recognizer in Example 5.10 was synthesized and simulated using the Altera Quartos II and ModelSim design and simulation tools. The synthesized circuit is shown in Fig. 5.41 and its simulation waveform is shown in Fig. 5.42. As illustrated in the timing diagram, signal $z$ becomes 1 each time $x$ inputs indicates a "101" sequence.


Figure 5.41 The synthesized circuit of the Mealy sequence recognizer of Example 5.10.


Figure 5.42 A simulation waveform for the synthesized Mealy sequence recognizer in Fig. 5.41.
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## Exercises

5.1. Use Espresso to minimize the truth tables for the FSD in Fig. 5.7 and draw the minimized circuit. Is your solution the same as that shown in Fig. 5.8?
5.2. Consider a 1-bit 4-to-1 MUX like the one given in Fig. 5.10. Use the MUX and design a 1-bit four-function register slice that performs synchronous clear when $F=f_{1} f_{0}=0$, parallel-load when $F=1$, arithmetic right shift when $F=2$, and right shift with a left input (li) when $F=3$. Then, use four copies of the slice to draw the details of a 4-bit four-function register showing all the signal connections to each MUX.
5.3. Determine the minimum clock period for the bit-serial multifunction register given in Fig. 5.9 where $\mathrm{T}_{s t}$ and $\mathrm{T}_{c q}$ are each assumed to be 0.1 ns and delay for NOT and NAND gates are each 0.1 ns .
5.4. Determine the minimum clock period for the bit-parallel multifunction register given in Fig. 5.11 in terms of $\mathrm{T}_{s t}, \mathrm{~T}_{c q}$, and delay of a NAND gate, and assuming only 2-to-1 MUXs are available.
5.5. Refer to Exercise 5.2. This time, design the 4-bit register directly from a 4-bit 4-to-1 MUX and a 4-bit parallel-load register.
5.6. Design an 8 -bit multifunction register with asynchronous reset that performs parallel load, circular right shift, or circular left shift.
5.7. Verify that the circuit in Fig. 5.16 works correctly by constructing a truth table with current state bits $q_{1}$ and $q_{0}$, input $x$, next state bits $d_{1}$
and $d_{0}$, and output $z$. After reset, the flip-flops initialize to $q_{1}=0$ and $q_{0}$ $=0$. Enter these values in the table as they indicate the current state of the FSM. Next, set $x=1$ and determine the values of $d_{1}, d_{0}$, and $z$ using the expressions in Eq. (5.2). Enter these values in the table. Now assume the clock signal makes a 0-1 transition and thus changes the values of $q_{1}$ and $q_{0}$ to those of $d_{1}$ and $d_{0}$. Enter the new values of $q_{1}$ and $q_{0}$ in the table, and repeat the process for the next values of $x$ in order as $1,0,1,0,1$, and 0 . From the $z$ values, determine if the circuit works correctly.
5.8. Design a Moore sequence recognizer that detects the nonoverlapping sequence "101." Use binary encoded state labels and design and draw the circuit schematic similar to the one shown in Fig. 5.16.
5.9. Design a Mealy sequence recognizer that detects the nonoverlapping sequence "101." Use binary encoded state labels and draw the circuit schematic similar to the one shown in Fig. 5.16.
5.10. Design a Moore sequence recognizer that detects the overlapping sequence "1001." Use binary encoded state labels.
5.11. Design a Mealy sequence recognizer that detects the overlapping sequence "1001." Use binary encoded state labels.
5.12. Consider the FSD in Fig. 5.13. Use the binary encoded state labels 11, 01, 10, and 00, in order, for the states A to D. Draw the circuit, making sure that upon reset, the FSM starts at state 11 (A). Compare the size of the combinational circuits with those in Fig. 5.15 and Fig. 5.17.
5.13. Design a Mealy sequence recognizer that detects the overlapping sequence "1001." Use one-hot state labels and use Espresso to minimize the combined truth table.
5.14. Formally design a JK flip-flop using a D flip-flop (also see Chap. 4).
5.15. Simulate the following circuits modeled in Verilog as specified:
a. Design the FSM in Example 5.1, but use the expressions given in Eq. (5.2).
b. Design the FSM in Example 5.1 by directly describing the FSD.
5.16. Consider the FSD in Fig. 5.22. Design the corresponding FSM using binary encoded labels and compare the circuit size with the one in Fig. 5.15.
5.17. Design a bit-serial mod-11 counter (also refer to Fig. 5.28) with asynchronous active-low reset.
5.18. Design a bit-parallel mod-11 counter (also refer to Fig. 5.31) with asynchronous active-low reset.
5.19. Simulate the following circuits modeled in Verilog as specified:
a. Model the 1-bit binary counter slice given in Fig. 5.28 and then use it to design the counter in Exercise 5.17.
b. Use behavioral models for an adder, an MUX, and a parallel-load register and then use them to design the counter in Exercise 5.18.
c. A complete behavioral model for the counter in Exercise 5.18.
5.20. Design a mod-4 up/down counter (not a counter slice) with asynchronous active-low reset.
5.21. Design a mod-4 up/down counter (not a counter slice) with both synchronous and asynchronous reset capabilities.
5.22. Design a 3-bit gray-code counter with both synchronous and asynchronous reset signals.
5.23. Non-return-to-zero inverted (NRZI) is a data coding scheme used to communicate with universal serial bus (USB) devices. The output signal ( $z$ ) of an NRZI generator transitions when the input bit $(x)$ is 0 and remains at the constant previous value ( 0 or 1 ) when the input bit is 1 . That is, from right to left, when the input to the NRZI generator is 000000 , its output from right to left will transition as 101010 . Its output for consecutive 1's at the input, however, will remain at the previous output value. For example, the NRZI generator outputs from right to left z: 0000010111101011 for input $X: 11110001$ 11000011 read from right to left. Likewise, for $X=0 x C F 0 C, Z$ : $0 x E F A E$. Design the NRZI generator. (Hint: design a Mealy FSM).
5.24. Suppose an FSD has five states. Use the Hamming coding scheme and generate five Hamming codes to label the states. Each pair of labels should have a Hamming distance of 3 or more.
5.25. Create and simulate a Verilog model for the fault-tolerant FSM in Example 5.7. Specifically, copy the entries of Table 5.12 to an Excel sheet. Then use the Excel "concatenate" function to concatenate bits $q_{4}$ to $q_{0}$ and $x$ in each row into a 6-bit binary number. Do the same for bits $d_{4}$ to $d_{0}$ and $z$. (You may also use the Excel "bin2hex" function to convert the concatenated 6-bit numbers to a 6-bit hex). Then sort the table so the rows of the table for the current state bits and $x$ in the

Excel sheet are in ascending order. Then create two columns and use concatenation to convert the two 6-bit entries to a syntactically correct Verilog statement to be used in a "case" statement. For example, 000000 for the $q$ 's and $x$ is written as " 6 'b000000:" and 000000 for the $d$ 's and $z$ is written as " $\{d, z\}=6$ 'b000000;" where $d$ would be declared as a 5 -bit next state variable in Verilog. Copy the two columns from Excel into a Verilog text editor and model the FSM using a combined model for the NSG and OG modules. For simplicity, model the flipflops with a common reset but separate preset signals. In the testbench, use the preset signals to cause a 1-bit fault; that is, change a $q$ $=0$ to 1 . The FSM should continue operating as if there were no faults.

```
always@(*) //NSG and OG
begin
case({q, x}) //q is declared as 5-bit current state variable
6'h000000: {d, z} = 6'h000000; //1 st row of the table
...
default: {d, z} = 6'hx;
endcase
end
```

5.26. Design a fault-tolerant mod-4 up-counter (not a counter slice).
5.27. Consider the circuit given in Fig. 5.15. Without altering its combinational circuits, use the Hamming error detection scheme and add modules to the circuit so it would operate as a single-bit faulttolerant FSM.
5.28. A serial adder inputs 2-bits $x$ and $y$ and outputs their sum-bit $s$ every clock cycle. It keeps the presence or the absence of a carryout bit internally. Assuming that the initial carry-in is zero, do the following:
a. Draw a Mealy FSD for the serial adder.
b. Design the Mealy serial adder FSM.
c. Draw a Moore FSD for the serial adder.
d. Design the Moore serial adder FSM.
e. Design a fault-tolerant Mealy serial adder.
5.29. Consider the circuit in Fig. 5.34. Suppose $\Delta_{C C}=0.3 \mathrm{~ns}, \mathrm{~T}_{s c}=0.2 \mathrm{~ns}$, $\mathrm{T}_{s t}=0.05 \mathrm{~ns}, \mathrm{~T}_{c q}=0.05 \mathrm{~ns}$. Assuming that $\mathrm{T}=0.6 \mathrm{~ns}$, draw a timing
diagram and discuss if there can be problems in operating the circuit due to clock skew.
5.30. Consider the circuit in Fig. 5.36. Suppose $\Delta_{C C}=0.3 \mathrm{~ns}, \mathrm{~T}_{s c}=0.2 \mathrm{~ns}$, $\mathrm{T}_{s t}=0.05 \mathrm{~ns}$, and $\mathrm{T}_{c q}=0.05 \mathrm{~ns}$. Assuming that $\mathrm{T}=0.6 \mathrm{~ns}$, draw a timing diagram and discuss if there can be problems in operating the circuit due to clock skew.
5.31. Consider the circuit in Fig. 5.36. Suppose $\Delta_{C C}=0.3 \mathrm{~ns}, \mathrm{~T}_{s c}=0.2 \mathrm{~ns}$, $\mathrm{T}_{s t}=0.05 \mathrm{~ns}$, and $\mathrm{T}_{c q}=0.05 \mathrm{~ns}$. Assuming $\mathrm{T}=0.7 \mathrm{~ns}$, draw a timing diagram and discuss if there can be problems in operating the circuit due to clock skew.
5.32. Consider a hardware FIFO buffer with input and output ports accessed by two sequential circuits $A$ and $B$ that perform concurrent computations [4-5]. Circuit A generates IN as the next buffer location to write a value to, and circuit B generates OUT as the next buffer location to read a value from. Two counters, $X$ and $Y$, each controlled by one of the circuits, are used to generate the IN and OUT values, respectively. The buffer operates in a circular fashion. The two circuits, and thus their respective counters, also operate with two different clocks. Circuits A and B also need to input IN and OUT values in order to determine when the buffer is full or empty. Do the following:
a. Draw the block diagrams of circuits A and B, counters, and the buffer with labels and signal names. IN is an asynchronously input to circuit B, and OUT is an asynchronous input to circuit A. Use two synchronizing flip-flops for each bit.
b. Suppose the buffer size is 8 and X and Y are designed as mod- 8 counters. Assuming that IN is 6 , list the possible values circuit B may input as IN from the synchronizing flip-flops. Discuss how the buffer empty flag can be generated if input $\operatorname{IN}$ to circuit $B$ is not 3 .
c. Repeat part (b), but this time assume X and Y are designed as Gray code counters.
5.33. Computer security (hardware Trojans): See Exercise 11.12 to understand single-input trigger computational malicious circuits (also see Sec. 11.2).
5.34. Computer security (hardware Trojans): See Exercise 11.13 to understand timer attack malicious circuits (also see Sec. 11.2).
5.35. Computer security (confidentiality): See Exercise 11.14 to design a hardware encryption circuit (also see Sec. 11.5).
5.36. Computer security (computer security threats): See Exercise 11.15 to understand computer security threats (also see Sec. 11.1.3).
5.37. Computer security (hardware developmental threats): See Exercise 11.16 to understand homomorphic encryption as a hardware developmental security policy mechanism (also see Secs. 11.1.3 and 11.2).

## CHAPTER 6

## Sequential Circuits: Large Designs

### 6.1 Introduction

A large sequential circuit is made of a data path and a control unit, as illustrated in Fig. 6.1. The data path consists of both sequential and combinational circuit modules, such as registers, counters, multiplexers (MUXs), decoders, arithmetic logic unit (ALUs), and others, that are either standard or problem specific. The modules collectively implement a list of simple operations, such as adding the content of two registers and storing the result in a third register. The control unit is responsible for asserting the necessary control signals for the data path to carry out an operation. A data path may perform one or more operations during each clock cycle.

Datapath


FIgURE 6.1 A diagram block of a large sequential circuit.
Each data path operation requires one or more inputs as data and generates one or more outputs, where each is then stored in a register or memory. An operation may also use one or more combinational circuit modules to compute an output. Two or more operations may share some or all of the combinational circuit modules in the data path. For example, two operations that compute a sum but use data values read from different sources may share an adder to reduce hardware.

A data path may also perform one or more operations conditionally, depending on the value of a signal either internal to the data path or generated by another module external to the data path. Arithmetic overflow flag, a specific register bit value, and a specific counter value are examples of signals internal to the data path that indicate a condition. External eventtriggering signals, such as a signal starting the control unit, a signal generated by a keystroke, and a signal indicating a memory data is available to read, are examples of conditions indicated by external signals to the data path.

There are alternative architectures to design data paths and control units. Many factors, including operating clock frequency and how often results should be generated, affect the architecture of a data path. A high clock frequency implies that the data path has a short maximum propagation delay, which determines how fast results can be generated. However, there is a relationship between a circuit's clock frequency and its number of transistors with the amount of power the circuit consumes, which determines how much
heat the circuit can dissipate. As was mentioned in Chap. 1, there is a limit to how fast a sequential circuit may operate and still remain within the allowable temperature range using a fan cooling system. In practice, the amount of heat an integrated circuit (IC), such as a processor, can dissipate on average sets a limit on how high its clock frequency can be and how many transistors it can contain using current chip technologies.

In this chapter, we examine different data path and control unit architectures, illustrate their organizations, and estimate performance parameters. We also present power and energy usage models for a complex sequential circuit, discuss how such models may be used to reduce power consumption, and how to estimate the energy efficiency of a complex sequential circuit.

### 6.1.1 Register Transfer Notation

A register transfer notation (RTN) is used to formally describe an operation of a data path. Each operation generates a result that must be stored in a storage module such as a register or memory. The syntax for RTN is arbitrary. For example, $R 3 \leftarrow R 1+R 2$ that involves three registers, $R 1, R 2$, and $R 3$, is an RTN. The left arrow $(\leftarrow)$ indicates that the sum of the two register contents will be stored in register $R 3$ during the next clock cycle. Table 6.1 presents some RTN syntax examples used in this book. Some of the syntax is borrowed from the Verilog hardware description language (HDL).

| RTN Example | Meaning |
| :---: | :---: |
| $R \leftarrow$ value | Describes a register loading. The register $R$ loads the value. |
| $\begin{aligned} & \text { CNTR } \leftarrow \text { CNTR }+1 \\ & \text { Or } \\ & \text { CNTR }<=\text { CNTR }+1 ; \text { (Verilog) } \end{aligned}$ | Describes incrementing a counter named CNTR. |
| $\begin{aligned} & R \leftarrow 0 / / R[7 . .1] \\ & \text { Or } \\ & R<=R \gg 1 \text {; (Verilog) } \\ & \text { Or } \\ & R<=\{0, R[7: 1]\} ; \text { (Verilog) } \end{aligned}$ | Describes a register right shift with 0 fill. The symbol "//" is used here to indicate a concatenation. |
| $R \leftarrow R[7] / / R[7 . .1]$ <br> Or <br> $R<=R \ggg 1$; (Verilog) <br> Or <br> $R<=\{R[7], R[7: 1]\}$; (Verilog) | Describes an arithmetic right shift. |
| $\begin{aligned} & R 3 \leftarrow R 1+R 2 \\ & \text { Or } \\ & R 3<=R 1+R 2 \text {; (Verilog) } \end{aligned}$ | Describes adding the contents of two registers R1 and R2 and storing the sum in R3. |
| $M[X] \leftarrow R ;$ | Describes a memory transfer. The content of register $R$ is stored in memory location X . |

TABLE 6.1 RTN Syntax Examples Using Both an Arbitrary Syntax and Verilog HDL Syntax

### 6.2 Data Path Design

The architecture of a data path can be classified as single-cycle, multicycle, or pipelined. A single-cycle data path requires more hardware but a simpler control unit. A multicycle data path requires less hardware but generates results in steps using several clock cycles. A pipelined data path also requires more hardware but can operate on multiple inputs concurrently. Pipelining is only efficient when there are many inputs to process.

Example 6.1. The design and performance of single-cycle, multicycle, and pipelined data paths performing one or more RTN operations of the type $R \leftarrow A+B+C \pm D$ is presented. $A$ to $D$ represent values read simultaneously from some registers or memory. The pipeline data path, however, will perform $R_{i} \leftarrow A_{i}+B_{i}+C_{i} \pm D_{i}$ for $i=0,1,2,3$, etc.

The RTNs $R \leftarrow A+B+C+D$ and $R \leftarrow A+B+C-D$ do not represent operations a typical CPU instruction performs, as we will see in Chap. 8. Such RTNs would be considered fused operations, requiring computations performed on three or more data values. A typical arithmetic instruction operates on two data values. Here, the RTNs are used to illustrate and compare single-cycle, multicycle, and pipelined data path designs. However, some CPUs (e.g., [1]) have instructions that perform fused operations on three data values, such as multiply-add $(R \leftarrow A+B * C)$, a common operation used in computations involving matrices. If $A, B$, and $C$ are floatingpoint (FP) numbers, a fused operation has the advantage of producing a result in memory with only one rounding error (see Sec. 3.8.3). Done separately with two instructions, the result of $B * C$, if stored in memory, will result in one rounding error, and the result of adding $A$ to the memory content, again if stored in memory, will result in another rounding error.

Other examples include custom instructions that perform fused operations as proposed in the design of configurable CPUs [2]. In this case, the dependent operations performed by a set of instruction sequences within a program loop can be combined into a single custom instruction with fused operations. The new instruction replaces the instruction sequence within the loop, and thus increases performance by reducing the number of instructions that must be fetched from memory.

The SIMD architecture, which was discussed in Chap. 1, is another variation of instructions that operate on multiple data values. In this case, however, each SIMD instruction specifies only one operation that is performed simultaneously and with no data dependency on multiple data values. The design of control units for each of the three data paths is discussed in Sec. 6.4.

### 6.2.1 Single-Cycle

Figure 6.2 illustrates a single-cycle data path that computes either the quantity $A+B+C+D$ or $A+B+C-D$ and stores the result in register $R$ within one clock cycle. The data path contains two adder (+) modules and one adder/subtractor (+/-) module. The signal mode controls the functions of the adder/subtractor module. If mode $=0$, the data path performs $R \leftarrow A+B$ $+C+D$; otherwise, it performs $R \leftarrow A+B+C-D$.


Figure 6.2 A single-cycle two-function data path that computes either $A+B+$ $C+D$ or $A+B+C-D$ in one clock cycle.

Equation (6.1) estimates the minimum clock period required to run the data path. The period is proportional to the propagation delay of the longest signal path that starts from the inputs of the first adder and ends at the input of the register.

$$
\begin{equation*}
\tau \geq 2 \Delta_{\mathrm{ADD}}+\Delta_{\mathrm{ADD} / \mathrm{SUB}}+\tau_{s t}+\tau_{c q}+\tau_{c s} \tag{6.1}
\end{equation*}
$$

In general, if a single-cycle data path implements several simple and complex operations, its minimum clock period would be proportional to the time required to complete the most complex operation. Therefore, both simple and complex operations would each require the same amount of time to complete. This will increase the total time needed to complete a task that requires both simple and complex operations.

### 6.2.2 Multicycle

A multicycle data path requires that a computation be divided and completed in steps, each requiring a simple data path operation. Figure 6.3 illustrates a multicycle data path with a single adder/subtractor and two multiplexer (MUX) modules. The data path can perform five possible simple operations as $R \leftarrow$ $A, R \leftarrow R+B, R \leftarrow R+C, R \leftarrow R+D$, or $R \leftarrow R-D$. The following algorithm implements $R \leftarrow A+B+C \pm D$ using four clock cycles:

A multicycle algorithm to implement $R \leftarrow A+B+C \pm D$ :

Cycle 1: $R \leftarrow A$
Cycle 2: $R \leftarrow R+B$
Cycle 3: $R \leftarrow R+C$
Cycle 4: If mode $==0$ then $R \leftarrow R+D$; otherwise, $R \leftarrow R-D$


Figure 6.3 A multicycle data path requiring four clock cycles to compute $A+$ $B+C+D$ or $A+B+C-D$.

The clock period of a multicycle data path is also proportional to the delay of its longest signal path. In this case, the longest path starts from the inputs of the MUX1 through the adder/subtractor module and ends at the input of the register. Equation (6.2) estimates the minimum clock period of the data path. Note that the propagation delay of a MUX is less than that of an adder. Therefore, the estimated minimum clock period of the multicycle data path is shorter than that of the single-cycle data path. However, the multicycle algorithm requires four clock cycles to complete the task versus one clock cycle required by the single-cycle data path.

$$
\begin{equation*}
\tau \geq \Delta_{\mathrm{MUX} 1}+\Delta_{\mathrm{ADD} / \mathrm{SUB}}+\Delta_{\mathrm{MUX} 2}+\tau_{s t}+\tau_{c q}+\tau_{c s} \tag{6.2}
\end{equation*}
$$

A multicycle data path has the advantage of reducing the required total hardware. In the figure, a single adder/subtractor module is used several
times to produce the final result. In general, a multicycle data path is also advantageous if it performs both simple and complex computations. In this case, fewer clock cycles would be required to complete a simpler computation and more cycles to complete a complex one. Therefore, it will reduce the total number of clock cycles required to complete a task. In addition, compared to a single-cycle data path, a multicycle data path would require a higher-frequency (shorter period) clock. A single-cycle data path, on the other hand, would require a slower (longer period) clock but would use only one clock cycle to perform each simple or complex computation.

### 6.2.3 Pipelined

A pipelined data path, or pipeline for short, is the ideal architecture for processing a stream of data. For example, consider adding $N$ pairs of FP numbers one pair at a time, to generate $N$ sums, or consider executing $N$ assembly instructions. When processing in a pipelined fashion, a computation is divided into a set of dependent operations, much like the ones used for the multicycle data path, where each is performed in a separate subdata path called a pipeline stage.

The stages do not share any modules and are separated by parallel-load registers forming an assembly line, like a car-manufacturing assembly line discussed in Chap. 1. All the stages operate concurrently to process a stream of data. For example, consider the problem of computing $N$ quantities, each $A_{i}+B_{i}+C_{i} \pm D_{i}$ for $i=0$ to $N-1$. Each $A_{i}$ to $D_{i}$ identifies four data items, such as the ith element from four different arrays. One way to divide each computation $A_{i}+B_{i}+C_{i} \pm D_{i}$ to its set of dependent operations is as follows:

$$
\begin{aligned}
& X_{i} \leftarrow A_{i}+B_{i} \\
& Y_{i} \leftarrow X_{i}+C_{i} \\
& R_{i} \leftarrow Y_{i} \pm D_{i}
\end{aligned}
$$

//performed by a pipeline stage 1
//performed by a pipeline stage 2
//performed by a pipeline stage 3

Figure 6.4 illustrates the architecture of a pipelined data path with three stages labeled 1 to 3 . Three sets of registers are used to separate the result generated by each stage. In the figure, the pipeline receives a set of four values, $A_{i}, B_{i}, C_{i}$, and $D_{i}$, from an external module and sends the result $R_{i}$, also to an external module. During each clock cycle, stage 1 takes its inputs from an external data source, stage 2 takes its inputs from stage 1, and stage 3 takes its inputs from stage 2. Therefore, all three stages operate concurrently during each clock cycle.


Figure 6.4 A two-function pipelined data path computing a stream of quantities $A_{i}+B_{i}+C_{i} \pm D_{i}$ for $i=0,1,2$, etc.

Figure 6.5 shows two different pipeline chart styles for illustrating pipelining. Note the charts do not include the one-cycle delay caused by the interfacing registers shown in Fig. 6.4. The pipeline chart in Fig. 6.5(a) has a horizontal organization, with the clock cycles shown on the $x$-axis. On the other hand, the chart in Fig. 6.5(b) has a vertical organization, with the clock cycles shown on the negative $y$-axis.


| Cycle |  | Stage 1 | Stage 2 |
| :---: | :---: | :---: | :---: |$c$ Stage 3

Figure 6.5 Two alternative pipeline charts: (a) from left to right; (b) from top to bottom; showing the results $R_{0}, R_{1}$, etc.

As illustrated in Fig. 6.5, during cycle 3, while stage 3 is generating $R_{0}$, stage 2 is generating the intermediate result $Y_{1}$ required for $R_{1}$, and stage 1 is generating the intermediate result $X_{2}$ required for $R_{2}$. Therefore, the pipeline performs three simple operations at the same time, and thus concurrently operates on multiple data values. This helps to complete tasks quickly.

A pipeline uses more hardware, similar to a single-cycle data path, but operates with a higher-frequency clock, similar to a multicycle data path. Furthermore, it can process a stream of data a lot faster than the other two data paths. The clock period of a pipelined data path is proportional to the propagation delay of its longest stage. In Fig. 6.4, stage 3 has the longest propagation delay; it uses an adder/subtractor module, while the other two stages use an adder module. Equation (6.3) estimates the pipeline clock period.

$$
\begin{equation*}
\tau \geq \Delta_{\mathrm{ADD} / \mathrm{SUB}}+\tau_{s t}+\tau_{c q}+\tau_{c s} \tag{6.3}
\end{equation*}
$$

The pipelined data path in Fig. 6.4 is known as a linear pipeline, where each of its three stages is used only once to compute a final result (e.g., $R_{0}$ ). A nonlinear pipeline, on the other hand, would use one or more of its stages multiple times to compute a final result. Designs of nonlinear pipelines are referred to elsewhere.

During a clock cycle, each stage in a linear pipeline inputs one or more data items from its immediately preceding stage. In general, the data for the first stage is read either from an external module (e.g., memory) or from memory located internally. The final result is either stored in a storage module (register or memory) in one of the stages or is sent to an external module. This is further discussed in Chap. 8.

## Pipeline Performance

A careful study of the pipeline chart (a) or (b) in Fig. 6.5 reveals that $R_{0}$, being the first result, requires three clock cycles to compute (not including the clock cycle required to load the interface registers), whereas the results $R_{1}$, $R_{2}$, etc., each requires only one clock cycle to compute. This reduces the total time required to compute $N$ final results. In general, a $k$-stage (linear) pipeline requires $k$ clock cycles to produce its first output. Equation (6.4) estimates the total time required to process a data stream of size $N$ using a $k$-stage linear pipeline in terms of its clock period $\tau_{\text {pipeline }}$.

$$
\begin{equation*}
T_{\text {pipeline }}=k * \tau_{\text {pipeline }}+(N-1) \tau_{\text {pipeline }} \tag{6.4}
\end{equation*}
$$

For example, when $N=3$ and $k=3$, the pipeline will require a total of 5 $I_{\text {pipeline }}$ to produce three outputs, such as the three outputs $R_{0}, R_{1}$, and $R_{3}$ shown in Fig. 6.5(b). Assuming that the clock period of a single-cycle data path $T_{\text {single-cycle }}$ is approximately equal to $k * I_{\text {pipeline }}$, where $T_{\text {pipeline }}$ is the clock period of a corresponding pipeline, Eq. (6.5) estimates the total time required to process a data stream of size $N$ using a single-cycle data path.

$$
\begin{equation*}
T_{\text {single-cycle }}=N * k * \tau_{\text {pipeline }} \tag{6.5}
\end{equation*}
$$

However, note that, in general, even if both a single-cycle data path and its corresponding $k$-stage pipeline use identical combinational circuit modules with identical propagation delays, $T_{\text {single-cycle }}$ would be slightly less than $k *$
$T_{\text {pipeline. }}$. The quantity $k * T_{\text {pipeline }}$ includes the sum of $k$ register setup time and $k$ clock-to- $q$ delays, whereas $\tau_{\text {single-cycle }}$ would include the sum of only one register setup time and one clock-to- $q$ delay. The $k * T_{\text {pipeline }}$ is also an upper bound estimate because $T_{\text {pipeline }}$ is proportional to the propagation delay of the longest stage in the pipeline. In Fig. 6.4, $I_{\text {pipeline }}$ is calculated based on the propagation delay of stage 3 , which uses an adder/subtractor module, while the other two stages each use an adder. However, the difference between $T_{\text {single-cycle }}$ and its $k * T_{\text {pipeline }}$ approximation is ignored to simplify the performance analysis of a pipeline as compared to a corresponding singlecycle data path.

Speedup is a performance parameter that, in general, measures the performance of a faster system as compared to a slower system when performing the same task. It is defined as the ratio of the time required to complete a task by a slower system over that of a faster system. It indicates how much faster a faster system is as compared to an equivalent slower system. For example, Eq. (6.6) defines the speedup between a faster pipelined data path as compared to a corresponding slower single-cycle data path when processing a data stream of size $N$ with $\tau=T_{\text {pipeline }}$. For $N=3$ and $k=3$, a pipeline is approximately $1.8\left(3 * 3 * T_{\text {pipeline }} / 5 T_{\text {pipeline }}=1.8\right)$ times faster than the single-cycle data path. For $N=1000$ and $k=3$, the speedup is approximately 2.99 . Note that the speedup increases and approaches $k$ (the number of stages) as $N$ approaches infinity ( $\infty$ ). The more stages there are in a pipeline, the larger the speedup would be, provided that it processes a large data stream. As $N$ increases, the processing of a data stream becomes more efficient as the time required to fill the pipeline becomes negligible as compared to the total time required to process the entire stream.

$$
\begin{equation*}
\text { Speedup }=\frac{T_{\text {single-cycle }}}{T_{\text {pipeline }}}=\frac{N k \tau}{k \tau+(N-1) \tau}=\frac{N k}{k+N-1} \tag{6.6}
\end{equation*}
$$

Efficiency is a performance parameter that measures how well a system's resources were utilized to complete a task. The efficiency of a pipeline data path is said to be $100 \%$ if all its stages were busy all the time; that is, there were no idle stages. For example, consider the pipeline chart in Fig. 6.5(a). The efficiency of the pipeline reaches $100 \%$ starting with clock cycle 3 when all the three stages become busy for the rest of the computations. However, we need an overall efficiency value and not just when all the resources are utilized. From Eq. (6.6), the speedup of the pipeline approaches $K$, the number of stages, when the number of computations $N$ approaches infinity
$(\infty)$. Therefore, an overall efficiency of a system can be defined as the ratio of its speedup to its maximum possible speedup. Equation (6.7) defines the efficiency of a pipeline data path with $K$ stages.

$$
\begin{equation*}
\text { Efficiency }=\frac{\text { Speedup }}{k} \tag{6.7}
\end{equation*}
$$

The substitution of Eq. (6.6) in Eq. (6.7) yields,

$$
\text { Efficiency }=\frac{N}{k+N-1}
$$

As $N$ approaches infinity $(\infty)$, the efficiency of the pipeline in Fig. 6.4, as expected, approaches 1 or 100\%.

Throughput is another performance parameter that measures a system's rate of processing. It indicates the number of items $(N)$ performed per second. It is calculated as the ratio of the total number of items (tasks, calculations, operations, Google search, etc.) performed over the total required time ( $T$ ). Equation (6.8) defines the throughput of a linear pipeline with $k$ stages. For $N=3$ and $k=3$, the throughput is about $0.6 \tau^{-1}(3 / 5 \tau)$. For $N=1000$ and $k=3$, it is about $0.99 \tau^{-1}$ (1000/1002t). In general, the throughput of a linear pipeline could approach to $T^{-1}$ (the operating clock frequency) as $N$ approaches infinity ( $\infty$ ). For example, if the clock frequency ( $f$ $=1 / \tau$ ) of the pipeline in Fig. 6.4 is 1 GHz (one billion cycles per second), its peak throughput ( $T^{-1}$ ) would be one billion computations (each $A+B+C \pm$ $D$ ), or three billion arithmetic operations (each + or - ) per second, not including the delays required for reading the input data, for example, from memory and writing the outputs back to memory.

$$
\begin{equation*}
\text { Throughput }=\frac{N}{T_{\text {pipeline }}}=\frac{N}{k \tau+(N-1) \tau} \tag{6.8}
\end{equation*}
$$

As discussed in Chap. 1, the CPU data path is pipelined as it executes many instructions, including floating-point (FP) instructions that operate on FP numbers. For a data path to perform FP arithmetic, it must perform several operations, such as initialization, lining up decimal points, integer arithmetic, normalization, and rounding, as discussed in Chap. 3. These FP
operations are typically divided into several pipeline stages to increase throughput. For example, consider the following for-loop where an FP ADD instruction (e.g., "FADD") would be executed 1000 times to add 1000 elements of array A with 1000 elements of array B to produce 1000 elements of array C. With a pipelined floating-point unit (FPU), the 1000 ADD instructions would execute in less time as compared to, say, a single-cycle FPU.

```
float A[1000], B[1000], C[1000];
int i;
for(i = 0; i < 1000; i++)
    C[i] = A[i] + B[i];
```

The FLOPS (floating-point operations per second) or the less popular MIPS (millions of instructions per second) are two examples of throughput measurement units that are typically reported by processor designers. However, these throughput units reported by the designers often assume ideal conditions and may represent peak performance values. In addition, MIPS may be based on executing a set of some random instruction mix. In general, a more realistic performance measurement requires the execution of some benchmark (existing standard) programs, such as the computeintensive workload called standard performance evaluation corporation 2006 (SPEC CPU2006) benchmark for measuring the performance of a computer system, or the graphic-intensive workload SPECviewperf benchmark for measuring the performance of a computer-graphic system [3].

### 6.3 Control Unit Design Techniques

A control unit is a finite state machine (FSM). As a hardwired control unit, the control signals are generated using a set of combinational circuits. For maximum speed, each control signal can be the output of an AND-OR (SOP expression) or OR-AND (POS expression) circuit with the maximum $3 \Delta_{\text {NAND }}$ or $3 \Delta_{\text {NOR }}$.

A control unit may be modeled as a finite state diagram (FSD) or designed using the bit-parallel methodology discussed in the previous chapter. However, once a hardwired control unit is built, it cannot be repaired if there are design errors, especially if it implements a set of very complex
algorithms. A high-performance pipelined data path is typically controlled by a hardwired control unit.

On the other hand, a memory-based control unit, called a microprogrammed control, keeps the values of the control signals in memory inside the IC. The content of the memory can be updated in the future in case some design errors are discovered after manufacturing. A memory-based control unit, however, can be slow, depending on the size of the memory. It takes a lot longer than $3 \Delta_{\text {NAND }}$ to perform a memory read/write operation, which will be discussed in Chap. 7.

The application of a microprogrammed control has diminished over the years, especially due to the advantage of reduced instruction set computer (RISC) versus complex instruction set computer (CISC) architecture. With an RISC, as opposed to a CISC, the CPU has simpler and fewer instructions. Therefore, it is easier to design a hardwired control unit to control an RISC data path. RISC and CISC will be discussed in Chap. 8.

The application of microprogrammed control has also diminished due to the availability of modern HDL synthesis tools today. The tools have simplified the design and verification of hardwired control units. However, microprogrammed controls would still be used when designing control units that have a large number of states [4], or when it is necessary to translate legacy CISC instructions to a list of simple operations that would be performed on a more efficient RISC data path.

### 6.3.1 Hardwired Control: FSD

Figure 6.6 shows the multicycle data path given in Fig. 6.3 with an FSD model of its control unit. The FSD has four states and defines the data path operations in RTN. The control unit generates control signals for the data path to compute either the quantity $A+B+C+D$ if the external input signal mode $=0$ or the quantity $A+B+C-D$ if mode $=1$ in four clock cycles. The result will be stored in the register within the data path. An external input signal start, when asserted, triggers the start of the computation. In contrast, Fig. 6.7 illustrates the FSD with the actual control signals. Note that it is much easier to verify an FSD if data path operations are specified in RTN than if they are specified with actual control signals.


Figure 6.6 Illustrating an FSM-based control unit for the data path shown in
Fig. 6.3 with RTNs, where "d" stands for don't-care.


FIgURe 6.7 The FSD in Fig. 6.6 with the actual control signals; $d$ stands for don't-care.

Figure 6.8 illustrates a detailed block diagram of the corresponding FSM with two flips: a next-state generator (NSG), and an output generator (OG). The OG generates the data path control signals. During each clock cycle, only the control signals associated with a specific data path operation are asserted. For example, initially, when start $=0$, the register $R$ is disabled and the data path is said to be "doing nothing." When start becomes 1 , the control unit asserts e (i.e., $e=1$ ), enabling the register $R$, and makes $s_{0}=0$ so the MUX selects the input $A$. In each clock cycle, only control signals that are required to perform a specific data path operation are asserted, while other control signals would be deasserted or set to don't-care (d) as necessary. The NSG module implements the specific order in which the data path must perform operations as dictated by the algorithm. The design is completed by following the FSM design steps discussed in Chap. 5.


Figure 6.8 The detailed block diagram of the FSM-based control unit.

### 6.3.2 Microprogrammed Control

A microprogrammed control unit uses a memory called control memory (CM) for storing a description of an algorithm called a microprogram. The program is made of a set of microinstructions, where each specifies one or more data path operations called micro-operations. Each microinstruction also includes microprogram flow control information in the form of "jump" or "no-jump" that decides which microinstruction will execute next.

Figure 6.9 shows the microprogram for computing $R \leftarrow A+B+C \pm D$ using the multicycle data path in Fig. 6.3. Note, the microprogram reads like a program. It consists of five microinstructions that would be translated into binary, called a microcode, and would be stored in CM at locations (i.e., addresses) 0 to 5 . The microprogram consists of three types of microinstructions.


Figure 6.9 The multicycle data path in Fig. 6.3 is controlled using a microprogram.

The microinstruction in address 0 , or simply instruction 0 , includes the condition "if start == 0" and operates like a while-loop that checks the value of start every clock cycle until the signal becomes 1 and the control is transferred to instruction 1. Otherwise, if start $=0$, instruction 0 executes again. The condition "if start $==0$ " and the address 0 form the flow control information of instruction 0 . Note that instruction 0 does not include any micro-operations that, otherwise, would be listed as RTNs.

The instructions 1 to 3 , where each consists of only one micro-operation, are not conditional and are executed in sequence. The program flow control information for these three instructions is to execute the next instruction. Instruction 4 is also conditional. It checks for mode $=0$, and if 0 , it performs a micro-operation and then jumps to instruction 0 at the start of the microprogram. The condition "if mode $==0$ " and address 0 form the flow control information of instruction 4. Otherwise, if mode $=1$, instruction 5 (the next instruction), which is an unconditional instruction and additionally performs a micro-operation (an RTN), executes. Instruction 5 also performs "go to 0 "-an unconditional jump to address 0 -where 0 is the flow control information of the instruction.

A detailed block diagram of a microprogrammed control unit is illustrated in Fig. 6.10. It consists of a CM and a next-address-generator (NAG) that generates the address of the next microinstruction in CM. It also consists of a multifunction counter called a microprogram counter (MPC) and a 1-bit $k$ -to-1 MUX, where $k$ is the number of condition signals (e.g., start and mode) plus $2 ; k=4$ in this case. The MPC holds the address of the currently
executing microinstruction. In each clock cycle, the MPC either increments the address of the current instruction it holds or loads a new (jump) address from CM. The MUX decides which function, increment or load, the MPC will perform next. In the figure, the MPC is designed to load a jump address if load $=1$ or to increment its content if load $=0$.


Figure 6.10 A detailed block diagram of a microprogrammed control unit.
A microcode is organized as a table and stored in CM. Each table entry consists of a condition code, a set of control signals, and may be a jump address. Table 6.2 lists four arbitrarily assigned condition codes to implement the microprogram control shown in Fig. 6.9 as illustrated in Fig. 6.11. Each condition code selects one of the four inputs of the 4-to-1 MUX as load signal value.


Figure 6.11 Microprogrammed control unit for the multicycle data path in Fig. 6.9.

| Condition <br> Code $\left(c_{1} c_{0}\right)$ | NSG (Next Address Generator) |  |
| :--- | :--- | :--- |
|  | MPC | MUX Output |
| 01 | MPC $\leftarrow$ MPC +1 | load $=0$ |
| 10 | MPC $\leftarrow$ Jump_Address | load $=1$ |
| 11 | If start $==0$ then <br> MPC $\leftarrow$ Jump_Address <br> else MPC $\leftarrow$ MPC +1 | load $=\overline{\text { start }}$ |
|  | If mode $=0$ then <br> MPC $\leftarrow$ Jump_Address <br> else $M P C \leftarrow M P C+1$ | load $=\overline{\text { mode }}$ |

TABLE 6.2 Condition Codes for the Microprogram in Fig. 6.9
Condition code $0\left(c_{1} c_{0}=00\right)$ is assigned to the microinstructions that are not conditional, such as instructions 1 to 3 in Fig. 6.9. The code represents a
"no-jump" statement (making load $=0$ ), which causes the MPC that points to the current microinstruction to increment the next clock cycle. Code 1 ( $c_{1} c_{0}=$ 01) represents a "jump" statement (making load $=1$ ). It is assigned to the microinstructions that are unconditional, such as instruction 5. Code $2\left(c_{1} c_{0}=\right.$ 10) is assigned to the microinstruction 0 . It represents the "if start $==0$ " condition and, via the MUX, makes load $=\overline{\text { start. }}$. If start $=0$, then load $=1$ (jump); otherwise, load $=0$ (no-jump). Last, code $3\left(c_{1} c_{0}=11\right)$ is assigned to the microinstruction 4. It represents the "if mode $==0$ " condition and, via the MUX, makes load $=\overline{\text { mode }}$.

Table 6.3 lists the microcode for the microprogram in Fig. 6.9. It has six rows, each a 10-bit binary representation of a microinstruction as $\left\{c_{1} c_{0}, s_{2}\right.$, $\left.s_{1}, s_{0}, e, m, a_{2} a_{1} a_{0}\right\}$. The binary representations are also shown in hex in the last column.

| CM <br> Address | $\begin{gathered} \text { Condition Code } \\ \hline c_{1} c_{0} \\ \hline \end{gathered}$ | Control Signals |  |  |  |  | $\begin{array}{\|c\|} \hline \text { Jump Address } \\ \hline a_{2} a_{1} a_{0} \\ \hline \end{array}$ | $\begin{gathered} \text { In Hex } \\ \text { (10-Bits) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{s}_{2}$ | $\mathrm{s}_{1}$ | $s_{0}$ | e | $m$ |  |  |
| 0 | 10 | d | d | d | 0 | d | 000 | 200 |
| 1 | 00 | d | d | 0 | 1 | d | ddd | 010 |
| 2 | 00 | 0 | 0 | 1 | 1 | 0 | ddd | 030 |
| 3 | 00 | 0 | 1 | 1 | 1 | 0 | ddd | 070 |
| 4 | 11 | 1 | 0 | 1 | 1 | 0 | 000 | 3 BO |
| 5 | 01 | 1 | 1 | 1 | 1 | 1 | 000 | 1 F8 |
| d: Stands for don't care and is set to 0 when stored in the CM. |  |  |  |  |  |  |  |  |

TABLE 6.3 Microcode for the Microprogram in Fig. 6.9

### 6.3.3 Hardwire Control: Pipeline

The control signals for all the stages of a pipeline are generated at once, but applied to each stage at the right time. A stage that performs only a single operation requires no control signals. Figure 6.12 illustrates the pipelined data path in Fig. 6.4 with a pipelined control unit. The data path performs $N$ computations each $A_{i}+B_{i}+C_{i} \pm D_{i}$ for $i=0,1,2, \ldots N-1$. The signal mode ${ }_{i}$ decides if the last arithmetic operation that the data path will perform is an addition or a subtraction. All the registers in the figure are enabled by the incoming start signal. It is assumed that start will remain at logic 1 (active) for $N+4$ clock cycles, the required number of clock cycles to perform $N$
computations (also counting the one clock signal required by the interface registers). The mode ${ }_{i}$ signal along with four data values $A_{i}$ to $D_{i}$ enter the pipeline on every clock cycle for $N$ cycles, but the mode is passed from one stage to the next until it is used in stage 3 to generate the final quantity $Y_{i}+$ $D_{i}$ if mode $_{i}=0$ or $\mathrm{Yi}-D_{i}$ if mode $_{i}=1$. The values of mode ${ }_{i}$ for the last four final cycles are set to don't-care. Note that, in this case, the pipeline control unit uses only a set of registers and no combinational circuits, and stages 1 and 2 require no control signals other than the start.


Figure 6.12 A pipeline control unit and the pipelined data path in Fig. 6.4.

### 6.4 Energy and Power Consumption

As stated in Chap. 1, as the number of transistors and the operating clock frequency of ICs increase, they use more power and also dissipate more heat. Consider the CMOS NOT gate circuit shown next that was discussed in Chap. 1. Recall that in CMOS circuits, pMOS and nMOS transistors are complementary; one transistor remains in ON position and the other in OFF position once the gate output stabilizes to either logic 1 or logic 0 voltage level.

In Fig. 6.13, the circuit is also shown with a capacitive load $C$, where its size determines the amount of dynamic energy necessary to charge the capacitance and generate logic 1 as the gate output. It is called dynamic energy because inputs and outputs of a gate do not instantly change from logic 1 to logic 0 or from logic 0 to logic 1, as was discussed in Sec. 2.6 (Chap. 2). For example, when input $x=1$, the pMOS and nMOS transistors remain OFF and ON (not shown), respectively. As $x$ starts to change from logic 1 voltage level to logic 0 voltage level, both the transistors start switching. Each transistor becomes partially ON or partially OFF until $x$ falls to logic 0 voltage level. At that time, the pMOS and nMOS that have completely switched to ON and OFF positions, as shown in the figure, will remain in those ON and OFF positions as long as $x$ remains at logic 0 .


Figure 6.13 CMOS NOT gate circuit from Chap. 1 illustrating capacitance charging when $x$ transitions from 1 to 0 that results in a 0-1 transition at the
output.
During this transistor-switching time where $x$ makes a 1-0 transition and the output of the NOT gate makes a 0-1 transition, the circuit is said to be a short circuit. During this time, a certain amount of current, also known as shoot-through current, flows from $V_{D D}$ to ground. The total amount of energy drawn from the power source for 0-1 transition at the NOT gate output is $C V D D^{2}$. From this total energy, one half dissipates as heat and the other half is stored in the capacitance, as specified in its simplified form by Eq. (6.9).

## Energy stored in

 the capacitance:where "Joules" is the unit for energy. The 1-0 transition at the output of the NOT gate, however, does not draw energy from the power source. Instead, the charge $\left(\frac{1}{2} C V_{D D}{ }^{2}\right)$ that was stored in the capacitance discharges to ground, as illustrated in Fig. 6.14. This is called the 1-0 transition dynamic energy, or $E_{\text {dynamic }}^{1-0}=\frac{1}{2} C V_{D D}{ }^{2}$.


FIgure 6.14 CMOS NOT gate circuit from Chap. 1 illustrating capacitance discharging when $x$ transitions from 0 to 1 that results in a 1-0 transition at
the output.
The amount of total dynamic energy that a NOT gate dissipates as heat due to a single transition, $0-1$ or 1-0, at the gate output is shown in Eq. (6.10):

Energy dissipated as heat by a NOT gate per $0-1$ or 1-0 transition at its output:

$$
\begin{equation*}
E_{\text {dynamic }}=\frac{1}{2} C V_{D D}{ }^{2} \text { Joules } \tag{6.10}
\end{equation*}
$$

Recall that in sequential circuits, signals make 0-1 or 1-0 transitions during each clock cycle; some signals transition from 0 to 1 and others from 1 to 0 . Each signal then remains at its final logic value 0 or 1 until the next clock cycle. Equation (6.11) defines the total dynamic power (in watts) a sequential circuit consumes during one clock cycle. It is determined from the amount of total dynamic energy (in joules) the circuit consumes during one second. In the equation, $\tau$ and $f$ represent the period and frequency of the clock signal, respectively and $C_{\text {total }}$ represents the total equivalent capacitive load in the circuit; $C_{\text {total }}$ is determined from the capacitive load of all the gates (NOT, NAND, etc.) and all the wire connections in the circuit.

$$
\begin{equation*}
P_{\text {dynamic }}=\frac{E_{\text {dynamic }}}{\tau} \text { watts, defined as joules per second } \tag{6.11}
\end{equation*}
$$

Or

$$
\begin{aligned}
& P_{\text {dynamic }}=E_{\text {dynamic }} * f \text { watts, where } f=\frac{1}{\tau} \\
& P_{\text {dynamic }}=\frac{1}{2} C_{\text {total }} V_{D D}^{2} f \text { watts }
\end{aligned}
$$

Equation (6.11) indicates that as the clock frequency increases, so will the number of 0-1 and 1-0 transitions in the circuit. This, in turn, will increase the total dynamic power consumed and the heat generated by the circuit. There are three ways that one may be able to reduce the dynamic power consumption of a complex circuit:

- Reduce total capacitance, $C_{\text {total }}$
- Reduce supply voltage, $V_{D D}$
- Reduce clock frequency, $f$

The size of the capacitive load or more precisely the effective capacitive load, however, depends on many parameters including the circuit topology (the gates and they way they are connected) [5]. In addition, dynamic power consumption can be reduced if there are fewer glitches in the circuit. Recall that glitches are unwanted signal transitions in the circuit and, therefore, they would cause unwanted capacitance charging and discharging that contribute to the amount of total dynamic energy dissipated as heat. Because glitches happen when signals do not arrive at the gates' inputs at the same time, designing gates with equal rise and fall times can eliminate some glitches, reducing some dynamic power usage.

In addition to dynamic power, circuits consume static (standby) power. This is the amount of power used by the circuit when no transistor switching is taking place. This happens when inputs to the circuit are static (not changing) and the outputs are at fixed DC voltage levels representing logic 1 or logic 0 . In this case, a certain amount of current, called DC current ( $I_{D D}$ ) or leakage current, would flow through the transistors that are off. Equation (6.12) defines a circuit's static power consumption.

$$
\begin{equation*}
P_{\text {static }}=V_{D D} I_{D D} \tag{6.12}
\end{equation*}
$$

While energy and power consumption in a circuit are related, energy is a preferred metric to compare the efficiency of two complex circuits (e.g., processors) [6]. From Eq. (6.11), if we increase the clock frequency, the amount of dynamic power consumed to perform a task also increases. However, the amount of dynamic energy consumed remains unchanged (constant). Consider, for example, two processors A and B. Now suppose, during the execution of a program, processor A's dynamic power consumption $P_{A}$ is greater than $P_{B}$ consumed by processor B (i.e., $P_{A}>P_{B}$ ). However, processor $A$ is able to execute the program faster than processor $B$. That is, $t_{A}<t_{B}$, where $t_{A}$ and $t_{B}$ are, respectively, the program execution times by processors $A$ and $B$. In this case, it is possible that processor $A$ could be more energy efficient than processor $B$.

Suppose, for a given program, $P_{A}$ is $20 \%$ more than $P_{B}$ and $t_{A}$ is $40 \%$ less than $t_{B}$. That is, processor A consumes $20 \%$ more power than processor B , but executes the program faster, requiring only $60 \%$ of the time it takes processor B to execute the program. In another word, $P_{A}=(1+0.2) P_{B}$ and $t_{A}$
$=(1-0.4) t_{B}$. Therefore, according to Eq. (6.13), processor A consumes 72\% of the energy consumed by processor $B$.

$$
\begin{align*}
P_{A} & =\frac{E_{A}}{t_{A}} \text { from Eq. (6.11) for the duration of execution time, or }  \tag{6.13}\\
E_{A} & =P_{A} * t_{A} \\
& =(1+0.20) P_{B} *(1-0.40) t_{B} \\
& =(1.2) P_{B} *(0.60) t_{B} \\
& =(0.72) P_{B} * t_{B} \\
& =0.72 E_{B}
\end{align*}
$$

Even though during the execution of the program, processor A consumes more dynamic power than processor $B$, processor $A$ is better than processor B because it consumes $28 \%$ less total energy. Processor B consumes less dynamic power, but since it takes a longer time to execute the program, overall, processor B consumes more dynamic energy than processor A. As also discussed in Chap. 1, the power and cooling requirements (i.e., thermal design power) of a complex IC can be incorporated into its operations so that its clock frequency may be increased on occasion to improve performance, subject to meeting its cooling requirements.

### 6.5 Design Examples

In Chap. 3, an unsigned multiplier was designed as a combinational circuit with several adder modules. As a sequential circuit, a multicycle multiplier can reduce hardware, and a pipelined multiplier can increase throughput. Table 6.4 lists a set of design examples. Section 6.5.1 presents the design of a multicycle unsigned multiplier using a hardwired control unit designed from an FSD. Section 6.5.2 presents the design of a multicycle signed multiplier using a microprogrammed control unit. The signed multiplier uses a single adder/subtractor module and iteratively multiplies two 2's complement numbers. Section 6.5.3 presents the design of a rudimentary graphic pipeline that implements a two-dimensional (2-D) CORDIC (COordinate Rotation

Digital Computer) rotation algorithm. In general, CORDIC algorithms can be used to implement elementary complex functions, including trigonometric, hyperbolic, logarithmic, exponential, and square root. The last two large sequential circuit designs in the table will be covered in Chap. 8.

| Design Example | Data Path Type | Control Type |  |
| :--- | :--- | :--- | :--- |
| Unsigned sequential multiplier | Multi-cycle | Hardwired, deigned <br> using a FSD | Section <br> 6.5 .1 |
| Signed sequential multiplier | Multi-cycle | Microprogrammed | Section <br> 6.5 .2 |
| Computer Graphics: <br> 2D CORDIC rotation | Pipeline | Pipelined | Section <br> 6.5 .3 |
| A simple CPU (processing-core) | Single-cycle | Hardwired, designed <br> using bit-parallel <br> design methodology <br> (Chap. 3, Chap. 5) | Chapter 8 |
| A simple pipelined CPU | Pipeline | Pipelined | Chapter 8 |

TABLE 6.4 A Set of Large Sequential Circuit Design Examples

### 6.5.1 Unsigned Sequential Multiplier

The advantage of a sequential multiplier is that it computes the product of two numbers in steps using a multicycle data path with only one adder. In each step, the next addend is added to the accumulated sum of previously generated addends. As discussed earlier, a multicycle data path has the disadvantage of being slow but uses less hardware. This section presents the design of the unsigned multiplier data path and its FSD-based controller. The section also discusses alternative hardware description language (HDL) design models, and the code for an all-behavioral Verilog model for the multiplier is provided and simulation results are discussed.

## Data Path

Figure 6.15 illustrates the data path of an unsigned multiplier using a single adder, three registers, and a mod $n+1$ counter. The A and B registers are $n$ bits each and are used to load an $n$ bits multiplicand $A_{-}$value and $n$ bits multiplier $B_{-}$value. The $P$ register is used to hold an $n+1$ bits partial sum
(including the carry-out bit) each time that two multiplication addends are added. Recall that an addend is the result of a bitwise AND of all the A register bits with a single $B$ register bit. Here, only the addends that are not zero are added to reduce the total computation time. Therefore, the wiredAND circuits that were used in the design of the multiplier as a combinational circuit in Chap. 3 are not necessary. If $b_{i}=1$, addend $=A_{i}$ value; otherwise, addend $_{i}=0$ and the step to add the addend to the partial sum is skipped. Furthermore, the register B will be shifted right after each multiplication step so that its least significant bit (LSB) $b_{0}$ is used to determine the value of the next addend. The counter is used to keep track of the $n$ iterations required to produce the final product result.


Figure 6.15 A multicycle unsigned multiplier data path.
In the first clock cycle, all three registers and the counter are initialized. Each time that a partial sum is generated, the sum is loaded to $P$ register. The $P$ and $B$ registers are then both shifted right. This simplifies the algorithm and reduces hardware. Specifically, the shifts allow (1) to replace the current $b_{0}$ with the next higher bit in B ; (2) to line up the partial sum bits for the next multiplication step; and (3) to store the P's LSB in B as P and B registers are simultaneously shifted right. The final product will be stored in both $P$ and $B$ registers. The aforementioned steps are summarized as the multiplier algorithm as follows:

## Sequential unsigned multiplication algorithm:

$A \leftarrow$ A_value,
$\mathrm{B} \leftarrow$ B_value, $\quad / /$ Initialization, all done in
CNTR $\leftarrow 0$, //one clock cycle
$\mathrm{P} \leftarrow 0$;
Repeat
If $(\mathrm{b} 0=1) \mathrm{P} \leftarrow$ $P[n-1: 0]+A$;
//add the next non-zero addend //to the current partial sum to //produce a new partial sum. It is //assumed that adding and //loading the sum into the P takes //one clock cycle
$\{\mathrm{P}, \mathrm{B}\} \leftarrow\{\mathrm{P}, \mathrm{B}\} \gg 1$; CNTR $\leftarrow$ CNTR +1 ;

Until CNTR < n;
//right shift $P$ and $B$ registers //simultaneously. This will //lineup the $P$ bits for the next //cycle; and also replace b0 with //the next higher bit in B. The //counter is incremented to keep //track of number of iterations. //One clock cycle is needed to do //both the shifting and the //incrementing
//repeat $n$ times
Table 6.5 presents a step-by-step illustration of the unsigned multiplier algorithm using $A_{-}$value $=7=(111)_{2}$ and $B_{-}$value $=5=(101)_{2}$. After three steps, the final 6 -bit result in $\{P[2: 0], B\}$ is $(100,011)_{2}$, or 35 in decimal.

| Mod-3 CNTR | $\mathrm{P}[3], \mathrm{P}[2: 0]$ | B | A | Comment |
| :---: | :---: | :---: | :---: | :--- |
| 0 | 0,000 | 101 | 111 | Initialization |
|  | 0,111 | 101 | 111 | $\mathrm{~b} 0=1$, thus $\mathrm{P} \leftarrow \mathrm{P}[2: 0]+\mathrm{A}$ |
| 1 | 0,011 | 110 | 111 | Right shift $\{\mathrm{P}, \mathrm{B}\}$ with 0 fill |
|  | 0,011 | 110 | 111 | $\mathrm{~b} 0=0$, thus P remains unchanged |
| 2 | 0,001 | 111 | 111 | Right shift $\{\mathrm{P}, \mathrm{B}\}$ with 0 fill |
|  | 1,000 | 111 | 111 | $\mathrm{~b} 0=1$, thus $\mathrm{P} \leftarrow \mathrm{P}[2: 0]+\mathrm{A}$ |
| 3 | 0,100 | $\underline{011}$ | 111 | Right shift $\{P, \mathrm{~B}\}$ with 0 fill |

TABLE 6.5 Step-by-Step Illustration of Multiplying Unsigned Numbers $A_{-}$value $=(111)_{2}$ and B_value $=(101)_{2}$

## Control Unit Design: FSD

There are several ways to design a large sequential circuit using HDL and/or an schematic design tool. The following outlines three general design practices for all types of data paths and controllers:
I. All structural—The design would use a hierarchy of interconnected modules, where all the modules at the leaf of the hierarchy would be modeled with Boolean expressions (i.e., using "assign" statements) or circuits (i.e., using primitive gates). The modules would then be interconnected operating with explicitly declared control signals. This option is not recommended for very large designs. In addition, one may use a schematic design tool.
II. Hybrid-The design would use both structural and behavioral models. In this case, a hierarchical model uses behavioral models (e.g., "always" blocks) for the leaf modules that would then be interconnected and operated with explicitly declared control signals. One may also use an schematic design tool that has an HDL interface.
III. All behavior-The design would describe the behavior of the circuit modeled as an FSD with data path operations indicated in RTNs. The design would require no explicitly RTN-related control signals.

We first present the design requirements for the unsigned multiplier circuit, starting with the explicitly declared control signals that would be needed to operate each of the registers and the counter in Fig. 6.15. Table 6.6 presents the list of functions each of the registers $A, B$, and $P$ and the counter (CNTR) must perform. The A is a single-function parallel-load register; $B$ is a dualfunction parallel-load and right-shift register; and $P$ is a three-function parallel-load, right-shift, and synchronous-clear register. The CNTR is a dualfunction counting-up and synchronous-clear counter.

| Function | Meaning |
| :--- | :--- |
| $\mathrm{A} \leftarrow \mathrm{A} \_$value; | Parallel load |
| $\mathrm{B} \leftarrow \mathrm{B} \_$value; | Parallel load |
| $\mathrm{B} \leftarrow\{\mathrm{P}[0], \mathrm{B}[\mathrm{n}-1: 1]\} ;$ | Right shift with a left-input (Li) |
| $\mathrm{P} \leftarrow 0 ;$ | Synchronously initialized to 0 |
| $\mathrm{P} \leftarrow\{\mathrm{co}$, sum $\} ;$ | Parallel load |
| $\mathrm{P} \leftarrow\{0, \mathrm{P}[\mathrm{n}: 1]\} ;$ | Right shift with zero fill |
| $\mathrm{CNTR} \leftarrow 0 ;$ | Synchronously initialized to 0 |
| $\mathrm{CNTR} \leftarrow \mathrm{CNTR}+1 ;$ | Increment |

TABLE 6.6 Register and Counter Functions in RTN
For all structural (Option I) or hybrid (Option II) designs, all the registers and the counter must be assigned a set of control signals, as shown in Fig. 6.16. A simple combinational circuit (CC) is used to convert a multibit output from the CNTR to a single signal, flag, used by the control unit. If count $=n$, flag = 1; otherwise, flag $=0$. Table 6.7 lists the specific control signal values and the corresponding data path operation for each. The registers and the CNTR are assumed to be implemented with flip-flops with no enable signals.


Figure 6.16 Data path of unsigned multiplier with control signals.

| Control Signals |  | Description |
| :---: | :---: | :--- |
| af |  | The single control signal of register A. Enables or disables the register. |
| 1 |  | Enables register A for parallel load |
| 0 |  | Disables register A |
| bf1 | bf0 | Control signals of register B |
| 0 | 0 | Disables register B |
| 0 | 1 | Enables register B for parallel load |
| 1 | 0 | Enables register B for a right shift |
| 1 | 1 | Not used |
| pf1 | pf0 | Control signals of register P |
| 0 | 0 | Disables register P |
| 0 | 1 | Enables register P for parallel load |
| 1 | 0 | Enables register P for a right shift |
| 1 | 1 | Enables and synchronously clears the P register |
| cf1 | cf0 |  |
| 0 | 0 | Disables the CNTR |
| 0 | 1 | Enables the CNTR to increment |
| 1 | 0 | Not used |
| 1 | 1 | Enables and synchronously clears the CNTR |

TABLE 6.7 The Control Signals of the Data Path in Fig. 6.16 for Structural HDL Models
Figure 6.17 shows the detailed block diagram of the unsigned multiplier circuit. The external triggering signal start, which is the output of a synchronizing flip-flop (FF1), starts the multiplier control unit. The done (Mealy) signal is asserted at the end of the computation and is saved as done_moore in another flip-flop (FF2). FF1 is reset if either _reset $=0$ or done $=1$, and FF2 is reset if either_reset $=0$ or start_asyn $=1$.


Figure 6.17 Unsigned multiplier block diagram, control signals, and interfacing signals.

Figure 6.18 presents the multiplier control unit FSD with data path operations indicated in RTNs. The FSD consists of three states labeled "Idle," "Check," and "Add". Upon reset, the control unit initializes to the Idle state as shown in the FSD. Once in Idle state, the control unit monitors the start signal until the signal becomes 1 and triggers the control unit that multiplies $A \_v a l u e$ and $B_{-}$value according to the unsigned multiplication algorithm discussed earlier.


Figure 6.18 Unsigned multiplier controller FSD; adding only the non-zero addends.

## HDL Model

The multiplier all-structural and hybrid designs are deferred to the Exercises section. However, for an example of a design that uses explicitly declared control signals refer to Sec. 6.5.2. Next is an all-behavioral (Option III) HDL code for the unsigned multiplier and its interface module shown in Fig. 6.17. The HDL code models the FSD in Fig. 6.18 with no explicitly declared data path control signals. Specifically, the code describes an FSM with an NSG, an OG, and a set of flip-flips. The OG is responsible for generating the data path control signals as specified implicitly by the RTNs. Therefore, an allbehavioral OG using the RTNs would model the multiplier data path with implicit control signals.

Example 6.2. A Verilog behavior model of the unsigned multiplier and its interface module in Fig. 6.17 is described. The description uses no explicitly declared data path control signals.
Solution: The multiplier is described exactly as specified in its FSD in Fig. 6.18 with the data path operations given in RTN.

```
module interface_unit(
    input clock, _reset, start_asyn, done,
    output reg start, done_moore
    ) ;
    //------------- synchronization flip-flop -------------------
    always@(posedge clock or negedge _reset or posedge done)
    begin
        if(_reset \(=0| |\) done \(=1)\)
            start \(<=1\) 'bo;
        else
        start <= start_asyn;
    end
    //------- Convert a Mealy output to a Moore output -------
    always@(posedge clock or negedge _reset or posedge start_asyn)
    begin
        if(_reset \(=0 \quad| |\) start_asyn =1)
                done_moore \(=1^{\prime} \mathrm{b} 0\);
        else
            done_moore <= done;
    end
    endmodule
    //----------------- Unsigned Multiplier -----------------------
    //A Mealy controller FSM
    module umult(
        input clock, _reset, start,
        input [7:0] a_value, b_value,
        output [15:0] result,
        output reg done
    );
    reg [8:0] \(p\);
    reg [7:0] \(a, b\);
    reg [3:0] cntr; //mod-16 counter
    reg co ;
    reg [7:0] sum;
    reg [1:0] current_state, next_state;
    assign result \(=\{\mathrm{p}[7: 0], \mathrm{b}\}\);
```



```
    parameter Idle \(=\quad\) 2'b00,
        Check \(=\) 2'b01,
        Add \(=\quad\) 2'blo;
```



```
The OG module defines the data path and also implicitly defines
the data path control signals using a behavior description*/
always@(posedge clock or negedge _reset)
begin
    if(!_reset)
    begin
            p <= 0;
            cntr <= 0;
    end
    else
    case(current_state)
        Idle: if(start == 1)
        begin // initialize
            a <= a_value;
            b <= b_value;
            p <= 0;
            cntr <= 0;
        end
    Check: begin
            if (cntr < 8)
                        if(b[0] = 1)
                        p<= {co, sum}; //or p <= p[7:0] + a; //without delay
                else
                begin
                        {p,b} <= {p, b} >> 1;
                        cntr <= cntr + 1;
                end
            end
        Add:begin
                            {p,b} <= {p, b} >> 1;
                    cntr <= cntr + 1;
                end
    endcase
end
//--------------- Next State Generator (NSG) -----------------
always@(current_state or cntr or start or b[0])
begin
    case(current_state)
        Idle:begin
            done = 0;
            if(start = 1)
                            next_state = Check;
            else
                    next_state = Idle;
            end
    Check: if(cntr < 8)
            begin
                done = 0;
```

```
                if(b[0] = 0)
                        next_state = Check;
    else
        next_state = Add;
    end
    else
    begin
        done = 1;
        next_state = Idle;
    end
Add: begin
        done = 0;
        next_state = Check;
        end
default:begin
            done = 0;
            next_state = Idle;
        end
    endcase
end
//-------------------- The flip-flops
always@(posedge clock or negedge _reset) //state transitions
begin
    if (!_reset)
    current_state <= Idle;
else
    current_state <= next_state;
end
//adder with delay
always@(p or a)
begin
//assume 10ns delay for the adder
#10 {co, sum} = p[7:0] + a;
end
endmodule
```


## Simulation

The multiplier and its interface module were synthesized and simulated using Altera Quartus II and Altera ModelSim 10.1b. The tool also provides a "state machine viewer" verification feature that reconstructs the FSD from a given Verilog description. Figure 6.19 shows the reconstructed FSD of the multiplier control unit from the Verilog description in Example 6.2.


FIgURE 6.19 FSD reconstructed from the multiplier Verilog description in Example 6.2.

Example 6.3 is a test-bench with two test vectors. The corresponding simulation timing diagram is shown in Fig. 6.20. Note that because the algorithm skips addends that are zero, the multiplier takes a longer time to multiply A_value $=8$ 'h03 with $B \_$value $=8$ 'h7F that has seven 1 's, as compared to $A_{-}$value $=8$ 'h7F with $B_{-}$value $=8$ 'h03 that has only two 1 's. Alternatively, a multiplier may be designed with a comparator that switches the operands $A_{-}$value and $B_{-}$value if there are fewer 1 's in the $A_{-}$value.


Figure 6.20 A simulation output for the multiplier in Fig. 6.17, using the testbench in Example 6.3.

Example 6.3. The HDL model of a test-bench with two test cases 8 'h03 $\times$ 8 'b7F and 7'h7F $\times 8$ 'h03 is described.

```
module tester();
reg clock, _reset, start_asyn;
reg [7:0] a_value, b_value;
wire [15:0] result;
wire done, done_moore, start;
interface ul(clock, reset, start_asyn, done, start, done_moore);
umult u2(clock, _reset, start, a_value, b_value, result, done);
initial begin
clock = 1;
#10 forever #10 clock = ~clock; //20ns clock period
end
initial begin
_reset = 0;
start_asyn = 0;
#15 _reset = 1;
#10 start_asyn = 1; a_value = 8'h03; b_value = 8'h7F;
#40 start_asyn = 0;
#400 start_asyn = 1; a_value = 8'h7F; b_value = 8'h03;
#40 start_asyn = 0;
#1000 $finish;
end
initial
    $monitor($stime,, _reset,, start_asyn,, clock,,, result,, done_
moore);
endmodule
```


### 6.5.2 Signed Sequential Multiplier

A 2's complement multiplication algorithm, commonly known as the Booth's multiplier, uses both addition and subtraction to multiply two 2's complement positive or negative numbers. Its data path is similar to that of the unsigned multiplication discussed earlier with three registers A, B, and P. A 2's complement multiplicand $A_{-}$value and a 2 's complement multiplier $B_{-}$value are loaded in the $A$ and $B$ registers, respectively, and the final product result is read from the $P$ and $B$ registers.

In the Booth's algorithm, a sequence of, for example, three 1's or $(111)_{2}$ is interpreted as $(100 \overline{1})_{2}$; where $\overline{1}$ is used here to represent -1 . Both $(111)_{2}$ and $(100 \overline{1})_{2}$ represent 7 in decimal; $(111)_{2}=4+2+1$ is 7 and so is $(100 \overline{1})_{2}=8-$ 1. This interpretation replaces the computations of three partial sum values that typically would be needed to multiply 7 by $A_{\text {_ value }}$ by only two partial sum computations: a subtraction at the start of the sequence and an addition at the end of the sequence. The intermediate 1's would be interpreted as 0's and would be skipped.

This is done by examining the quantity $\left\{B_{-}\right.$value, 0$\}$ (i.e., the $B_{1} v a l u e$ concatenated with a 0 ) two bits at a time but overlapping, starting from its LSB and using the rules specified in Table 6.8 to multiply $A_{\text {_ }}$ value by B_value.

| $b_{0}$ | $b_{-1}$ | Interpretation |
| :---: | :---: | :---: |
| 0 | 0 | Skip: Sequences of 0's; $\{P, B\} \leftarrow\{P, B\} \ggg>1 .$ |
| 0 | 1 | Add: Indicates the end of a sequence of 1 '; $P \leftarrow P+A$. |
| 1 | 0 | Subtract: Indicates the start of a sequence of 1 's; $\mathrm{P} \leftarrow \mathrm{P}-\mathrm{A}$. |
| 1 | 1 | Skip: Sequences of 1 's are interpreted as 0 ' S ; $\{P, B\} \leftarrow\{P, B\} \ggg>1 .$ |
| $\ggg$ indicates an arithmetic right shift with sign extension. |  |  |

TABLE 6.8 Bit Interpretations in the Booth's Multiplier

## Data Path

A data path for the Booth's multiplier is illustrated in Fig. 6.21. The $x$ and the $b_{1}$ signals are used by the control unit. If $x=0$, both registers P and B (shown as $\{P, B\}$ ) are arithmetic right shifted at the same time, saving the LSB of $P$ in B. If $x=1$, then if $b_{1}=0, A_{1}$ value is added to the content of $P$; otherwise, A_value is subtracted from the content of $P$. The combinational circuit (CC), as in the case of the unsigned multiplier, converts the counter output to a signal, flag. If count $=n$, flag $=1$; otherwise, flag $=0$.


Figure 6.21 Sequential Booth's multiplier data path.
In addition to the $B$ register, which is an $n+1$ bits register, both $A$ and $P$ registers are also $n+1$ bits so the multiplier circuit can handle the largest magnitude $n$-bit 2's complement negative number. For example, consider A_value $=-8$ or $(1000)_{2 s}$ as the smallest 4-bit 2's complement negative number and the content of $P$ is 0 (i.e., $P_{-}$value $=0$ ). Now, the quantity $P_{-}$value - A_value, which should equal to +8 , would be represented incorrectly in 4-bits as $(1000)_{2 s}$, which is -8 using 4-bit 2's complement representations. Therefore, making both the $A$ and the $P 5$-bit registers resolves this problem. With 5 -bits, -8 is represented as $(11000)_{2 s}$ in the $A$ register, and the quantity $(00000)_{2 s}-(11000)_{2 s}$ would be represented as $(01000)_{2 s}=+8$ in the P register, correctly.

The $B$ register stores the $n+1$ bit quantity $\left\{B_{-}\right.$value, 0$\}$. Suppose the 4 -bit $B \_$value $=(1111)_{2 s}=-1$. Note that $A_{-}$value $\times B$ _value or $A_{-}$value $\times-1$ should result in - A_value, where A_value is an arbitrary 4-bit 2's complement number. Initially, as illustrated in the data path, the B_value would be stored in the $B$ register in 5 -bits as $(11110)_{2 s}$ with its two LSB bits $b_{1} b_{0}=(10)_{2}$. Using the rules in Table 6.8, if $b_{1} b_{0}=(10)_{2}$, then the content of the $P$ register, initially 0 , will become $0-A \_v a l u e=-A_{-}$value. Next, $\{P, B\}$ would be arithmetic shifted right, repeating the sign of $P$, which is now a 1. Because the remaining bits in the $B$ register are all 1 's, $\{P, B\}$ will be arithmetic right shifted four times, each time repeating the sign of $P$. This will produce the final correct product result $-A_{-}$value in $\left\{\mathrm{P}_{n-1.0}, \mathrm{~B}_{n . .1}\right\}$ as a $2 n$ bits

2's complement negative number. Table 6.9 illustrates $-8 \times-5$ using the data path in Fig. 6.21 with $n=4$. The result is $40=(0010,1000)_{2 s}=8$ 'h28.

| Mod-5 CNTR | P | B | A | Comment |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 00000 | 1011,0 | 1,1000 | Initialization |
| 1 |  |  |  | $b_{1} b_{0}=10$, subtract, load, and shift: |
|  | 01000 | 1011,0 | 1,1000 | $\mathrm{P} \leftarrow \mathrm{P}-\mathrm{A} ;$ |
|  | 00100 | 0101,1 | 1,1000 | $\{P, B\} \ggg 1$ and CNTR++; |
| 2 |  |  |  | $b_{1} b_{0}=11$, shift |
|  | 00010 | 0010,1 | 1,1000 | $\{\mathrm{P}, \mathrm{B}\} \ggg 1$ and CNTR++; |
| 3 |  |  |  | $b_{1} b_{0}=01$, add, load, and shift |
|  | 11010 | 0010,1 | 1,1000 | $\mathrm{P} \leftarrow \mathrm{P}+\mathrm{A} ;$ |
|  | 11101 | 0001,0 | 1,1000 | $\{\mathrm{P}, \mathrm{B}\} \ggg 1$ and CNTR++; |
| 4 |  |  |  | $b_{1} b_{0}=10$, subtract, load, and shift: |
|  | 00101 | 0001,0 | 1,1000 | $\mathrm{P} \leftarrow \mathrm{P}-\mathrm{A} ;$ |
|  | 00010 | 1000,0 | 1,1000 | $\{\mathrm{P}, \mathrm{B}\} \ggg 1$ and CNTR++; |

TABLE 6.9 A 4-Bit Booth's Multiplication Example: A_value $=-8=(1000) 2 s$ and $B$ _value $=$ $-5=(1011) 2 s$

## Multiplier Algorithm: Microprogram

Assuming that the interface module in Fig. 6.17 is also used to generate the two interfacing signals start and done, Table 6.10 lists the microprogram for controlling the signed multiplier in Fig. 6.21.

| Address | Micro-Instruction | Comment |
| :---: | :--- | :--- |
| 0 | If start $=0$ go to $0 ;$ | Wait to be started |
| 1 | $P \leftarrow 0, A \leftarrow A \_$value, $B \leftarrow B \_$value, CNTR $\leftarrow 0 ;$ | Initialize |
| 2 | IfCNTR $=$ n go to $6 ;$ | Done if $n$ iterations completed |
| 3 | If $x=0$ go to 5 | Skip if $b_{1} b_{0}=00$ or 11 |
| 4 | $P \leftarrow P \pm A_{;}$ | Compute and load the partial sum using <br> addition if $b_{1}=0$ or subtraction if $b_{1}=1$ |
| 5 | $\{P, B\} \gg 1, C N T R \leftarrow C N T R+1$, go to $2 ;$ | Update $P, B$, and the CNTR and then repeat |
| 6 | done $=1$, go to $0 ;$ | Done, branch to 0 |

TABLE 6.10 A Microprogram to Control the Signed Multiplier Data Path in Fig. 6.21

## Control Unit Design: Microprogrammed

A microprogrammed control unit of the signed multiplier is shown in Fig. 6.22. The conditions "if start == 0," "if CNTR == n," and "if $x==0$ " are arbitrarily assigned the condition codes 2,3 , and 4 , respectively. The microprogram counter (MPC) loads a jump address $\left(a_{2} a_{1} a_{0}\right)$ if load $=1$ or increments its content if load $=0$. The microcode for the microprogram is listed in Table 6.11.

| CM <br> Address | Condition Code | Control Signals |  |  |  |  | Jump Address | $\begin{gathered} \text { Hex } \\ \text { (14 bits) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c_{2} c_{1} c_{0}$ | $\mathrm{cf}_{1} \mathrm{cf}_{0}$ | pf $\mathrm{pf}_{0}$ | $\mathrm{bf}_{1} \mathrm{bf}^{0}$ | af | done | a2a1a0 |  |
| 0 | 010 | 00 | 00 | 00 | 0 | 0 | 000 | 1000 |
| 1 | 000 | 11 | 11 | 01 | 1 | 0 | ddd | 07B0 |
| 2 | 011 | 00 | 00 | 00 | 0 | 0 | 110 | 1806 |
| 3 | 100 | 00 | 00 | 00 | 0 | 0 | 101 | 2005 |
| 4 | 000 | 00 | 01 | 0 | 0 | 0 | ddd | 0080 |
| 5 | 001 | 01 | 10 | 10 | 0 | 0 | 010 | 0B42 |
| 6 | 001 | 00 | 00 | 00 | 0 | 1 | 000 | 0808 |

[^2]TABLE 6.11 The Microcode of the Microprogram in Table 6.10

## HDL Model

Example 6.4 describes the microprogrammed control unit in Fig. 6.22 and the data path in Fig. 6.21 with explicitly specified control signals. The description of the data path includes the initialization of the CM.


Figure 6.22 A microprogrammed control unit for the Booth's multiplier data path in Fig. 6.21.

Example 6.4. A Verilog model of the 2's complement Booth multiplier using both HDL structural and behavioral descriptions is presented.
Solution: Assume the interface in Fig. 6.17 is used to interface with the control unit.

```
module smult(
    input clock, _reset, start,
    input [7:0] a_value, b_value,
    output [15:0] result,
    output done
);
wire flag, x;
wire [13:0] control;
controller u2(clock, _reset, start, flag, x, control, done);
data path u3(clock, _reset, a_value, b_value, control, flag, x,
result);
endmodule
module controller(
        input clock, _reset, start, flag, x,
        output reg[6:0] control,
        output reg done
);
reg [2:0] mpc; //control memory
(* ramstyle = "M512" *) reg [13:0] cm[0:7]; //control memory, using
                                    //a built-in memory
//reg [0:7] [13:0] cm;
reg [2:0] ccode; //branch type
reg [2:0] jump_address; //branch address
reg load;
//------Initialize the CM,----------
initial begin
cm[0] = 14'h1000; //wait for start = 1
cm[1] = 14'ho7B0; //initialize
cm[2] = 14'h1806; //if flag = 1 then goto 6
cm[3] = 14'h2005; //if x = 0 then goto 5
cm[4] = 14'h0080; //p <- sum_diff
cm[5] = 14'h0B42; //p//b <= p//b >>> 1, cntr++, goto 2
cm[6] = 14'h0808; //done = 1, goto 0
end
//--------- MUX ------------
always@(*)
begin
    case (ccode)
    0: load = 0; //next instruction
    1: load = 1; //unconditional jump
    2: if (start == 0) //conditional jump if start = 0
                load = 1;
    else
```

```
        load = 0;
    3: if (flag = 1) //conditional jump if done
        load = 1;
    else
    load = 0;
    4: if (x == 0) //conditional jump if b[1]b[0] = 00 or 11
        load = 1;
    else
        load = 0;
    default: load = 1;
    endcase
end
//---------------- MPC ------------------------
always@(posedge clock or negedge _reset)
begin
    if (_reset = 0)
        mpc <= 3'b000;
    else
        if(load = 0)
                mpc <= mpc + 1;
        else
            mpc <= jump_address;
end
//---------------- CM ----------------------
always@(*)
begin
    ccode = cm[mpc][13:11];
    control = cm[mpc] [10:4];
    done = cm[mpc] [3];
    jump_address = cm[mpc][2:0];
end
endmodule
```

```
module data path(
    input clock, _reset,
    input [7:0] a_value, b_value,
    input [6:0] control,
    output reg flag,
    output x,
    output [15:0] result
);
reg [8:0] a, b;
reg [8:0] p;
reg [3:0] cntr; //mod-16 counter
reg [8:0] sum_diff;
wire af = control[0];
wire [1:0] CF = control[6:5],
```

```
        PF = control [4:3],
        BF = control[2:1];
assign result = {p[7:0], b[8:1]};
assign x = b[1] ^ b[0];
always@(posedge clock or negedge reset) //registers and cntr
begin
    if (_reset = 0)
    begin
        a <= 0;
            b <= 0;
            p <= 0;
            cntr <= 0;
    end
    else
    begin
    if (af = 1)
                a <= {a_value[7], a_value}; //a[8] is set to the sign bit
(a [7])
    case (BF)
            2'b01: b <= {b_value, 1'b0};
            2'b10: b <= {p[0], b[8:1]}; //shift right with left input
            2'b11: b <= 9'h000; //clear
            default: b <= b;
    endcase
    case (PF)
            2'b01: p <= sum_diff; //load
            2'b10: p <= {p[\overline{8}], p[8:1]}; //arithmetic right shift
            2'b11: p <= 9'h000; //clear
            default: p <= p;
    endcase
    case (CF)
            2'b01: cntr <= cntr + 1; //increment
            2'b10: cntr <= cntr; //not used, retain
            2'b11: cntr <= 3'b000; //clear
            default: cntr <= cntr;
    endcase
    end
end
always@(*)
begin
    if (b[1] = 1'bo)
            sum_diff = p + a;
    else
            sum_diff = p - a;
end
always@(*) //condition flag
begin
```

```
    if (cntr < 8)
        flag = 1'b0;
    else
    flag = 1'b1;
end
endmodule
module interface_unit(
input clock, _reset, start_asyn, done,
output reg start, done_moore
);
//synchronization flip-flop
always@(posedge clock or negedge _reset or posedge done)
begin
    if(_reset = 0 || done = 1)
        start <= 1'b0;
    else
    start <= start_asyn;
end
//Moore output
always@(posedge clock or negedge _reset or posedge start_asyn)
begin
        if(_reset = 0 || start_asyn = 1)
        done_moore = 1'b0;
    else
    if(done = 1)
        done_moore <= done;
    end
    endmodule
```


## Simulation

Example 6.5 describes a test-bench for the signed multiplier. Figure. 6.23 illustrates the simulation timing diagram illustrating -8 multiplied by -5 . The result is 40 in decimal.


FIgURE 6.23 Simulation output of multiplying -8 by -5 .
Example 6.5. A test-bench to compute $-8 \times-5$, indicated as $0 x F 8 \times 0 x F B$ in hex or 8 'hF8 $\times 8$ 'hFB in Verilog is described. Assume that the interface module in Fig. 6.17 is used to interface with the control unit.

```
module tester();
reg clock, _reset, start_asyn;
reg [7:0] a_value, b_value;
wire [15:0] result;
wire done, done_moore, start, flag, x;
wire [6:0] control;
interface_unit ul(clock, _reset, start_asyn, done, start,
    done_moore);
smult u2(clock, _reset, start, a_value, b_value,result,
    done);
```

```
initial begin
clock = 1;
_reset = 0;
end
always #10 clock = ~clock; //20ns clock period
initial begin
start_asyn = 0;
#15 reset = 1;
#10 start_asyn = 1; a_value = 8'hF8; b_value = 8'hFB;
#40 start_asyn = 0;
#1000 $finish;
end
initial begin
    $monitor($stime, _reset, start_asyn, clock, result, done_moore);
end
endmodule
```


### 6.5.3 Computer Graphics: Rotation

In computer graphics, a virtual object is defined by several points in the Cartesian coordinate system. For example, as illustrated in Fig. 6.24, a 2-D virtual object "house" is defined by its five points, labeled a through $e$ in the $x$ $y$ coordinate system. Each point is viewed as a vector connecting the origin coordinate point $(0,0)$ to a coordinate point $(X, Y)$. The $x-y$ coordinates for vectors a through e are (10, 10), (10, 20), (15, 30), (20, 20), and (20, 10), respectively.


Figure 6.24 A 2-D virtual object with five $x-y$ coordinate points. Also shown is the new vector $b$ ' as vector $b$ rotated by $55^{\circ}$.

In order to rotate the "house," say, by 55 degrees $\left(55^{\circ}\right)$, we must rotate each of its vectors by $55^{\circ}$ as shown in the figure for the vector $b$. A rotation is a linear transformation of a coordinate point $(X, Y$ ) to a new coordinate point ( $X^{\prime}, Y^{\prime}$ ) using a rotation angle $\beta$. For a positive $\beta$, the rotation is in the counterclockwise direction, and it is in the clockwise direction if $\beta$ is negative. Equation (6.14) presents the expressions used for a 2-D rotation.

$$
\begin{align*}
& X^{\prime}=\cos \beta * X-\sin \beta * Y  \tag{6.14}\\
& Y^{\prime}=\sin \beta * X+\cos \beta * Y
\end{align*}
$$

In the figure, vector $b$, with coordinate points $(0,0)$ and $(X, Y)=(10,10)$, is transformed to vector $b$ ' with the coordinate points $(0,0)$ and $(X, Y)=(-$ 10.64, 19.66). The calculations for this transformation are given in Eq. (6.15).

$$
\begin{aligned}
X^{\prime} & =\cos 55^{\circ} * 10-\sin 55^{\circ} * 20 \\
& =-10.64 \\
Y^{\prime} & =\sin 55^{\circ} * 10+\cos 55^{\circ} * 20 \\
& =19.66
\end{aligned}
$$

## CORDIC Algorithm

The CORDIC algorithms can be used to perform trigonometric, hyperbolic, logarithmic, exponential, square root, etc. functions. CORDIC algorithms may be used in the design of pocket calculators and 2-D/3-D graphic processors. Furthermore, it has been shown that one can develop simple CORDIC algorithms that are iterative and require only simple functions, such as integer addition, subtraction, and arithmetic right shift [7]. The right shift is used to perform an integer division by 2, 4, 8, etc. An iterative CORDIC algorithm, discussed next, can be used to perform a linear transformation (Eq. (6.14)). Also presented is the design of a data path for a simple graphic processor.

The expressions in Eq. (6.14) require complex cosine and sine functions. However, they can be simplified by factoring out the "cos $\beta$ " term from both the expressions, as shown in Eq. (6.16). As you will see, it is easier to compute $\tan \beta$ and keep the factored-out "cos $\beta$ " separate from the computations required for a linear transformation. The result of "cos $\beta$," however, will be used as a scaling factor to adjust each of the new computed coordinate points.

$$
\begin{align*}
& X^{\prime}=\cos \beta *(X-\tan \beta * Y)  \tag{6.16}\\
& Y^{\prime}=\cos \beta *(\tan \beta * X+Y)
\end{align*}
$$

The iterative and simple algorithm only uses a set of fixed rotation angles with predetermined tangent values. Table 6.12 lists seven angles, $45^{\circ}, 27^{\circ}$, $14^{\circ}, 7^{\circ}$, etc., with tangent values equal to, respectively, 1 and fractions $1 / 2$, $1 / 4,1 / 8$, etc. For integer arithmetic, each angle in the table is rounded up to its nearest integer value.

| $\mathbf{i}$ | $\mathbf{2}^{\mathbf{- 1}}=\boldsymbol{\operatorname { t a n }} \boldsymbol{\beta}_{\mathbf{1}}$ | $\boldsymbol{\beta}_{\mathbf{1}}=\boldsymbol{\operatorname { t a n }}^{\mathbf{- 1}} \mathbf{2}^{\mathbf{- 1}}$ |
| :---: | :---: | :---: |
| 0 | 1 | $45^{\circ}$ |
| 1 | $1 / 2$ | $27^{\circ}$ |
| 2 | $1 / 4$ | $14^{\circ}$ |
| 3 | $1 / 8$ | $7^{\circ}$ |
| 4 | $1 / 16$ | $4^{\circ}$ |
| 5 | $1 / 32$ | $2^{\circ}$ |
| 6 | $1 / 64$ | $1^{\circ}$ |

TABLE 6.12 Seven "Tan $\beta$ " Values and Their Corresponding Approximate $\beta$ Values
A vector, such as the $b$ in Fig. 6.24, can be rotated by angle $\beta=55^{\circ}$ in four steps by first rotating the vector by $45^{\circ}$, then by $7^{\circ}$, then by $2^{\circ}$, and finally by $1^{\circ}$, as illustrated in Eq. (6.17). The result in step 4 includes the scaling factor $0.701=\cos 1^{\circ} * \cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ}$. Without the scaling factor, the values $X^{\prime}=-15.1$ and $Y^{\prime}=28.1$ are larger by a constant 1.427 (1/0.701). The final values of $X^{\prime}$ and $Y^{\prime}$ without this (1.427) gain are given in step 5. The small difference between these values and those obtained in Eq. (6.15) are due to rounding errors caused by manual calculations.

Step 1: $X^{\prime}=\cos 45^{\circ} *(10-1 * 20) \quad / /\left(\tan 45^{\circ}=1\right)$

$$
\begin{align*}
& =\cos 45^{\circ} *(-10)  \tag{6.17}\\
Y^{\prime} & =\cos 45^{\circ} *(1 * 10+20) \\
& =\cos 45^{\circ} *(30)
\end{align*}
$$

Step 2: $X^{\prime}=\cos 7^{\circ} * \cos 45^{\circ} *(-10-1 / 8 * 30) \quad / /\left(\tan 7^{\circ}=1 / 8\right)$

$$
=\cos 7^{\circ} * \cos 45^{\circ} *(-13.75)
$$

$$
\begin{aligned}
Y^{\prime} & =\cos 7^{\circ} * \cos 45^{\circ} *(1 / 8 *-10+30) \\
& =\cos 7^{\circ} * \cos 45^{\circ} *(28.75)
\end{aligned}
$$

Step 3: $X^{\prime}=\cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(-13.75-1 / 32 * 28.75) \quad / /\left(\tan 2^{\circ}=1 / 32\right)$

$$
\begin{aligned}
& =\cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(-14.65) \\
Y^{\prime} & =\cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(1 / 32 *-13.75+28.75) \\
& =\cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(28.32)
\end{aligned}
$$

Step 4: $X^{\prime}=\cos 1^{\circ} * \cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(-14.65-1 / 64 * 28.32) \quad / /\left(\tan 1^{\circ}=1 / 64\right)$

$$
\begin{aligned}
& =\cos 1^{\circ} * \cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(-15.1) \\
Y^{\prime} & =\cos 1^{\circ} * \cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(1 / 64 *-14.65+28.32) \\
& =\cos 1^{\circ} * \cos 2^{\circ} * \cos 7^{\circ} * \cos 45^{\circ} *(28.1)
\end{aligned}
$$

Step 5: $X^{\prime}=0.701 *(-15.1)$

$$
=-10.59 \approx-10.54 \text { (Eq. (6.15)) }
$$

$$
\begin{aligned}
Y^{\prime} & =0.701 *(28.1) \\
& =19.7 \approx 19.66(\text { Eq. }(6.15))
\end{aligned}
$$

Although this example illustrates that the iterative process can eliminate the need for computing the tangent of an arbitrary angle, such as $55^{\circ}$, for a simple graphic data path, there exist some implementation complexities, as follows:

- How to select the next $\beta_{i}$ in Table 6.12
- When to end the computation
- What scaling factor should be used for a given rotation angle

A solution that resolves all those implementation complexities is to use a fixed number of steps, independent of the target rotation angle [7]. This requires that some rotations in the opposite direction may be necessary if the previous step resulted in an over-rotation. For instance, a vector can be rotated, say, by $55^{\circ}$ in seven steps using $45^{\circ}, 27^{\circ},-14^{\circ},-7^{\circ}, 4^{\circ}, 2^{\circ}$, and $1^{\circ}$. Furthermore, only one scaling factor $=0.6048$ (Eq. (6.18)) would be needed for all target rotation angles. Note that since $\cos \beta_{i}=\cos -\beta_{i}$, the single scaling factor is not affected by the direction of the rotations. The more steps there are, the closer the scaling factor would become to its maximum 0.607 as the number of steps approaches infinity.

$$
0.6048=\cos 1^{\circ} * \cos 2^{\circ} * \cos 4^{\circ} * \cos 7^{\circ} * \cos 14^{\circ} * \cos 27^{\circ} * \cos 45^{\circ}(6.18)
$$

For a simple graphic data path, each step of the algorithm requires integer arithmetic. Each of the products, $1 / 8 \mathrm{X}, 1 / 32 \mathrm{X}$, etc., in Eq. (6.17) is implemented by an arithmetic right shift. For instance, the quantity $1 / 8 * 10$, if converted to its nearest integer, is equal to $10=(01010)_{2}$ being right shifted 3 times, as illustrated next. An arithmetic right shift is used to handle both positive and negative coordinate values.

$$
\begin{aligned}
& 1 / 8 * 10=(01010)_{2 s} / 8 \\
&=(01010)_{2 s} \ggg 3 \\
&=1 \\
& \text { Or, } \\
& 1 / 8 *-10=(10110)_{2 s} / 8 \\
&=(10110)_{2 s} \ggg 3 \\
&=(11110)_{2 s} \\
&=-2
\end{aligned}
$$

$$
=(01010)_{2 s} \ggg 3 \text { (>>> indicates an arithmetic right shift operator) }
$$

The following describes the iterative rotation algorithm for $\beta$ values that are between $-90^{\circ}$ and $+90^{\circ}$ (i.e., $\beta \leq\left|90^{\circ}\right|$ ). The final new coordinate values are
determined by the two expressions in Eq. (6.19).
Iterative Rotation Algorithm for $\beta \leq\left|90^{\circ}\right|$ :

$$
\begin{array}{rl}
X_{0} & =X \\
Y_{0} & =Y \\
\beta_{0} & =\beta \\
A_{0} & =1 \\
d_{i} & =+1 \text { if } \beta_{i} \geq 0, \text { or }-1 \text { if } \beta_{i}<0 \\
X_{i+1} & =X_{i}-d_{i}\left(Y_{\mathrm{i}} \ggg i\right) \\
Y_{i+1} & =d_{i}\left(X_{i} \ggg i\right)+Y_{i} \\
\beta_{i+1} & =\beta_{i}-d_{i} * \tan ^{-1} 2^{-i} \quad / /(\text { Table } 6.12) \\
A_{i+1} & =A_{i} * \cos \left(\tan ^{-1} 2^{-i}\right) \\
\text { for } i & =0,1,2, \ldots \mathrm{k}-1 \\
X^{\prime}=A_{k} & * X_{k}  \tag{6.19}\\
Y^{\prime}=A_{k} * Y_{k}
\end{array}
$$

The quantity $A_{k}$ is the scaling factor and is an FP number. For instance, for $k=7, \mathrm{~A}_{7}=0.6048$. Therefore, for each vector, once its last computed coordinate point $\left(X_{k}, Y_{k}\right)$ is determined, the $X_{k}$ and $Y_{k}$ are then each multiplied by the constant $A_{k}$ to produce the final new coordinate point ( $X^{\prime}, Y$ '). This requires an FP multiplier, and thus it would be performed by CPU. Equation (6.20) shows the calculations of $\left(X_{i+1}, Y_{i+1}\right)$ for $i=0,1$, and 2 where $\left(X_{0}, Y_{0}\right)=(10,20)$ and $\beta_{0}=55^{\circ}$. Table 6.13 lists all the $X_{i+1}, Y_{i+1}$, and $A_{i}+{ }_{1}$ values for $i=0,1$, and 6 .

| $i$ | $\mathrm{B}_{i+1}$ | $X_{i+1}$ | $Y_{i+1}$ | $\mathrm{d}_{1}$ | $\mathrm{A}_{i+1}$ | $X_{i}-d_{i}\left(Y_{i} \ggg>i\right)$ | $\mathrm{d}_{i}\left(X_{i} \ggg>i\right)+Y_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $10^{\circ}=55^{\circ}-45^{\circ}$ | $-10=10-20$ | $30=10+20$ | 1 | 0.7071 | $10-(1)(20 \ggg 0)$ | (1) $(10 \ggg 0)+20$ |
| 1 | $-17^{\circ}=10^{\circ}-27^{\circ}$ | $-25=-10-15$ | $25=5+30$ | 1 | 0.6300 | $-10-(1)(30 \ggg 1)$ | (1) $(-10 \ggg 1)+30$ |
| 2 | $-3^{\circ}=-17^{\circ}+14^{0}$ | $-19=-25+6$ | $32=7+25$ | -1 | 0.6113 | $-25-(-1)(25 \ggg 2)$ | $(-1)(-25 \ggg 2)+25$ |
| 3 | $4^{0}$ | $-15=-19+4$ | $35=3+32$ | -1 | 0.6067 | $-19-(-1)(32 \ggg 3)$ | $(-1)(-19 \ggg 3)+32$ |
| 4 | $0^{\circ}=4^{0}-4^{0}$ | $-17=-15-2$ | $34=-1+35$ | 1 | 0.6053 | $-15-(1)(35 \ggg 4)$ | (1) $(-15 \ggg 4)+35$ |
| 5 | $-2^{0}=0^{\circ}-2^{0}$ | $-18=-17-1$ | $33=-1+34$ | 1 | 0.6049 | $-17-(1)(34 \ggg 5)$ | (1) $(-17 \ggg 5)+34$ |
| 6 | $-1^{0}=-2^{0}+1^{0}$ | $-18=-18+0$ | $34=1+33$ | -1 | 0.6048 | $-18-(-1)(33 \ggg 6)$ | $(-1)(-18 \ggg 6)+33$ |

TABLE 6.13 Illustrating the Intermediate Results Obtained for Rotating the Vector b with the Coordinates $(10,20)$ in Figure 6.24 by $55^{\circ}$

$$
\begin{align*}
X_{1} & =\cos 45^{\circ} *(10-(1)(20 \ggg)), d=1 / / 55^{\circ}-45^{\circ}=10^{\circ}  \tag{6.20}\\
& =0.7071 *(10-20) \\
& =0.7071 *(-10) \\
Y_{1} & =\cos 45^{\circ} *((1)(10 \ggg 0)+20) \\
& =0.7071 *(10+20) \\
& =0.7071 *(30) \\
X_{2} & =\cos 27^{\circ} * \cos 45^{\circ} *(-10-(1)(30 \ggg 1)), d=1 / / 10^{\circ}-27^{\circ}=-17^{\circ} \\
& =0.8910 * 0.7071 *(-10-15) \\
& =0.6300 *(-25) \\
Y_{2} & =\cos 27^{\circ} * \cos 45^{\circ} *((1)(-10 \ggg 1)+30) \\
& =0.6300 *(-5+30) \\
& =0.6300 * \cos 45^{\circ} *(25) \tag{25}
\end{align*}
$$

$$
\begin{aligned}
X_{3}= & \cos \left(-14^{\circ}\right) * \cos 27^{\circ} * \cos 45^{\circ} *(-25-(-1)(25 \ggg 2)), d=-1 \\
& / /-17^{\circ}-\left(-14^{\circ}\right)=-3^{\circ} \\
= & 0.6113 *(-25+6) \\
= & 0.6113 *(-19) \\
Y_{3}= & \cos \left(-14^{\circ}\right) * \cos 27^{\circ} * \cos 45^{\circ} *((-1)(-25 \ggg 2)+25) \\
= & 0.6113 *(7+25) \\
= & 0.6113 *(32)
\end{aligned}
$$

The transformed coordinate point at the end of step 7 is $\left(X_{7}, Y_{7}\right)=(-18$, 34) and includes a gain of $1 / \mathrm{A}_{7}=1.427$. The final new coordinate point ( $X^{\prime}, Y$ $'$ ) is determined by multiplying $X_{7}$ and $Y_{7}$ by $\mathrm{A}_{7}=0.6048$, as follows:

$$
\begin{align*}
X^{\prime} & =0.6048 *(-18)  \tag{6.21}\\
& =-10.88 \\
Y^{\prime} & =0.6048 *(34) \\
& =20.56
\end{align*}
$$

The values $X^{\prime}=-10.88$ and $Y^{\prime}=20.56$ given in Eq. (6.21) are slightly different from the -10.64 and 19.6 that were obtained in Eq. (6.15) due to integer arithmetic.

For rotation angles $\beta=190^{\circ} \mid$, an initial rotation by $\pm 90^{\circ}$ or $\pm 180^{\circ}$ is required. For example, for $\beta=125^{\circ}$, an initial rotation by $90^{\circ}$ reduces the target rotation angle to $35^{\circ}$, which is $<90^{\circ}$. Since cosine of $\pm 90^{\circ}=0$ and sine of $\pm 90^{\circ}= \pm 1$, an initial $\pm 90^{\circ}$ rotation changes the initial values $X_{0}, Y_{0}$, and $\beta_{0}$ as follows:

$$
\begin{aligned}
& X_{0}=-d * Y \\
& Y_{0}=d * X
\end{aligned}
$$

$$
\beta_{0}=\beta-d * 90 \quad \text { where } d=1 \text { if } \beta \geq 0 \text { or } d=-1 \text { if } \beta<0
$$

Alternatively, a $180^{\circ}$ initial rotation would reduce a $\beta=125^{\circ}$ to $-55^{\circ}>-$ $90^{\circ}$ and change the initial values $X_{0}, Y_{0}$, and $\beta_{0}$ as follows:

$$
\begin{aligned}
& X_{0}=-X \\
& Y_{0}=-Y
\end{aligned}
$$

$$
\beta_{0}=\beta-d * 180 \quad \text { where } d=1 \text { if } \beta \geq 0 \text { or } d=-1 \text { if } \beta<0
$$

For a $\beta>\left|180^{\circ}\right|$ and $\leq\left|360^{\circ}\right|$, an initial rotation by $\pm 360^{\circ}$ is required to reduce $\beta$ to $<\left|180^{\circ}\right|$. This, however, will keep the initial values the same as follows:

$$
\begin{aligned}
& X_{0}=X \\
& Y_{0}=Y \\
& \beta_{0}=\beta-d * 360 \quad \text { where } d=1 \text { if } \beta \geq 0 \text { or } d=-1 \text { if } \beta<0
\end{aligned}
$$

Finally, for $\beta>\left|360^{\circ}\right|$, the $\beta$ is replaced with $\beta \bmod 360$. That is,

$$
\begin{aligned}
& X_{0}=X \\
& Y_{0}=Y \\
& \beta_{0}=\beta \bmod 360 \quad \text { if } \beta>\left|360^{\circ}\right|
\end{aligned}
$$

The pseudo-code shown next specifies the steps necessary to rotate a virtual object by a given angle $\beta$.

## Iterative Rotation Pseudo-Code:

```
object_transform(x[], y[], \(\left.\beta, \mathrm{n}, \mathrm{x}^{\prime}[], \mathrm{y}^{\prime}[]\right)\)
    if \(\beta>|360|\) then
    \(\beta=\beta \bmod 360\);
    endif
    if \(\beta>|180|\) then
        if \(\beta>0\) then
            \(\beta=\beta-360 ;\)
        else
            \(\beta=\beta+360 ;\)
    endif
    d \(=1\);
    if \(\beta>|90|\) then
        \(\mathrm{d}=-1\);
        if \(\beta>0\) then
            \(\beta=\beta-180 ;\)
        else
            \(\beta=\beta+180 ;\)
    endif
    //Rotate n vectors
    for \(\mathrm{i}=0\) to \(\mathrm{n}-1\)
        \(\mathrm{x} 0=\mathrm{d} * \mathrm{x}[\mathrm{i}]\);
        \(y 0=d * y[i] ;\)
        \((x 7, x 7)=\) vector transform \((x 0, y 0, \beta) ; / /-90^{\circ} \leq \beta \leq 90^{\circ}\)
        \(x^{\prime}[i]=0.6048 * x 7 ; ~ / / a p p l y\) the scaling factor A7
                                    //= 0.6048
        \(y^{\prime}[i]=0.6048 * y 7\);
    endfor
end
vector_transform( \(x 0, x 0, \beta 0\) ) //use the Iterative Rotation
Algorithm
        \(\mathrm{x}=\mathrm{x} 0\);
        \(y=y 0\);
        \(\beta=\beta 0\)
        If ( \(\beta>=0\) )
            \(\mathrm{d}=1 ;\)
    else
            \(\mathrm{d}=-1\);
    for ( \(i=0\); \(i<7, i++\) )
```

```
    x = x - d * (y >>> i);
    y = d * (x >>> i) + y
    \beta=\beta-d * LUT[i]; //Look-up table <tn>Table 6.12,
                            //column 3
endfor
return(x, y);
end
```


## Pipelined Data Path and Control

Typically, a virtual object includes thousands or millions of coordinate points that all must be transformed to new coordinate points when the object is rotated by a given angle. A pipelined data path that implements the aforementioned "vector transform" function given in the pseudo-code can process many vectors in a short time or even in real time. A nonpipelined data path, such as a multicycle data path, would have a lower throughput as compared to a pipelined data path, but would require less hardware.

In a nonpipelined data path, these incremental angles must be stored in a look-up-table (LUT) and would be read one at a time to compute the rotation angle for the next step. In addition, a nonpipelined data path may need to use a combinational shifter (discussed in Chap. 3) to shift the $X_{i}$ and $Y_{i}$ values during iteration $i$.

Figure 6.25 illustrates a seven-stage pipelined data path implementing the "vector_transform" function. Note that $-90^{\circ} \leq \beta \leq 90^{\circ}$. Each pipeline stage performs one of the seven vector transformation steps, illustrated by an example in Table 6.13. Each stage includes three 2's complement adder/subtractor modules. The sign of an incoming 2's complement rotation angle ( Bin ) is used to determine the value of the direction signal $d$ that is used to compute the rotation angle Bout and the new coordinate values Xout and Yout used for the next stage.

Each stage also inputs the arithmetic right shifted values SXin and SYin obtained by shifting Xin and Yin values. Note that in the pipeline data path, no circuits are used to generate the SXin and SYin values; they are hardwired shifts. The first stage is responsible for transforming an initial coordinate point (Xin, Yin) by $45^{\circ}$; the second stage is responsible for transforming its input coordinate point by $27^{\circ}$; etc.

## HDL Model

The HDL code in Example 6.6 describes the pipelined data path in Figure 6.25. The seven rotation angles are specified in Table 6.12, column 3. All the
stages perform the same functions, and, therefore, only one control signal is needed to enable all the pipeline registers.


Figure 6.25 A seven-stage pipeline data path implementing a 2-D linear transformation.

Example 6.6. An HDL behavior description of the seven-stage pipelined data path in Figure 6.25 is presented.

Solution: The "cordic" module is described structurally, while the "stage" and "register" modules are described behaviorally (i.e., using the Option II design model described in Sec. 6.5.1). Furthermore, in order to simply the description of the "cordic" module, the "stage" and "register" modules are instantiated using their port names instead of by their port positions.

```
module cordic(
    input clock, reset, enable,
    input [7:0] xin, yin,
    input [7:0] degrees,
    output [7:0] cordxp, cordyp
);
wire [7:0] b0, x0, y0, b0o, x00, y0o, sx00, sy00;
wire [7:0] b1, x1, y1, blo, xlo, y10, sxlo, sylo;
wire [7:0] b2, x2, y2, b20, x20, y20, sx20, sy20;
wire [7:0] b3, x3, y3, b30, x30, y30, sx30, sy30;
wire [7:0] b4, x4, y4, b40, x40, y40, sx40, sy40;
wire [7:0] b5, x5, y5, b50, x50, y50, sx50, sy50;
wire [7:0] b6, x6, y6, b60, x60, y60, sx60, sy60;
wire [7:0] b7, x7, y7, b70, x70, y70, sx70, sy70;
assign bo = degrees; //target rotation angle in degrees
assign x0 = xin; //initial coordinate value X
assign y0 = yin; //initial coordinate value Y
assign cordxp = x70; //final computed coordinate value X7
assign cordyp = y7o; //final computed coordinate value Y7
//Stage 1: atan (2^0) = 45 degrees .....................................
stage sl(
    .b(b0), .x(x0), .y(y0), .atan(8'd45),.sx(x0), .sy(y0),
    .bp(b1), .xp(x1), .yp(y1));
pregregisterl(
    .enable(enable),
    .clock(clock),
    .reset(reset),
    .bin(b1), .xin(x1), .yin(yl),
    .sxin({x1[7], x1[7:1]}), . syin({y1[7], y1 [7:1]}),
    .bout(blo), .xout(x10), .yout(y10),.sxout(sx10), .syout (sy10));
```



```
stage s2(
    .b(blo), .x(x10), .y(ylo),.atan(8'd27),.sx(sx10),.sy(syl0),
    .bp(b2), .xp(x2), .yp(y2));
pregregister2(
    .enable(enable),
    .clock(clock),
    .reset(reset),
    .bin(b2), .xin(x2), .yin(y2),
    . sxin({{2{x2 [7]}}, x2 [7:2]}), .syin({{2{y2[7]}}, y2 [7:2]}),
    .bout (b20),.xout(x20), .yout (y20),.sxout (sx20), .syout (sy20));
```



```
stage s3(
    .b(b20),.x(x20), .y(y20), .atan(8'd14), .sx(sx20), .sy(sy20),
    .bp(b3), .xp(x3), .yp(y3));
pregregister3(
    .enable (enable),
    .clock(clock),
    .reset(reset),
        .bin(b3), .xin(x3), .yin(y3),
        . sxin}({{3{x3[7]}},\operatorname{x3[7:3]}), . syin({{3{y3 [7]}}, y3 [7:3]}),
        .bout (b30), .xout (x30), .yout (y30), .sxout (sx30), .syout (sy30));
```



```
stage s4(
    .b(b30), .x(x30), .y(y30), .atan(8'd7),.sx(sx30), .sy(sy30),
    .bp(b4), .xp(x4), .yp(y4));
pregregister4(
    .enable(enable),
    .clock(clock),
    .reset (reset),
        .bin(b4),.xin(x4), . yin(y4),
        . sxin({{4{x4[7]}}, x4[7:4]}), .syin({{4{y4[7]}}, y4 [7:4]}),
        .bout (b40), .xout (x40), .yout(y40), .sxout(sx40), .syout(sy40));
```



```
stage s5(
    .b(b40), .x(x40), - y(y40), .atan(8'd4),.sx(sx40), .sy(sy40),
    .bp(b5), .xp (x5), .yp (y5));
pregregister5(
        .enable(enable),
        .clock(clock),
        .reset(reset),
        .bin(b5), .xin(x5), .yin(y5),
        .sxin({{5{x5[7]}}, x5[7:5]}),
        .syin({{5{y5 [7] }}, y5 [7:5]}),
        .bout(b50),.xout (x50), .yout(y50), .sxout(sx50), .syout (sy50));
```



```
stage s6(
        .b(b50),.x(x50),.y(y50),.atan(8'd2),.sx(sx50),.sy(sy50),
        .bp(b6), .xp(x6), .yp(y6));
pregregister6(
        .enable(enable),
        .clock(clock),
        .reset(reset),
        .bin(b6), .xin(x6), .yin(y6),
        .sxin({{6{x6[7]}}, x6[7:6]}),
        .syin({{6{y6 [7]}}, y6 [7:6]}),
        .bout (b60), .xout (x60), .yout (y60), .sxout (sx60), .syout (sy60));
```

```
//Stage 7: atan(2^-6) = 1 degrees -----------------------------
stage s7(
    .b(b6o), .x(x60), .y(y60), .atan(8'd1), .sx(sx60), .sy(sy6o),
    .bp(b7), .xp(x7), .yp(y7));
pregregister7(
    .enable(enable),
    .clock(clock),
    .reset(reset),
    .bin(b7), .xin(x7), .yin(y7),
    . sxin({7{x7[7] }}),
    .syin({7{y7[7]}}),
    .bout(b7o), .xout(x7o), .yout(y7o), .sxout(sx7o), .syout(sy7o));
```

endmodule

```
module stage(
    input [7:0] b,
    input [7:0] \(x\),
    input [7:0] y,
    input [7:0] atan,
    input [7:0] sx, sy,
    output reg [7:0] bp, xp, yp
    );
    //b is the 8 -bit rotation angle between -90 and +90 degrees
    //8-bit \(x-y\) coordinate point in a 2 D space
    wire mode \(=\mathrm{b}[7]\); //sign of rotation angle b
    always@(*)
    begin
        if (mode \(=0\) )
        \(\mathrm{bp}=\mathrm{b}-\mathrm{atan} ; / / \mathrm{b}^{\prime}=\mathrm{b}-\) atan if \(\mathrm{b}>=0\)
        else
        \(\mathrm{bp}=\mathrm{b}+\mathrm{atan} ; / / \mathrm{b}^{\prime}=\mathrm{b}+\) atan if \(\mathrm{b}<0\)
    end
    always@(*)
    begin
    if (mode \(=0\) )
        \(\mathrm{xp}=\mathrm{x}-\) sy; \(/ / \mathrm{x}^{\prime}=\mathrm{x}-\mathrm{y}^{*}\left(2^{\wedge}-i\right)\) if \(\mathrm{b}>=0\) for the
                                //ith iteration
    else
        \(\mathrm{xp}=\mathrm{x}+\) sy; \(/ / \mathrm{x}^{\prime}=\mathrm{x}+\mathrm{y}^{*}\left(2^{\wedge}-i\right)\) if \(\mathrm{b}<0\)
    end
    always@(*)
    begin
        if (mode \(==0\) )
```

```
        yp = y + sx; //y' = y + x * (2^-i) if b >= 0
    else
    yp = y - sx; // y' = y - x * (2^-i) if b < 0
end
endmodule
module preg(
            input enable,
            input clock, reset,
            input [7:0] bin, xin, yin,
            input [7:0] sxin, syin,
            output reg[7:0] bout, xout, yout, sxout, syout
);
always@(posedge clock or posedge reset)
begin
    if(reset == 1)
    begin
        bout <= 0;
        xout <= 0;
        yout <= 0;
        sxout <= 0;
        syout <= 0;
    end
    else if(enable == 1)
    begin
        bout <= bin;
        xout <= xin;
        yout <= yin;
        sxout <= sxin;
        syout <= syin;
    end
end
endmodule
```


## Simulation

The Verilog model of the pipeline in Example 6.6 was synthesized and simulated using the Altera Quartos II and ModelSim design and simulation tools. Example 6.7 describes a test-bench for transforming the five vectors of
the virtual object "house" shown in Fig. 6.24 by $55^{\circ}$. The simulation waveform is shown in Fig. 6.26. For convenience, the simulation data is shown in decimal.

Example 6.7. A test-bench to simulate the pipelined model in Example 6.6 is presented.
Solution: There are only five vectors in the object "house," and thus they are listed as five test vectors in the code. One may read the test vectors from a file if there are many test vectors.

```
module tester();
    reg clock, reset, enable;
    reg [7:0] degrees, x, y;
    wire [7:0] xp, yp;
cordic ul(clock, reset, enable, x, y, degrees, xp, yp);
initial begin
clock = 1;
reset = 1;
enable = 0;
#5 reset = 0;
end
always begin
    #5 clock = ~clock;
end
initial begin
enable = 1;
degrees = 55; //rotate by 55 degrees
    x = 10; y = 10; //point a
#10 x = 10; y = 20; //point b
#10 x = 15; y = 30; //point c
#10 x = 20; y = 20; //point d
#10 x = 20; y = 10; //point d
#80
enable = 0;
#20 $finish;
end
endmodule
```

Table 6.14 presents the original and the computed coordinate points captured from the simulation waveform in Fig. 6.26. The new coordinate values include a gain that is equal to $1.653=1 / 0.6048$ and, therefore, the rotated virtual object looks bigger, as shown in Fig. 6.27. In order to remove the gain, each of the coordinate values must be multiplied by the constant 0.6048 . This requires an FPU, and thus this rescaling must be performed by CPU.

| "house" Original Coordinate <br> Points (in Decimal) | "house" Rotated Coordinate <br> Points* (in Decimal) |
| :---: | :---: |
| a: $(10,10)$ | a7: $(-4,23)$ |
| b: $(10,20)$ | b7: $(-18,34)$ |
| c: $(15,30)$ | c7: $(-27,49)$ |
| d: $(20,20)$ | $\mathrm{d} 7:(-8,46)$ |
| e: $(20,10)$ |  |
| e7: $(4,37)$ |  |
| *The coordinate values include a gain of $1.653=1 / 0.6048$. |  |

TABLE 6.14 The Simulation Data Summary Obtained from the Simulation Waveform in Fig. 6.26


FIGURE 6.26 A waveform for simulating the pipeline description in Example 6.6 ; values are in decimal.


Figure 6.27 The original "house" object and its $55^{\circ}$ rotation. The new object is shown enlarged by $1.653=1 / 0.6048$.

The new computed coordinate values without the gain and those calculated using the transformation expressions in Eq. (6.14) are given in Table 6.15. The computed values are close, but not the same as the calculated ones. The reason for this difference is that the algorithm presented here uses integer division, which results in more rounding errors than if FP division is used.

| Vector | Computed New Coordinates <br> without the Gain $=1.653$ | Calculated New <br> Coordinates |
| :---: | :---: | :---: |
| a | $(-2.42,13.91)$ | $(-2.46,13.93)$ |
| b | $(-10.88,20.56)$ | $(-10.64,19.66)$ |
| c | $(-16.33,29.64)$ | $(-15.97,29.49)$ |
| d | $(-4.84,27.82)$ | $(-4.91,27.85)$ |
| e | $(2.42,22.38)$ | $(3.28,22.11)$ |

TABLE 6.15 The new Coordinate Values Computed Using the Iterative Rotation Algorithm versus Calculated Using the Transformation Expressions in Eq. (6.14)

The CORDIC rotation pipeline may be implemented as a simple 2-D graphic processor with two internal memory units: (1) to store a virtual object's initial coordinate points as input and (2) to store the computed new coordinate points as output. The CORDIC processor will be a co-processor much like a graphic processor unit (GPU). However, the co-processor, in this case, would perform the fixed CORDIC rotation task as outline earlier using its internal memories; the co-processor would have no instructions to execute. The CPU would start the co-processor by initiating the transfer of both the initial and final coordinate points of a virtual object between the main (system) memory and each of the input and output internal memory units. Once the co-processor is done computing the new coordinate points and the new points are transferred to the main memory, the co-processor will inform the CPU, which would then access the new coordinate points from the main memory and after multiply each new coordinate point by the constant scaling factor 0.6048 would display the rotated virtual object on the screen. For how to calculate the throughput of the CORDIC processor refer to Exercise 6.15. Memory design is presented in the next chapter and CPU initiated transfers of large memory data are discussed in Chap. 9.
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## Exercises

For Exercises 6.1 to 6.3: Suppose the propagation delay of an 8 -bit adder is 0.8 ns , adder/subtractor is 1.1 ns , 2-to- 1 MUX is 0.3 ns , and 4 -to- 1 MUX is 0.6 ns . Also, assume register setup time ( $\tau_{s t}$ ), clock-to- $q\left(\tau_{c q}\right)$, and clock skew ( $T_{c s}$ ) are all 0.05 ns .
6.1 Calculate the required maximum clock frequency for each of the following data paths:
a. Single-cycle data path in Fig. 6.2
b. Multi-cycle data path in Fig. 6.3
c. Pipelined data path in Fig. 6.4
6.2 Calculate the total time required to compute the quantity $A+B+C \pm D$ by the data paths in Exercises 6.1(a) and 6.1(b).
6.3 Estimate the speedup between the following data paths when generating $N=1000$ quantities $A_{i}+B_{i}+C_{i} \pm D_{i}$ for $i=0,1,2, \ldots, 999$. Ignore the data reading and writing delays.
a. Exercise 6.1(a) vs. 6.1(c)
b. Exercise 6.1(b) vs. 6.1(c)
6.4 Suppose a new processor has $25 \%$ less capacitive load than the old processor and operates with $20 \%$ higher clock frequency. Determine
the ratio of the dynamic powers consumed by the two processors. Comment on the result obtained.
6.5 Suppose the voltage source for a new processor is $50 \%$ of that used to operate the older processor, its total capacitive load is $15 \%$ less, and it operates with $40 \%$ higher clock frequency. Determine the ratio of the dynamic powers consumed by the two processors. Comment on the result obtained.
6.6 Show the register contents for multiplying 3-bit A_value $=6$ with 3-bit B_value $=5$ using the multicycle unsigned multiplier given in Fig. 6.15.
6.7 Design an 8-bit unsigned multiplier circuit modeled as follows:
a. Use a schematic design tool (e.g., LogicWorks) or all structural HDL model to design to model the multiplier circuit. You may design a multifunction register to implement registers $A, B$, and $P$ in the data path.
b. Use a hybrid HDL model. Use behavioral models for registers $A, B$, and $P$ and the mod- 8 counter. Then combine the $A, B, P$, counter and an adder to complete the design.
6.8 Show the register contents for multiplying 4-bit 2's complement A_value $=5$ and $B \_$value $=-2$ using the 2's complement multiplier given in Fig. 6.21 .
6.9 Show the register contents for multiplying 4-bit 2's complement A_value $=-5$ and $B$ _value $=-2$ using the 2 's complement multiplier given in Fig. 6.21.

For Exercises 6.10 and 6.11: Use the standard non-return-to-zero inverted (NRZI) generator FSM (see Chap. 5 Exercise section) and design an NRZI conversion system. Assume that the input stream is processed 16-bits at a time. Also, because no common clock is used between a source and a destination module and the bits are transmitted on a pair of twisted wires called $D+$ and $D+$, with $D-$ being the opposite of $D+$, we must prevent the data synchronization problem between the source and destination modules by making sure the NRZI output does not remain at 1 or 0 for several clock cycles. This is done by making sure that for every six consecutive 1's at the input stream there is a transition at the output. This will ensure that an output stream can have maximum seven consecutive 1's or seven consecutive 0's. For example, for input $X=1100011111110011$ (0xC7F3) processed, from right to left, the modified NRZI generator must output $Y=11$ 101001111111011 (or 0x1D3FB from right to left); for $X=0 x F F F F, Y$
$=0 \times 3 E 03 F$; for $X=0 \times C F F 6, Y=0 \times 123 F 8$; and for $X=0 \times 0000, Y=0 \times A A A A$. The NRZI system consists of a data path and a control unit. Do the following:
6.10 Design a data path that includes a 16-bit multifunction (parallel load and right shift) input register, a standard NRZI FSM, and a mod-17 counter that keeps track of the input bits. Design an FSM-based control unit for a data path that implements the NRZI and keeps track of six consecutive 1's at the input. (An 18-bit parallel-load and right-shift register may be used, if necessary, to capture the output bits.)
6.11 Design a data path that consists of a 16-bit multifunction input register, a standard NRZI FSM, a mod-17 counter (CNTR1) to keep track of the processed input bits, and a mod-7 counter (CNTR2) that keeps track of consecutive 1's at the input. Design an FSM-based control unit for a data path that implements the NRZI and keeps track of six consecutive 1 's at the input. (An 18-bit parallel-load and right-shift register may be used, if necessary, to capture the output bits.)
6.12 Design a microprogrammed controller for the data path in Exercise 6.11.
6.13 Calculate the new coordinate points of the virtual "house" object in Fig. 6.24 rotated by $35^{\circ}$. Compare your results with those calculated using the expressions in Eq. (6.14).
6.14 Calculate the new coordinate points of the virtual "house" object in Fig. 6.24 rotated by $-35^{\circ}$. Compare your results with those calculated using the expressions in Eq. (6.14).
6.15 Suppose a 2-D graphic processor implements the seven-step pipelined CORDIC rotation algorithm discussed in the text. Also, assume the delay of an adder or a subtractor is 0.8 ns and register setup time ( $\tau_{s t}$ ), clock-to- $q\left(T_{c q}\right)$, and clock skew ( $T_{c s}$ ) are all 0.05 ns . What is the approximate maximum number of coordinate points the pipeline can process within 0.001 seconds? Ignore delays associated with reading and writing coordinate points.
6.16 Write a program in the language of your choice to implement the CORDIC rotation pseudo-code described in the book.
6.17 The following defines an exponential function as a $k$-term Taylor series:

$$
e^{x}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\ldots+\frac{x^{k-1}}{(k-1)!}
$$

Each term in the series can be computed from the previous term, as illustrated here for the first four terms:

$$
\begin{aligned}
1 \text { st term } & =1 \\
2 \text { st term } & =1 \text { st term } * \frac{x}{1} \\
3 \text { rd term } & =2 \text { nd term } * \frac{x}{2} \\
4 \text { th term } & =3 \text { rd term } * \frac{x}{3}
\end{aligned}
$$

Using a combinational adder, a multiplier, a divider, and other modules as necessary, do the following:
a. Draw a multicycle data path to compute $e^{\mathrm{x}}$ for five terms for a given $x$. Also, determine the minimum clock period in terms of the delays of modules used and, $T_{s t}, T_{c q}$ and $\tau_{c s}$.
b. Draw a minimum delay pipeline data path to compute $e^{x}$ for five terms for a given $x$. Also determine the minimum clock period in terms of the delays of the modules used and $\tau_{\mathrm{st}}, T_{\mathrm{cq}}$, and $\tau_{\mathrm{cs}}$.
6.18 Computer security (confidentiality): Use Exercise 11.17 to design a stream cipher with control unit (also see Sec. 11.5.1).
6.19 Computer security (confidentiality): Use Exercise 11.18 and/or Exercise 11.19 to understand the RSA encryption algorithm (Sec. 11.5.3).
6.20 Computer security (confidentiality): Use Exercise 11.20 to understand asymmetric versus symmetric ciphers (also see Sec. 11.5).
6.21 Computer security (integrity, understanding cryptography hash): Use Exercises 11.21 to 11.23 (Sec. 11.6 and Sec. 11.7).

## CHAPTER 7

## Memory

### 7.1 Introduction

A register is designed to store single value that is readily available when needed. Memory, on the other hand, is designed to store the code and data of programs during execution. The storage technologies used to implement different types of memory require much less hardware than a latch or flipflop. However, memory requires more time to store (write) or retrieve (read) data.

The storage size of memory is defined in terms of bytes, 8 bits per byte (B). Table 7.1 presents a list of commonly used memory storage sizes, and Fig. 7.1 illustrates two logical views of 1024 B (1 KB) memory. In Fig. 7.1(a), the memory is viewed as having 1024 locations, each with 1 B content. That is, a $1024 \times 8$ (i.e., 1024 by 8 ) memory requires a 10 -bit address (1024 $=$ $2^{10}$ ) to identify each of the 1 B (8 bits) content. In Fig. 7.1(b), 1024 B memory is viewed as $512 \times 16$, with 512 locations, each with 2 B content. It requires a 9 -bit address $\left(512=2^{9}\right)$ to identify each of the 2 B ( 16 bits) content.

| Unit | Reads | Actual Size | Approximate Size |
| :--- | :--- | :--- | :--- |
| 1 KB | One kilobyte | $2^{10}=1024$ bytes | $10^{3} \mathrm{~B}$ |
| 1 MB | One megabyte | $2^{20}=1,048,576$ bytes | $10^{6} \mathrm{~B}$ |
| 1 GB | One gigabyte | $2^{30}=1,073,741,824$ bytes | $10^{9} \mathrm{~B}$ |
| 1 TB | One terabyte | $2^{40}=1,099,511,627,776$ bytes | $10^{12} \mathrm{~B}$ |

TABLE 7.1 Examples of Memory Sizes

| Address |  | Data |
| ---: | ---: | :---: |
| Decimal | Binary (10 bits) | 8-bit Content |
| 0 | 0000000000 | 00010001 |
| 1 | 0000000001 | 10000111 |
| 2 | 0000000010 | 00111100 |
| 3 | 0000000011 | 11000000 |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
| 1023 | 111111111 | 10000001 |


| Address |  | Data |
| ---: | ---: | :---: |
| Decimal | Binary (9 bits) | 16-bit Content |
| 0 | 000000000 | 0001000100010001 |
| 1 | 000000001 | 1000011111100001 |
| 2 | 000000010 | 0011110000001100 |
| 3 | 000000011 | 1100000011010100 |
|  | $\ldots$ |  |
|  | $\ldots$ |  |
| 511 | 111111111 | 1000000111001011 |

(b) $512 \times 16$ Memory

Figure 7.1 Two logical views of a 1-KB memory with arbitrary contents: (a) $1 \mathrm{~K} \times 1 \mathrm{~B}$; (b) $512 \times 2 \mathrm{~B}$.

The performance of a Von Neumann machine (Fig. 1.2 in Chap. 1) directly depends on how fast data can be read or written to memory. Over the years, as the speed of CPUs has increased at a higher rate than that of memory, a quest for faster memory technologies and better memory architectures and organizations have helped bridge this speed gap. Pipelining has been used to increase concurrency by overlapping memory operations and reduce average read/write time. Parallelism has been used to deliver more data in less time to improve the performance of multiprocessor systems and real-time applications.

(a) An SRAM Cell

(b) A DRAM Cell

(c) NMOS Transistor

Figure 7.2 Memory cells: (a) an SRAM cell; (b) a DRAM cell; (c) an nMOS pass transistor.

This chapter introduces commonly used memory technologies and their applications, and covers memory cell structures, a cell schematic logic model, and the arrangements of memory cells within a memory chip to support various applications. The chapter also covers memory organization, timing, and communication protocols, including those of commonly used memory technologies today. Memory architectures of modern computer systems and an introduction to programming practices for reducing memory traffic and increasing performance are also discussed and examples provided. An example of the hardware description language (HDL) model for memory is also provided.

### 7.2 Memory Technologies

In general, memory technologies are categorized as read-only memory (ROM) or random access memory (RAM). The hardware used to store 1 bit of data is called a memory cell. In a ROM, the cells are nonvolatile and thus can retain their contents even when they are not powered. Other nonvolatile memory technologies used today are magnetic disks, flash memory [1], and
optical discs (e.g., CD-ROM) where data is organized and accessed in blocks. Magnetic disks are discussed in Chap. 9.

On the other hand, the cells in a RAM are volatile and would lose their content when not powered. Both ROM and RAM are random access in the sense that the amount of time required to access the content of a location is the same. For this reason, ROM is sometimes called nonvolatile RAM (NVRAM).

### 7.2.1 Read-Only Memories

The content of a ROM cell is fixed at logic 0 or 1. A programmable ROM (PROM) uses fuse-based technologies that make them one-time programmable; each cell can be programmed to logic 0 (e.g., keeping the fuse) or 1 (e.g., burning the fuse). An ultraviolet erasable PROM (EPROM), not commonly used today, would erase its content when placed under an ultraviolet light source (e.g., for 30 minutes). An electrically erasable PROM (EEPROM), which is common today, uses electrically rewritable ROM memory cells to trap logic 0 or 1 values for a long time. EEPROM cells, however, can only be programmed a certain number of times (e.g., typically 100,000 minimum).

### 7.2.2 Random Access Memories

On the other hand, RAMs are designed to function as the main storage for programs and data during execution. A RAM cell is called static if logic 1 is stored as a static charge, and it can be retained as long as the memory is powered. The static-cell RAMs are called SRAMs. A RAM cell is called dynamic if logic 1 is stored as a dynamic charge, and it can only be retained for a very short time unless it is refreshed, typically once every few milliseconds (ms). The dynamic cell RAMs are called DRAMs.

## SRAM versus DRAM Cells

Figure 7.2 illustrates circuit examples for SRAM and DRAM cells. The SRAM cell, which requires two transistors and two cross-coupled NOT gates, is much larger than the DRAM cell that requires one transistor and a small capacitor. The schematic of an nMOS pass transistor is shown in Fig. 7.2(c) with three pins labeled $a, b$, and $e$. The $e$ input acts like an enable signal. If $e=1$, the nMOS pass transistor conducts current in either direction from $a$ to $b$ or from $b$ to $a$ as if the pins $a$ and $b$ are connected by a wire. Otherwise, if $e=0$, the transistor keeps the pins $a$ and $b$ electrically isolated
(high impedance, Z), with a very small amount of current flowing in either direction as if there is no connection between the two pins.

In Fig. 7.2(a), when the cell is selected, the two pass transistors connect $d$ to $q$ and $\bar{d}$ to $\bar{q}$. The cell content can now be either read or written as the $q$ and $\bar{q}$ signals. Otherwise, when the cell is not selected, the two pass transistors keep the two cross-coupled NOT gates isolated from the $q$ and $\bar{q}$ signals. During this time, the cell retains its stored value $d$ as long as the cell is powered.

DRAM cells operate differently. In Fig. 7.2(b), when the cell is selected and the memory is performing a write operation, the capacitor is charged to a voltage level representing logic 1. Otherwise, the pass transistor keeps the capacitor isolated and not connected to the $q$ signal. However, the isolated capacitor, if charged to logic-1 voltage level, retains its charge for only a short time, typically a few milliseconds (ms). Therefore, the charge in the capacitor must be refreshed periodically during a refresh cycle. Otherwise, the content would be lost over time due to a leakage current, much like batteries left in a flashlight that is turned off discharge over time.

The capacitor can be charged to a voltage required to represent logic 1 in about $T=R * C$ seconds when the cell is selected. The $R$ is the size of the equivalent resistor of the transistor in ohms when the cell is selected. The $C$ is the size of the capacitor in farads. The capacitor can discharge in about $t$ $=R_{z} * C$ seconds, where $R_{z}$ is the size of the equivalent resistor of the transistor when the cell is not selected (i.e., the cell is isolated). However, $R_{z}$ is much greater than $R$.
[The equation $V c=V s\left(1-e^{-1 t / R C}\right)$ defines how a capacitor is charged. If the charging voltage source $\mathrm{Vs}=5.0 \mathrm{~V}$ ( V for volts), the voltage level in the capacitor would reach 3.16 V in about $t=1 R C$ seconds, $5.0\left(1-e^{-1}\right) \mathrm{V}=3.16$ V . The 3.16 V is the voltage level for logic 1 when using the 0 to 5.0 voltage range. A capacitor would, however, be fully charged in about $t=5 R C$ seconds. The equation $\mathrm{V}=V c \times e^{-1 t / R_{z} C}$ defines how a capacitor discharges [2].]

A DRAM refresh cycle must be performed before the cells lose their contents. For example, the Micron 64MB DRAM [3], which is organized as a $128 \mathrm{M} \times 4$ memory and has 512 million ( $128 \mathrm{M} * 4$ ) cells, requires every cell to be refreshed within 64 ms . Therefore, many cells must be refreshed during each refresh cycle so that the DRAM can still be used for read/write operations between each refresh cycle. For instance, the Micron DRAM refreshes $64 \mathrm{~K}(65,536)$ cells at the same time during a refresh cycle. This
requires 8192 (512M/64K) refresh cycles to refresh all the 512M cells once every 64 ms . This implies that each refresh cycle can start once every $7.8 \mu \mathrm{~s}$ ( $64 \mathrm{~ms} / 8192$ cycles) to refresh 64 K cells at the same time. The DRAM requires 7.5 ns to read or write its content. Therefore, the DRAM can support more than $1000(7.8 \mu \mathrm{~s} / 7.5 \mathrm{~ns})$ read/write operations between each refresh cycle.

During a read operation, the charge in the capacitor is measured to determine the cell content as 1 or 0 . If the capacitor's charge is at the logic-1 voltage level, some of its charge would be lost during this read operation, and thus the cell must be refreshed again. This is done by performing a write operation after each read to restore the contents of the cells that were just read.

### 7.2.3 Applications

There are many applications for ROMs. For example, EEPROM is used to store a startup (bootloader) program that begins to execute when the system is powered, or to store a configuration file for a ROM-based programmable logic device (PLD). EEPROM technologies are also used in the design of flash memory, for example, flash drives. However, because data in a flash drive is organized and accessed in blocks, like in magnetic disks and optical discs, flash drives are also relatively slow. Many portable devices today use flash drives in place of disk drives.

SRAMs require more hardware and thus are more expensive per byte, but they are faster than equivalent DRAMs because they do not require refresh and write-after-read cycles. Modern computers use DRAMs as main memory and SRAMs as cache memory to decrease the average time required to access data. Cache memory organizations are discussed in Chap. 10.

### 7.3 Memory Cell Array

All memories internally use two-dimensional (2-D) cell organizations in order (1) to reduce the total number of signals required to select a set of target cells, and (2) to refresh multiple cells at the same time if the cells are dynamic. A 2-D organization would require two selection signals per cell instead of only one that would be needed if the cells were organized in one dimension. However, a 2-D organization requires far fewer selection signals.

For example, consider a 128B memory that contains $1024(128 * 8)$ cells. If the cells are organized in one dimension, as illustrated in Fig. 7.3(a), 1024 selection signals would be needed to select 1024 cells, one at a time. The cells are said to be organized as a $1 \mathrm{~K} \times 1 \times 1$ (i.e., 1 K by 1 by 1 ) cell array consisting of 1024 rows, with one column and one cell at each row-column intersection.

(a) One-dimensional organization

(b) Two-dimensional organization (shown for read)

Figure 7.3 The internal organization of a 1024-cell memory: (a) onedimensional organization requiring 1024 selection signals; (b) twodimensional organization requiring only 64 selection signals.

On the other hand, as illustrated in Fig. 7.3(b), a $32 \times 32 \times 1$ cell array consists of 32 rows, 32 columns, and one cell at each row-column intersection. It requires only $64(32+32)$ selection signals to select, one at a time, $1024(32 * 32)$ cells. Likewise, a $1 \mathrm{M} \times 1$ memory would require 1 M
selection signals (a very large number) in one-dimensional organization versus only $2048\left(2 * 2^{10}\right)$ selection signals in a two-dimensional organization. Clearly, a two-dimensional organization is advantageous.

A $32 \times 32 \times 1$ cell array would also require only 32 refresh cycles, each one refreshing all the 32 cells in one row, versus 1024 refresh cycles, each one refreshing only one cell in a $1 \mathrm{~K} \times 1 \times 1$ cell array. When one of the rowselection signals is asserted, all the cells in that row are selected at the same time. This is called a row activation. Furthermore, because a rowselection signal is the output of an address decoding circuit (not shown), the signal does not have the required fan-out to directly activate a large number of cells. Instead, the signal enables a transistor that allows a power source to activate all the cells on that row.

The content of each cell on the activated row is determined ("sensed") as logic 0 or logic 1 using a special electronic circuit known as a sense amplifier. The amplifier compares a cell's voltage level with a reference voltage source, for example, $50 \%$ of the voltage used to represent logic 1. During a read operation, if the cell contains logic 0 , it will pull down the reference voltage slightly, causing the sense amplifier to detect logic 0 ; otherwise, the voltage level for logic 1 in the cell will pull the reference voltage slightly up, causing the sense amplifier to detect logic 1.

Only one sense amplifier per column is needed. The logic 0 or 1 output from the sense amplifier is latched and is made available to the tri-state buffers controlled by the column-selection signals. In the case of DRAMs, the output of the latch is also used to refresh the target cell after each read. A more detailed discussion of sense amplifiers is outside the scope of this book and thus is referred to elsewhere.

### 7.3.1 Word Access

Figure 7.4 illustrates the organization of a $512 \times 2$ (a 2 -bit word) memory. In the figure, the 1024 cells are organized as two separate $32 \times 16 \times 1$ cell arrays, effectively creating a $32 \times 16 \times 2$ cell array. The cells are now accessed two at a time, one from each of the $32 \times 16 \times 1$ cell arrays. For example, the assertion of the row-0 and col-0 selection signals will select the cell at the intersection of row 0 and column 0 , as well as the cell at the intersection of row 0 and column 16. The $32 \times 16 \times 2$ cell array, which still consists of 32 rows and 32 columns, requires, as in Fig. 7.3, 32 refresh cycles to refresh a row of 32 cells at the same time.


Figure 7.4 A 1 K cell organized as a $32 \times 16 \times 2$ cell array to create a $512 \times$ 2 memory (shown for read operation).

### 7.3.2 Burst Access

A burst access refers to the memory's ability to transfer a burst of data (one word each). A burst size may be small-a few bytes-or large-the size of a large block (e.g., 4 KB ) called a page. Burst accessing is implemented by activating a row and then asserting the column-selection signals one at a time and in some specified order (e.g., sequentially) to either read or write a set of target cells. Each burst access must be first preceded by a row activation operation. If a page access, or page mode access, expands multiple rows, the memory may be enabled to automatically activate each
succeeding row when the access from the current row is completed. A page mode access increases memory efficiency by reducing the memory idle time, and at the same time, it makes a page transfer seamless.

In order to make memory even more efficient, the cells can be organized into banks, each a cell array, as illustrated in Fig. 7.5. In the figure, a $4 \mathrm{~K} \times 1$ memory is designed using four banks, each a $32 \times 32 \times 1$ cell array. In this case, a row activation operation in another bank can be started while the memory operation on the current bank is still in progress. Therefore, this makes bank-access turn around time shorter when memory is required to perform operations that involve different banks.


Figure 7.5 The organization of a $4 \mathrm{~K} \times 1$ memory into four banks, each a 32 $\times 32 \times 1$ cell array.

A multibank memory may be designed to support intermittent short burst accesses from one bank while a block transfer is taking place from another bank. In this case, an intermittent access would momentarily interrupt an
ongoing block transfer from one bank to allow a short burst access from another bank.

Most modern memory chips support word access and are also multibanked. They also support burst and page mode accesses. For example, consider the Micron 512 Mb (million bits) DRAM memory [3]. It is available as a $128 \mathrm{M} \times 4$ RAM with four banks, each a $8192 \times 4096 \times 4$ cell array; a $64 \mathrm{M} \times 8$ RAM with four banks, each a $8192 \times 2048 \times 8$ cell array; or a $8 \mathrm{M} \times 16$ RAM with four banks, each a $8912 \times 1024 \times 16$ cell array. For instance, the Micron $128 \mathrm{M} \times 4$ RAM supports 1 , 2 , 4 , or 8 burst word and 4096-bit page transfers, where a word is 4 bits.

### 7.4 Memory Organization

Memory organization refers to the internal components and their organization within a memory chip, using several memory chips to create a larger memory called a memory unit, and memory communication protocols. Three sets of signals-address bus, data bus, and control bus -are used to control the operations of a memory chip or unit. The address bus signals specify the address of a single memory location, which could be the starting address of a burst or page access. They are used to select a set of target cells for read or write operation. For a basic memory organization, the control bus is used to specify read or write operations, or neither in case the data bus is also used to communicate with other components in the system.

Figure 7.6 illustrates the logical view of a $1 \mathrm{~K} \times 1$ memory, its block diagram as an SRAM, and its block diagram as a DRAM. The SRAM requires a 10-bit address bus with signals labeled $a_{0}$ to $a_{9}$; a 1-bit data bus labeled $d$; and three active-low control bus signals labeled _ce (chip enable), _we (write enable), and _oe (output enable). The _ce, when asserted, selects the memory chip and, therefore, a set of target cells to perform either a read operation if _we $=1$ (not asserted) or a write operation if _we $=0$ (asserted). The _oe signal, when asserted, causes the data from the SRAM to appear on the data bus during a read operation.

(a) Logical View

(b) An SRAM block diagram

(c) A DRAM block diagram

Figure 7.6 Logical view and block diagram of $1 \mathrm{~K} \times 1$ memory with active-low control signals: (a) logical view; (b) SRAM block diagram; (c) DRAM block diagram.

A DRAM, which typically has many more cells and also requires the cells to be refreshed, has additional control signals. The row address strobe (ras) and column address strobe (cas) are used to specify a single memory address in two parts, a row address and a column address, using the address bus. The _ras and _cas signals are also used to place the memory in a refresh cycle mode. The DRAM block diagram in the figure has a 5 -bit address bus labeled $a_{0}$ to $a_{4}$, a 1-bit data bus also labeled $d$, and a 5-bit control bus, all active-low signals.

### 7.4.1 Modern DRAMs

A modern DRAM chip is designed to operate synchronously, and the chip is called a synchronous DRAM (SDRAM). The chip may contain one or more pipelined data paths to increase memory bandwidth by processing multiple read/write requests concurrently.

Typically, a modern DRAM chip uses the interface signals _ce, _ras, _cas, and _we as a 4-bit instruction, also called a memory command, to select and send row and column addresses, and an access mode (e.g., a single or burst access) to the chip. Commands are also used to perform other memory tasks, such as to start a refresh cycle. Figure 7.7 shows the data path of a modern SDRAM consisting of two memory banks. It contains registers to load an access mode and row and column addresses. A bank number ( 0 or 1 ) is the same as one of the row address (e.g., the highest or the lowest) bit. The column address is stored in a counter and is
incremented every clock cycle when the access mode indicates a burst or page transfer.


Figure 7.7 An internal organization of an SDRAM with two banks. A signal from the row address selects one of the banks. Not all signal connections are shown [3].

Table 7.2 presents a list of commands used in a Micron SDRAM. For example, if command $=(0000)_{2}$, which implies _ce $=0, \quad$ ras $=0, \quad$ cas $=0$,
and _we $=0$, the SDRAM inputs an access mode using the address bus, which is then loaded into the mode register, as shown in the figure. If command $=(0011)_{2}$, a row address (including a bank number) is loaded into one of the row-address registers identified by the bank number. If command $=(0101)_{2}$, a column address is loaded into the column address counter. The row address is used to activate a row in the target bank. The counter is used to generate column addresses if the access mode indicates a burst access.

| Action | Command |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | _ce | _ras | _cas | _we |
| Chip not selected | 1 | d | d | d |
| No operation (NOP) | 0 | 1 | 1 | 1 |
| Inputs next row address (row is activated) | 0 | 0 | 1 | 1 |
| Inputs next column address and start a read in burst mode | 0 | 1 | 0 | 1 |
| Inputs next column address and start a write in burst mode | 0 | 1 | 0 | 0 |
| Terminates burst mode (e.g., for a single read or write) | 0 | 1 | 1 | 0 |
| Deactivates current row (gets ready for a new row) | 0 | 0 | 1 | 0 |
| Starts a refresh cycle | 0 | 0 | 0 | 1 |
| Specifies access mode using the address lines (e.g., burst <br> access or block access) | 0 | 0 | 0 | 0 |

d: don't-care

TABLE 7.2 Examples of Commands Used by a Micron SDRAM
Over the years, the demands for greater memory bandwidth and various system requirements have produced various memory technologies. Advancements in memory chip internal organization and communication protocols have resulted in today's high-performance SDRAMs. For example, while an SDRAM operates at the speed of one data item per clock cycle, a double data rate (DDR, DDR2, DDR3, etc.) SDRAM operates at the speed of two data items per clock cycle; one data item is transferred on the positive
edge of the clock signal and another on the negative edge of the clock signal.

Another example is the Rambus proprietary technologies, such as RDRAM and XDR DRAM high-speed, point-to-point communication using packets [4]. In this case, a packet is a short burst of, for example, 1-bit wide data transmitted from a source (e.g., memory) to a destination module (e.g., a processor). Packet communications work similar to how people communicate with letters. Each letter (a packet) contains a source address, a destination address, and a payload (content) that goes through one or more (point-to-point) post offices before arriving at the destination.

### 7.4.2 SRAM Cell Model

While a real memory cell cannot be modeled with logic gates, the behavior of an SRAM cell can be modeled with logic gates to illustrate memory design and its operation. Figure 7.8(a) illustrates a schematic logic model of an SRAM cell. It consists of an SR latch (without the clock) and three tri-state buffers. Two resistors that connect the outputs of the input tri-state buffers to ground are called pull-down resistors. They cause the outputs to become 0 instead of high impedance ( $Z$ ) when the tri-state buffers are not enabled. This makes the $s$ and $r$ inputs of the SR latch both 0 , causing the latch to retain its stored 1 or 0 value when the cell is not selected. The model uses tri-state buffers to mimic the functions of the pass transistors used in Fig. 7.2(a). The SR latch becomes electrically isolated when it is not selected, much like the cross-coupled NOT gates in a real SRAM cell. Figure 7.8(b) shows the cell's block diagram, and a pull-down tri-state buffer and its truth table are shown in Fig. 7.8(c).

(c) A pull-down tri-state buffer and its truth table

Figure 7.8 A logic model of an SRAM cell: (a) gate-level model; (b) the cell's block diagram; (c) a pull-down tri-state buffer and its truth table.

### 7.4.3 Internal Organization: SRAM Chip

While a cell array is the core storage hardware, additional circuits are needed to translate a given memory address into one of many row and column selection signals and route data in and out of cell array, typically using a bidirectional data bus. A bidirectional bus reduces the number of wires required to transmit data in and out of memory.

Example 7.1. The design of $16 \times 1$ SRAM is presented. It requires a 4-bit address bus, a 1bit bidirectional data bus, and a 3-bit control bus.
Solution: The logical and block diagrams of the SRAM are shown in Fig. 7.9 with four address bus signals labeled $a_{3}$ to $a_{0}$, a 1-bit bidirectional data bus signal labeled $d$, and three active-low control bus signals labeled _ce, _we, and _oe. The design detail and read/write operations are described next.

| Address |  |  |
| ---: | ---: | ---: |
| Decimal | a3a2a1a0 | 1-bit |
| 0 | 0000 |  |
| 1 | 0001 |  |
| 2 | 0010 |  |
| 3 | 0011 |  |
|  |  |  |
|  | $\ldots$ |  |
| 15 | 1111 |  |

(a) Logical View

(b) Block diagram

FIgURe 7.9 Logical view and block diagrams of a $16 \times 1$ SRAM.
Figure 7.10 illustrates the internal organization of the SRAM using a $4 \times 4$ $\times 1$ cell array and two 2-to- 4 decoders. The row decoder translates the upper two address signals $a_{3}$ and $a_{2}$ into four row-selection signals. The column decoder translates the lower two address signals $a_{1}$ and $a_{0}$ to four column-selection signals. The row decoder may always be enabled to allow early row activation, but the column decoder must be enabled when _ce $=0$, as shown in the figure. All the input signals are buffered to avoid possible fan-out violations at the source of the signals.


Figure 7.10 The internal organization of a $16 \times 1$ SRAM using a $4 \times 4 \times 1$ cell array.

During a memory operation when _ce = 0, an active row-selection signal will enable all the four cells in the row associated with a given memory address. This will enable all the output tri-state buffers in each cell on that row, and will cause their 1-bit contents to appear on the four data lines $d_{0}$ to $d_{3}$ within the cell array. An active column-selection signal enables one of the column tri-state buffers to pass $d_{0}, d_{1}, d_{2}$, or $d_{3}$ as $d \_o u t$. During a read operation when _we $=1$, the $d_{1}$ out is placed on the data bus if _oe is asserted. The single output tri-state buffer is used to design a 1-bit bidirectional data bus labeled $d$.

A memory write operation works similar to the read operation, but this time, the single input tri-state buffer is enabled to route an incoming data $d$ into the cell array. The tri-state buffer reduces the SRAM's power consumption during a read operation. The _we, $d$, and asserted columnselection signal are used to generate $s i=d$ and $r i=\bar{d}$ for a target cell in the activated row. The si and ri inputs for the remaining cells on that row will be zero, causing these cells to retain their 1-bit contents.

Example 7.2. The design of an $8 \times 2$ SRAM is presented. It requires a 3-bit address bus, a 2-bit bidirectional data bus, and a 3-bit control bus.
Solution: Figure 7.11 shows the logical view and the block diagram of an $8 \times 2$ SRAM that consists of eight locations, each one capable of storing a 2-bit value. Figure 7.12 illustrates the internal organization of the SRAM that contains two $4 \times 2 \times 1$ cell arrays, a 2 -to- 4 row decoder, and a 1-to-2 column decoder.

The $8 \times 2$ SRAM still uses a $4 \times 4$ array of cells, as in Fig. 7.10, except that in this case, a 1-to-2 column decoder is used to select one cell from each of the $4 \times 2 \times 1$ cell arrays. Also, the memory has two input and two output tri-state buffers. The 2 -bit bidirectional data bus signals are labeled $d_{1}$ and $d_{0}$.

| Address |  |  |
| ---: | ---: | ---: |
| Decimal | a2a1a0 | 2 bits |
| 0 | 000 |  |
| 1 | 001 |  |
| 2 | 010 |  |
| 3 | 011 |  |
|  | $\ldots$ |  |
|  | 111 |  |
| 7 |  |  |

(a) Logical view

(b) Block diagram

FIgURe 7.11 Logical view and block diagram of an $8 \times 2$ SRAM.


FIgure 7.12 The internal organization of an $8 \times 2$ SRAM using two $4 \times 2 \times 1$ cell arrays.

### 7.4.4 Memory Unit Design

A single memory chip typically does not have sufficient storage space to support a complex digital system such as a computer. Processors operate on multiple data bits (e.g., 16-, 32-, or 64-bits) at the same time, and several GB of storage space may be necessary to store program instructions and data, each as a memory data item, during execution. A memory unit refers to the physical organization of the storage space, known as the main memory that may be accessed by one or more processors. When there is more than one processor, each processor must take turns accessing the memory unit, which typically is designed using one or more memory modules (e.g., memory cards). Each module stores multiple bytes, generally 4B or 8B, per memory address.

The internal organization of a memory unit depends on how data is distributed among the many individually referenced storage spaces (i.e., cells). In one organization, data from several consecutive addresses may be stored in one memory module, and in another organization, they may be stored in different modules and/or in different banks if multibank cell organizations are used. In Sec. 7.6, we will present several organizations of data storage in memory. In the remaining sections and chapters, the terms memory and main memory may be used to mean one or more memory units.

## Memory Module

A memory module organized as a memory card is either a single inline memory module (SIMM), which is not very common today, or dual inline memory module (DIMM). While a SIMM card has pins on one side, a DIMM is smaller and has half the pins on one side and half on the other side of the card. Figure 7.13 illustrates an example $16 \times 8$ SIMM using eight $16 \times 1$ memory chips. Address, data, and control bus signals connect to all the memory chips for simultaneous read/write access. Buffer gates prevent fanout violation at the source of the bus signals.


Figure 7.13 A $16 \times 8$ SIMM.
A small outline DIMM (SODIMM) is about half the size of regular SDRAM DIMMs. For examples of memory modules, refer to [5]. Error correction code (ECC) SDRAMs implement a Hamming coding scheme to detect and correct a single-bit memory error. For example, a 64-bit ECC SDRAM module uses eight parity bits to store a 64-bit data as a 72-bit Hamming code.

## Memory Unit

Computers are typically built with several memory expansion slots to install one or more memory cards, one per slot. Assuming that only 2-GB and 4-GB DIMMs are available, a $1 \mathrm{G} \times 64$ memory unit is designed using either four 2GB DIMMs or two 4-GB DIMMs, depending on how many memory expansion slots are available.

Example 7.3. The design of a $64 \times 4(32 \mathrm{~B})$ memory unit using $16 \times 4$ memory modules is presented, where a module uses $16 \times 1$ memory chips.
Solution: Figure 7.14 shows the logical view and block diagram of a $64 \times 4$ memory unit with six address lines labeled $a_{5}$ to $a_{0}$ and four data bus lines labeled $d_{3}$ to $d_{0}$. The memory unit requires four (64/16) modules each to store data from one-fourth of the address space. Two of the six address signals are used to identify a target memory module that will perform a read or write operation. The remaining four address signals are used to identify a 4-bit
target memory content from the selected memory module. For example, the address bits $a_{5}$ and $a_{4}$ can be used to divide the memory address space into four data regions of size 16 each, as shown in Fig. 7.14(a). The data from each region is stored in one memory module.

| Decimal | a5..a0 | 4 bits |
| ---: | ---: | :---: |
| 0 | 000000 | Data |
| $\ldots$ | $\ldots$ |  |
| 15 | 001111 |  |
| 16 | 010000 | Data |
| $\ldots$ | $\ldots$ |  |
| 31 | 011111 |  |
| 32 | 100000 | Data |
| $\ldots$ | $\ldots$ | Region 2 |
| 47 | 101111 |  |
| 48 | 110000 | Data |
| $\ldots$ | $\ldots$ | Region 3 |
| 63 | 111111 |  |

(a) Logical View

(b) Block diagram

Figure 7.14 A $64 \times 4$ memory unit: (a) logical view divided into four data regions; (b) block diagram.

The memory unit requires a 2-to-4 decoder to translate the address bits $a_{5}$ and $a_{4}$ to four chip enable signals $c e_{0}$ to ${ }_{2} c e_{3}$, one for each of the memory modules, as illustrated in Fig. 7.15. The decoder itself is enabled when a master chip enable (i.e., $\quad c e$ ) is asserted. The address lines $a_{3}$ to $a_{0}$ and the remaining control signals, _we and _oe if SRAM or _ras, _cas, _we, and _oe if DRAM or SDRAM, are used to perform a read or write operation. Only the enabled memory module can transfer data using the 4-bit data bus.

(e.g.,_ce, _we, and _oe if SRAM)

Figure 7.15 A 32-B memory organized as a $64 \times 4$ memory unit.
The internal organization of the $64 \times 4$ memory unit in Fig. 7.15 stores each region's data, shown in Fig. 7.14(a), in one memory module. Other data storage organizations are presented in Sec. 7.6.

### 7.5 Memory Timing

A memory-timing diagram precisely illustrates memory communication protocol. It specifies the timing of SRAM or DRAM control signals or the timing of SDRAM commands. The total time required to select target cells and perform a read or write operation is called a memory access time. A memory cycle includes both an access time and a data transfer time.

The access time is directly proportional to the size of the memory cell array, which determines the size of the row and column decoders inside the memory chip. The decoders in turn determine the time required to activate a target row and access target cells. Moreover, the decoders are multilevel and thus have long propagation delays. In addition, while the communication protocols of a memory unit, module, or chip are the same, the protocols differ with each memory technology.

### 7.5.1 SRAM

Figure 7.16 illustrates an SRAM read cycle from the memory point of view. A memory-timing diagram can also be drawn from the CPU point of view that will be discussed in Chap. 9.


Figure 7.16 An SRAM read cycle from the memory point of view.
At the start of a memory read cycle, a memory address is placed on the address bus prior to or at the same time that the _ce signal is asserted.

The _oe signal is used with the _ce to control one or more output tri-state buffers (e.g., Fig. 7.12). In order to minimize the duration of a read cycle, the _oe can be asserted at any time within a maximum time after the _ce is asserted, as illustrated in the timing diagram. The _oe allows the data $\bar{b} u s$ to be used only when data from the cell array is available and not before. The _ce is deasserted last because it would disable the output tri-state buffer(s) as well as the column decoder.

A memory write cycle is similar to a read cycle, except that data must be placed on the data bus at the same time that _ce is asserted or within a maximum delay after _we is asserted to minimize the time the data bus is used. Figure 7.17 illustrates an SRAM memory write cycle.


Figure 7.17 An SRAM write cycle from a memory point of view.

A memory cycle is initiated by CPU and typically takes multiple CPU clock cycles to complete.

### 7.5.2 DRAM

The read and write cycles of a DRAM require that the target memory address be issued in two parts as row and column addresses using the address bus. This reduces the size of the address bus, and can reduce the total time required to complete a burst access. That is, while a row is still activated, multiple column addresses can be applied in sequence to either read or write multiple data values quickly. Figure 7.18 illustrates DRAM read and write cycles from the memory point of view.

(a) Read Cycle

(b) Write Cycle

Figure 7.18 DRAM read and write cycles from the memory point of view: (a) read cycle; (b) write cycle.

A DRAM read or write cycle starts by issuing a row address and asserting the ce signal. Next, the _ _ras signal is asserted so the DRAM can load the row address into an internal register and activate a target row. Next, a column address is issued and the _cas is asserted. This selects one or more target cells on the activated row. The _oe and _we signals function as described earlier for SRAMs.

In addition to the read and write cycles, DRAMs require refresh cycles to restore the content of each cell. A cas-before-ras refresh cycle, for example, requires the assertion of the _cas signal before _ras to switch the DRAM into a refresh mode. DRAMs are used to build SDRAMs with standard communication protocols that have simplified the way computers are designed. This, therefore, has helped reduce the cost of computers.

### 7.5.3 SDRAM

In addition to standardized communication protocols, SDRAMs implement different refresh cycles, including the normal and partially powered-down modes [3]. A memory cycle starts with a row-activation command followed by one or more read/write commands for the same row.

Figure 7.19 illustrates a hypothetical SDRAM timing diagram for two consecutive read cycles from the same row with burst size $=4$. It is assumed that one SDRAM bus clock cycle is required to enter a burst size, three clock cycles to activate a row, and two clock cycles to complete a read or write access. Each data value takes one clock cycle to be transmitted out of SDRAM. Furthermore, because an SDRAM's data path is pipelined, another read cycle for the same row may start while the data for the previous cycle is being transferred.


FIgure 7.19 A hypothetical SDRAM access illustrating two consecutive read cycles with burst size $=4$. Assume 1 clock cycle to enter a burst size, 3 clock cycles to activate a row, and 2 clock cycles to complete a read or write access.

Specifically, in Fig. 7.19, a burst size of four is issued on the first clock cycle (burst type is not shown), followed by a row activation command on the second clock cycle, which also requires a row address. The target row will be activated by the end of the fourth clock cycle. On the fifth clock cycle, a read command is issued for column address $x$, and thus the four data values associated with column addresses $x$ to $x+3$ appear on the data bus starting at the seventh clock cycle for three more clock cycles. The column addresses $x+1$ to $x+3$ are generated internally. The second read command (from the same row) is issued at the ninth clock cycle. Its four data values appear on the data bus starting at the eleventh clock cycle as $y$ to $y+$ 3 ; however, only the data for address $y$ is shown in the figure.

Figure 7.20 illustrates a hypothetical SDRAM timing diagram with two consecutive read cycles with burst size $=1$ followed by two consecutive write cycles also with burst size $=1$ for the same row. Note that because the SDRAM data path is pipelined, consecutive read or consecutive write commands with burst size = 1 can be issued every clock cycle.


FIgURe 7.20 A hypothetical SDRAM access illustrating two consecutive read and then two consecutive write cycles, each with burst size $=1$. Assume one clock cycle to enter a burst size, three clock cycles to activate a row, and two clock cycles to complete a read or write access.

### 7.5.4 DDR SDRAM

DDR SDRAMs are designed to double the effective bandwidth of SDRAMs. In this case, data is transmitted on every positive edge and every negative edge of the clock. Figure 7.21 illustrates a hypothetical DDR SDRAM timing diagram with three read cycles for the same row with burst size $=4$. As illustrated in the figure, the four data values of each read cycle are transferred in two clock cycles for a total of 6 clock cycles versus 12 in a SDRAM. Therefore, DDR effectively doubles peak memory bandwidth, which is defined as the maximum memory bandwidth when data bus is utilized $100 \%$ of the time (i.e., zero idle time).


Figure 7.21 A hypothetical DDR SDRAM timing diagram illustrating three burst read cycles with burst size $=4$. Assume one clock cycle to enter a burst size, three clock cycles to activate a row, and two clock cycles to complete a read or write access.

### 7.6 Memory Architecture

Memory architecture refers to various ways that data can be stored in (i.e., distributed to) two or more memory units, two or more memory modules, or two or more memory banks (cell arrays) in order to increase efficiency and thus achieve higher bandwidth. For example, in a two-processor system where each processor communicates with its own dedicated memory unit, it is more efficient if the data accessed by each processor is stored in a
memory unit assigned to the processor. Moreover, the data in each of the memory units can be organized in ways to optimize and increase its bandwidth to satisfy the data rate required by the processing cores in each of the processors.

### 7.6.1 High-Order Interleaving

A high-order interleaving technique divides the total logical memory space into two or more continuous data regions. The data of each region is stored in separate memory modules, or even separate memory units. For example, consider the two-way high-order interleaving of 1 GB data to two memory units, as illustrated in Fig. 7.22. In this case, the two data regions are identified by byte addresses 0 to $512 \mathrm{M}-1$ (the top half, starting from address 0 ) and 512 M to $1 \mathrm{G}-1$ (the bottom half).


Figure 7.22 A two-way high-order memory interleaving of 1 GB data.
In a $k$-way high-order interleaving, the $k$ most significant address bits are used to partition the logical memory space into $2^{k}$ regions. For instance, the memory organization in Fig. 7.15 is an example of a four-way high-order interleaving of 32B memory space, organized as a $64 \times 4$ memory unit, into four regions, referenced by byte addresses 0 to 15 (region 0), 16 to 31 (region 1), 32 to 47 (region 2), and 48 to 63 (region 3). Data of each region, as shown, is stored in a separate memory module.

### 7.6.2 Low-Order Interleaving

Consider a multibank memory organization. A low-order (or fine) interleaving, also commonly known as simply interleaving, stores the first data item in one memory bank, the next sequentially accessed data item in another memory bank, and so on, and then it repeats. For example, assuming that each data item is stored as a 4B word, a four-way (low-order) interleaving stores word 0 in bank 0, word 1 in bank 1, word 2 in bank 2, word 3 in bank 3 , and then starts over and stores word 4 in bank 0 , word 5 in bank 1, etc. This is illustrated in Fig. 7.23 for a $512-\mathrm{MB}$ memory space, organized as a $128 \mathrm{M} \times 4 \mathrm{~B}$ memory module, using four-bank memory chips. In this case, each four consecutively accessed 4B words are stored in four different banks.


Figure 7.23 A four-way low-order interleaving of 512 MB data in a four-bank memory chips.

Figure 7.24 illustrates the timing diagram of a hypothetical two-bank DDR SDRAM with interleaved data storage. In this case, the amount of data accessed is doubled from four in Fig. 7.21 to eight in Fig. 7.24, effectively doubling the peak bandwidth of the memory without changing the internal clock frequency of the SDRAM. Twice as many data items must now be transmitted to a destination module using either a twice-as-wide data bus or a twice-as-fast bus clock. This is how DDR2, DDR3, etc., SDRAMs are designed, each doubling the size of data accessed.


More data is transmitted using either a wider bus or a higher transmission clock frequency

FIGURE 7.24 Illustrating a hypothetical two-bank interleaved (DDR2) SDRAM timing diagram. Assume one clock cycle to enter a burst size, three clock cycles to activate a row, and two clock cycles to complete a read or write access.

Fine interleaving may also be used with memory modules to further increase bandwidth. For example, consider a memory unit with two fine interleaved memory modules. In addition, suppose the memory modules are made of two-bank DDR SDRAM (i.e., DDR2) chips. In this case, the memory unit would be capable of delivering twice as much data as compared to that shown in Fig. 7.24. That is, with each memory module capable of delivering four data items per SDRAM clock cycle-two on the rising edge (e.g., $x$ and $x+1$ ) and two on the falling edge (e.g., $x+2$ and $x+3$ )-the memory unit would deliver eight data items (four from each module) per clock cycle, therefore doubling the bandwidth of one module.

### 7.6.3 Multichannel

A multichannel memory refers to memory architecture with two or more communication channels with the rest of the system [6, 7]. For example, Fig. 7.25 illustrates the architecture of two systems with a CPU and a digital signal processor (DSP) communicating with a single- or dual-channel memory. An interconnection network, as a set of buses or point-to-point connections (discussed in Chap. 9), is used to interconnect the CPU and the DSP with the memory. In this case, each channel potentially can serve a different processing unit.


Figure 7.25 Illustrating single- and dual-channel memory architecture.
In the single-channel architecture, the CPU and the DSP must take turns accessing the memory. In the dual-channel architecture, however, the two processors can simultaneously access the memory, each from a different channel, provided that their respective data is not stored in the same memory unit.

A multichannel memory unit becomes more efficient (i.e., less idle time) when larger burst sizes are used to deliver the same amount of data. In another words, each channel may continuously deliver data using larger and more efficient burst sizes without actually delivering too much data for a destination module to handle. This makes multichannel memory architecture more suitable for real-time systems where continuous delivery of data is important.

Example 7.4. Consider a 64-bit single-channel and 32-bit dual-channel memory organization as illustrated in Fig. 7.25. Assume the memory units are designed using DDR SDRAM modules. We would like to determine the efficiency of a channel when the CPU accesses 128 B data using four separate burst read cycles from the same row as illustrated in Fig. 7.21. Assume each read delivers 32 B data.
Solution: Equation (7.1) defines memory efficiency.

$$
\begin{equation*}
\text { Memory Efficiency }(\mathrm{ME})=\frac{\text { Data bus cycles with data }}{\text { Total number of data bus cycles }} \tag{7.1}
\end{equation*}
$$

In order to access 32 B from the single-channel memory, the burst size must be 4 ( $32 \mathrm{~B} / 64 \mathrm{~b}$ ). As illustrated in Fig. 7.21, it takes six clock cycles before the first data item appears on the bus and two cycles per 32 B for a total of eight $(2 * 4)$ cycles to access $128 \mathrm{~B}(4 * 32 \mathrm{~B})$. Therefore, the memory efficiency is $57 \%$, as calculated next:

$$
M E_{\text {single-channel }}=\frac{8 \text { cycles }}{(6+8) \text { cycles }}=0.57 \text { or } 57 \%
$$

On the other hand, in order to access 32 B from one of the channels in the dual-channel memory, the burst size must be 8 ( $32 \mathrm{~B} / 32 \mathrm{~b}$ ). Again, it takes 6 clock cycles before the first data item appears on the bus, as in the single-channel memory, and 4 cycles per 32 B for a total of $16(4 * 4)$ cycles to access 128 B. In this case, the channel efficiency increases to $73 \%$, as calculated next:

$$
M E_{\text {each-channel }}=\frac{16 \text { data cycles }}{(6+16) \text { total cycles }}=0.727 \text { or } 73 \%
$$

### 7.7 Design Example: Multiprocessor Memory Architecture

As discussed earlier a low-order memory interleaving is used to increase memory bandwidth by accessing multiple banks or multiple modules in parallel. On the other hand, a high-order memory interleaving is used to partition a memory space into multiple regions and store the data of each region in a separate memory module or memory unit.

### 7.7.1 UMA versus NUMA

A multiprocessor system with nonuniform memory access (NUMA) architecture is shown in Fig. 7.26(a). In this case, a memory unit is assigned to each processor, creating a processing node. An interconnection network interconnects the processing nodes, creating a shared memory system.


Figure 7.26 NUMA and UMA system architectures: (a) a NUMA system architecture with shared but locally distributed memory units; (b) an UMA system architecture with a shared global memory unit.

Each processor has a shorter connection to its local memory unit (or simply local memory) and longer connection to a remote memory, another processor's local memory. Therefore, the duration of a memory read/write cycle, called memory latency, is shorter when memory accesses are from local memory and longer when they are from remote memory. Therefore, read/write memory cycles in a NUMA system are nonuniform; some are short, requiring fewer clock cycles, and some are long, requiring many clock cycles.

On the other hand, in a uniform memory access (UMA) architecture multiprocessor system (Fig. 7.26(b)), all the processors communicate with a single memory unit that may, in addition, be organized as multi-channel. However, among memory accesses, there is less variation in memory latencies; they are all about the same (uniform). Moreover, in both the NUMA and UMA systems, memory units may be low-order interleaved to better serve the processing cores in each of the processors.

The Silicon Graphics' SGI Altix 4700 system, for example, is a NUMA system that can support 512 to 1024 processors and up to 128 TB shared memory [8]. However, the architecture in many smaller systems today is also NUMA, such as the AMD Quad FX platform with two dual-core processors [9].

### 7.7.2 A NUMA Application

A low-order interleaving would also work with two or more memory units, called node interleaving, if two or more processors in a NUMA system cooperate to complete a task. For example, if two processors are performing an image-processing task, where one processor produces intermediate results to be processed by the second processor, it would be advantageous for the first processor (P0) to read the image data elements from its local memory unit (M0) but write the results to the second processor's (P1's) memory unit (M1). This can be done by creating, for example, an array of structures, each with two data items. For example, consider the following program code that defines an example data structure named "foo_t" with two elements $a$ and $b$. Suppose P0 operates on the a elements and generates the $b$ elements and P1 modifies the $b$ elements. With node interleaving, all the a elements of the array would be stored in MO, and all the $b$ elements would be stored in M1.

```
typedef struct{
    int a;
    int b;
}foo_t;
Main()
{
    foo_t array[100] [100];
}
```

In this case, P0 would read the a image elements from its local memory (M0) with shorter latency and write the computed $b$ image elements to M1, P1's local memory, with longer latency. P1 would then read the $b$ image elements from its local memory (M1) with shorter latency. [As we will see in Chap. 10, P1 may access some recently computed b elements from P0's cache memories with longer latency. However, in order to simplify, P0 is assumed to write all the $b$ elements to M1 with longer latency and P1 to read all the computed $b$ elements from M1 with shorter latency. A more accurate analysis of the latencies would require a program execution simulation environment. In addition, with cache memories, it is very likely that the longer memory latency required to write the computed $b$ elements in M1, for the most part, would be done in the background and the delay would not increase the average memory latency for the program.] Once, P0 computes one or more of the $b$ image elements, both P0 and P1 would operate in parallel (at the same time) and access the image elements from their
respective local memories with shorter latency. This, therefore, results in a reduced execution time for the program in a NUMA system. On the other hand, because in an equivalent UMA system, both P0 and P1 would access the same memory unit, the average memory latency for the program would be relatively longer. This in turn would increase the program's total execution time in a UMA system.

### 7.8 HDL Models

Example 7.5 describes a combined behavioral and structural model of a memory unit. Memory modules are modeled using SRAM chips. The memory unit implements high-order interleaving, similar to the one shown in Fig. 7.15. The SRAM chip HDL model implements bidirectional data lines. It also implements a simplified memory communication protocol; that is, the memory read/write control signals, when asserted or deasserted, are done at the same time. A more accurate model of the protocol would require generating memory control signals with precise timings, such as those shown in Figs. 7.16 and 7.17. This would require the memory chip (e.g., Fig. 7.10) either to be modeled using a schematic design tool or the HDL model (structural or behavioral) that includes signal timing delays.

Example 7.5. The design and simulation of a $64 \times 8$ memory unit using four $16 \times 8$ memory modules is illustrated. A memory module is structurally modeled using two $16 \times 4$ SRAM chips with bidirectional data lines. Note the use of the keyword "inout" to declare the variable data as bidirectional data lines. Also, note that in the SRAM chip model, the assign statement makes data high impedance $(Z)$ when memory is not in the read mode. When writing to the memory unit (i.e., $c e=0, \_w e=0$, and _oe $=1$ ), data will be an input. When reading from the memory unit (i.e., _ce = 0 , _we $=1$, and _oe $=0$ ), data will be set to the memory content identified by the 4-bit adrs.

## HDL Model:

```
'include "ram16x8.v"
module ram64x8(
input [5:0] adrs,
inout [7:0] data,
input _ce, _we, _oe
) ;
reg [3:0] _cee;
ram16x8 ul(adrs[3:0], data, _cee[0], _we, _oe);
ram16x8 u2(adrs[3:0], data, _cee[1], _we, _oe);
ram16x8 u3(adrs[3:0], data, _cee[2], _we, _oe);
ram16x8 u4(adrs[3:0], data, _cee[3], _we, _oe);
//2-to-4 decode
always@(*)
begin
```

```
    if(_ce == 0)
case (adrs [5:4])
0: _cee = 4'b1110;
1: _cee = 4'b1101;
2: _cee = 4'b1011;
```

```
        3: _cee = 4'b0111;
    default: _cee = 4'hf;
    endcase
        else
            _cee = 4'hf;
end
endmodule
`include "ram16x4.v"
module ram16x8(
    input [3:0] adrs,
    inout [7:0] data,
    input _ce, _we, _oe
);
ram16x4 ul(adrs, data[7:4], _ce, _we, _oe);
ram16x4 u2(adrs, data[3:0], _ce, _we, _oe);
endmodule
module ram16x4(
    input [3:0] adrs,
    inout [3:0] data,
    input _ce, _we, _oe
) ;
reg [0:15] [3:0] mem; // 16 X 4 RAM
assign data = ~_ce & _we & ~_oe ? mem[adrs]: 4'hz;
always@(*)
begin
if(_ce = 0)
    if(_we == 0 &&& _oe == 1)
        mem[adrs] = data;
end
endmodule
```


## Simulation Test-Bench:

A simulation test model is shown here. In this case, an "assign" statement is used to place an 8-bit value as content on the bidirectional data lines when
the memory unit is writing (i.e., _ce $=0$, _we $=0$, and _oe $=1$ ). Four test cases are simulated: two memory write cycles followed by two memory read cycles. The test vectors simulate simplified memory read/write cycles. A write cycle begins with a target address adrs, a data value as content, and the activation of the control signals for a write. The control signals are deasserted at the end of the write cycle. A read cycle begins with an address adrs and the activation of the read control signals, which are then deasserted at the end of the read cycle.

This is similar to how a CPU accesses memory as it executes load and store instructions. A write cycle is initiated by a executing a store instruction, which provides a memory address and a value (i.e., a register content) to be stored in memory. A read cycle is initiated by a load instruction, which only provides a memory address and saves the retrieved memory content in a register. Because the CPU also executes arithmetic and other types of instructions and therefore does not access memory all the time, in the testbench, this is simulated with some random delays between each memory read/write cycle.
'include "ram64x8.v"
module ram64x8test();
reg [5:0] adrs;
reg [7:0] content;
reg _ce, _we, _oe;
wire [7:0] data;
assign data $=\sim$ ce \& ~_we \& _oe ? content : 8'hz;
ram64x8 ul(adrs, data, _ce, _we, _oe);
initial begin
\$monitor ("\%4d: adrs $=\% \mathrm{~h}$ _ce $=\% \mathrm{~b}$ _we $=\% \mathrm{~b}$ _oe $=\% \mathrm{~b}$ data $=$ \%h", \$time, adrs, _ce, _we, _oe, data);
//two memory writes
adrs $=6^{\prime} \mathrm{b} 001111 ; / /$ memory module 0
content $=8$ 'haa; //data as content
_ce $=0 ;$ _we $=0 ; ~ \_$oe $=1 ; / /$ begin a write cycle
\#10
_ce = 1; _we = 1; _oe = 1; //end a write cycle
\#50 //some delay
adrs $=6^{\prime}$ b011111; //memory module 1
content $=8 \mathrm{hbb}$;
_ce $=0$; _we $=0$; _oe $=1$;
\#10
_ce $=1$; _we $=1$; _oe $=1$;
\#40
//two memory reads
adrs $=6^{\prime}$ b001111;
_ce $=0 ;$ _we $=1$; _oe $=0 ; / /$ begin a read cycle
\#10
_ce $=1$; _we $=1$; _oe $=1$; //end a read cycle

```
#60
adrs = 6'b011111;
_ce = 0; _we = 1; _oe = 0;
#10
_ce = 1; _we = 1; _oe = 1;
#30
$finish;
end
endmodule
```


## Simulation Result:

As expected, the memory data lines indicated as data become high impedance $(Z)$ when memory is not accessed.

Chronologic VCS simulator copyright 1991-2009
Contains Synopsys proprietary information.
Compiler version D-2009.12; Runtime version D-2009.12; May
20 22:54 2014
0 : adrs $=0 \mathrm{f}$ _ce $=0$ _we $=0$ _oe $=1$ data $=$ aa
10: adrs $=0$ f _ce $=1$ _we $=1$ _oe $=1$ data $=\mathrm{zz}$
60: adrs = 1f _ce = 0 _we = 0 _oe = 1 data = bb
70: adrs $=1 \mathrm{f}$ _ce $=1$ _we $=1$ _oe $=1$ data $=\mathrm{zz}$
110: adrs $=0 \mathrm{f}$ _ce $=0$ _we $=1$ _oe $=0$ data $=$ aa
120: adrs = Of _ce = 1 _we $=1$ _oe = 1 data $=\mathrm{zz}$
180: adrs = 1f _ce = 0 _we = 1 _oe = 0 data $=$ bb
190: adrs $=1 \mathrm{f}$ _ce $=1$ _we $=1$ _oe $=1$ data $=$ zz
\$finish called from file "ram64x8test.v", line 41.
\$finish at simulation time 220
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## Exercises

7.1. Draw the logical view and the block diagram of a 128 KB memory. Also indicate the number of memory locations and number of address lines required for the following:
a. One byte wide
b. Two bytes wide
7.2. Show the cell array organizations for the following memory sizes:
a. $128 \times 1$
b. $64 \times 2$
c. $32 \times 4$
7.3. Using the SRAM cell model in Fig. 7.8 , design a $32 \times 2$ SRAM (no need to draw every cell).
7.4. Using the cell model in Fig. 7.8, design a $16 \times 4$ SRAM (no need to draw every cell).
7.5. Design a $256-\mathrm{B}$ memory organized as a $128 \times 16$ memory unit using memory modules with $32 \times 4$ SRAM chips.
7.6. Design a $256-\mathrm{B}$ memory organized as a $128 \times 16$ memory unit using memory modules with $16 \times 8$ SRAM chips.
7.7. Design a 256 -B memory organized as a $128 \times 16$ memory unit partitioned into 128-B ROM space for the lower addresses and 128-B RAM space for the upper addresses. Design the memory unit using 64 $\times 8$ ROM chips and memory modules with $32 \times 8$ SRAM chips.
7.8. Research and write a short paper on each of the following memory technologies:
a. Rambus RDRAM
b. Rambus XDR
c. Rambus XDR2
d. EDO DRAM
7.9. Draw an SDRAM timing diagram for a read cycle followed by a write cycle, both with burst size $=4$. Assume that it takes one clock cycle to enter a burst size, four clock cycles to activate a row, and three cycles to complete a read or write access.
7.10. Consider a 32-bit data bus SDRAM. Given that the clock frequency of the bus is 200 MHz , what is the peak memory bandwidth in megabytes per second (MBs)?
7.11. Consider a 64-bit data bus SDRAM. Given that the clock frequency of the bus is 200 MHz , what is the peak memory bandwidth in megabytes per second (MBs)?
7.12. Consider a 32-bit data bus DDR SDRAM. Given that the clock frequency of the bus is 200 MHz , what is the peak memory bandwidth in megabytes per second (MBs)?
7.13. Consider the SDRAM timing diagram in Fig. 7.19. Suppose there are four memory read cycles, as follows, where the data bus is 32 bits:

Row address $x$, burst size $=4$, and column addresses $x 1$ and $x 2$ ( 32 B total)
Row address $y$, burst size $=4$, and column addresses $y 1$ and $y 2$ ( 32 B total)
a. Draw the timing diagram.
b. Determine memory efficiency. Ignore row deactivation time.
7.14. Consider the DDR SDRAM timing diagram in Fig. 7.21. Suppose there are four memory read cycles, as follows, where data bus is 32 bits:

Row address $x$, burst size $=4$, and column addresses $x 1$ and $x 2$ (32 B total)
Row address $y$, burst size $=4$, and column addresses $y 1$ and $y 2$ (32 B total)
a. Draw the timing diagram.
b. Determine memory efficiency. Ignore row deactivation time.
7.15. Consider a 64-B memory unit high-order interleaved into four $16 \times 8$ memory modules, but data is low-order interleaved within each module. Suppose each module is made of eight SDRAM chips, each with four banks and organized as a $2 \times 2 \times 1$ cell array. Show/describe how a 2 bit burst data would be stored in the memory unit.
7.16. Consider a four-channel memory designed using 400 MHz DDR SDRAM modules. What is the peak bandwidth of the memory if each channel is 64 bits ( 8 B ) wide?
7.17. Consider a NUMA system with local memory latency $=1 \tau$ and remote memory latency $=4 \tau$. If a program execution results in $80 \%$ local accesses and $20 \%$ remote accesses, what is the average memory latency? Compare your result with an equivalent UMA system with $4 \tau$ average memory latency.
7.18. Show/describe how physically the elements of an array[8][8] of type "foo_t" would be stored in a two-node interleaved $128 \times 32$ memory units M0 and M1.
7.19. Computer security (memory authentication): Select Exercise 11.24 and/or 11.25 (also see Sec. 11.9). Note, the details of cache memory are covered in Chap. 10. However, here, first determine the number of blocks in memory, and then assign each block a block address starting with 0 .

## CHAPTER 8

## Instruction Set Architecture

### 8.1 Introduction

The preceding chapters covered digital design concepts and techniques as well as memory organization and architecture. In this chapter, we discuss data paths for CPU. Unless explicitly stated, the terms CPU and processor are both used to refer to a processing core. Multicore processors will be discussed in Chap. 10.

An instruction set architecture (ISA) refers to a single-cycle, multicycle, or pipelined data path that executes a program. In this case, a data path is capable of executing many different instructions, each requiring a set of data path operations. The data path fetches an instruction from memory; decodes the instruction by generating the necessary data path control signals; executes the instruction by performing data path operations, which additionally may require retrieving data from memory, according to those control signals; and stores (writes back) the computed result (if any) or data read from memory in a register. Register content may be stored in memory.

In general, each different CPU has its own set of unique instructions. However, some Intel and AMD processors execute the same set of instructions. For example, X86 refers to a 32-bit instruction set in both Intel and AMD processors. Other commonly known instruction set examples are Intel's IA-64 (Itanium Architecture), AMD's X64 (64-bit instruction set), MIPS, Sparc, and ARM. While each instruction set is different, the instructions in
each set are complete for developing any type of software, including systems software, stand-alone, and online application software.

With the increases in transistor count, modern CPUs implement pipelining and instruction-level parallelism (ILP) to increase performance as was briefly discussed in Chap.1. A pipelined data path in this case is also called an instruction pipeline. The efficiency of the data path increases as the stages of the pipeline are kept busy operating on multiple instructions concurrently. This increases instruction throughput, the number of instructions executed per second, and reduces a program's total execution time.

However, as data-dependent instructions go through the pipeline stages, additional hardware is needed to stall the pipeline, if necessary, and make sure data-dependency relationships are not violated. This, in turn, can reduce pipeline efficiency unless certain hardware is used and compiler optimizations are performed to eliminate or reduce such data dependencies.

In addition, branch instructions change execution flow, introducing bubbles that also decrease pipeline efficiency. However, modern CPUs implement branch prediction mechanisms to minimize this.

With ILP, an instruction pipeline is made of multiple parallel pipelines that execute several instructions at the same time. Which set of instructions can execute at the same time is program dependent and is determined either statically by compiler (i.e., in software) or dynamically in hardware. ILP also reduces a program's total execution time. However, as was discussed in Chap. 1, only a limited number of independent instructions in each program can be executed during each pipeline cycle. In addition, because instructions and data must come from memory, many modern CPUs (e.g., Intel Core i7) implement multithreading so they can switch to executing another program (thread) if the CPU must wait to receive instructions or data. While this does not reduce a program's total execution time, it helps to increase the overall efficiency of the processor, which would perform more tasks and idle less.

In this chapter, we start by providing some background information and examine different instruction set architectures, and then, in order to provide a better understanding of instruction set and data path design, we begin the discussion with a simple high-level language code example. Using this example, an instruction set and a single-cycle data path are presented. A hardware description language (HDL) description for the single-cycle data path is presented. Execution simulation results for both a single-cycle and pipelined data path for the example program are presented, and performance parameters are discussed.

The chapter then presents reduced instruction set computer (RISC) architecture and its advantages. It provides an introduction to RISC compiler optimization, as well as techniques used to improve instruction throughput.

Specifically, we use examples to illustrate ways to increase pipeline clock frequency, branch prediction techniques, ILP, and multithreading. An introduction to multithreaded programs using an example is also provided.

### 8.1.1 Type of Instructions

A processor is typically designed for general-purpose programming. However, for better performance and some real-time applications, it is often necessary for computer systems to use special-purpose processors, such as a graphic processing unit (GPU) and digital signal processor (DSP). Each special-purpose processor has a set of instructions designed to efficiently perform computer graphics (e.g., object rotation), signal processing (e.g., audio compression), etc. DSPs are typically used in embedded systems, like cell phones and digital cameras, for signal and image processing tasks. Modern processors may also include certain special-purpose instructions, such as the single instruction multiple data (SIMD) (Chap. 1) instruction sets and computer security related instructions of the Intel and AMD processors.

Instructions that perform arithmetic and logic computations are generally referred to as data-manipulation instructions for performing calculations on data. Others are referred to as program-flow control instructions, such as conditional and unconditional branch (or jump) instructions, and datamovement instructions, such as those used for reading and writing memory. The program-flow control instructions alter a program's execution path, and are necessary in the execution of high-level language statements, such as "ifelse," "for-loop," "while-loop," and subroutine procedure calls. The latter requires saving a return address and state (i.e., register contents) of the processor, either in a special set of registers inside the processor (e.g., Sparc's register windows) or in memory (e.g., memory stack). (For more information on register windows, refer to Exercise 9.14 in Chap. 9.)

### 8.1.2 Program Translation

As shown in Fig. 8.1, a software program is typically written in a high-level language, such as C/C++ or Java, and is translated by a compiler into assembly instructions (C/C++) or bytecode (Java). A bytecode is converted to instructions at run time. An assembly instruction is defined by its mnemonic, an easy-to-remember operation-code (op-code) name, such as ADD for addition and SUB for subtraction. For more information on mnemonics and assembly language conventions, refer to IEEE Standard for Microprocessor Assembly Language [1].


## Figure 8.1 Basic program translation and execution process.

Unique binary numbers are assigned to each mnemonic op-code by assembler, and are used to translate instructions to binary, creating an ob ject code that would be saved as a file on disk. Two or more object files (if any) are linked to create an executable program file (e.g., an.exe file in a

Windows environment). The linker program links object codes of static (e.g., math) library functions if such functions are called in the program. In addition, not shown in Fig. 8.1, a program may include some dynamically linked codes (i.e., DLLs) that are linked during run time. The OS loader program loads an executable code (generally not in its entirety) into memory for execution.

### 8.1.3 Instruction Cycle

Figure 8.2 illustrates an instruction execution data path, also called an instruction cycle, with four circuit modules labeled fetch, decode, execute, and write back. The data path may be implemented as single-cycle, multicycle, or pipelined. Instructions are fetched from the instruction memory (IM) and data read from or written to the data memory (DM). Because the clock frequency used to operate a modern processor is higher than that used to operate synchronous dynamic random access memory (SDRAM), the IM and DM are organized to operate as fast cache memories built from static random access memory (SRAM) technology. Instructions and data are copied from SDRAMs to these cache memories during program execution. Therefore, the cache memories increase the overall performance of the system by keeping the frequently executed instructions (e.g., those forming a loop) or frequently accessed data inside the processor. Cache memory organization is discussed in Chap. 10.

An instruction data path


Figure 8.2 An instruction data path with instruction memory (IM) and data memory (DM).

### 8.2 Types of Instruction Set Architecture

Over the years, ISA developments are guided by advancements in integrated chip (IC) technologies and computer architecture concepts, such as pipelining. In addition to an op-code, an instruction includes a set of operands that are specified explicitly, implicitly, or both. The operands are grouped into input operands and, typically, one output operand. An input operand specifies either a constant value, also called an immediate data such as the number 9 , or a register or memory content. An output operand is either a register number or a memory address. Addressing modes define the many ways input operands are interpreted to identify a target data used in the execution of the instruction.

### 8.2.1 Addressing Modes

Table 8.1 lists examples of how various addressing modes are declared. In the table, parentheses are used to distinguish a memory address from an immediate value. These notations are used by the assembler to translate an instruction to its equivalent binary, typically called a machine instruction. An immediate (I) operand is a 2's complement number and is immediately available to be used in the execution of the instruction. A direct (D) operand is a memory address, and the data must come from memory. An indexed ( X ) operand defines the address of the next array element in memory. There are other addressing mode examples, and their coverage is referred to elsewhere.

| Operand Notation | Addressing Mode |
| :---: | :--- |
| V | I, immediate: V is an immediate input operand, a 2's complement number. |
| (V) | D, direct: $V$ i s a memory address and (V) indicates the content of memory <br> address $V$ (i.e., M[V]). |
| R | R, register: Indicates an input data register source or a destination register or both |
| R, (V) | X, indexed: $V$ is a memory address and $R+V$ is the address of the next <br> data item in memory (i.e., $M[R+V])$. |

[^3]Table 8.2 illustrates several instruction examples with explicit and/or implicit operands; however, the instructions do not all belong to a single
processor. Each instruction computes the sum of two data values and stores the sum in a register. The first instruction in the table has no explicitly listed operands. In this case, the source for the two data values and the destination to store the computed sum is a hardware stack within the data path. The second instruction includes only a single explicitly declared immediate data operand, 9 . In this case, a register that implicitly is known to the instruction is used both as a data source register and as the destination register to store the computed sum.

The third instruction example includes two explicitly declared operands: the register R1 and the immediate value -9. In this case, R1 is also used to store the computed sum. That is, the instruction performs $\mathrm{R} 1 \leftarrow \mathrm{R} 1+-9$. In the fourth example, the second operand is a memory address, and the instruction performs $\mathrm{R} 1 \leftarrow \mathrm{R} 1+\mathrm{M}[9]$ where M[9] indicates the content of memory address 9 . In the fifth example, the second and third operands specify the address of the next data item in memory as R2 +9 , and the instruction performs $\mathrm{R} 1 \leftarrow \mathrm{R} 1+\mathrm{M}[\mathrm{R} 2+9]$. In the sixth example, the two input operands are both register contents, and the first register is also used as the destination register number; the instruction performs $\mathrm{R} 1 \leftarrow \mathrm{R} 1+\mathrm{R} 2$. In the seventh example, a destination register is explicitly declared and may or may not be the same as one of the two input operand register numbers. The instruction performs $\mathrm{R} 3 \leftarrow \mathrm{R} 1+\mathrm{R} 2$.

### 8.2.2 Instruction Format

An instruction format is used to convert a mnemonic assembly instruction to a machine instruction. The format indicates the number of bits required to specify an op-code, an addressing mode, a source register (if any), a destination register (if any), a $n$-bit immediate data value (if any), and a memory address (if any). Figure 8.3 illustrates the format used for each of the instructions listed in Table 8.2.


Figure 8.3 Examples of instruction formats for the eight instruction examples listed in Table 8.2.

| Example | Instruction | Description |
| :---: | :--- | :--- |
| 1 | ADD | The source and destination operands are known to the <br> instruction (e.g., a hardware stack). |
| 2 | ADD 9 | Immediate: $R \leftarrow R+9 ; R$ is a known register to the instruction. |
| 3 | ADD R1,-9 | Register and immediate: $R 1 \leftarrow R 1+-9 ; R 1$ is used for both as <br> the source and also as the destination register number |
| 4 | ADD R1, (9) | Register and direct: $R 1 \leftarrow R 1+$ Memory $[9]$ |
| 5 | ADD R1, R2, (9) | Register and indexed: $R 1 \leftarrow R 1+$ Memory $[R 2+9]$ |
| 6 | ADD R1, R2 | Register and register (two operands): $R 1 \leftarrow R 1+R 2$ |
| 7 | ADD R3, R1, R2 | Register and register (three operands): $R 3 \leftarrow R 1+R 3$; the <br> destination register can be different from the source registers |

TABLE 8.2 A List of Instruction Examples with Implicit and/or Explicit Operands
For example, with 8 -bit op-codes, 16 registers, and a 16-bit immediate data, the instruction 3 (ADD, r1, -9) in Table 8.2 becomes a 4B instruction, determined as follows, assuming that the op-code for ADD is $(000000001)_{2}$ and the register-immediate $(\mathrm{RI})$ addressing mode is encoded as $(1000)_{2}$ :

```
0000 0001, 1000, 0001, 1111 1111 1111 0111 or
0181FFF7 in hex
```

The size and the number of different instruction formats depend on the type of ISA. In general, ISAs are classified as Stack-ISA, Accumulator-ISA (Acc-ISA), CISC-ISA, and RISC-ISA, discussed next.

### 8.2.3 Stack-ISA

A processor with a Stack-ISA uses a hardware stack that operates in a last-in and first-out (LIFO) order; the last value stored is also the first value retrieved. Data read from memory is pushed onto the stack. Data used in a computation or stored back into memory is popped from the stack. The result of a computation is always pushed on the stack.

A Stack-ISA has the advantage of using the shortest instructions for a majority of instructions. Therefore, a Stack-ISA is an ideal architecture to design a processor with limited I/O pins. The processor would operate like an Hewlett-Packard (HP) calculator, requiring a math statement to be first ordered into reverse polish notation. For example, to calculate $2(3+4)$ in an HP calculator, one must enter 3, then 4 , then + , then 2 , and then *. Consider the following high-level language program statement:

```
A = B * (C + D);
```

In order to execute the statement in a Stack-ISA processor, the compiler must first translate the statement to the reverse polish natation C D + B * $=A$. The compiler then converts the notation to the following Stack-ISA example assembly program. Note that the arithmetic instructions ADD and MULT require no operands, making each a very short instruction. The PUSH and POP, each a data movement instruction, require only one operand. In general, program control-flow instructions, such as branch and subroutine calls, also require a single operand.

```
Instruction
number
1: PUSH (C) //stack }\leftarrowM[C
2: PUSH (D) //stack }\leftarrowM[D
3: ADD //stack }\leftarrow(C) + (D), values popped, added
//result pushed
4: PUSH (B) //stack \leftarrowM[B]
5: MUL //stack }\leftarrow((C) + (D)) * (B), values popped, added
        //result pushed
6: POP (A) //M[A]\leftarrow(((C) + (D)) * (B)), value is popped
        //and stored in memory
```

Figure 8.4 illustrates the execution of the previous program by a Stack-ISA processor. In the illustration, it is assumed that $(B)=2,(C)=3$, and $(D)=4$. The figure shows the content of both a logical stack and a hardware stack as the instructions execute.


Figure 8.4 An illustration of stack content when computing the reverse polish notation $C D+B^{*}=A$; it is assumed that $(B)=2,(C)=3$, and $(D)=4$.

A Stack-ISA has the disadvantage of not being able to reuse memory content in a future computation. Once memory content is popped from the stack, it is no longer available inside the processor. For example, consider
the program statement " $A=(B+C)$ * $(B+D)$;" that requires the variable $B$ to be pushed twice on the stack, thus increasing memory traffic.

### 8.2.4 Accumulator-ISA

An Acc-ISA is the simplest architecture and requires less hardware. The data path contains a special source and destination register called accumulator (ACC). The register is used as both an implicit input operand and an implicit output register name. For example, again consider the high-level program statement "A = B * (C + D);" and its Acc-ISA example assembly program given next. As opposed to a Stack-ISA, arithmetic instructions in the Acc-ISA can directly operate on memory data; thus, when compared to a Stack-ISA, an Acc-ISA reduces the total number of instructions required to translate a high-level language program into an assembly program.

| $1:$ | LD | (C) | $/ / \mathrm{ACC} \leftarrow \mathrm{M}[\mathrm{C}]$ |
| :--- | :--- | :--- | :--- |
| $2:$ | ADD | (D) | $/ / \mathrm{ACC} \leftarrow \mathrm{ACC}+\mathrm{M}[\mathrm{D}]$ |
| $3:$ | MUL | (B) | $/ / \mathrm{ACC} \leftarrow \mathrm{ACC} * \mathrm{M}[\mathrm{B}]$ |
| $4:$ | ST | (A) | $/ / \mathrm{M}[\mathrm{A}] \leftarrow \mathrm{ACC}$ |

However, the disadvantage of an Acc-ISA is that the register ACC, like a hardware stack, may become a bottleneck. The content of ACC may need to be stored in memory so ACC becomes available to be used in the next computation. For example, consider the computation of $A=(C+D) *(E-F)$, where $C+D$ and $E-F$ must be computed first before their results can be multiplied. In this case, once C + D is computed, the sum in the ACC must be stored in a temporary memory location before E-F can be computed. An Acc-ISA may also include other registers, such as an index register to access an array element in memory and a link register to save a subroutine return address.

### 8.2.5 CISC-ISA

A complex instruction set computer (CISC) ISA is an improvement over the Acc-ISA by increasing the number of working registers in the data path. Each arithmetic instruction can now include one or two explicitly declared register operands. Like an Acc-ISA, arithmetic instructions of a CISC-ISA can reference data in memory directly. In addition, a CISC-ISA typically
implements many addressing modes, requiring many instruction formats of various sizes.

The input operands for arithmetic instructions could be an immediate data, register, or memory content. However, only one of the operands can be an immediate value or memory content. Typically, a CISC-ISA processor implements many simple and complex instructions. Therefore, a high-level language program translated into CISC instructions would require the least number of instructions. However, some complex instructions may require more time to execute. The following is a CISC-ISA example assembly program to compute the statement " $\mathrm{A}=\mathrm{B}$ * (C + D);":

| 1. | LD | $R 1$, | (C) | $/ / R 1 \leftarrow M[C]$ |
| :--- | :--- | :--- | :--- | :--- |
| 2. | ADD | $R 1$, | (D) | $/ / R 1 \leftarrow R 1+M[D]$ |
| 3. | MUL | $R 1$, | (B) | $/ / R 1 \leftarrow R 1 * M[B]$ |
| 4. | ST | (A), | $R 1$ | $/ / M[A] \leftarrow R 1$ |

Because there are more registers to choose from, the statement "A = ( $\mathrm{C}+$ D) * (E-F);" can easily be computed using a register (e.g., R1) to compute C +D and another register (e.g., R2) to compute E-F, and then the contents of the two registers would be multiplied to generate the final product. However, even with having more working registers in a CISC-ISA, the number of available registers is still very small when compared to the number of variables in a typical high-level language program. Also, depending on the size of each high-level program statement, there could be many intermediate results (e.g., C + D and E-F) that must be saved either in registers inside the processor or in memory. Therefore, similar to the Acc-ISA, an intermediate result in one of the registers may still need to be stored in memory to free up a register for the next computation.
[A CISC-ISA compiler, as opposed to the Stack-ISA or Acc-ISA compilers, needs to implement a register selection policy to minimize memory accesses when all the registers contain intermediate results. A register allocation policy, such as least recently used (LRU), is used to free up a register by storing its content, if intermediate, in memory. On the other hand, if the LRU register content is a memory data, it is discarded.]

### 8.2.6 RISC-ISA

As stated earlier, typically, the data path of a CSIC-ISA implements many different addressing modes. On the other hand, the designers of a RISC ISA
believed (correctly) in having simpler instructions to implement a simpler and more efficient data path. Alpha, MIPS, and Sparc are examples of processors that were designed from the beginning as a RISC-ISA processor.

A RISC-ISA, also known as load/store architecture, uses only two instructions (e.g., LD and ST) to access memory. No arithmetic instructions can operate directly on data in memory. A memory data must be loaded into a register before it can be used in a computation. The following is an example of a RISC-ISA assembly program to compute the statement "A = B * (C + D);":

| 1 | LD | R1, | (C) |  | $/ / \mathrm{R} 1 \leftarrow \mathrm{M}[\mathrm{C}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2. | LD | R2, | (D) |  | $/ / \mathrm{R} 2 \leftarrow \mathrm{M}$ [D] |
| 3 | ADD | R3, | R1 |  | $/ / \mathrm{R} 3 \leftarrow \mathrm{R} 1+$ |
| 4 | LD | R4, | (B) |  | $/ / \mathrm{R} 4 \leftarrow \mathrm{M}$ [B] |
| 5. | MUL | R5, | R3, |  | $/ / \mathrm{R} 5 \leftarrow \mathrm{R} 3$ * |
| 6. | ST | (A) | R5 |  | $/ / \mathrm{M}[\mathrm{A}] \leftarrow \mathrm{R} 5$ |

The assembly program uses five registers to keep three memory contents and two intermediate results (i.e., C * D and B * (C + D) ) inside the processor. Usually, there are more such registers in a RISC-ISA processor than there are in a typical CISC-ISA. The reason for this is to keep more data in registers and thus increase the processor throughput.

### 8.3 Design Example

The design of a simple Acc-ISA CPU is presented. However, the objective here is not to create a complete set of instructions, but rather, to provide a top-down design methodology that starts from a simple example high-level language code and includes the following:

- Instruction set design (the list of instructions necessary to translate an example high-level language program code to its equivalent assembly language program)
- Assembly language program code listing
- Binary executable code (machine instructions)
- Data path design
- HDL model
- Simulation


### 8.3.1 Acc-ISA Instruction Set Design

Example 8.1 presents a high-level program code that sums the elements of an array using a for-loop. We would like to create a set of Acc-ISA instructions to compile the code and generate an equivalent assembly program.

Example 8.1. A program code listing that sums the elements of an array with size 8:

```
int array[8];
int i, sum;
sum = 0;
for (i = 0; i < 8; i++)
    sum = sum + array[i];
```

A close examination of the example code reveals that we would need to create arithmetic instructions (e.g., add and compare); data movement instructions, including array indexing; and program control-flow instructions (e.g., jump and jump greater than). For array indexing, the data path must contain another register ( X ) that would hold the next index for the array. Table 8.3 lists the instruction set required to translate the example program code to an equivalent assembly language program. In the table, a program pointer (PP), also called a program counter (PC), holds the address of the next executing instruction. Here, integer numbers starting from 0 are arbitrarily assigned to the op-codes. The op-code 0 is named no-operation (NOP). A NOP instruction, while not used here, is necessary to design a highperformance RISC processor.

| Op-Code | Instruction | Addressing Mode | Example | Action |
| :---: | :---: | :---: | :---: | :---: |
| 0 | NOP |  | NOP | Donothing |
| 1 | ADD | Immediate | ADD data | ACC $\leftarrow$ ACC + data |
| 2 |  | Direct | ADD (address) | ACC $\leftarrow$ ACC + M[address] |
| 3 | CMP | Immediate | CMP data | $\begin{aligned} & \text { if } \mathrm{ACC}=\text { data then } \mathrm{GTF}=1 \text { else } \\ & G T F=0 \end{aligned}$ |
| 4 | JGT | Immediate | JGT address | $\mathrm{PP} \leftarrow$ address if GTF=1 |
| 5 | JMP | Immediate | JMP address | PP $\leftarrow$ address |
| 6 | LD | Immediate | LD data | ACC $\leftarrow$ data |
| 7 |  | Direct | LD (address) | ACC $\leftarrow$ M[address] |
| 8 |  | Indexed | LDX(address) | ACC $\leftarrow M[X+$ address $]$ |
| 9 | MVX | Register | MVX | $X \leftarrow A C C$ |
| 10 | ST | Direct | ST (address) | M[address] $\leftarrow$ ACC |
| ACC: Accumulator; GF: Greater than flag; PP: Program pointer; : Index register |  |  |  |  |

TABLE 8.3 Example Acc-ISA Instruction Set That Translates a High-Level Program into an Equivalent Assembly Language Program

## Acc-ISA Example Assembly Program

Because there are no compilers for the example Acc-ISA processor, the code in Example 8.1 must be manually converted to an assembly program-for example, the one shown in Example 8.2. Each line in the Acc-ISA assembly language program contains four fields: an optional label field, an op-code field, an operand field (if any), and an optional comment field. The label field may include a jump address, such as the L1 and L2 in Example 8.2.

The ".code" and ".data" are called assembler directives and are used to separate the instructions and data in the program, respectively. This is necessary if the processor data path requires that instructions and data be stored in separate memory sections during execution. For high performance, this allows instructions to be stored in an IM and data in DM inside the processor, as illu strated in Fig. 8.2. The "RB," which here stands for reserve byte, is an example of a pseudo-instruction. The pseudo-instruction "RB" is interpreted by the assembler for allocating memory addresses to each of the variables sum and $i$ and data structure array in the program.

Example 8.2. The listing of an Acc-ISA assembly language program for the program in Example 8.1:

```
.code //start program code
LD 0 //Initialize, ACC }\leftarrow
ST (sum) //M[sum]}\leftarrowAC
ST (i) //M[i]\leftarrowACC
```

L1:

```
CMP 7 // is i > 7? (is ACC == 7?)
JGT L2 //exit for-loop if yes (PP \leftarrowL2)
MVX //get next index (X }\leftarrowACC
LD X(array) //get next array element (ACC }\leftarrowM[array
    //+ X])
ADD (sum) //and add it to the partial sum (ACC }\leftarrowAC
    //+M[sum])
ST (sum) //store the partial sum in memory (M[sum]
    //\leftarrow ACC)
LD (i) //do i = i + 1: get i (ACC }\leftarrowM[i])
ADD 1 //increment i (ACC & ACC + 1), and
ST (i) //save i (M[i]\leftarrowACC).
JMP L1 //loop back
```

L2: ...

```
.data //start program data
array: RB 16 //reserve 16 bytes for array in memory
i: RB 2 //reserve 2 bytes for i in memory
sum: RB 2 //reserve 2 bytes for sum in memory
```

The program in Example 8.2 uses an arbitrary syntax. However, for an example of a specific syntax, refer to the Microsoft assembler (MASM) [2].

## Code and Data Memory Spaces

Figure 8.5 illustrates how program's code and data are typically stored in virtual memory during execution. The range for a virtual address determines
the maximum program size in bytes. For example, with 32-bit user virtual addresses, user programs can be a maximum of 4 GB .


Figure 8.5 A program's code and data in virtual memory address space.
The amount of the virtual memory address space that is allocated to run a program is typically divided into program code and program data regions, as illustrated in Fig. 8.5. Virtual memory systems are covered in Chap. 10. However, here we will as sume Fig. 8.5 represents the way our sample program is stored in memory.

## Pentium IV Example Assembly Program

Example 8.3 presents Intel Pentium IV assembly code for the program in Example 8.1. It is generated by using the "gcc" compiler in CygWin, a Linux utility for the Windows environment [3]. In the listing, integer data types are 4B, and the rightmost listed operand in each instruction indicates destination. In the program, registers are prefixed with the symbol "\%". The register \%ebp is called a base pointer and holds the starting memory address for the program's data region. Also, in order to avoid cache and memory
misalignments and achieve better performance [4], larger data structures are allocated first. However, with the availability of large main memory, data structures may be declared larger than necessary (i.e., padded) to achieve better cache performance [5]. In the code, the data address \%ebp - 40 is assigned to the array, $\% \mathrm{ebp}-44$ to the $i$, and $\% \mathrm{ebp}-48$ to the sum. The load effective address ("leal") instruction loads a memory address (not memory content) into a register.

Example 8.3. A Pentium IV assembly code for the sample program given in Example 8.1:

```
    movl $0, -48(%ebp) //initialize sum, Memory[%ebp - 48]\leftarrow0 (sum = 0)
movl $0, -44(%ebp) //initialize i, Memory[%ebp - 44]\leftarrow0 (I = 0)
L7:
cmpl $7,-44(%ebp) // is i > 7?
jg L8 //if yes, jump to L8
movl -44(%ebp), %eax //get i, %eax <Memory[i]
movl -40(%ebp,%eax,4), %edx //get array[i], %edx\leftarrowMemory[array + i * 4]
leal -48(%ebp), %eax //get address of sum, %eax <%ebp - 48
addl %edx, (%eax) //Memory[sum] &array[i] + Memory[sum]
leal -44(%ebp), %eax //get address of i, %eax\leftarrow%ebp - 44
incl (%eax) //Memory[i] &Memory[i] + 1
jmp L7 //repeat
L8: ...
```


## Sparc Example Assembly Program

Example 8.4 presents a gcc compiler generated AltraSparc II assembly language program for the code in Example 8.1. For this example, the gcc compiler was used on a virtual Aurara SPARC Linux system, created on the Virtutech Simics Environment [6].

The AltraSparc is a RISC-ISA processor, and thus, the arithmetic instructions do not access memory; they only operate on register contents and immediate data values. Only the load ("ld") and store ("st") instructions access memory. Registers are prefixed with the symbol "\%," and register $\% \mathrm{fp}$, which stands for frame pointer, like the Intel's base pointer, holds the starting address for the memory data region. Because the Sparc processor automatically executes the instruction that follows a branch instruction, such as "bg" and "b," a nonoptimized code must include a NOP instruction following each branch instruction.

As expected, the RISC program in Example 8.4 has more instructions (19) as compared to 11 for the CISC program in Example 8.3.

Example 8.4. A Sparc assembly code for the sample program given in Example 8.1. The code, however, is not optimized.

```
    st %g0, [%fp-48] //Store, Memory[fp -48]<g0 (g0 always 0) (sum = 0)
    st %g0, [%fp-44] //Store, Memory[fp - 44] &0 (i = 0)
.LL5:
    1d [%fp-44], %g1 //Load, g1<Memory [i]
    cmp %g1, 7 //Compare, is g1 > 7?
    bg .LL6 //Branch if greater than 7
    nop
    ld [%fp-44], %g1 //Load, g1<Memory[i]
    sll %g1, 2, %g2 //Compute ptr to array[i]: Shift Left Logical (i * 2)
    add %fp, -8, %g1 //g1<fp-8 (get memory location of array)
    add %g2, %g1, %g1 //g1<g2 + g1 (array location + next i * 2)
    ld [%fp-48], %g2 //Load sum, g2 <Memory[fp -48]
    ld [%g1-32], %g1 //Load array] i], g1<Memory[g1 - 32]
    add %g2, %g1, %g1 //Array]i] + sum, g1<g2 + g1
    st %g1, [%fp-48] //Store sum, Memory[fp - 48] <g1
    1d [%fp-44], %g1 //Load i, g1\leftarrowMemory[fp - 44]
    add %g1, 1, %g1 //Increment, g1*g1 + 1
    st %g1, [%fp-44] //Store i, Memory[fp - 44] < g1
    b .LL5 //Branch to instruction ay LL5
    nop
.LL6:
```


## Executable Codes

An assembly language program is translated to its equivalent binary code by an assembler, typically, through a two-pass process. During the first pass, an assembler assigns a memory address to each label in the code and data sections. The instructions listed in Table 8.3 are represented in binary using one of the three instruction formats shown in Fig. 8.6. For simplicity, each instruction is made of an 8-bit op-code and an 8-bit data or address operand (if any). The "NOP" and "MVX" instructions do not have operands; thus, the operand field in these two instructions is set to 0 .

| 8 bits | 8 bits | 8 bits | 8 bits | 8 bits | 8 bits |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Op-Code | Not-used | Op-Code | data | Op-Code | address |
| NOP |  | ADD |  | ADD |  |
| MVX |  | CMP |  | JGT |  |
|  |  | JMP |
|  |  |  |  |  |  | LD |  |
|  |  |  |  | LDX |  |
|  |  |  |  | ST |  |

Figure 8.6 The instruction formats for the Acc-ISA example processor.
Example 8.5 lists a typical output of an assembler using the program in Example 8.2. The listing uses an arbitrary syntax. For simplicity, the example Acc-ISA processor is assumed to be a 16-bit machine. It is also assumed that a program's code and data address space is 256B, with program codes starting at address 0 and data space starting at address 0xFF (a base address), as was shown in general in Fig. 8.5.

Example 8.5. The manually assembled output for the assembly program in Example 8.2. The array starts at data address $0 \times F 0$ for $16 \mathrm{~B}, i$ at $0 \times E E$ for 2 B , and sum at $0 \times E C$ for 2 B .

| Address | Instruction |  | Instruction in binary | Inhex |
| :---: | :---: | :---: | :---: | :---: |
| 0 : | LD | 0 | 0000,0110;0000,0000 | 0600 |
| 2 : | ST | 0xEC | 0000,1010;1110,1100 | OAEC |
| 4 : | ST | $0 \times \mathrm{xEE}$ | 0000,1010;1110,1110 | OAEE |
| 6 : | CMP | 7 | 0000,0011;0000,0111 | 0307 |
| 8 : | JGT | $0 \times 1 \mathrm{~A}$ | 0000, 0100;0001,1010 | 041A |
| A: | MVX |  | 0000,1001;0000,0000 | 0900 |
| C: | LD | $\mathrm{X}(0 \mathrm{xF} 0)$ | 0000,1000;1111,0000 | 08F0 |
| E: | ADD | (0xEC) | 0000,0010;1110,1100 | 02EC |
| 10: | ST | (0xEC) | 0000,1010;1110,1100 | OAEC |
| 12: | LD | (0xEE) | 0000,0111;1110,1110 | 07EE |
| 14 : | ADD | 1 | 0000,0001;0000,0001 | 0101 |
| 16 : | ST | (0xEE) | 0000,1010;1110,1110 | OAEE |
| 18 : | JMP | 6 | 0000,0101;0000,0110 | 0506 |

Example 8.6 is the assembler output for the Intel program in Example 8.3. The Intel's Pentium family of processors executes CISC instructions of different sizes. For example, "movl" is a 7 B instruction, and " jg " is a 2 B instruction.

Example 8.6. The output of the assembler for the Pentium IV program in Example 8.3. The numbers 0xffffffdd, 0xffffffd4, and 0xfffffffd are the 2 's complement representations of -48 , -44 , and -40 , respectively.

```
401340: c7 45 d0 00 00 00 00 movl $0x0,0xffffffd0(%ebp)
401347: c7 45 d4 00 00 00 00 movl $0x0,0xffffffd4(%ebp)
40134e: 83 7d d4 07 cmpl $0x7,0xfffffffd4(%ebp)
401352: 7f 13
401354: 8b 45 d4
401357: 8b 54 85 d8
40135b: 8d 45 d0
40135e: 01 10
401360: 8d 45 d4
401363: ff 00
401365: eb e7
401367: b8 02 00 00 00
```

```
jg 401367 <_main+0x77>
```

jg 401367 <_main+0x77>
mov 0xffffffd4(%ebp),%eax
mov 0xffffffd4(%ebp),%eax
mov 0xffffffd8(%ebp,%eax,4),%edx
mov 0xffffffd8(%ebp,%eax,4),%edx
lea 0xffffffdo(%ebp),%eax
lea 0xffffffdo(%ebp),%eax
add %edx,(%eax)
add %edx,(%eax)
lea 0xffffffd4(%ebp),%eax
lea 0xffffffd4(%ebp),%eax
incl (%eax)
incl (%eax)
jmp 40134e <_main+0x5e>

```
jmp 40134e <_main+0x5e>
```

Example 8.7 is the output of the assembler for the AltraSparc II program in Example 8.4. Because Sparc is a RISC-ISA, all the instructions are the same size for efficient implementation.

Example 8.7. The output of the assembler for the AltraSparc II program in Example 8.4:

```
...104f4: c0 27 bf do clr [ %fp + -48 ]
    104f8: c0 27 bf d4
    104fc: c2 07 bf d4
clr [ %fp + -44]
ld [%fp + -44 ], %g1
```



```
cmp %g1, 7
bg 10540<main+0x90>
nop
ld [%fp + -44 ], %g1
sll %g1, 2, %g2
add %fp, -8, %g1
add %g2, %g1, %g1
ld [%fp + -48], %g2
ld [ %g1 + -32 ], %g1
add %g2, %g1, %g1
st %g1, [ %fp + -48 ]
ld [%fp + -44], %g1
inc %gl
st %g1, [ %fp + -44 ]
b 104fc <main+0x4c>
nop
```


### 8.3.2 Acc-ISA Processor: Single-Cycle

Figure 8.7 illustrates a single-cycle data path for the example Acc-ISA processor. It consists of fetch, decode, execute, and write-back units. During each clock cycle, an instruction is fetched, decoded, and executed, and the result (if any) is written back to register ACC, X, or 1-bit status register (SR). The instructions are assumed already loaded into the IM (instruction cache memory) and data into the DM (data cache memory).


Figure 8.7 The Acc-ISA single-cycle data path to execute the program in Example 8.2.

Also, during each clock cycle, the PP register either loads the output of the adder, if the next instruction is the next sequential instruction in the program, or the output of the multiplexer (MUX), if the next instruction is a result of a jump instruction, either "JGT" or "JMP." In the figure, it is assumed that PP retains byte addresses, but IM inputs a word address to output the next 16-bit instruction.

The decode unit contains a combinational circuit that inputs an op-code and generates all the control signals necessary to execute the current instruction. It also contains the ACC, $X$, and SR. In general, an SR is multibit register with a bit allocated for each condition, such as equal-to (E), less-than (L), not-equal-to (NE), arithmetic output is zero (Z), carry-out bit (C), arithmetic over-flow (O), and many other condition bits related to the state of the processor. The decode unit forwards all the control signals, the single immediate data operand (if any), and the content of the registers to the execute unit.

The execute unit contains all the components necessary to execute an instruction. MUXs are needed when there are multiple data sources for a module. For example, the adder/comparator (Add/Cmp) module either computes a sum or compares its inputs and outputs the greater-than-flag ( $g t f$ ) signal. The module inputs both ACC and either an immediate or a direct memory operand. Therefore, a MUX is needed to choose either the operand when the operand is an immediate data or M[operand] when the operand is an address and indicates memory content. Likewise, another MUX is used to select either a direct addressing or the quantity X + operand for index addressing. (Refer to the Exercises section in Chap. 3 for how to design a comparator.)

The write-back unit consists of a MUX. It is used to choose one of the several possible results generated by the execute unit. The result of executing "LD" and "ADD" instructions is stored (written back) in the ACC; the result of executing "MVX" instruction is stored in the X register, and the result of executing "CMP," which is a 1-bit greater than flag gtf, is stored in the 1-bit SR. Executing a "JMP" instruction causes the next instruction address to be loaded into PP.

## Simulation

Example 8.8 presents the HDL model of the single-cycle Acc-ISA data path illustrated in Fig. 8.7. For simplicity, the IM and DM are assumed to be 64B each, organized as a $32 \times 16$ memory. In a real processor, both IM and DM are organized as cache memories (Chap. 10). Since the processor is a single-cycle data path, an instruction is executed within one clock cycle.

Example 8.8. An HDL behavioral description of the example single-cycle Acc-ISA data path includes two "initial" blocks to initialize IM with program instructions and DM with the array elements. The DM is initialized with eight values, 100 to 107 . An extra "JMP $0 \times 1$ A" instruction is inserted at the end of the program to create an infinite loop for simulation purposes. The description consists of two major code sections discussed next.

Decode and execute units-This combined behavioral description implicitly describes the control signals required to execute each instruction. The code also describes all the necessary combinational circuits required to create the data path. However, the HDL model does not explicitly describe any computing circuit module; their implementation details are left for the Altera's synthesis tool to determine.

Fetch and write-back units-These units update the state of the processor by changing the contents of registers PP, ACC, X, and SR. Thus, their descriptions are combined, but each could also be described separately. The combined unit includes the behavioral descriptions of the adder and the MUX used in the fetch unit and the MUX used in the write-back unit, as illustrated in Fig. 8.7.

```
module accISA(
    input clock, reset,
    output [15:0] inst,
    output reg [15:0] acc,
    output reg [4:0] x,
    output reg sr
);
    reg [5:0] pp; //program pointer, points to the next instruction
    reg [7:0] opcode;
    reg [15:0] operand;
    reg [15:0] result;
    assign inst ={opcode, operand[7:0]};
    wire [4:0] imAddress = pp [5:1]; //IM is 32 X 16, addressing one instruction word
    wire [5:0] dmAddress = operand[5:1]; //DM is 32 X16, addressing one data word
    (* ramstyle = "M512" *) reg [15:0] IM[0:31]; //instruction memory
    (* ramstyle = "M512" *) reg [15:0] DM[0:31]; //data memory
    parameter NOP = 0,
    ADD_I = 1,
    ADD_D = 2,
    CMP_I = 3,
    JGT = 4,
    JMP = 5,
    LD_I = 6,
    LD_D = 7,
```

$$
\begin{aligned}
& \mathrm{LD} \_X=8, \\
& M V X=9, \\
& S T=10 ;
\end{aligned}
$$

```
    //Initialize IM with machine instructions
    initial begin //Note, memory is organized as 31 X 16
    IM[0] = 16'h0600; //LD 0
    IM[1] = 16'h0AEC; //ST (0xEC) //(sum)
    IM[2] = 16'h0AEE; //ST (0xEE) //(i)
    IM[3] = 16'h0307;//CMP 7
    IM[4] = 16'h041A;//JGT 0x1A
    IM[5] = 16'h0900; //MVX
    IM[6] = 16'h08F0; //LD X(0xF0) //(array)
    IM[7] = 16'h02EC; //ADD (0xEC) //(sum)
    IM[8] = 16'h0AEC;//ST (0xEC) //(sum)
    IM[9] = 16'h07EE;//LD (0xEE) //(i)
    IM[10] = 16'h0101; //ADD 1
    IM[11] = 16'h0AEE; //ST 0xEE //(i)
    IM[12] = 16'h0506; //JMP 6
    IM[13] = 16'h051A; //JMP 0x1A, extra instruction to cause looping end
    //Initialize the array
    initial begin //Note, memory is organzied 32 X 16
    //Therefore, for example, address 0xF0 = (1111 0000) is reduced to 0\times30 = (11
0000)
    //and then to 0x18 = (1 1000), drppong the LSB to access a 16-bit word
    //DM[8'h16] reserve for "sum"
    //DM[8'h17] reserved for "i"
    DM[8'h18] = 100; //array [0] = 100
    DM[8'h19] = 101; //array[1] = 101
    DM[8'h1A] = 102; //array[2] = 102
    DM[8'h1B] = 103; //array [3] = 103
    DM[8'h1C] = 104; //array[4] = 104
    DM[8'h1D] = 105; //array[5] = 105
    DM[8'h1E] = 106; //array [6] = 106
    DM[8'h1F] = 107; //array[7] = 107
    end
    //---- Read instruction memory (IM) ------
    always@(*)
    begin
        opcode <= IM[imAddress] [15:8]; //ImAddress is instruction word address
        operand[7:0] <= IM[imAddress][7:0];
        operand[15:8]<={8{operand[7]}}; //sign extend 8-bit operand to create a 16-bit
                            //operand
    end
    //------ Decode and Execute ----------
    always@(*)
    begin
        case (opcode)
            NOP: result = 16'hx;
```

```
                        ADD_I: result = acc + operand;
        ADD_D: result = acc + DM[dmAddress];
        CMP_I: if (acc > operand)
                        result = {15'hx, 1'b1};
        else
            result }={1\mp@subsup{5}{}{\prime}\textrm{hx},\mp@subsup{1}{}{\prime}\textrm{b}0}
        JGT: result = 16'hx;
        JMP: result = 16'hx;
        LD_I: result = operand;
        LD_D: result = DM[dmAddress];
        LD_X: result = DM[dmAddress + x] ;
        MVX: result = acc;
        ST: result = acc;
        default: result = 16'hx;
        endcase
        end
    //------ Fetch and Write Back -----.--
    always@(posedge clock or posedge reset)
    begin
    if (reset == 1)
    begin
            pp <= 0;
            acc <= 0;
            x <= 0;
            sr <= 0;
    end
    else
        case (opcode)
        NOP: pp <= pp + 2; //incrementing in bytes not in words
        ADD_I: begin acc <= result; pp <= pp + 2; end
        ADD_D: begin acc <= result; pp <= pp + 2; end
        CMP_I: begin sr <= result [0]; pp <= pp + 2; end
        JGT: if (sr == 1)
                        pp <= operand [5:0];
                    else
                    pp <= pp + 2; //incrementing in bytes not in words
            JMP: }\quad\textrm{pp}<= operand[5:0]
            LD_I: begin acc <= result; pp <= pp + 2; end
            LD_D: begin acc <= result; pp <= pp + 2; end
            LD_X: begin acc <= result; pp <= pp + 2; end
                MVX: begin x <= result[4:0]; pp <= pp + 2; end //indexing 16-bit
words
            ST: begin DM[dmAddress] <= result; pp <= pp + 2; end
            endcase
    end
endmodule
```

Figure 8.8 shows the simulation waveform illustrating the beginning of the program execution after an asynchronous reset. The waveform lists each
instruction in hex and the contents of ACC, X , and SR registers in decimal. Figure 8.9 shows the ending of the simulation waveform when SR bit becomes 1 . As expected, the figure shows $\mathrm{ACC}=828$, the final sum of the array elements. The program execution continues in a loop with the "JMP $0 \times 1 \mathrm{~A}^{\prime \prime}(0 \times 051 \mathrm{~A})$ instruction.


Figure 8.8 The example Acc-ISA single-cycle processor simulation waveform; illustrating the beginning section of the waveform.


Figure 8.9 The example Acc-ISA single-cycle processor simulation waveform; illustrating the ending section of the waveform with the final sum = $828\left(\Sigma_{100}^{107}\right)$.

### 8.3.3 Acc-ISA Processor: Pipelined

Figure 8.10 illustrates a block diagram of a four-staged instruction pipeline for the example Acc-ISA, and Fig. 8.11 illustrates its detailed circuit. All the control signals to execute an instruction are generated in the decode stage and, along with the register contents, are fed to the execute stage. Those control signals that are needed in the write-back stage are forwarded from the execute stage, along with the computed results. The write-back stage then selects and passes one of the computed results (if any) to the decode stage. The write-back stage also forwards the selected result to the execute state for possible use in the execution of the next sequential instruction.


Figure 8.10 Illustrating a four-stage pipelined instruction data path.


Figure 8.11 The pipelined data path of the example Acc-ISA processor.vsd.
The control signals ex, esr, and eacc from the write-back stage are used in the decode stage to store a newly computed result into one of the registers ACC, X , or SR, and also in the execute stage to choose a newly computed result. This is done by using three additional MUXs, labeled MUX5, MUX6, and MUX7. The MUXs use the control signals ex, esr, and eacc from the write-back stage to form a forwarding unit and thus increase pipeline throughput. As illustrated in the figure, each MUX chooses between a register's current content and a newly computed result from the write-back
stage that is not yet stored in the respective register. This enables the processor to use a newly computed result from the write-back stage in the execution of a data-dependent instruction that follows without waiting first for the result to be stored in a register. The complexity of a forwarding unit depends on the complexity of the specific ISA. The functions of a forwarding unit are discussed in more detail later in this section.

## Simulation

Figure 8.12 shows the simulation waveform illustrating the beginning of the program execution after an asynchronous reset. The waveform lists each instruction in hex and the contents of ACC, X, and SR in decimal. While the waveform illustrates the instructions are moving from one stage to the next, the information passed from one stage to the next is different. The write-back is also known as the instruction retire stage. It indicates the completion of executing an instruction. A pipeline operates with the efficiency of $100 \%$ when all the stages are busy and concurrently executing instructions.


Figure 8.12 A simulation waveform for the example Acc-ISA pipelined data path; illustrating the beginning section of the waveform. The stages are displayed top to bottom.

Figure 8.13 shows the ending of the simulation waveform when the 1 -bit content of SR becomes 1. Note that each time a jump instruction ("JMP" or "JGT") executes, the pipeline starts over. This is called a pipeline flush. For example, as illustrated in Fig. 8.13, when the unconditional instruction $0 \times 0506$ ("JMP 6") executes or the execution of the conditional instruction $0 \times 041 \mathrm{~A}$ ("JGT 0x1A") results in a jump, it causes a pipeline flush and thus decreases the efficiency of the pipeline. In this case, when there is a pipeline flush, no instructions retire for three clock cycles as illustrated by the writeback stage (inst_WB) in the figure. The figure shows the content of ACC = 828 as the final sum of the array elements. The program execution continues in a loop with a "JMP $0 \times 1$ A" instruction.


Figure 8.13 A simulation waveform for the example Acc-ISA pipelined data path; illustrating the ending section of the waveform with final sum $=828$.

## Forwarding and Hazard Units

A forwarding unit, which forwards a newly generated result from the writeback stage to the execute stage, was briefly discussed earlier for the example Acc-ISA pipelined processor. Here, the discussion is more general. Consider the following two data-dependent instructions from Example 8.2, the Acc-ISA example program:

LD (i) //ACC $\leftarrow M[i]$
ADD $1 \quad / / A C C \leftarrow A C C+1$

The LD instruction loads a memory data into the ACC, and the ADD instruction increments the content of the ACC. Figure 8.14 illustrates two pipeline charts for executing the two instructions in sequence. In Fig. 8.14(a), the processor uses a forwarding unit to forward the newly read memory data ( $\mathrm{M}[\mathrm{i}]$ ), not yet stored in the ACC, to the execute stage to be used in the execution of the ADD instruction.

| No Hazard Unit is needed in this case |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Write-Back |  |  |  | LD (i) |  |
| Execute |  |  | LD (i) | ADD 1 |  |
| Decode |  | LD (i) | ADD 1 |  |  |
| Fetch | LD (i) | ADD 1 |  |  |  |
| Clock Cycle: | 1 | 2 | 3 | 4 |  |

(a) With a forwarding unit

|  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Write-Back |  |  |  | LD (i) | 0 | 0 | ADD 1 |
| Execute |  |  | LD (i) | 0 | 0 | ADD 1 |  |
| Decode |  | LD (i) | ADD 1 | ADD 1 | ADD 1 |  |  |
| Fetch | LD (i) | ADD 1 |  |  |  |  |  |
| Clock Cycle: | 1 | 2 | 3 | 4 | 5 | 6 | 7 |

(b) Without a forwarding unit but with a hazard unit

FIgURE 8.14 Illustrating the effect of a forwarding unit; (a) a pipeline chart with a forwarding.vsd.

On the other hand, the chart in Fig. 8.14(b) illustrates the execution of the same two instructions without a forwarding unit. In this case, when the LD instruction is executing, the ADD instruction is decoding. When the LD instruction moves to the write-back stage, the execution of the ADD instruction must be stalled until the ACC is updated with the M[]]. Therefore,
the execution of the ADD instruction would be stalled for two clock cycles, as illustrated with bubbles in the figure.

Pipeline stalling is implemented by a hazard unit that delays and prevents a data-dependent next instruction (i.e., ADD) from moving into the execute stage by executing an implicit NOP instruction during that clock cycle. Once the ACC is updated with the new value, the dependent instruction (i.e., ADD) is allowed to move into the execute stage for execution.

Because the execution unit in this case consists of only one stage (i.e., "Execute," in Fig. 8.14), the processor either requires a forwarding unit or hazard unit, but not both. Figure 8.15 illustrates the Acc-ISA pipelined data path with a hazard unit, and Example 8.9 presents an HDL model for the hazard unit. The MUX4, MUX5, and MUX6 that were used to implement a forwarding unit in Fig. 8.11 are now removed from the data path in Fig. 8.15.


Figure 8.15 The example ACC-ISA pipelined data path with a hazard unit.vsd.

Example 8.9. The HDL code section describes the hazard unit for the Acc-ISA pipelined processor in Fig. 8.15 using explicitly declared register control signal names. The hazard unit compares the register control signals ex, eacc, and esr from the write-back stage with those in the execute stage. If each pair of control signals (e.g., eacc in the execute stage with the eacc in the write-back stage) are the same, the hazard unit located in the decode stage delays the execution of the current instruction. Specifically, the hazard unit asserts the
hazard signal and synchronously resets (clears) the pipeline register that passes the register control signals for the current instruction from the decode stage to the execute stage, as shown in the figure.

```
always@(*) //Hazard Unit
begin
    case (opcode)
    0: begin //NOP
        hazard = 0;
        end
    1: begin //ADD immediate
            if(eaccWB == 1 || eaccExe == 1)
                        hazard = 1;
            else
                hazard = 0;
        end
        2: begin //ADD direct
        if(eaccWB == 1 || eaccExe == 1)
        hazard = 1;
        else
        hazard = 0;
        end
```

```
3: begin //CMP immediate
    if(eaccWB == 1 | eaccExe == 1)
        hazard = 1;
    else
                        hazard = 0;
        end
    4: begin //JGT immediate
        if(esrWB == 1 || esrExe == 1)
        hazard = 1;
        else
                        hazard = 0;
        end
    5: begin //JMP address: PC <- address
        hazard = 0;
        end
6: begin //LD immediate
                        hazard = 0;
        end
7: begin //LD direct
    hazard = 0;
        end
8: begin //LD indexed
    if(exWB == 1 || exExe == 1)
    hazard = 1;
    else
                        hazard = 0;
    end
9: begin //MVX
    if(exWB == 1 || exExe == 1)
        hazard = 1;
    else
        hazard = 0;
    end
10: begin //ST
    if(eaccWB == 1 || eaccExe == 1)
        hazard = 1;
        else
        hazard = 0;
    end
default: begin
    hazard = 0;
    end
endcase
```

In general, an execution unit is made of two or more stages to better distribute the required hardware into several stages and minimize the clock
period of the pipeline. In such cases, a pipelined data path requires both a forward unit and a hazard unit, as will be discussed in Sec. 8.3.4 for a RISC processor. In addition, because a typical CISC or RISC ISA uses not one but several general-purpose registers, forwarding and hazard units must be able to check data dependency among several different registers.

## Performance Analysis

The performance of a processor is often measured in terms of cycles per instruction (CPI). It is calculated as the total number of clock cycles used to execute a program divided by the number of instructions in the program (see Eq. (8.1)).

$$
\begin{equation*}
\mathrm{CPI}=\frac{\text { Number of clock cycles used }(N)}{\text { Number of instructions executed }(n)} \tag{8.1}
\end{equation*}
$$

Figure 8.16 illustrates a pipeline chart for the example Acc-ISA program. As illustrated in the chart and summarized in Table 8.4, it takes 6 clock cycles (labeled $i$ through vi in the chart) to execute the instructions before the forloop and 12 clock cycles to execute each iteration of the for-loop. Finally, two clock cycles (labeled I and II) are required to exit the for-loop. The program has three instructions before the for-loop, 10 instructions in the body of the for-loop, and two instructions ("CMP" and "JGT") to exit the for-loop.

|  | i | ii | iii | iv | v | vi | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Write-Back |  |  |  | LDO | ST(sum) | ST (i) | CMP7 | JGT L2 | MVX | LD X (array) |
| Execute |  |  | LD 0 | ST (sum) | ST (i) | CMP 7 | JGT L2 | MVX | LD X(array) | ADD (sum) |
| Decode |  | LDO | ST (sum) | ST (i) | CMP7 | JGT L2 | MVX | LD X(array) | ADD (sum) | ST (sum) |
| Fetch | LD 0 | ST (sum) | ST (i) | CMP 7 | JGTL2 | MVX | LD X(array) | ADD (sum) | ST (sum) | LD (i) |
| Clock Cycles | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|  | 5 | 6 | 7 | 7 | 8 | 10 | 11 | 12 | 1 | 2 |
| Write-Back | ADD (sum) | ST (sum) | LD (i) | ADD 1 | ST (i) | JMPL1 | 0 | 0 | CMP 7 | ..- |
| Execute | ST (sum) | LD (i) | ADD 1 | ST (i) | JMPL1 | 0 | 0 | CMP 7 | JGT L2 | ..- |
| Decode | LD (i) | ADD 1 | ST (i) | JMPL1 | ? | 0 | CMP 7 | JGT L2 | MVX | ..- |
| Fetch | ADD 1 | ST (i) | JMP L1 | ? | ? | CMP 7 | JGT L2 | MVX | LD X(array) | .- |
| ClockCycles | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | ..- |
|  | ..- | 10 | 11 | 12 | 1 | 11 |  |  |  |  |
| Write-Back | ... | JMPL1 | 0 | 0 | CMP 7 | JGT L2 | 0 | 0 |  |  |
|  | .. | 0 | 0 | CMP 7 | JGTL2 | MVX | 0 |  |  |  |
| Execute | ." | 0 | CMP 7 | JGTL2 | MVX | LD X (array) |  |  |  |  |
| Fetch | ." | CMP7 | JGT L2 | MVX | LD X (array) | ? |  |  |  |  |
| Clock Cycles | ..- | 100 | 101 | 102 | 103 | 104 |  |  |  |  |

Figure 8.16 A pipeline chart illustrating the execution of the Acc-ISA program in Example 8.2.

| Number of clock cycles to execute the instructions before the for-loop: | 6 |
| :--- | :---: |
| Number of clock cycles to execute an iteration of the for-loop: | 12 |
| Number of clock cycles to end the for-loop: | 2 |
| Number of instructions before the for-loop: | 3 |
| Number of instructions in the body of the for-loop: | 10 |
| Number of instructions to exit the for-loop: | 2 |

TABLE 8.4 Data from the Pipeline Chart in Fig. 8.16
Equation (8.2) presents $N$, the total number of pipeline clock cycles, and $n$, the total number of instructions using $m$ for-loop iterations.

$$
\begin{align*}
N & =6+m(12)+2 \\
& =12 m+8 \quad \text { clock cycles }  \tag{8.2}\\
n & =3+m(10)+2 \\
& =10 m+5 \quad \text { instructions }
\end{align*}
$$

For $m=8$ iterations, the CPI of the example program is calculated as follows:

$$
\begin{align*}
\mathrm{CPI} & =\frac{12 m+8}{10 m+5} \quad \text { for } m \text { iterations }  \tag{8.3}\\
& =\frac{12(8)+8}{10(8)+5}=\frac{104}{85}=1.22 \quad \text { for } m=8
\end{align*}
$$

Equation (8.4) presents the CPI for the example program as $m$ approaches infinity $(\infty)$. The CPI is larger than 1 due to executing $m$ "JMP" instructions and one "JGT" instruction that results in a jump, where each causes a pipeline flush. However, even though the CPI of a single-cycle processor is always 1 , a single-cycle data path requires a much longer clock period than an equivalent pipeline data path, as was discussed in Chap. 6.

$$
\begin{equation*}
\mathrm{CPI}=\frac{12 m+8}{10 m+5}=1.2 \quad \text { as } m \rightarrow \infty \tag{8.4}
\end{equation*}
$$

In Eq. (8.4), the CPI is a lower-bound (the lowest value). If CPI is 1.0 for a program, the corresponding pipeline chart will have no bubbles, indicating $100 \%$ efficiency. The CPI limit of 1.2, which is greater than 1.0, indicates the efficiency of the pipeline is less than $100 \%$ and, at best, it takes, on average, the duration of 1.2 clock cycles to execute each instruction. A CPI value can be used to estimate the execution time of $n$ instructions, as given in Eq. (8.5), where $\beta$ is the period of the clock signal in seconds.

$$
\begin{equation*}
\text { Execution time }=n * \mathrm{CPI} * \tau \tag{8.5}
\end{equation*}
$$

Achieving CPI = 1.0 is a difficult task due to presence of data-dependency relationships among the instructions, branch instructions in the program, and latency to access instructions or data from a cache or memory. However, while a forewarning unit can resolve some data dependencies among instructions, there are other techniques to improve CPI that will be discussed later.

### 8.3.4 RISC-ISA Processor

Figure 8.17 illustrates a block diagram of a five-stage RISC-ISA instruction pipeline. The DM (as data cache) is now placed in its own separate stage. This is similar to the five-stage data path used in an initial MIPS processor. The execute stage is now responsible for all the arithmetic operations and memory address calculations, but not for accessing data from cache that is performed in the DM stage. An arithmetic result is now passed unchanged from the DM to the write-back stage. The five-stage data path is more suitable for a RISC-ISA because data items must first be loaded into registers before they can be used by an arithmetic instruction in the execute stage. However, all the arithmetic direct (D) and indexed (X) instructions in the example Acc-ISA must now be converted into register-register arithmetic instructions. The data path has the advantage of simplifying the complexity of each stage and achieving a more uniform propagation delays among the five stages.

A pipelined instruction data path


FIgURe 8.17 A five-stage RISC-ISA pipelined data path.

## Program Example

Example 8.10 presents a RISC-ISA assembly program corresponding to the high-level language program code in Example 8.1. In the program, it is assumed that register R0 is always 0, and registers R1 through R4 are general-purpose registers. However, no code optimizations are performed.

Example 8.10. A RISC-ISA assembly program for the example program in Example 8.1; no compiler optimization is performed.
.code //start program code section

| ST | (sum), R0 | //Initialize: $M[$ sum $] \leftarrow R 0$ |
| :--- | :--- | :--- |
| ST | (i), R0 | $/ / M[i] \leftarrow R 0$ |

L1:

| LD | R1, (i) | //R1 $\leftarrow$ M [i] |
| :---: | :---: | :---: |
| CMP | R1, 7 | //is i > 7 ? |
| JGT | L2 | //exit for-loop if greater ( $\mathrm{PP} \leftarrow \mathrm{L} 2)$ |
| LD | R2, (sum) | //load sum, $\mathrm{R} 2 \leftarrow \mathrm{M}$ [sum] |
| LD | R3, R1, (array) | //load next array element, R3 //M[array + R1] |
| ADD | R4, R2, R3 | //compute sum + array[i] |
| ST | (sum), R4 | //store sum, M [sum] $\leftarrow$ R4 |
| ADD | R1, R1, 1 | //increment i |


| L2: | ST | (i), R1 | //store i (M[i] R1). |
| :---: | :---: | :---: | :---: |
|  | JMP | L1 | //loop back |
|  | Ix |  | //some instructions $\mathrm{x}, \mathrm{y}$, and z |
|  | Iy |  |  |
|  | Iz |  |  |
| .data //start program data section |  |  |  |
| array: | RB | 8 | //reserve 8 bytes |
| i: | RB | 1 | //reserve 1 byte |
| sum: | RB | 1 | //reserve 1 byte |

## Compiler Optimization

Because the DM cache resides in a separate stage, the RISC-ISA data path must implement a forwarding unit as well as a hazard unit. This is because the "LD R3, R1, (array)" and "ADD R4, R2, R3" instructions are data dependent, and therefore there is a one-cycle delay for the new content of R3, read from DM, to be forwarded to the execute stage, as illustrated in Fig. 8.18. At the time when instruction "LD R3, R1, (array)" is in the execute stage, instruction "ADD R4, R2, R3" is in the decode stage. When the "LD" instruction moves to the DM stage, the hazard unit must prevent the "ADD" instruction from moving to the execute stage by inserting a bubble (an implicit NOP instruction), as shown in the figure.

| Write-Back | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | LDR2, $\ldots$ | LDR3,$\ldots$ | 0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data Memory | $\ldots$ | $\ldots$ | $\ldots$ | LDR2, $\ldots$ | LD R3, $\ldots$ | 0 | ADDR4, R2, R3 |
| Execute | $\ldots$ | $\ldots$ | LDR2, $\ldots$ | LDR3, $\ldots$ | 0 | ADDR4, R2, R3 | $\ldots$ |
| Decode | $\ldots$ | LDR2, $\ldots$ | LDR3, $\ldots$ | ADDR4, R2, R3 | ADDR4, R2, R3 | $\ldots$ | $\ldots$ |
| Fetch | LDR2 $2, \ldots$ | LDR3,$\ldots$ | ADDR4, R2, R3 | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
|  |  |  |  |  |  |  |  |

Figure 8.18 Illustrating RISC data dependency between an LD and ADD instruction.

However, it is occasionally possible for the compiler to optimize programs and eliminate bubbles due to memory load instructions, such as the one shown in Fig. 8.18. In this case, the compiler may be able to rearrange and delay the execution of some or all instructions that depend on LD
instructions. Example 8.11 presents an optimized code where instruction "ADD R1, R1, 1" is moved between instructions "LD R3, R1, (array)" and "ADD R4, R2, R3" in Example 8.10; thus, the execution of instruction "ADD R4, R2, R3" is delayed by one cycle, eliminating one bubble.

Example 8.11. Program in Example 8.10 optimized by compiler to delay the execution of instruction "ADD R4, R2, R3" by one clock cycle:

```
.code //start program code section
    ST (sum), R0 //Initialize: M[sum]}\leftarrowR
    ST (i), R0 //M[i]}\leftarrow\textrm{RO
```

L1:
LD R1, (i) $\quad / / \mathrm{R} 1 \leftarrow \mathrm{M}[\mathrm{i}]$
CMP R1, $7 \quad / /$ is $i>7$ ?
JGT L2 //exit for-loop if greater ( $\mathrm{PP} \leftarrow \mathrm{L} 2$ )
LD R2, (sum) // load sum, R2 $\leftarrow M$ [sum]
LD R3, R1, (array) //load next array element, R3 $\leftarrow$
//M[array + R1]
ADD R1, R1, 1 // increment i; instruction moved
here
ADD R4, R2, R3 // compute sum + array [i]
ST (sum), R4 // store sum, $M[$ sum $] \leftarrow R 4$
ST (i), R1 // store i (M[i] $\leftarrow$ R1).
JMP L1 // loop back
L2: Ix // some instructions $x, y$, and $z$
Iy
...Iz
.data //start program data section
array: RB 8 // reserve 8 bytes
i: RB 1 // reserve 1 byte
sum: RB 1 // reserve 1

The compiler optimization must be done with care so that the program is not modified incorrectly. The program may generate invalid outputs, or may even fail to execute due to an out-of-bounds data access. For instance, in Example 8.10, moving both the "LD R2, (sum)" and "LD R3, R1, (array)" instructions to before the "JGT" instruction would not be a correct compiler optimization step in order to eliminate the one-cycle delay required to execute the "ADD R4, R2, R3" instruction. The reason for this is that after the last iteration, the "LD R3, R1, (array)" instruction, if placed before the "JGT," will try to access array[8], which refers to an element outside the array boundary. The array in Example 8.1 has eight elements array[0] to array[7].

## Performance Analysis

The RSIC data path in Fig. 8.17 contains five pipeline stages versus four in its equivalent pipelined Acc-ISA data path shown in Fig. 8.10. The execute stage in the Acc-ISA data path, which contains the data cache and thus has the longest propagation delay, is divided into two stages (execute and DM) in the RISC data path, each with a smaller propagation delay. This reduction in the propagation delay of the longest stage enables RISC processors to use a faster clock, thus increasing the processor throughput.

In addition, as illustrated by Example 8.11, with the compiler optimization, it is often possible to further improve a RISC's CPI for an arbitrary program by overlapping a one-cycle delay cache access with the execution of another instruction (i.e., "ADD R1, R1, 1"). Instructions "ADD R1, R1, 1" and "LD R3, R1, (array)" are data independent, and thus moving the "ADD R1, R1, 1" instruction from where it was in Example 8.10 to before the "ADD R4, R2, R3" instruction in Example 8.11 does not alter the correctness of the original program-only the order in which the instructions execute changes. "ADD R1, R1, 1" is executed earlier, and the execution of "ADD R4, R2, R3" is delayed by one cycle to allow time for the "LD R3, R1, (array)" instruction to load data from DM. The newly accessed data is then forwarded to the execute stage, where "ADD R4, R2, R3" is executed next.

As will be discussed in Chap. 10, if the target data is not in DM (a cache), it must be copied from a lower-level cache or the main memory requiring multiple CPU clock cycles. However, in the following section, we will further discuss multithreading to improve the efficiency of a pipeline when data is not in cache.

### 8.4 Advanced Processor Architectures

While the RISC pipeline improves instruction throughput, additional performance increases would come from reducing the pipeline clock period. One way to do this is to physically divide the data path of one or more pipeline stages into smaller sub-data paths, creating a deeper pipeline, one with many stages. Because each of the smaller stages will have a shorter propagation delay, a deep pipeline would operate with a faster clock, thus increasing instruction throughput.

If the data path of a pipeline stage is physically undividable (e.g., contains a memory), the stage is modified to include two or more copies of the undividable hardware. All the copies would operate in parallel but overlap, creating parallelism within the stage called superpipelining. While the propagation delay of a superpipelined stage remains about the same as that of the original stage, the stage, now with duplicate copies, is able to generate outputs more frequently. However, deep pipelining (including superpipelining) increases power consumption.

While deep pipelining improves instruction throughput, program flow control (i.e., conditional and unconditional) instructions reduce pipeline efficiency, increasing CPI and thus reducing throughput. Modern processors also implement branch prediction mechanisms to minimize pipeline flush and therefore increase efficiency.

In addition, modern processors increase the instruction throughput by using instruction level parallelism (ILP). The processor, in this case, is often referred to as superscalar because each stage contains additional resources and is able to execute multiple independent instructions in parallel. For a single program, the efficiency of an ILP pipeline, even with perfect branch prediction, is typically less than $100 \%$. That is, a pipeline that implements $k$-instruction ILP would sometimes execute one, two, etc. up to $k$ instructions due to data-dependency relationships among instructions, and sometimes would execute no instructions at all due to time lost for accessing data from caches or the main memory. Therefore, some or all of the data path resources will remain idle for one or more clock cycles, unless the pipeline is equipped to execute multiple programs (threads) simultaneously. In this case, the pipeline is said to implement multithreading.

In the following sections, we will further explore deep pipelining, branch prediction, statically and dynamically scheduled ILP, and multithreading.

### 8.4.1 Deep Pipelining

Figure 8.19(a) displays an original four-stage pipeline where stage 3 has the longest propagation delay, indicated by $2 \Delta+\Delta_{\text {clocking }}$, where $\Delta_{\text {clocking }}=\tau_{s t}+$ $T_{c q}+T_{c s}$; the $\tau_{s t}, T_{c q}$, and $T_{c s}$ stand for setup time, clock-to-q time, and clock skew, respectively. In Fig. 8.19(b), the hardware of stage 3 (e.g., a multilevel MUX, CLA adder, combinational divider, etc.) is shown divided into two smaller modules, each with a smaller propagation delay.

(a) Original pipeline with long but divitable stage 3

(b) Stage 3 hardware is divided into two parts creating a deeper pipeline.

FIgURE 8.19 Deeper pipeline design: (a) original four-stage pipeline with dividable stage 3; (b) original pipeline converted into five stages, reducing the clock period.

For example, for simplicity, consider stage 3 to include one 2-level 4-to-1 MUX, designed using three 2-to-1 MUXs (Chap. 3). The 4-to-1 can be divided into two parts and organized to operate as two separate stages. The propagation delay of each of the two stages will be approximately one-half the propagation delay of the original stage 3 in Fig. 8.19(a). The new pipeline will have five stages and will operate with a shorter clock period $\tau_{\text {new }}=\Delta+\Delta_{\text {clocking. }}$. The only extra hardware used in this case is one more pipeline register.

On the other hand, Fig. 8.20(a) illustrates a four-stage pipeline where the data path of stage 3 cannot be divided into smaller stages. For example, suppose stage 3 in the figure is a DM stage. In this case, the memory can be organized to operate as a two-way low-order (fine) interleaving (Chap. 7) that
keeps the content of even memory addresses in one memory module and that of odd addresses in another module. As long as consecutive memory accesses are from alternating even and odd addresses, the operations of the two interleaved memory accesses can be overlapped, creating superpipelining. This is illustrated with two modules in Fig. 8.20(b). In general, any pipeline stage can be superpipelined.

(a) Original pipeline with long and undividable stage 3

(b) Two copies of undividable stage 3 hardware operates in parallel within stage 3 creating superpipelining.

Figure 8.20 Superpipelining design: (a) original four-stage pipeline with undividable stage 3 ; (b) superpipeline organization of stage 3.

Table 8.5 illustrates a superpipelining chart using the data path shown in Fig. $8.20(b)$. The two identical undividable modules in stage 3 are labeled M3a and M3b. Using a clock cycle with period $\tau=\Delta+\Delta_{\text {clocking, }}$, at time $3 \tau$, instruction I1 enters stage 3 and is executed using M3a, which will take two clock cycles, or about $2 \tau$, to complete. Note $\Delta$ also includes the delay of the MUX.

| Stage 4 <br> (Writ-back) |  |  |  | $0^{2}$ | 11 | 12 | 13 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stage 3 <br> (Execute) |  |  | 11 <br> $(M 3 a, 2 \tau)$ | 12 <br> $(M 3 b, 2 \tau)$ | 13 <br> $(M 3 a, 2 \tau)$ | 14 <br> $(M 3 b, 2 \tau)$ | $\ldots$ |
| Stage 2 <br> (Decode) | 11 | 12 | 13 | 14 | 15 | $\ldots$ |  |
| Stage 1: <br> (Fetch) | 11 | 12 | 13 | 14 | 15 | 16 | $\ldots$ |
| Time | $1 \tau$ | $2 \tau$ | $3 \tau$ | $4 \tau$ | $5 \tau$ | $6 \tau$ | $\ldots$ |

\&: Bubble due to superpipelining.

TABLE 8.5 Illustrating Superpipelining of Stage 3 in Fig. 8.20(b) with Two Identical Modules Labeled M3a and M3b

Because the pipeline controller takes turns and uses M3a and M3b alternately, one clock cycle later and at time $4 \tau$ when 12 enters stage 3 , the pipeline controller selects M3b, which also takes $2 \tau$ to complete. Therefore, one result is available from stage 3 every clock cycle even though M3a and M3b each requires two clock cycles to generate a result.

At time 5 r, the output from M3a is fed to stage 4, allowing I1 to continue execution. At time $6 \tau$ (the next cycle), the output of M3b is fed to stage 4, allowing I 2 to continue execution. This enables the pipeline to execute one instruction per $T$, as illustrated in the table.

Deep pipelining enables the use of a faster clock to improve performance. In Fig. 8.19(a), the original clock period $\tau_{\text {old }}=2 \Delta+\Delta_{\text {clocking }}$ is reduced to $T_{\text {new }}$ $=\Delta+\Delta_{\text {clocking }}$ in Fig. 8.19(b), approximately doubling the clock frequency. In Fig. 8.20(b), the original clock period, $2 \Delta+\Delta_{\text {clocking }}$ in Fig. 8.20(a), is also effectively reduced approximately to $\Delta=\Delta_{\text {clocking }}$.

A deep pipelining (including superpipelining), however, increases the number of bubbles each time the pipeline restarts. In Fig. 8.20(b), one more bubble is introduced at time $4 \tau$ due to superpipelining as if the pipeline has five stages instead of four stages in the original pipeline in Fig. 8.20(a). As a deep instruction pipeline increases concurrency by operating on many more instructions at the same time, there are certain limitations, as follows, on how deep an instruction pipeline should be:

- Deep pipelining (including superpipelining) not only increases the amount of hardware, but also increases clock frequency. When the amount of hardware and/or clock frequency of a pipeline increase, so will the amount of power consumption (Chap. 6). Therefore, there is a limit for how deep a pipeline can be.
- Deep pipelining (including superpipelining) beyond a certain limit can also be counterproductive as it executes jump/branch instructions. Any change in program flow would cause a pipeline flush, which would, in this case, introduce more pipeline bubbles and therefore reduce pipeline efficiency and its performance.


### 8.4.2 Branch Prediction

Branch prediction means determining the direction of program flow in advance of executing a conditional or unconditional instruction. The target jump/branch address is determined early in the pipeline so that the fetch stage can start fetching instructions starting at a target address, thus minimizing the number of pipeline bubbles if there is a change in program flow.
[Note that for simplicity, a jump and a branch instruction is treated the same here. However, in general, they are implemented differently. A branch address is typically computed as a short distance (a displacement) from the current content of the PP, whereas a jump address is determined as an absolute address (not relative to PP). In general, a branch instruction is used when a jump distance is short-for example, in the implementation of a for-loop-and a jump instruction is used for a long jump-for example, a subroutine call. In the following sections, the terms "jump" and "branch" are used interchangeably, both causing a change in program flow.]

When the current instruction is a jump (e.g., "JGT" or "JMP"), the earliest time that the direction of program flow can change in Fig. 8.11 or in Fig. 8.17 is when the instruction is in the write-back stage. For example, in the Acc-ISA data path, when the "JMP" instruction is in the execute stage (e.g., clock cycle 15 in Fig. 8.15), on the next clock cycle, as "JMP" moves to the writeback stage, the content of PP also changes to the target address L1, causing the fetch stage to fetch the "CMP 7" instruction. Branching flushes the pipeline, discarding all the instructions that were partially executed (processed), and the program execution continues from the branch address. However, with additional hardware, branch directions can be predicted to reduce pipeline bubbles and improve efficiency.

## Static Branch Prediction

Static or default branch prediction can be used by itself or in conjunction with dynamic branch prediction. Consider a branch instruction, such as "JGT L2" in Example 8.11, where L2 > PP is a forward branching address. In this case, using "Not Taken" as the default branch decision for this instruction would be correct as long as the for-loop is executing. The processor will mispredict the branch direction only once when the for-loop exits.

Likewise, when the conditional instruction causes backward branching, for example, during the execution of a "do-while" where the condition statement is at the bottom of the loop, using "Taken" as the default branch decision in this case would also be correct as long as do-while is executing. The processor will mispredict the branch direction again only once when dowhile exits.

Typically, the rules of static predictions are taken into account during program compilation for optimal execution. For example, the condition " $i<8$ " in Example 8.1 would be compiled to "CMP 7" and "BGT L2" as they were listed in Examples 8.2 and 8.11. Likewise, the condition is compiled to similar instructions in Example 8.3 (Pentium processor) and in Example 8.4 (Sparc processor).

The earliest time that static branch prediction can be performed is when a branch instruction is in the decode stage and its op-code is known. However, this will result in a one-cycle delay necessary to perform static branch prediction. For example, if the pipeline implements only the static branch prediction described above (i.e., no dynamic branch predictor), the one-cycle delay may be overlapped with the execution of another instruction selected by the compiler.

Consider the unconditional jump instructions "JMP L1" in Example 8.11. It is possible to utilize this one-cycle delay by yet another compiler optimization step, as illustrated in Example 8.12. In order to utilize the one-cycle delay and execute a useful instruction during that clock cycle, the compiler can move an instruction from the body of the for-loop (e.g., "ST (i), R1") to after the "JMP L1" instruction. The pipeline, however, must be modified to always execute the instruction that follows an unconditional jump/branch instruction.

Example 8.12. A RISC-ISA assembly program for Example 8.1 optimized for static branch prediction for the "JMP" instruction. Instruction "ST (i), R0, R1" in Example 8.11 is moved to after the "JMP L1" instruction in order to eliminate the one-cycle delay that would be necessary to statically predict the branch direction for the "JMP L1" instruction.
.code //start program code section

| ST | (sum), R0 | //Initialize: $M[$ sum $] \leftarrow R 0$ |
| :--- | :--- | :--- |
| $S T$ | (i), R0 | $/ / M[i] \leftarrow R 0$ |

L1:

| LD | R1, (i) | //R1 $\leftarrow M[\mathrm{i}]$ |
| :--- | :--- | :--- |
| CMP | R1, 7 | //is $i>7$ ? |
| JGT L2 | //exit for-loop if greater (PP $\leftarrow$ |  |

L2)
LD R2, (sum) //load sum, $R 2 \leftarrow M$ [sum]
LD R3, R1, (array) //load next array element, R3 $\leftarrow$ [array

+ R1]
ADD R1, R1, 1 //increment i; instruction moved here
ADD R4, R2, R3 //compute sum + array[i]
ST (sum), R4 //store sum, $M[$ sum $] \leftarrow R 4$
JMP L1 //loop back
ST (i), R1 //store i, M[i] $\leftarrow$ R1;
//instruction moved here

L2: Ix //some instruction x
.data //start program data section

| array: | RB | 8 | //reserve 8 bytes |
| :--- | :--- | :--- | :--- |
| i: | RB | 1 | //reserve 1 byte |
| sum: | RB | 1 | //reserve 1 byte |

In those cases where the compiler is unable to move an instruction to after an unconditional jump/branch instruction, a no-op (NOP) instruction must be inserted, as was illustrated in the unoptimized Example 8.4 AltraSparc II program. Note that the Sparc program also includes a NOP instruction after the conditional instruction "gt." This is because the Sparc processor also executes the instruction that follows a conditional branch instruction and therefore provides compilers the option to further optimize the code when possible.

## Dynamic Branch Prediction

It is simple to predict a branch decision as "Taken" for an unconditional jump/branch (e.g., "JMP") instruction when the instruction always branches and changes program flow. On the other hand, the prediction of "Taken" or "Not Taken" for a conditional branch instruction (e.g., "JGT") is data dependent, and it can be harder to always predict it correctly, especially when the conditional branch instruction controls an "if-else" statement within a loop. That is, depending on the state, true or false, the "if" condition evaluates, either the "then" or the "else" section of the code will execute. The static branch predictor described earlier works well with backward branching used in the execution of "for-loop" and "do-while" statements. However, good forward branch prediction is also necessary to improve pipeline efficiency.

Modern processors typically implement dynamic branch prediction mechanisms that collect and use branch history data for each conditional/unconditional branch instruction that executes. Initially, when the execution of a program starts and there is no branch history data, the rules of static branch prediction may be used the first time that a conditional/unconditional branch instruction executes. For best performance, the branch history data and prediction logic are kept in the fetch stage.

Before we discuss dynamic branch prediction techniques, Table 8.6 illustrates the execution of two iterations of the "for-loop" in Example 8.11. However, the following assumption is made:

| Cyde | Feth | Decode | Execute | Data Memory | Write-Back |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ST (sum), RO |  |  |  |  |
| 2 | ST (i), RO | ST (sum), RO |  |  |  |
| 3:L1 | LD R1, (i) | ST (i), RO | ST (sum), RO |  |  |
| 4 | CMP R1, 7 | LD R1, (i) | ST (i), RO | ST (sum), RO |  |
| 5 | JGTL2 | CMP R1, 7 | LD R1, (i) | ST (i), RO | ST (sum), RO |
| 6 | JGT L2 | CMP R1, 7 | 0 | LD R1, (i) | ST (i), RO |
| 7 | LD R2, (sum) | JGT L2 <br> (Static: Not Taken) | CMP R1, 7 | 0 | LD R1, (i) |
| 8 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 | CMP R1,7 | 0 |
| 9 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 <br> (Decision: Not Taken, start history) | CMP R1, 7 |
| 10 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 |
| 11 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) |
| 12 | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) |
| 13 | JMPL1 | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 |
| 14 | Ix | JMPL1 <br> (Static:Taken) | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 |
| 15: L1 | LD R1, (i) | Ix | JMPL1 | ST (i), R1 | ST (sum), R4 |
| 16 | CMP R1,7 | LD R1, (i) | 0 | JMPL1 <br> (Decision:Taken, start history) | ST (sum), R4 |
| 17 | JGTL2 | CMP R1, 7 | LD R1, (i) | 0 | JMPL1 |


| 18 | JGT L2 | CMP R1, 7 | 0 | LD R1, (i) | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 19 | LD R2, (sum) | JGT L2 | CMP R1,7 | 0 | LD R1, (i) |
| 20 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 | CMP R1, 7 | 0 |
| 21 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 | CMP R1, 7 |
| 22 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) | JGTL2 |
| 23 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) |
| 24 | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 | LD R3, R1, (array) |
| 25 | JMPL1 <br> (Dynamic:Taken) | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 | ADD R1, R1, 1 |
| 26:L1 | LD R1, (i) | JMPL1 | ST (i), R1 | ST (sum), R4 | ADD R4, R2, R3 |
| 27 | CMP R1, 7 | LD R1, (i) | JMPL1 | ST (i), R1 | ST (sum), R4 |
| 28 | JGTL2 <br> (Dynamic: Not Taken) | CMP R1, 7 | LD R1, (i) | JMPL1 <br> (Decision:Taken, update history) | ST (i), R1 |
| 29 | JGT L2 <br> (Dynamic: Not <br> Taken) | CMP R1, 7 | 0 | LD R1, (i) | JMPL1 |
| 30 | LD R2, (sum) | JGT L2 | CMP R1, 7 | 0 | LD R1, (i) |
| 31 | LD R3, R1, (array) | LD R2, (sum) | JGTL2 | CMP R1, 7 | 0 |
| 32 | ADD R1, R1, 1 | LD R3, R1, (array) | LD R2, (sum) | JGT L2 <br> (Decision:Taken, update history) | CMP R1, 7 |
| 33:L2 | Ix | ADD R1, R1, 1 | LD R3, R1, (array) | 0 | JGT L2 |
| 34 | ? | IX | ADD R1, R1, 1 | 0 | 0 |
| 35 | ? | ? | IX | 0 | 0 |
| 36 | ? | ? | ? | IX | 0 |
| 37 | ? | ? | ? | ? | IX |

TABLE 8.6 Program Execution for Two Iterations Using a RISC Pipeline
The RISC pipeline in Fig. 8.17 implements both static and dynamic branch prediction logic. The static branch predictor discussed earlier is implemented in the decode stage, and a "perfect" dynamic branch predictor is
implemented in the fetch stage. Note that in this case, there is no need for the compiler to optimize the code to utilize the one-cycle delay required to complete a static branch prediction.

For the conditional jump instruction "JGT L2" at clock cycle 6, the static prediction decision is "Not Taken" (no jump), and the program execution continuous with the next sequential instruction "LD R2, (sum)". When the execution of "JGT L2" instruction completes at clock cycle 9, the dynamic predictor is also updated with the branch decision "Not Taken." For the unconditional jump instruction "JMP L1" at clock cycle 13, the static prediction decision is "Taken" (jump), and the execution starts at the jump address L1 with the instruction "LD R1, (i)" resulting in one pipeline bubble at cycle 14. At clock cycle 16, when instruction "JMP L1" retires, the dynamic predictor is also updated with the branch decision "Taken." For the "JMP L1" instruction at cycle 23, the dynamic branch predictor predicts "Taken" and the program execution continues with instruction "LD R1, (i)" with no additional pipeline bubbles at cycle 24 .

The program executes without additional branch-related stalls until after the last iteration, when the execution of the "JGT L2" instruction for the last time results in a misprediction at cycle 29. The jump causes a pipeline flush, introducing three pipeline bubbles. The program execution continues with the "Ix" instruction after the for-loop.

Figure 8.21 illustrates a finite state diagram (FSD) for implementing a 1-bit dynamic branch predictor. As illustrated in Table 8.6, when the "JGT L2" instruction executes for the first time, the static branch predictor in the decode stage would correctly predict "Not Taken" because L2 > PP indicates a forward branch address. The "Not Taken" decision at clock cycle 8 will be used to initialize the 1-bit predictor to the "Predict Not Taken" state during cycle 9. For the rest of the iterations, the "Not Taken" would be predicted correctly by the 1-bit predictor. After the last iteration, the execution of "JGT L2" instruction for the last time (e.g., at cycle 29 for two iterations of the forloop) will result in a misprediction and the state of the 1-bit predictor will change to "Predict Taken."


Figure 8.21 FSD for a 1-bit dynamic predictor.
If the for-loop executes only once, the 1-bit dynamic predictor would predict correctly as expected, illustrated in Table 8.6. However, suppose the for-loop in Example 8.11 executes as an inner loop and therefore would execute multiple times. The second time that the for-loop executes, the 1 -bit predictor, which is now in the "Predict Taken" state, will cause a misprediction when instruction "JGT L2" executes at the start of the for-loop, and the state of the predictor will change to "Predict Not Taken." The 1-bit predictor will cause another misprediction at the end of the for-loop, resulting in two mispredictions for each time that the for-loop executes. Therefore, the 1-bit predictor will perform worse than the static predictor alone.

## 2-Bit Dynamic Predictor

Figure 8.22 illustrates the FSD used for a 2-bit dynamic predictor [7]. Again, consider the for-loop in Example 8.11 executing as an inner loop. During the first time that the for-loop executes, the state of the 2-bit predictor FSD for the "JGT L2" instruction would be initialized to "Predict Not Taken." The predictor will remain in this state until after the last iteration when the for-loop exits, and the 2-bit predictor will mispredict, causing the state of the predictor to change to "Predict Likely Not Taken."


FIGURE 8.22 Illustrating two 2-bit dynamic branch prediction algorithms [7].
The next time that the for-loop executes, the dynamic predictor, being in the "Predict Likely Not Taken" state, will correctly predict "Not Taken" for the "JGT L2" instruction in the first iteration. When "JGT L2" in the first iteration completes execution and it is determined that the "Not Taken" prediction was correct, the state of the 2-bit FSD correctly changes to the "Not Taken" state, with no misprediction, as if the for-loop was executing for the first time. The 2-bit predictor will cause one misprediction at the end of the for-loop, resulting, as expected, in only one misprediction each time the "for-loop" executes.

Figure 8.23 illustrates the data path of a 2-bit dynamic branch predictor implemented in the fetch stage. It includes a branch history table (BHT) that for each branch instruction it holds a branch instruction address (BIA), a branch target address (BTA), and a 2-bit current state (CS) of a 2-bit dynamic predictor. The 2-bit storage space used for each CS in the table represents the two flip-flops that would be required otherwise to implement a finite state machine (FSM). The table holds the history for the branch
instructions that are executed recently depending on the size of the table. During the execution of a program, the lower bits of PP are used to access the table. For example, with 10-bits, the table can hold 1 K entries; however, not all entries will be branch instructions.


Figure 8.23 Partial illustration of 2-bit dynamic branch prediction logic placed in the fetch stage.

Each time that the content of the PP matches with a BIA in the BHT, it identifies a jump/branch instruction. The 2-bit CS read from the table is used to predict the direction of the branch. If, for example, the CS indicates "Predict Taken" or "Predict Likely Taken," then "Taken" is predicted and the content of the PP is replaced with the BTA saved in the table. The next instruction that is fetched is the one at address BTA stored in PP. On the other hand, if the CS indicates "Predict Not Taken" or "Predict Likely Not

Taken," then "Not Taken" is predicted and the program execution continues from the next instruction.

If the content of PP does not match a BIA stored in the table, it indicates that there is no history for the current branch instruction in the table. In this case, on the next clock cycle, the static prediction is applied. Once the branch instruction executes and the decision "Taken" or "Not Taken" is determined as the initial value of the 2-bit CS, the BIA, BTA, and CS for the instruction are entered at an index determined from the BIA in the table as the instruction retires. The CS field in the table entry is then updated each time the branch instruction executes and retires.

It has been shown that using a 2-bit predictor (a four-state FSD) is as good as, or even better, than using a predictor with more states [8]. Because a 2bit branch predictor works independent of previously executed branch instructions, it is called a local predictor.

It has also been shown that, for some programs, branch decisions are not always independent, and in some cases, there are correlations between the decisions made by recently executed branch instructions and the decision that will be made when a current branch instruction executes.

## Branch Correlation-Based Prediction

For "if-else" statements that execute repeatedly (e.g., within a loop), it has been shown that a branch prediction algorithm works better when one uses a separate 2-bit predictor for each possible execution path [8, 9]. For instance, consider the following for-loop with three if-else statements. Also, assume the compiler translates the conditional statement of each "if-else" statement into a conditional branch instruction that the branch decision "Not Taken" refers to the "then" part of the "if-else" code.

Program code [8]

```
for(...)
{
If(x == 2)
    X = 0;
    If(y == 2)
        Y = 0;
        If (x != Y)
    ...
}
```

There are four possible execution paths to reach the branch instruction "BEQ," as shown in Fig. 8.24. Note that for the "BEQ" instruction, the branch decision depends on an execution path. If $x$ and $y$ are both 2 , then for sure the condition " $x!=y$ " is false. Therefore, in some programs, there are often strong correlations among the branch decisions of recently executed branch instructions. This information can be used to implement a better dynamic predictor.


Figure 8.24 All possible execution paths to reach instruction "BEQ" within the for-loop noted earlier.

In order to identify an execution path, a branch prediction register (BPR) is used to encode the recently executed branch decisions. For the previous forloop, a 2-bit BPR register can encode the four execution paths in Fig. 8.24 as $(11)_{2},(10)_{2},(01)_{2}$, and $(00)_{2}$, where 1 implies yes $(\mathrm{Y})$ and 0 no $(\mathrm{N})$. If the branch decisions for the two instructions "BNE" and "BNE" were "Not Taken" (i.e., $x=2$ ) and "Taken" $(y \neq 2)$, respectively, then content of BPR becomes $(01)_{2}$.

Figure 8.25 illustrates the data path of a 2-bit correlation branch predictor. In the figure, the lower bits of PP and the 2-bit BPR are concatenated to create an index to the BHT. The index selects a different 2-bit predictor for the "BEQ" instruction, depending on which execution path the program took in Fig. 8.24. Refer to the Exercises section for examples.


Figure 8.25 A correlation predictor using a global view of the branch decisions.

Because a BPR identifies an execution path in the program, it is said to provide a global view of program execution. For this reason, a correlationbased predictor is often called a global predictor. Still other predictors use a combination of both local and global branch history data [9].

Studies of SPEC89 benchmark programs have shown that the frequency of misprediction-for example, for a "gcc" compiler-was $12 \%$ when a local predictor (e.g., Fig. 8.23) with a 4096 -entry BHT was used versus $11 \%$ when a 2-bit global predictor (e.g., Fig. 8.25) with a 1024 -entry but the same size ( 1024 * $4=4096$ ) BHT was used. With the Spice circuit simulation program, the misprediction rates were $9 \%$ for local and $5 \%$ for global, and with Espresso logic minimization software it was $5 \%$ for local and $4 \%$ for global [10]. This shows that using multiple predictors often works better than using only one as discussed next.

## Tournament Predictor

Modern processors often implement multiple predictors and dynamically select the best among them for each branch instruction. For example, consider implementing a local predictor and a global predictor and then using a 2-bit predictor (Fig. 8.22) to choose the best predictor. The mechanism is called a tournament predictor because for each branch instruction, the winner predictor (local or global) is the one that is selected more often.

For example, using a tournament predictor, $40 \%$ of the time the predictor selected a global predictor for the SPEC Integer benchmark programs versus only $15 \%$ for the SPEC floating-point (FP) benchmark programs [10]. Tournament predictors have been used in the AMD Opteron and Phenom processors.

### 8.4.3 Instruction-Level Parallelism

In order to execute two or more instructions in parallel on a superscalar processor, all those instructions must be data independent. With ILP, there are three possible dependencies, as defined with examples in Table 8.7. Data dependency exists among some instructions in all programs, no matter if ILP is used or not. An antidependency and/or output dependency, on the other hand, may exist between two instructions if the instructions execute in parallel (during the same pipeline cycle). An instruction pair with one or more of these dependencies, if executed in parallel, would result in hazards known as read after write (RAW), write after read (WAR), or write after write (WAW) hazards. Furthermore, these hazards cannot be resolved during execution.

| Dependency Type | Instruction Pair Example | Definition |
| :---: | :---: | :---: |
| Data Dependence | $\begin{aligned} & \text { LD R1, (sum) } \\ & \text {... } \\ & \text { ADD R3, R2, R1 } \end{aligned}$ | An instruction (e.g.," ${ }^{\text {LD }}$ ") changes (writes) the content of a register (i.e., R1) and another instruction (e.g., "ADD") uses (reads) the register content to perform additional computation. Executing these two instructions during the same pipeline cycle will result in a RAW hazard. |
| Antidependence | $\begin{aligned} & \text { ADD R3, R2, R1 } \\ & \ldots \\ & \text { LD R2, (sum) } \end{aligned}$ | An instruction (e.g.,"ADD") uses (reads) the content of a register (i.e., R2) and another future instruction (e.g., "LD") changes (writes) the content of the same register. Executing these two instructions during the same pipeline cycle will result in a WAR hazard. |
| Output Dependence | ADD R3, R2, R1 <br> LD R3, (sum) | Two instructions (e.g., "ADD" and "LD") change (write) the content of the same register (i.e., R3). Executing these two instructions during the same pipeline cycle will result in a WAW hazard. |

TABLE 8.7 Types of Dependencies in ILP
For example, consider the execution of the program code given in Example 8.13 on a superscalar processor. There are data-dependency, antidependency, and output-dependency relationships among these instructions that, if executed in parallel, would cause RAW, WAR, or WAW hazards, as illustrated using a graph in Fig. 8.26.


Figure 8.26 Using a graph to illustrate RAW, WAR, and WAW hazards among the instructions in Example 8.13.

Example 8.13. A program code example assuming that registers R 1 and R 2 are already initialized with values loaded from memory:

| 1: | ADD R3, | R1, R2 | $/ / \mathrm{R} 3 \leftarrow \mathrm{R} 1+\mathrm{R} 2$; |
| :---: | :---: | :---: | :---: |
| 2: | MUL R4, | R3, R3 | //R4 R 3 * R3; |
| $3:$ | ST (a) , | R4 | //M a ] $\leftarrow \mathrm{R} 4$; |
| 4: | SUB R3, | R2, R1 | //R3 R R2 - R1; |
| $5:$ | LD R5, | (b) | $/ / \mathrm{R} 5 \leftarrow \mathrm{M}[\mathrm{b}]$; |
| 6: | ADD R4, | R3, R5 | $/ / \mathrm{R} 4 \leftarrow \mathrm{R} 3+\mathrm{R} 5$; |
| 7 : | DIV R6, | R4, R1 | //R6 R 4 / R1; |

There are five RAW, two WAW, and one WAR potential hazards in the example program. Any pair of instructions that are shown connected by a solid arrow $(\rightarrow)$ in the graph are data dependent and cannot be executed in parallel. The instructions "ADD R3, R1, R2" and "SUB R3, R2, R1" have an output-dependence relationship because they both update register R3. Their execution in parallel would cause a WAW hazard. Likewise, instructions "MUL R4, R3, R3" and "ADD R4, R3, R5" that both write to register R4 would cause a WAW hazard if they are executed in parallel. Instructions "SUB R3, R2, R1" and "MUL R4, R3, R3" have an antidependence relationship. There will be a WAR hazard if "SUB" executes before "MUL" that operates on the
result produced by the "ADD R3, R1, R2" instruction and not on the result produced by the "SUB" instruction.

The requirement for ILP is that data-dependence, antidependence, or output-dependence relationships cannot exist among those instructions that are scheduled to execute during the same pipeline cycle. The instructions that can be executed in parallel are selected either statically by the compiler (i.e., a software solution) or dynamically by hardware during execution. Both the software and hardware solutions have advantages and disadvantages that will be discussed next.

## Statically Scheduled ILP

For statically scheduled ILP, the compiler and not hardware decides which set of instructions should be issued for parallel execution during each pipeline cycle. The compiler for a superscalar processor must examine a group of instructions and divide them into sets. The instructions in each set must not have any dependency relationship among them that can cause a RAW, WAR, or WAW hazard. Consider the program code in Example 8.13. Suppose the processor is a two-issue superscalar-can issue maximum two instructions every clock cycle-with the following specifications:

- The compiler must organize the instructions into maximum two-issue ILP.
- The instruction pipeline contains enough resources (adder/subtractor, multiplier, and divider) to execute any two arithmetic instructions in parallel, if needed. For simplicity, it is also assumed that each arithmetic computation takes one clock cycle.
- "LD" instructions are scheduled as soon as possible to hide the singlecycle delay required to load data from cache (DM).

Example 8.14 lists the compiler generated two-issue organization of the instructions in Example 8.13. Table 8.8 illustrates the execution of the program code, with the assumption that both variables $a$ and $b$ are already loaded into cache. During each pipeline cycle, two instructions are fetched and executed in parallel.

| Cycle | Fetch | Decode | Execute | Data Memory | Write-Back |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{array}{\|l\|} \hline \text { 1:ADD R3, R1, R2 } \\ \text { 5:LD } 5 \text {, (d) } \end{array}$ |  |  |  |  |
| 2 | 2:MULR4, R3, R3 NOP | $\begin{aligned} & \text { 1:ADD R3, R1, R2 } \\ & \text { 5:LD R5, (d) } \end{aligned}$ |  |  |  |
| 3 | $\begin{aligned} & \hline \text { 3:ST (c), R4 } \\ & \text { 4:SUB R3, R2, R1 } \end{aligned}$ | 2:MULR4, R3, R3 NOP | $\begin{aligned} & \text { 1:ADD R3, R1, R2 } \\ & \text { 5:LD R5, (d) } \end{aligned}$ |  |  |
| 4 | $\begin{aligned} & \text { 6: ADD R4, R3, R5 } \\ & \text { NOP } \end{aligned}$ | 3:ST (c), R4 <br> 4:SUB R3, R2, R1 | 2:MULR4, R3, R3 <br> NOP | $\begin{aligned} & \text { 1:ADD R3, R1, R2 } \\ & \text { 5:LD R5, (d) } \end{aligned}$ |  |
| 5 | 7:DV R6, R4, R1 <br> NOP | $\begin{aligned} & \text { 6: ADD R4, R3, R5 } \\ & \text { NOP } \end{aligned}$ | 3:ST(c), R4 <br> 4:SUB R3, R2, R1 | 2:MULR4, R3, R3 NOP | $\begin{aligned} & \text { 1:ADD R3, R1, R2 } \\ & \text { 5:LD R5, (d) } \end{aligned}$ |
| 6 |  | 7:DIV R6, R4, R1 NOP | $\begin{aligned} & \text { 6: ADD R4, R3, R5 } \\ & \text { NOP } \end{aligned}$ | 3: ST (c), R4 <br> 4:SUBR3, R2, R1 | 2:MULR4, R3, R3 NOP |
| 7 |  |  | 7:DIV R6, R4, R1 NOP | 6:ADDR4,R3,R5 NOP | 3:ST(c), R4 <br> 4:SUB R3, R2, R1 |
| 8 |  |  |  | 7:DVR6, R4,R1 NOP | 6: ADD R4, R3, R5 NOP |
| 9 |  |  |  |  | 7:DIV R6, R4, R1 NOP |

TABLE 8.8 Execution Two-Issue Statically Scheduled Program Code Using a Five-Stage Superscalar Pipeline

Example 8.14. The instructions in Example 8.13 are organized for a statically scheduled two-issue ILP execution. The pipeline is capable of executing two arithmetic instructions in parallel.

| ADD | R3, R1, R2 | LD R5, (b) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| MUL | R4, R3, | R3 | NOP |  |
| ST | (a), R4 |  | SUB R3, R2, R1 |  |
| ADD | R4, R3, R5 | NOP |  |  |
| DIV | R6, R4, R1 | NOP |  |  |

Because a superscalar processor typically executes multiple instructions during each clock cycle, a program's CPI is generally less than 1. For this reason, the preferred performance parameter is called instructions per cycle (IPC) and is calculated as the inverse of CPI, as defined by Eq. (8.6).

$$
\begin{equation*}
\mathrm{IPC}=\frac{\text { Number of instructions executd }(n)}{\text { Number clock cycles used }(N)} \tag{8.6}
\end{equation*}
$$

Not counting the clock cycles required to fill the pipeline, the IPC for Example 8.14, as illustrated in Table 8.8, is determined as follows:

$$
\begin{align*}
N & =9-5+1=5 \text { clock cycles (ignoring pipeline startup) } \\
n & =7 \text { instructions executed (from Example } 8.13 \text { program) }  \tag{8.7}\\
\mathrm{IPC} & =\frac{7}{5}=1.4
\end{align*}
$$

An additional technique to further improve IPC is called compiler-based speculative execution. In this case, instructions independent of branch directions are selected for parallel execution. One compiler-assisted speculative execution method that is used with Intel Itanium architecture is to convert instructions of an "if-else" statement to conditional instructions called predicated instructions. For example, consider the following simple "if-else" statement:

```
if(a > 0)
    a = a - 1;
else
    a = a + 1;
```

The compiler would translate the if-else statement to the following assembly code by attaching the condition " $a>0$ " to all instructions (one in this case) in the "then" code section and the condition "! ( $a>0$ )" to all the instructions (again, one in this case) in the "else" code section as shown next. This would also eliminate the branch instruction that would otherwise be needed to execute the instructions associated either with the "then" or the "else" code section.

```
LD R1, (a)
CMP R1, 0
SUB R1, R1, 1 (GTF = 1) //if greater than flag (GTF) is set
ADD R1, R1, 1 (GTF = 0) //if GTF is not set
ST (a), R1
```

Both the "SUB" and "ADD" instructions can now be scheduled to execute in parallel. The processor would compute both $a-1$ and $a+1$. However, only one of these results would be committed (written) to register R1, depending on the value of the greater than flag (GTF). If " $a>0$," then R1 takes the result of $a-1$; otherwise, R1 takes the result of $a+1$. One of the computations ( $a-1$ or $a+1$ ) is called speculative because its computed result may not be used.

An advantage of statically scheduled ILP is that the processor is more power efficient in that it doesn't use hardware to decide which set of instructions should execute in parallel during each pipeline cycle. For this reason, processors (e.g., ARM Cortex-A8) that implement statically schedule ILP are typically used in handheld devices such as smart phones. Another advantage of these processors as compared to those that implement dynamically scheduled ILP (discussed next) is that compiler can potentially examine a longer list of instructions for ILP than the list of instructions that must be dynamically and quickly examined during each pipeline cycle.

## Dynamically Scheduled ILP

The pipeline of a superscalar processor that implements dynamically scheduled ILP is more complex and consumes more power. The fetch stage contains a queue of instructions that are not yet scheduled for execution. Dedicated hardware dynamically examines several instructions in the queue and decides which set of instructions to issue for parallel execution. When compared to a pipeline that is designed for statically scheduled ILP, the pipeline for a dynamically scheduled ILP provides certain advantages, such as

- The exact program flow is only known at run time. Therefore, there are more opportunities for the processor to select and issue more instructions for parallel execution.
- The processor could also implement a register renaming mechanism where antidependence and output-dependence relationships can be removed dynamically by changing register names in some instructions with temporary registers that are not visible to programmers. This
enables the processor to schedule instructions out of order and achieve higher ILP.
- Programs are not required to be recompiled to take advantage of a next generation of the processor that implements dynamically scheduled ILP or when the dynamic scheduling in the next generation is implemented differently.
The pipeline of the Intel Core i7, for example, implements dynamically scheduled ILP. Its high-instruction throughput makes it suitable for high-end desktop or server computers.

Dynamic instruction scheduling requires that the pipeline implement certain techniques, known as score boarding or a more advanced version called Tomasulo's algorithm that also supports speculative execution. The pipeline can dynamically rename registers to avoid WAR and WAW hazards and allow out-of-order execution. For example, consider the program code in Example 8.13 that was discussed earlier with five RAW, two WAW, and one WAR potential hazards (Fig. 8.26).

Figure 8.27 illustrates the removal of two antidependence and one outputdependence relationships using register renaming. The output dependence between instructions "ADD R3, R1, R2" and "SUB R3, R1, R1" is resolved by changing the destination register R3 with temporary register T1 in the "ADD" instruction. This is because in program order, "MUL R4, R3, R3" that uses the result computed by the "ADD" instruction comes before the "ADD R4, R3, R5" that uses the output computed by the "SUB" instruction. R3 is also renamed to T1 in the "MUL" instruction. This removes the antidependence relationship that exists between the "MUL" and the SUB" instructions.


Figure 8.27 Illustrating register renaming to remove WAR and WAW dependencies in Fig. 8.26.

Likewise, the output-dependence relationship between the "MUL" and the "SUB" instructions is removed by renaming R4 in the "MUL" instruction with another temporary register T2. R4 is also renamed T2 in the "ST (a), R4" instruction. This leaves R4 in "ADD R4, R3, R5" unchanged, as it should, since this instruction computes the last value stored in register R4 as if the program is executed one instruction at a time.

Table 8.9 illustrates the execution of the program code in Example 8.13 on a two-issue dynamically scheduled superscalar processor using the modified instructions shown in Fig. 8.27. Again, the following list of requirements is assumed; they are the same as those we used with the two-issue statically scheduled superscalar processor.

| Cycle | Fetch | Decode | Execute | Data Memory | Write-Back |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & \text { 1:ADDT1, R1, R2 } \\ & \text { 5:LD R5, (b) } \end{aligned}$ |  |  |  |  |
| 2 | $\begin{aligned} & \text { 2:MULT2,T1,T1 } \\ & \text { 4:SUB R3, R2, R1 } \end{aligned}$ | $\begin{aligned} & \text { 1:ADDT1, R1, R2 } \\ & \text { 5:LD R5, (b) } \end{aligned}$ |  |  |  |
| 3 | 3: ST(a), T2 <br> 6: ADD R4, R3, R5 | $\begin{aligned} & \text { 2: MULT2, T1, T1 } \\ & \text { 4: SUB R3, R2, R1 } \end{aligned}$ | $\begin{aligned} & \text { 1:ADDT1, R1, R2 } \\ & \text { 5: LD R5, (b) } \end{aligned}$ |  |  |
| 4 | 7: DIV R6, R4, R1 Nop | $\begin{aligned} & \text { 3:ST(a),T2 } \\ & \text { 6:ADD R4, R3, R5 } \end{aligned}$ | $\begin{aligned} & \text { 2:MULT2,T1,T1 } \\ & \text { 4:SUB R3, R2, R1 } \end{aligned}$ | $\begin{aligned} & \text { 1:ADDT1, R1, R2 } \\ & \text { 5:LD R5, (b) } \end{aligned}$ |  |
| 5 |  | 7:DIV R6, R4, R1 Nop | $\begin{aligned} & \text { 3:ST(a),T2 } \\ & \text { 6:ADD R4, R3, R5 } \end{aligned}$ | $\begin{aligned} & \text { 2:MULT2,T1,T1 } \\ & \text { 4:SUB R3, R2, R1 } \end{aligned}$ | $\begin{aligned} & \text { 1:ADDT1, R1, R2 } \\ & \text { 5:LD R5,(b) } \end{aligned}$ |
| 6 |  |  | 7:DIV R6, R4, R1 Nop | $\begin{aligned} & 3: S T(a), T 2 \\ & \text { 6:ADD R4, R3, R5 } \end{aligned}$ | $\begin{aligned} & \text { 2:MULT2,T1,T1 } \\ & \text { 4: SUB R3, R2, R1 } \end{aligned}$ |
| 7 |  |  |  | 7:DIV R6, R4, R1 Nop | $\begin{aligned} & \text { 3:ST(a), T2 } \\ & \text { 6: ADD R4, R3, R5 } \end{aligned}$ |
| 8 |  |  |  |  | 7:DIV R6, R4, R1 Nop |

TABLE 8.9 Dynamically Scheduled Two-Issue Execution of Program Code

- The instruction pipeline contains enough resources (adder/subtractor, multiplier, and divider) to execute any two arithmetic instructions in parallel, if needed. For simplicity, it is also assumed that each arithmetic computation takes one clock cycle.
- "LD" instructions are scheduled as soon as possible to hide the singlecycle delay required to load data from cache.

During the first pipeline cycle, from the three independent instructions "ADD T1, R1, R2," "SUB R3, R2, R1," and "LD R5, (b)" as shown in Fig. 8.27, two must be issued. "ADD" is selected because it comes before "SUB" in program order. "LD" is selected so data can be loaded early to hide the onecycle cache latency required before the "ADD R4, R3, R5" instruction can execute.

During cycles 2 and 3, the scheduler issues the two independent instructions "MUL T2, T1, T1" and "SUB R3, R2, R1" followed by the two
independent instructions "ST (a), T2" and "ADD R4, R3, R5." Finally, during cycle 4, "DIV R6, R4, R1" is issued. Normally, as instructions are scheduled, new instructions are fetched and stored in the instruction queue. However, in order to keep the illustrations simple, such steps are ignored here.

Assuming that the initial cycles to fill the pipeline are ignored, the IPC for the program code, as determined by Eq. (8.8), is 1.75 . This makes the dynamically scheduled two-issue superscalar processor $25 \%$ (1.75/1.4 = 1.25) faster than its equivalent statically scheduled superscalar processor for the program example.

$$
\begin{align*}
\text { IPC } & =\frac{7 \text { instructions }}{(8-5+1) \text { cycles }}  \tag{8.8}\\
& =\frac{7 \text { instructions }}{4 \text { cycles }}=1.75
\end{align*}
$$

However, because a typical RISC processor has many (e.g., 32) registers and compilers do avoid reusing recently used registers, compilers can assign different registers to instructions to reduce some of the antidependency and output dependency among instructions to achieve better statically scheduled ILP.

Speculative execution is also possible with dynamic scheduling. In this case, the processor executes instructions as soon as their operands are available, independent of branch directions. Some speculatively computed results may be discarded if there is a change in program flow, and the results that must be committed to registers and/or memory must be done in program order as if instructions were executed one at a time.

### 8.4.4 Multithreading

As was said earlier in this chapter and in Chap. 1, there is a limit to ILP. For a given program, there are only a few independent instructions, even with register naming, that can be executed at the same time during each pipeline cycle. Studies of some benchmark programs have shown that about $30 \%$ of the time three instructions and about $2 \%$ of the time six or more instructions can be executed in parallel, with the average being about 2.5 instructions [11]. Even with the availability of more transistors and allowable maximum power consumption, there is a limit on how quickly a single program can be executed. Therefore, the only way to perform a task faster is to divide the work into subtasks that can be performed concurrently.

## Program Example

Consider the C program given next that has a for-loop with 100 million iterations. For simplicity, the array elements are initialized to 1.0 .

```
main()
{
    double array[10000000] = {[0 ... 9999999] = 1.0};
    double sum;
    int i;
    sum = 0.0;
    for(i = 0; i < 100000000; i++)
        sum = sum + array[i];
    printf("sum = %e\n", sum);
}
```

One way to reduce the total time required to compute the sum of the array elements is to divide the array into two halves and compute the sum of each half using a different thread of code. For example, the following two-threaded program in C can be used to sum the array elements. The "main" program first creates a thread (Thread 0) to sum the first half of array elements, and then itself, as Thread 1, sums the second half of array elements. Once, the "main" (now Thread 1) is done with its half of the array, it must check to make sure Thread 0 is also done with its half of the array. The "main" then computes and prints the grand total sum. Note that both threads can access globally declared "array" and "sum."

```
/*compile as "gcc -pthread filename.c" */
#include <pthread.h>
#include <stdio.h>
//globally declared array and sum
double array[10000000] = {[0 ... 9999999] = 1.0};
double sum[2]; //to store two partial sums
typedef struct {
    int start;
    int end;
    int pid;
} range;
void *calculate_array_sum(void *arg)
{
    range *incoming = (range *) arg;
    int i;
    double partial_sum;
    int start, end, pid;
    start = incoming->start;
    end = incoming->end;
    pid = incoming -> pid;
    partial_sum = 0;
    for(i = start; i < end; i++)
        partial_sum = partial_sum + array[i];
    sum[pid] = partial_sum;
    return;
}
main ()
{
pthread_t threadID;
void *exit_status;
range range_thread0;
range range_threadl;
```

```
//define the array range for Thread 0
range_thread0.start = 0;
    range_thread0.end = 5000000;
    range_thread0.pid = 0; //Thread 0
    //now create a thread to sum the first half of the array elements
    pthread_create(&threadID, NULL, calculate_array_sum,
&range_thread0);
    //define the array range for the main as Thread 1
range_threadl.start = 5000000;
range_thread1.end = 10000000;
range_thread1.pid = 1; //Thread 1
calculate_array_sum(&range_thread1);
pthread_join(threadID, &exit_status); //wait for Thread 0
printf("Grand total = %e\n", sum[0] + sum[1]);
}
```

The execution of the two-threaded C program will cause two sets of code, as follows, to execute concurrently if the CPU implements multithreading:

## Thread 0

```
for(i = 0; i < 50000000;
i++)
    partial_sum = partial_
sum + array[i];
sum[0] = partial_sum;
```

"main" as Thread 1
for(i $=50000000$; i <
100000000 ; i++)
partial_sum = partial_
sum + array[i];
sum[1] = partial_sum;

The instruction pipeline must contain two copies of all the registers, including PP. The following sections describe three $k$-issue multithreading pipeline organizations.

## Coarse-Grained

Each time the execution of an "LD" or "ST" instruction causes a long waitfor example, when main memory access is required-the pipeline switches
and resumes execution of a second thread. For example, when executing Thread 0 and Thread 1 discussed above the pipeline continues and issues up to $k$ instructions from Thread 0 until it determines that an array element is not in cache and it must be accessed from main memory, which has a long latency. At that time, while the data is being accessed from memory, the pipeline switches and continues issuing up to $k$ instructions from Thread 1 until it encounters a long delay; the pipeline then switches back and issues $k$ instructions from Thread 0.

It is called a coarse-grained multithreading architecture because the pipeline executes one thread at a time until it encounters a long delay. Because each thread uses its own private set of registers, the state of the switched thread is automatically saved. While this method is good when the delays are long, it is not efficient when delays are short-for example, when the access is from a lower-level cache with shorter latency. This is because each time that a switch to a different thread takes place, the pipeline must be flushed, wasting pipeline cycles. Furthermore, in some applications, thread switching may happen less frequently than necessary. For example, some real-time applications may require faster thread execution.

The pipeline organization, however, has the advantage of requiring the least amount of hardware as compared to other multithreading architectures discussed next because the pipeline resources at any time are used for executing only one thread. Another advantage of this architecture is that it can be implemented as a statically or dynamically scheduled ILP multithreading processor. Note that, in general, the threads may or may not belong to the same program. Threads from two different programs may be executed concurrently.

## Fine-Grained

In this case, thread switching happens every clock cycle. For example, when executing the above Thread 0 and Thread 1 the pipeline issues up to $k$ instructions from Thread 0 during the first pipeline cycle, then switches and issues up to $k$ instructions from Thread 1 during the second pipeline cycle, and then it repeats. Again, in general, the threads may or may not belong to the same program.

It is called a fine-grained multithreading architecture because the pipeline switches threads every cycle. This pipeline organization is more efficient as compared to a coarse-grained multithreading pipeline, but the execution of each thread is still slow. As the pipeline executes instructions from only one thread during each cycle, other threads must wait their turn. The pipelines in the Sun Niagara processor and Nvidia GPUs, for example, implement this type of multithreading.

Because threads are switched every clock cycle, the architecture provides a higher thread-level concurrency as compared to the coarse-grained architecture. Likewise, the architecture can be implemented as a statically or dynamically scheduled ILP multithreading processor.

## Simultaneous

In this case, the pipeline issues up to $k$ instructions selected from all running threads during each clock cycle. For example, when executing the above Thread 0 and Thread 1, the pipeline issues $k 0(0 \leq k 0 \leq k)$ instructions from Thread 0 and $k 1(0 \leq k 1 \leq k)$ instructions from Thread 1 during each cycle, where $0 \leq k 0+k 1 \leq k$. Because the pipeline selects independent instructions from several (e.g., two) threads and executes them simultaneously, this architecture is called simultaneous multithreading. The pipeline must implement dynamically scheduled ILP and, therefore, its implementation requires the most amount of hardware. Thread-level parallelism (TLP), where instructions from multiple threads execute at the same time, is the advantage of this architecture as compared to the others.

Example 8.15. Consider the execution of the following two program codes, labeled Thread $A$ and Thread B, on a simultaneous multithreading four-issue superscalar processor with dynamically scheduled ILP. Thread A is the program code given in Example 8.13 with datadependence, antidependence, and output-dependence relationships among some of the instructions. Thread B, for simplicity, contains only data-dependence relationships among its instructions.

Thread A (program code in Example 8.13)

```
ADD R3, R1, R2
MUL R4, R3, R3
ST (a), R4
SUB R3, R2, R1
LD R5, (b)
ADD R4, R3, R5
ADD R4, R3, R5
```

The following is also assumed:

- The execute stage has enough resources (e.g., adder/subtractor, multiplier, and divider) to execute any four arithmetic instructions in parallel, if needed. For simplicity, it is also assumed that each arithmetic operation takes one clock cycle.
- The organization of DM (cache) is two-way fine interleaved (Chap. 7), and the pipeline is designed to execute one "LD" instruction (if any) and one "ST" instruction (if any) simultaneously, if needed. It is assumed that
there is less chance for a conflict in a fine interleaved memory when executing a load with a store at the same time than when executing two load or two store instructions at the same time.
- The pipeline will issue "LD" instructions as soon as possible to hide the single-cycle delay required to load data from cache.
- Variables $a, b$, and $x$ to $z$ reside in cache without conflicts.

Table 8.10 illustrates the execution of Thread A and Thread B in Example 8.15. During pipeline cycle 1, the pipeline issues two possible instructions, "ADD T1, R1, R2" and "LD R5, (b)" from Thread A, and two instructions, "ST (x), R3" and "ADD R4, R1, R2" from Thread B. During cycle 2, the pipeline again issues two instructions from Thread A and two instructions from Thread B. During cycle 3, the pipeline issues two instructions from Thread A and one instruction from Thread B. Finally, during cycle 4, the pipeline issues two final instructions, one from each thread. The instructions issued during each cycle are data independent and can execute in parallel. Because the pipeline can only issue one "LD" and one "ST" (if any) during a cycle, the instruction "LD R8, (y)" cannot be issued earlier and during cycle 1. Therefore, the execution of the "SUB R9, R6, R8" instruction is delayed until cycle 6.

| Cycle | Fetch | Decode | Execute | Data Memory | Write-Back |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | A: ADDT1, R1, R2 <br> A:LD R5, (b) <br> B: ST (x), R3 <br> B: ADD R4, R1, R2 |  |  |  |  |
| 2 | A: MULT2,T1,T1 <br> A: SUB R3, R2, R1 <br> B: MUL R6, R4, R5 <br> B:LD R8, (y) | A: ADDT1, R1, R2 <br> A:LD R5, (b) <br> B: ST (x), R3 <br> B: ADD R4, R1, R2 |  |  |  |
| 3 | A: ST (a), T2 <br> A: ADD R4, R3, R5 <br> B: DIV R7, R3, R6 <br> B: SUB R9, R6, R8 | A: MULT2,T1,T1 <br> A: SUB R3, R2, R1 <br> B:MUL R6, R4, R5 <br> B:LDR8, (y) | A: ADDT1, R1, R2 <br> A:LD R5, (b) <br> B: ST (x), R3 <br> B: ADD R4, R1, R2 |  |  |
| 4 | $\begin{aligned} & \text { A: DIV R6, R4, R1 } \\ & \text { B: ST (z), R6 } \end{aligned}$ | A: ST (a), T2 <br> A: ADD R4, R3, R5 <br> B: DIV R7, R3, R6 <br> B: SUB R9, R6, R8 | A: MULT2,T1,T1 <br> A: SUB R3, R2, R1 <br> B: MUL R6, R4, R5 <br> B: LD R8, (y) | A: ADDT1, R1, R2 <br> A:LDR5, (b) <br> B: ST (x), R3 <br> B: ADD R4, R1, R2 |  |
| 5\% |  | $\begin{aligned} & \text { A: DIV R6, R4, R1 } \\ & \text { B: ST (z), R6 } \\ & \text { ? } \\ & ? \end{aligned}$ | A: ST (a), T2 <br> A: ADD R4, R3, R5 <br> B: DIV R7, R3, R6 <br> 0 | A:MULT2,T1,T1 <br> A: SUB R3, R2, R1 <br> B:MUL R6, R4, R5 <br> B:LDR8, (y) | A: ADDT1, R1, R2 <br> A:LD R5, (b) <br> B: ST (x), R3 <br> B: ADD R4, R1, R2 |
| 6 |  |  | A: DIV R6, R4, R1 <br> B: ST (z), R6 <br> B: SUB R9, R6, R8 ? | A: ST (a), T2 <br> A: ADD R4, R3, R5 <br> B: DIV R7, R3, R6 <br> 0 | A:MULT2,T1,T1 <br> A: SUB R3,R2, R1 <br> B:MUL R6, R4, R5 <br> B:LD R8, (y) |
| 7 |  |  |  | A: DIV R6, R4, R1 <br> B: ST (z), R6 <br> B: SUB R9, R6, R8 ? | A: ST (a), T2 <br> A: ADD R4, R3, R5 <br> B: DIV R7, R3, R6 <br> 0 |
| 8 |  |  |  |  | A: DIV R6, R4, R1 <br> B: ST (z), R6 <br> B:SUB R9, R6, R8 ? |
| \% "SUB R9, R6, R8" is delayed one-cycle due to "LD R8, (y)" <br> A:Thread A instruction <br> B:Thread B instruction |  |  |  |  |  |

TABLE 8.10 Dynamically Scheduled Two-Thread Simultaneous Multithreading of Program Codes on Four-Issue Superscalar Processor

Based on the four-issue ILP shown in Table 8.10, the IPC for Thread A or Thread B executed separately is 1.75 (7/4), where the number of clock cycles required to fill the pipeline is ignored. However, the IPC of simultaneous multithreading of Threads A and B-again with ignoring the cycles required to fill the pipeline-is 3.5 , as determined by Eq. (8.9).

$$
\begin{align*}
\text { IPC } & =\frac{(7+7) \text { instructions }}{(8-5+1) \text { cycles }} \\
& =\frac{14 \text { instructions }}{4 \text { cycles }}=3.5 \tag{8.9}
\end{align*}
$$

Multithreading, especially a simultaneous multithreading architecture, increases pipeline efficiency. In addition, a simultaneous multithreading pipeline implements small-scaled TLP. Higher levels of TLP require a multicore processor or multiprocessor system, which we will discuss in Chap. 10.
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## Exercises

8.1 Consider an Acc-ISA CPU that executes the pseudo-code shown. Do the following:
... //some code while\{(true) //loop forever
\{
$T=(-5-A+B) \wedge C ; / / w h e r e{ }^{\wedge}$ stands for bit-wise XOR
... //some other code (not given)
\}
a. Create a set of 8 -bit Acc-ISA instructions with 3-bit op-codes and 5bit operands. Any of the variables $A$ through $C$ may be a negative 2 's complement number.
b. Write an assembly program using your instruction set. Also assume that the code starts from memory address 0 and increases by 1, and data starts from memory address 0x1F and decreases by 1.
c. Manually assemble your assembly program and write instructions in binary and in hex. Assign op-codes to the instructions in the order they were used in the assembly program, starting from address 0 .
d. Draw the CPU data path with only the data paths necessary.
8.2 Consider the Acc-ISA assembly instructions "LD data" (ACC $\leftarrow$ data), "LD (adrs)" (ACC $\leftarrow$ Memory[adrs]), "ST (adrs)" (Memory[adrs] $\leftarrow$ ACC), "ADD (adrs)" (ACC $\leftarrow$ ACC + Memory[adrs]), "XOR (adrs)" (ACC $\leftarrow \mathrm{ACC} \oplus \mathrm{M}[\mathrm{adrs}]$ ). Do the following:
a. Write an assembly program for the following program:

$$
\begin{aligned}
& \mathrm{X}=-2 ; \\
& \mathrm{Y}=6 ; \\
& \mathrm{Z}=11 ; \\
& \mathrm{T}=\mathrm{X}+\mathrm{Y}-\mathrm{Z} ;
\end{aligned}
$$

b. For the assembly instructions, draw a single-cycle instruction data path.
8.3 An Acc-ISA CPU executes the following instructions using 3-bit opcodes and 5-bit address or 2's complement data. Do the following:

```
LD (address) //Acc}\leftarrowMemory [address], read from LM2
LD data //Acc\leftarrowdata (a 2's complement number, sign
                //extended)
ADD data //ACC\leftarrowACC + data (data is a 2's complement
                //number, sign extended)
SUB data //Acc\leftarrowAcc - data (data is a 2's complement
                //number, sign extended)
ADD (address) //Acc}\leftarrowAcc + Memory[address
SUB (address) //Acc\leftarrowAcc - Memory[address]
ST (address) //M[address] \leftarrowAcc
JMP address //PP\leftarrowaddress
JZ address //PP\leftarrowaddress if ACC = 0
```

a. Draw a data path for the CPU, assuming the DM has separate input and output buses, as in the data path shown in Fig. 8.7. Do not include data paths not used by the instructions.
b. Draw a data path for the CPU, assuming the DM has a bidirectional data bus. Do not include data paths not used by the instructions.
8.4 For the high-level code segment shown next, create a set of instructions and write an equivalent assembly program for each of the following architectures:

```
int i, sum;
```

for ( $i=0 ; i>k, i++$ )
if (i mod $2==0$ )
sum $=$ sum $+i$;
a. Stack-ISA
b. Acc-ISA
c. CISC-ISA
d. RISC-ISA
8.5 Design a simple 8-bit hardware stack with depth $=16$ using registers. Also, include four signals push, pop, ovf (for stack overflow), and udf (for stack underflow). Assume active-high signals. The ovf becomes 1 (asserted) if the stack is full and push is asserted. The udf becomes 1 if stack is empty and pop is asserted.
8.6 Discuss how different CISC instruction formats versus the fixed RISC instruction formats can complicate the design of an instruction data path.
8.7 Given the single-cycle CPU data path in Fig. 8.7, estimate an upper bound for the clock frequency. Assume $\Delta_{I M}$ and $\Delta_{D M}$ are each 1.2 ns , $\Delta_{\text {add }}=0.8 \mathrm{~ns}, \Delta_{\text {add } / \mathrm{cmp}}=0.9 \mathrm{~ns}, \Delta_{\text {mux }}=0.3 \mathrm{~ns}, \Delta_{\text {NAND }}=0.1 \mathrm{~ns}$, and $\tau_{s t}=$ $\mathrm{T}_{c q}=\mathrm{T}_{c s}=0.05 \mathrm{~ns}$.
8.8 Given the pipelined data path in Fig. 8.11 estimate an upper bound for the clock frequency. Assume $\Delta_{\mathrm{IM}}$ and $\Delta_{\mathrm{DM}}$ are each $1.2 \mathrm{~ns}, \Delta_{\text {add }}=0.8$ $\mathrm{ns}, \Delta_{\text {add } / \mathrm{cmp}}=0.9 \mathrm{~ns}, \Delta_{2 \text {-to-1 }} \mathrm{mUX}=0.3 \mathrm{~ns}, \Delta_{\text {NAND }}=0.1 \mathrm{~ns}$, and $\mathrm{T}_{s t}=\mathrm{T}_{c q}=$ $\mathrm{T}_{c s}=0.05 \mathrm{~ns}$.
8.9 Consider an instruction pipeline with four stages, fetch (F), decode (D), execute (E), and write-back (WB), where $\Delta_{E}$ is twice that of the other stages. Do the following as the pipeline executes $n$ instructions.
a. Suppose the E stage can be divided into two stages, E1 and E2, each with $\Delta_{E 1}=\Delta_{E 2}=+\Delta_{E}$. Determine an expression for speed-up in terms of $\Delta_{E}$ and $\Delta_{\text {clocking }}$ as $n$ approaches infinity ( $\infty$ ). Assume CPI = 1. Also, estimate the speed-up as $n+\infty$ if $\Delta_{E}=2 \mathrm{~ns}$ and $\Delta_{\text {clocking }}=$ 0.1 ns.
b. Suppose the E stage can be superpipelined using two copies of the stage hardware and an MUX. Determine an expression for speed-up in terms of $\Delta_{E}, \Delta_{\text {clocking }}$, and $\Delta_{\text {MUX }}$ as $n$ approaches infinity ( $(\infty)$.

Assume CPI =1. Also, estimate the speed-up as $n+\infty$ if $\Delta_{E}=2 \mathrm{~ns}$, and $\Delta_{\text {clocking }}=0.1 \mathrm{~ns}$, and $\Delta_{\text {MUX }}=0.3 \mathrm{~ns}$.
8.10 Discuss the effect of switching the positions of the execute and DM stages in Fig. 8.17.
8.11 Given the assembly code in Example 8.10, do the following:
a. Show the pipeline chart for two iterations of the for-loop using the five-stage pipeline in Fig. 8.17. Do not include the time used to execute the instructions (i.e., Ix, Iy, Iz) that are after the for-loop.
b. Calculate the program's CPI for two iterations.
c. Determine an equation for CPI in terms of $k$ iterations.
d. Determine the limit for the CPI as $k$ approaches infinity.
8.12 Given the assembly code in Example 8.11, do the following:
a. Show the pipeline chart for two iterations of the for-loop using the five-stage pipeline in Fig. 8.17. Do not include the time used to execute the instructions (i.e., Ix, Iy, Iz) that are after the for-loop.
b. Calculate the program's CPI for two iterations.
c. Determine an equation for CPI in terms of $k$ iterations.
d. Determine the limit for the CPI as $k$ approaches infinity.
8.13 For the pipeline chart in Table 8.6, determine CPI for $k=10$ iterations. Also, determine the lower bound for the CPI as $k$ approaches infinity.
8.14 Consider the following for-loop with a single if-else statement and its compiler-generated branch instructions. Suppose the processor uses a correlation branch predictor. When the for-loop executes, the "then" section of the code executes when $i$ is an even number ( $0,2,4$, etc.) and the "else" section executes when $i$ is an odd number. Do the following:

| for (i=0; ..) | L1: | ... |
| :---: | :---: | :---: |
|  |  | CMP ... |
| if (. . > ...) |  | JGT endfor |
| ... |  | CMP ... |
| else |  | JLE else |
| -.. |  | ... |
| \} |  | JMP endif |
|  | else: | ... |
|  |  | ... |
|  | endif: | JMP L1 |
|  | endfor: ... |  |

a. Suppose the predictor uses a 2-bit BHR. Complete the following table for six iterations and determine the number of mispredictions, where "N" (predictor not taken), "T" (predict taken), "LN" (predict likely not taken), and "LT" (predict likely taken) are used to indicate the states of a 2-bit predictor where one 2-bit predictor is used for each of the execution paths $B H R=N N, N Y, Y N$, and $Y Y$. In the table, the state in a prior row is used to predict the branch direction as Y or N for the current instruction. For example, initially, when executing the "JMP endif" instruction where BHR = NN (no branching for "BGT" and no branching for "BLE"), the 2-bit predictor for BHR = NN is initialized to "T" because "JMP endif" branches. The next time that BHR = NN, the correlation predictor will predict "taken" for the current instruction.
This is illustrated for $\mathrm{BHR}=\mathrm{NY}$ in the table.
 ... ...
b. Suppose the predictor uses a 3-bit BHR that identifies one of eight total execution paths as NNN, NNT, NTN, NTT, TNN, TNT, TTN, or TTT. However, which of the eight possible execution paths the program will follow depends on the data it processes.

8.15 Consider the program code shown next. Assume (1) DM is fine interleaved and any combination of two memory instructions can
execute at the same time; and (2) each arithmetic instruction takes one clock cycle to execute. Do the following:

```
LD R1, (a)
LD R2, (b)
ADD R3, R1, R2
ST (c), R3
LD R4, (d)
MUL R5, R3, R4
ST (d), R5
SUB R3, R2, R1
DIV R6, R3, R5
ST (e), R6
```

a. Organize the program for execution on a two-issue (ILP) statistically scheduled superscalar processor.
b. Organize the program for execution on a two-issue (ILP) dynamically scheduled superscalar processor.
8.16 Consider the program code in Example 8.13. Suppose a dynamically scheduled two-issue (ILP) superscalar processor schedules arithmetic instead of "LD" instructions as soon as possible. Use a pipeline chart to show program execution and calculate IPC. Ignore the cycles required to fill the pipeline when calculating the IPC.
8.17 Consider a four-issue simultaneous multithreading superscalar processor. Also, consider a two-thread multithreaded program with approximately $10^{11}$ executing instructions per thread. Do the following:
a. Suppose the program's IPC $=3.5$ when there is no memory access latency. How long will it take for the processor to execute the program, assuming a 1 GHz clock? Also, ignore delays due to OS overhead.
b. Suppose 20\% of the instructions are "LD" and "ST" instructions and $10 \%$ of these instructions will cause data loading and storing memory latency where the IPC drops to 1.75. Determine the program execution time.
8.18 Computer security (secure co-processor): Exercise 11.27 (also see Secs. 11.4, 11.8, and 11.10).
8.19 Computer security (secure processor): Select Exercises 11.28 and/or 11.29 (also see Secs. 11.4, 11.9.2, and 11.11).
8.20 Computer security (spoofing, splicing, and replay attacks): Exercise 11.30 (also see Secs. 11.3 and 11.11).
8.21 Computer security (secure processor performance-related issue): Exercise 11.31 (also see Sec. 11.11).

## CHAPTER 9

## Computer Architecture: Interconnection

### 9.1 Introduction

A modern computer system is an interconnection of one or more processors, memory units, and input/output (I/O) devices. A personal computer (i.e., a microcomputer) additionally may include an optional special-purpose or custom processor used as an accelerator (e.g., GPU, FPGA). A keyboard, mouse, printer, network adapter, hard disk or flash drive, portable drive (e.g., memory stick), CD drive, microphone, etc. are examples of I/O devices used in a microcomputer.

While innovations in CPU and memory architectures have enabled instruction-level parallelism (ILP), multithreading and multicore processors and innovations in integrated chip (IC) technologies have increased the speed of CPUs from 16.7 MHz (Sun-4 Sparc) in 1986 to 3.33 GHz (Intel Nehalem Xeon) in 2010; it is the innovations in interconnection architectures that have increased the overall system performance. Today, a shared memory system runs multiple applications and allows programs to communicate with various I/O devices simultaneously. Furthermore, innovations in interconnection architectures have enabled "plug and play" I/O device interface where users of modern microcomputers are able to use an abundance of devices with ease.

All I/O devices do not operate the same; the frequency, speed, and amount of communicated data of each device are different. In addition, in some cases, the processor must be directly involved in communicating with a device, and in other cases, a device may be instructed to communicate directly with memory. And still in other cases, the processor may need to poll devices to provide service (i.e., send or receive data) when there are many devices in the system, or a device can inform the processor via interruption when it needs a service. And because various system components, from special-purpose processors, to memory units, to I/O devices, operate differently and with various speeds as compared to a processor, special hardware modules are needed to interconnect these components with one or more processors.

A memory controller controls the timing and responds to memory read/write requests. A device controller interface (DCI), introduced in Chap. 1 , is a simple or complex embedded system and acts as a "middle man" between an I/O device and processor or both processor and memory. A bridge translates the communication protocol used by one component, such as processor, to a typically standard protocol used, for example, by a GPU or a disk DCI.

As a simple embedded system, a DCI is typically a microcontroller, which, as discussed later, is a small system with CPU, RAM, ROM, and other modules used for interfacing. Each I/O device additionally needs a device controller (DC), also typically a microcontroller, to control the actual hardware of the device. For example, a keyboard DC controls the hardware of the keyboard; a disk DC controls the hardware of a disk drive; etc. A DCI that connects via a cable or wirelessly to a DC performs the following two tasks:

- It controls the functions of a device by sending control data to the DC.
- It communicates with the DC to exchange data with the device. It can receive data from an input device (e.g., keyboard), send data to an output device (e.g., a printer), or both send and receive data from a disk drive or a network adapter.

Furthermore, in order to support a "plug and play" interface with devices, modern microcomputers use one or more general-purpose DCls, such as the one commonly called a host controller interface used to interface with Universal Serial Bus (USB) devices. A USB host controller can interface and communicate with many different types of USB devices simultaneously.

In this chapter, we will discuss four generations of interconnection architectures, from single-bus to multibus, and integrated to linked-based
point-to-point. The chapter then presents a list of I/O devices to highlight their communication needs and the I/O ports (initially introduced in Chap. 1) used in the design of a DCI and DC.

Interruption, interrupt structures, and the requirements for a direct device communication with memory are discussed, and circuit modules are presented. An example CPU data path with interrupt handling circuitry is used to familiarize readers with interrupt handling mechanisms and the steps the CPU must take to provide service to a device. Alternative interrupt structures to improve performance are also discussed and illustrated. Finally, for a better understanding of the tasks performed by a, host controller interface, the chapter presents both the internal organization and communication protocols of a USB host controller interface.

### 9.1.2 Interconnection Architectures

The architecture of single-bus system is simple. All system modules share a single bus to communicate. However, as the speed of microprocessors and memory started to diverge, single-bus architectures no longer worked efficiently. Processors were operating with higher-frequency clocks than the rest of the modules in the system. In addition, because processors typically use proprietary buses to communicate with memory and devices, manufacturers needed to use a set of standard I/O buses to interconnect DCls with memory and/or processor. This, in turn, created several generations of multibus system architectures.

In order to simplify designs and bring the cost of personal computers down, many modules, including a memory controller and certain bridges and DCIs, were integrated into two ICs: one IC for interconnecting fast modules such as processors and an optional GPU to memory, and a second IC for interconnecting various DCIs designed to interface with standard I/O buses. However, while the integrated interconnections worked well with limited number of processing cores, this architecture created a memory bottleneck as the number of cores in each processor, as well as the number of processors, increased.

This integrated interconnection architecture was no longer scalable; you could not use more memory units to increase memory bandwidth. Therefore, there was a need for a scalable interconnection architecture that would allow memory bandwidth to increase without significant increase in memory latency.

## Single Bus

Figure 9.1 illustrates a single-bus architecture with a CPU, a memory unit, and three DCls that interface with three peripheral devices. The bus consists of an address bus (AB), a bidirectional data bus (DB), and a control bus (CB). The CPU would use the bus to access the memory or to communicate with a DCI . For instance, the CPU would send register content as data or a command to a DCl and receive, via the DCI , data and status information from the corresponding DC.

Bus (AB, CB, DB)


FIgURE 9.1 A simple microcomputer system architecture.
The bus would also be used to transfer a large amount of data (e.g., when reading a file) between a disk drive and the memory. However, in order for the computer to operate as expected, run a program, accept a user's input without delay, etc., the CPU would also use the bus to access memory while a disk transfer to/from memory is taking place. For this reason, another module, known as a direct-memory-access (DMA) controller would be used. Both the disk DCI and the DMA controller would receive commands from CPU to transfer large data blocks between a disk drive and memory without involving the CPU in the actual transfer of data. The CPU and DMA controller would share the bus, taking turns to access memory. Currently, however, only microcontrollers use single-bus architecture.

## Multibus

Figure 9.2 illustrates an example of a multibus system architecture using a bus hierarchy known as mezzanine [1]. It uses a processor bus called a front-side bus (FSB) and a combination of standard I/O buses, such as those listed in Table 9.1. Peripheral devices are also not treated the same as
in Fig. 9.1; they may be grouped into slow, medium, and fast devices. In the figure, a hierarchy of standard I/O buses is used to separate the fast and more frequently communicating devices from those that are slow and communicate less frequently.


Figure 9.2 A multibus microcomputer architecture with front-side bus and I/O buses.

| Name | Description |
| :--- | :--- |
| AHB | Advanced High performance Bus |
| AGP | Accelerated Graphic Port, including APG-2x, 4x, etc. |
| ATA | Advanced Technology Attachment, including ATA-1, 2, etc. also known as <br> parallel ATA (PATA) or integrated drive electronics (IDE) and serial ATA (SATA) |
| DMI | Direct Media Interface bus, including HDMI |
| DVI | Digital Video Interface |
| FireWire | IEEE 1394 |
| PCI | Peripheral Component Interconnect, including PCI-bus, PCI-X, PCI Express <br> (PCI-E or PCle), and compact PCI (CPCI) |
| SCSI | Small Computer System Interface, including SCSI-1, 2, etc. and UItra SCSI |
| USB | Universal Serial Bus, including USB 1.x, 2.0, etc. |
| VGA | Video Graphics Adaptor |

TABLE 9.1 A List of Contemporary Buses
A memory controller and two Peripheral Component Interconnect Express (PCI-E) bridges are shown interfacing with the FSB. The bridges are used to interface with a GPU and facilitate high-speed communications between the FSB and other I/O buses. In this case, the PCI-E bus that is interfacing I/O devices, connects an Ethernet DCI, a USB host controller interface, a serial advanced technology advancement (SATA) bridge, a video graphics array (VGA) bridge, a DMA controller, and a (slower) PCI-bus expansion bridge to the rest of the system, creating a motherboard.

The SATA bus supports chained connections of SATA hard and CD disk drives. A second USB host controller interface is also shown installed via one of the available PCI-bus expansion slots for communicating with a USB keyboard and a USB mouse. The mouse interfaces the system via a USB hub located in the keyboard. Each device connects to a USB port and communicates through one or more USB hubs and a USB root hub with a USB host controller interface.

## Integrated Architecture

Interconnection chips, such as a memory controller hub ( MCH ) that was called a north bridge and an I/O controller hub (ICH) that was called a south bridge simplified the design of Intel and AMD next-generation computer system boards, as illustrated in Fig. 9.3. The modules that used to be scattered on the motherboard were integrated into the MCH and ICH chips. In the figure, an MCH includes a memory controller, a bridge connection to an optional accelerator (e.g., GPU), and a bridge to an ICH. The ICH, in turn, included a DMA controller, a high-definition audio (HDA) interface, a USB host controller interface, a network DCI, and a set of bridges to standard buses.


Figure 9.3 An integrated microcomputer system architecture using interconnection ICs.

The memory hub was later expanded to operate with multiple processors, thus creating a uniform memory access (UMA) architecture, which was only efficient when the total number of processing cores (CPUs) was small (e.g., four). However, as the number of cores increased, so did the number of requests to memory, resulting in long memory latency.

## Point-to-Point Architecture

Figure 9.4 illustrates an example of a scalable nonuniform memory access (NUMA) architecture based on the Intel QuickPath links or AMD HyperTransport or tunnel architecture. The links are used to create one-toone interconnections of processors for serial point-to-point communication. Instead of multiple processors sharing an FSB to access memory, each processor is directly interfaced with its own local memory, creating a NUMA architecture. As discussed in Chap. 7, average memory latency in a NUMA would be smaller than that of UMA architecture. Furthermore, the average memory latency in NUMA architecture would increase slowly as more processors are interconnected.


Figure 9.4 A modern microcomputer NUMA architecture.
In addition, due to increased demand for single-chip embedded systems (system-on-chip, or SoC), more modules, such as the memory hub, migrated into the processor chip. For example, Intel's Sandy Bridge architecture includes a memory controller, PCI-E, and other bridges all within a single processor chip. Figure 9.5 illustrates a two-node NUMA system.


Figure 9.5 A two-node NUMA system. (Courtesy of Intel.)

### 9.2 Memory Controller

A memory controller is responsible for responding to requests made to memory. Its complexity depends on the communication protocols used by both the processor and memory unit. For example, a simple single-bus architecture with static random access memory (SRAM) requires a simple memory controller. On the other hand, a modern system that uses a complex bus, such as the FSB of an Intel processor, and communicates, for example, with synchronous dynamic random access memory (SDRAM), would require a more complex memory controller.

### 9.2.1 Simple Memory Controller

An example of a simple memory controller is illustrated in Fig. 9.6. The controller consists of a counter and a combinational circuit (CC). The processor control bus consists of four signals, labeled address strobe (as), write ( $w r$ ), read ( $r d$ ), and acknowledge (e.g., ack). The signal _as is asserted to start a memory read or write cycle. The _as, _wr, and _rd signals are typically used as memory controller signals from processor points of view, whereas _ce, _we, and _oe (discussed in Chap. 7) are control signals used from memory point of view.

## A simple bus

Address Bus


Figure 9.6 An SRAM control unit from processor point of view.
If there is more than one memory unit, _as and the target memory address are used to generate the _ce for a specific memory unit. In the figure, it is assumed there is only one memory unit in the system, hence _as directly connects to the _ce in the SRAM memory unit.

As shown in the figure, both the memory unit and counter are enabled when _as is asserted. Once enabled, the counter starts incrementing every clock cycle and asynchronously resets when _as is deasserted or the master reset is asserted. The counter is used to count the number of clock cycles, called wait cycles, required to access memory. The number of wait cycles is proportional to memory access time. The counter module asserts the ack signal and notifies the processor of the completion of a memory read or write access. The processor is said to be in a wait state (also called an idle state) while waiting for the ack to be asserted.

Figure 9.7 illustrates a memory read cycle from processor point of view. The number of wait cycles is determined using Eq. (9.1). The symbols 「 $]$ indicate the ceiling function, $\tau$ is the clock period of the bus, and $m$ is the required number of clock cycles for the processor to detect ack $=1$ and then end at he memory cycle. For example, suppose in the figure the clock period is 10 ns , memory read access time is 45 ns , and the processor requires one clock cycle to detect ack = 1 and another clock cycle to end the read cycle. From Eq. (9.1), the number of wait cycles is 3 (i.e., $\lceil 45 n s / 10 n s\rceil-2=3$ ).

$$
\begin{equation*}
\text { Wait cycles }=\left\lceil\frac{\operatorname{Max}(\text { read access time, write access time })}{\tau}\right\rceil-m \tag{9.1}
\end{equation*}
$$



Figure 9.7 Illustration of a simple SRAM read cycle from processor point of view.

In the figure, the three fine dotted arrows indicate signal dependencies commonly referred to as signal handshaking. A processor communication with the memory controller starts when the processor places a target address on the address bus and asserts _as, which marks the start of a memory cycle at time to. The signal enables both the counter and the memory unit. The counter value becomes 3 at time t 1 at the start of the fourth clock cycle since the start of memory cycle and causes the ack signal to become 1 at time t 2
$\left(\Delta_{\mathrm{CC}}=\mathrm{t} 2-\mathrm{t} 1\right.$ in Fig. 9.6). This is indicated by an arrow from the time _as $=$ 0 to when ack = 1 .

When the processor detects ack $=1$ at time t 3 (one clock cycle later), it leaves the wait state and gets ready to load the data to its internal register on the next cycle at time $t 5$. As shown in the figure, memory places data on the data bus starting at time t 4 ( $45 \mathrm{~ns}=\mathrm{t} 4-\mathrm{t} 0$ ). The processor deasserts _as, making it 1 , and ends the read cycle at time $t 6$. The communication between the processor and the memory ends when the counter resets when _as = 1 and deasserts ack, making it 0 at time $t 7$. These are illustrated by an arrow from when ack becomes 1 to when _as becomes 1, and again from when _as becomes 1 to when ack becomes 0 . Another memory cycle can now begin starting at clock cycle 8 or later.

A memory write cycle is similar, except that when the processor detects ack $=1$, it can remove the data from the data bus. Again, assuming that the processor requires one clock cycle to detect ack $=1$ and another cycle to remove its data from the data bus, ack may be asserted earlier, as was done for a read cycle. In addition, if memory read access and write access times are different, the memory controller may implement two different wait cycles, one based on read access time and another based on write access time.

A memory controller for a dynamic access random memory (DRAM) also requires a counter, similar to the one discussed for an SRAM. In addition, a DRAM memory controller requires circuitry required to implement refresh cycles. However, when a refresh cycle is triggered, the memory controller typically would allow a current read or write cycle (if any) to complete before starting a refresh cycle. A new read/write cycle can start only after an ongoing refresh cycle is completed.

### 9.2.2 Modern Memory Controller

Figure 9.8 illustrates a modern memory controller interfacing with a complex FSB and a contemporary memory unit. The controller interprets memory requests it receives over a complex bus and communicates, for example, with a double data rate (DDR) SDRAM over the standard DDR SDRAM bus. Table 9.2 is a partial signal listing of the 533 MHz FSB of the Mobile Intel Pentium 4 Processor. A FSB, or a complex serial link, for example, the Intel's QuickPath, typically implements split transactions to communicate with a memory controller. A split transaction consists of a request transaction and a response transaction.

A complex front side bus


Figure 9.8 A complex memory controller.

| Signal Names | Bus | Function |
| :---: | :---: | :---: |
| A[35:3]\# | AB | Address bus (AB) |
| D[63:0]\# | DB | Data bus (DB) |
| REQ[4:0]\# | CB | Request bus command (defines a bus transaction type) |
| ADS\# | CB | Address strobe indicating address on AB is valid |
| ADSTB[1:0]\# | CB | Address strobe 0 to latch $\mathrm{A}[16: 3]$ and REQ\#[4:0] and address strobe 1 to latch $\mathrm{A}[35: 17]$ by the destination module |
| AP[1:0]\# | CB | Address parity bits |
| DBI[3:0]\# | CB | Data bus inversion (shows polarity of DB signals, in groups of 16 bits) |
| DP[3:0]\# | CB | Data parity bits |
| DRDY\# | CB | Data ready signal |
| DSTBN[3:0]\# | CB | Data strobes negative edge (used to load data from DB in groups of 16 bits) |
| DSTBP[3:0]\# | CB | Data strobes positive edge |
| RS[2:0]\# | CB | Response status (status of a completed transaction) |
| RSP\# | CB | Response parity bit (parity protection for RS[2:0]\#) |
| RESET\# | CB | Resets the processor |
| BCLK[1:0] | CB | Differential pair FSB clocks (two clocks opposite of each other) |
| BINIT\# | CB | Bus initialization signal (e.g., reset bus arbitration state machine) |
| BNR\# | CB | Block next request (stalls bus) |
| BPRI\# | CB | Bus priority request (used by others to request access to FSB) |
| BRO\# | CB | Bus request signal used by the processor to request bus access |
| DBR\# | CB | Data bus reset (used for debugging) |
| DBSY\# | CB | Data bus busy (indicates DB is being used) |
| DEFER\# | CB | Deferred transaction (when active indicates bus transaction cannot be completed) |
| HIT\# | CB | Snoop hit (used for cache memory coherency) |
| HITM\# | CB | Snoop hit modified (if used with HIT\# indicates requiring a snoop stall) |
| LINT[1:0] | CB | Local APIC (advanced programmable interrupt controller) interrupt signals |
| LOCK\# | CB | Indicates atomic bus transaction; when asserted no new request traction is allowed to the same memory location until a response transaction to an outstanding request transaction to the same location completes. |

TABLE 9.2 Partial Signal Listing of the Mobile Intel Pentium 4 Processor 533 MHz FSB

A request read transaction includes an address and a command (e.g., read). A request write transaction also includes data. A response transaction includes one or more acknowledgement signals, as well as data if the request was a read transaction. A modern memory controller typically handles multiple outstanding split transactions.

In the table, the symbol \# is used to indicate an active-low signal. The Mobile Intel Pentium 4 Processor with 533 MHz FSB [2] has 478 pins, with several pins reserved for power and ground connections, as well as power management, board-level design issues, performance measurement, bus error signaling, transaction flow control, and testing. It includes 36 pins for address bus (A[35:3]\#) that can reference $2^{36}$ bytes of physical memory, 5 pins to issue a memory command (REQ[4:0]\#), and 64 pins for data bus ( $\mathrm{D}[63: 0] \#$ ). A request transaction (i.e., address and command) is issued by an address strobe signal (ADS\#), which is then latched by the memory controller in two parts using two additional strobe signals (ASTB[1:0]\#). ADS\# starts and ends a memory request transaction, and ASTB[1]\# and ASTV[0]\# are used as clock signals to operate two register buffers in the memory controller for loading the upper and lower bits of a target address.

A response transaction includes a data ready signal (DRDY\#), a 3-bit response code (RS[2:0)]\#), and data for a read command. If a response transaction includes data, it is latched by the processor in four negative (DSTBN[3:0]\#) or positive (SDTBP[3:0]\#) edge-triggered data strobe signals. The 36-bit address, 64-bit data, and 3-bit response code also include a parity error protection signal AP[1:0] for the address, DP[3:0] for the data, and RSP\# for the response code. Some of the remaining control bus signals listed in the table deal with cache memory (discussed in Chap. 10), with request for service from peripheral devices, and with atomic bus access when two or more CPUs try to modify the content of a shared memory location. Only one CPU at a time is permitted to modify the content of a shared memory location.

A modern memory controller operates as a middleman between a processor by interfacing its FSB and memory unit using SDRAM modules. Using, for example, the A, D, REQ, ADS, and ADSTB bus lines in Table 9.2, the processor issues a memory transaction to the controller requesting to access the memory. The controller logs the transaction and then converts the communication protocol of the FSB to that of the SDRAM bus and vice versa. Refer to Chap. 7 for examples of SDRAM bus transactions.

### 9.3 I/O Peripheral Devices

Each peripheral device requires a specific communication protocol, operating speed, and data size. For example, a keyboard generates small data values (e.g., a key value) each time that a key is pressed. On the other hand, a magnetic hard disk drive is an electromechanical device designed to transfer a large amount of data fast. A hard drive has many recording circular surfaces (disks), each with many tracks (like the tracks on a CD). A track is divided into several equal-sized regions called sectors. Each recording surface has its own read/write head, and some hard drives can transfer data simultaneously from multiple sectors.

For example, consider a Samsung 260 GB hard drive (e.g., HD 642JJ). Its magnetic disks rotate at the speed of 7200 rotations per minute (RPM) and has 175 Mbps (megabits per second) peak transfer rate between its recording surfaces and its 16 MB internal (DRAM) memory. The internal memory, also called a buffer, is used as a temporary storage to store sector data to/from the main memory. Its peak data transfer rate between the buffer and the main memory is 300 Mbps . Its sector size is 512 B . Modern personal computers use disks with 4 KB sectors. Some modern disk drives operate at 10,000 RPM or higher.

The Samsung hard drive has 8.9 ms (millisecond) average seek time, the amount of time required to move a disk's read/write head to a specific track. The disk drive also has 4.17 ms average latency, the average amount of time required to rotate a disk $50 \%$ (half of its circumference). That is, at 7200 RPM, one-half ( $50 \%$ ) rotation would require 4.17 ms ( $0.5 / 7200$ RPM). The sum of the two averages is the approximate amount of time required to locate a target sector for read or write operation.

Example 9.1. Using the average and peak performance parameters of the Samsung disk drive, determine the approximate average required time to transfer 512 B (data from one sector) to memory.

Solution: Four sequential tasks are required to copy sector data to memory:
Task 1: Seek the target track with an average seek time of 8.9 ms .
Task 2: Locate the target sector with an average latency of 4.17 ms .
Task 3: Copy data from the sector to the internal buffer with the peak transfer rate of 175 Mbps .
Task 4: Copy data from the internal buffer to main memory with the peak transfer rate of 300 Mbps .

The average approximate required total time to transfer 512 B to memory is 13.075 ms , as calculated next:

$$
\begin{aligned}
T_{512 \mathrm{~B}} & =8.9 \mathrm{~ms}+4.17 \mathrm{~ms}+\frac{512 \mathrm{~B}}{175 \mathrm{Mbps}}+\frac{512 \mathrm{~B}}{300 \mathrm{Mbps}} \\
& =13.07 \mathrm{~ms}+0.0029 \mathrm{~ms}+0.0017 \mathrm{~ms} \\
& =13.075 \mathrm{~ms}
\end{aligned}
$$

However, transfers to/from multiple physically adjacent sectors would be faster. A transfer from memory to disk is similar, except that the data is first copied from memory to the internal buffer before it is written onto the target sector.

RAID (redundant array of independent disks) is designed to increase the bandwidth or both the bandwidth and the reliability of disks. For example, data interleaving, similar to memory interleaving (Chap. 7), is used to increase bandwidth by storing strips of data from a single record on several sectors, one strip on each independent disk. Interleaving can be done at a bit level (RAID-2 and RAID-3) or at a block-level (RAID-0 and RAID-4 to -6). Copies of files may be duplicated to create file storage redundancy (RAID-1). Error correction codes can be used to avoid the extra cost of storage redundancy by implementing a recovery mechanism if one or even two disks fail, such as in RAID-2 to -4, if only one disk fails, or RAID-6 and RAID DP (double parity) if two disks fail.

Other devices that have no mechanical parts can communicate at even faster rates. For example, an Ethernet network adapter is capable of transferring data between two communicating computers at the rate of 10 Mbps, 100 Mbps , or higher. In this case, data originates from memory and is communicated with a receiving computer via a DMA controller and the DCI of the adapter. The Ethernet adapter at the receiving computer receives the data and, via its DCl and a DMA controller, transfers the data to main memory.

### 9.4 Controlling and Interfacing I/O Devices

Peripheral devices are slow, medium, or fast; each requiring a clock with different operating frequency and data transfer rate. Some devices may contain electromechanical parts and operate differently from digital systems and may require data conversions to digital signal values. The data format and signal voltage levels in a device may also be different from those used by processors and memory. In addition, the processor must be able to
communicate with each device without affecting the functions of other devices in the system.

A DCl communicates with the rest of the system via a processor bus (e.g., Fig. 9.1), I/O bus (e.g., Fig. 9.2), or ICH (e.g., Fig. 9.3 or Fig. 9.4). In the past, personal computers were designed with each device having its own dedicated DCI. Even the basic devices such as keyboard, mouse, and printer required its own DCI, as was illustrated in Fig. 9.1 for the keyboard and the mouse.

For example, older standards such as the parallel port (IEEE 1284) and RS-232 (recommended standard 232), including its smaller version DE-9, supported only a single point-to-point connection to a peripheral device and required a dedicated DCI . This meant they did not implement the "plug and play" device interface, and therefore increased the cost of a personal computer and, in addition, required system reboot each time that a device was installed. A typical system also supported only a limited number of slots for installing new devices, which created a restriction for personal computer users. Today, most, if not all, peripheral devices are "plug and play."

As was briefly discussed earlier, both DCIs and DCs use I/O ports. The ports are designed using tri-state buffers and registers, and each is identified by a unique address and accessed similar to memory. Isolated I/O or portmapped I/O and memory-mapped I/O are two commonly used I/O port addressing schemes, as illustrated in Fig. 9.9.

| Address |  |  |
| ---: | ---: | ---: |
| Decimal | Binary (9 bits) | Content |
| 0 | 000000000 |  |
| 1 | 000000001 |  |
| 2 | 000000010 | Memory |
| 3 | 000000011 |  |
|  | $\ldots$ |  |
|  | $\ldots 11$ | 11111111 |
|  |  |  |


(a) PMIO addressing (two separate address spaces)

(b) MMIO addressing (a combined address space)

Figure 9.9 I/O port addressing: (a) port-mapped I/O, a 512-B address space for memory and another 512-B address space for I/O ports; (b) memorymapped I/O, a single 512-B address space divided between memory and I/O ports.

In Fig. 9.9(a), port-mapped I/O requires two separate address spaces, one for memory (e.g., 512 B ), and another with an equal size for I/O ports. An additional control bus signal, for example, _ $m$, indicates whether a given address is a memory address if $\_m=0$ or an I/O port address if $\_m=1$.

On the other hand, memory-mapped I/O requires only one address space divided between memory and I/O ports, as shown in Fig. 9.9(b). In the figure, a 512 B address space is divided between memory and I/O ports. The same control signals (e.g., _as, _rd, _wr, and _ack) that are used to access memory are also used to access memory-mapped I/O ports. In this case, it is the responsibility of the memory controller and each of the DCIs to determine if an address is within the address range reserved for the memory unit or if the address belongs to an I/O port.

Any computer system may implement the memory-mapped I/O addressing scheme. Intel processors also support port-mapped I/O addressing, with two special I/O instructions: "IN" and "OUT." Typically, all reduced instruction set computer (RISC) processors support only memory-mapped I/O addressing, which has the advantage of using memory reference instructions to access I/O ports. On the other hand, the port-mapped I/O addressing has the advantage of not using any part of memory address space for I/O ports; however, this advantage has diminished as memory address space has increased over the years. For example, modern computer systems have main memory address space in GB, which is more than enough to easily support memory-mapped I/O port addressing to access many I/O ports.

### 9.4.1 I/O Ports

Figure 9.10 illustrates an example of a simple memory-mapped I/O port with an input port and an output port. The port refers to both the set of tri-state buffers that isolates an input data from the data bus and to a parallel-load register that holds an output value. In the figure, the parallel-load register, also called a buffer, is built from positive-level latches.

(a) Input port
(b) Output port

Figure 9.10 An illustration of an I/O port that includes an input port and an output port; the memory-mapped I/O port addressing is assumed.

For the input port, a read cycle starts when processor places the port's address on the address bus and asserts the _as (address strobe) signal, as illustrated in Fig. 9.11 at time t 0 . The _as signal, when asserted (_as = 0) by the processor, indicates the address currently on the address bus (AB) is valid. The _as = 0 enables the address decoder in Fig. 9.10, which in turn asserts the sel signal at time $t 1$ if the address on the address bus is the target port address. A 1-0 _rd transition at time t 2 enables the tri-state buffers, causing the input data to be placed on the data bus at time $t 3$. The processor inputs the data and deasserts _rd at time t 4. The read cycle ends when _as returns to 1 and makes sel $=0$ at time t 5 .


FIgURe 9.11 An illustration of an memory-mapped I/O input port read cycle from processor point of view; also may require an ack handshaking signal (not shown).

As illustrated in Fig. 9.12, an output port write cycle starts similar to reading an input port. The processor places the port address on the address bus and asserts the _as signal. A 1-0 _wr transition results in a 0-1 transition at the output of the AND gate connected to the register in Fig. 9.10 if sel $=1$. This causes the positive-level parallel-load register (built using positive-level latches) to load the data on the data bus at time t1. A 0-1 _wr transition completes the write. The write cycle ends when _as returns to 1 at t 2 and makes sel $=0$ at t 3 .


Figure 9.12 An illustration of an memory-mapped I/O output port write cycle from processor point of view; also may require an ack handshaking signal (not shown).

A port-mapped I/O port reading or writing is similar, except that the address decoder in Fig. 9.10 also inputs the control bus signal _ $m$ (discussed earlier). Assuming an Acc-ISA processor, the "LD" and "ST" instructions (discussed in Chap. 8) would also generate _ $m=0$ to access memory, and two new instructions, for example, "IN" and "OUT," would generate _ $m=1$ to access port-mapped I/O ports. With memory-mapped I/O ports, the _- $m$ signal is not needed, and the "LD" and "ST" instructions would be used to address memory as well as I/O ports.

## Configurable Ports

As illustrated in Fig. 9.13, a configurable I/O port also contains a data direction register (DDR) used for configuring each bit in the I/O port either as a 1-bit input port or a 1-bit output port. Figure 9.14 illustrates the design detail for 1-bit configurable I/O port. The DDR. $q_{0}=0$ configures the bit $d_{0}$ as a 1 -bit input port by disabling the tri-state buffer 1 . The tri-state buffer 2 is enabled during a read cycle. The DDR. $q_{0}=1$ configures $d_{0}$ as a 1 -bit output port by enabling tri-state buffer 1 and disabling tri-state buffer 2 .


Figure 9.13 A block diagram for an 8-bit configurable port [3].


Figure 9.14 A detained circuit for a 1-bit configurable I/O port.
For example, if the content of DDR is $0 \times 0 F$, it configures the upper 4-bits of the I/O port in Fig. 9.13 as a 4-bit input port, and its lower 4-bits as a 4-bit output port. The content of the DDR may be read and dynamically modified to reconfigure the I/O port during setup. The tri-state buffer 3 is used when the content of the DDR is read.

However, it is also possible to include, for example, a "command" port in a microcontroller that would be used to configure a set of I/O ports with limited configuration options but general enough to support the development of many DCIs and DCs.

Figure 9.15 shows an example of a microcontroller with three configurable I/O ports 0,3 , and 4 and two multipurpose I/O ports 1 and 2 . Ports 1 and 2 are not only configurable, but also have dual use. In one application, the pins associated with ports 1 and 2 may be used as configurable I/O ports, and in another application, the same pins may serve as data or control signals.


Figure 9.15 A microcontroller architecture: pins connected to ports 1 and 2 have dual use [3]; not all modules shown.

A microcontroller, as an embedded system, includes CPU, RAM, ROMs, a set of I/O ports, one or more timer modules, an interrupt controller, one or more data communication modules, etc. A timer module is used when the microcontroller performs certain tasks periodically. The interrupt controller, which will be discussed later, is used to interrupt the microcontroller when there is an external event.

The electrically erasable programmable read-only memory (EEPROM) and flash memory (organized as memory) are used for firmware, software stored inside an embedded device. The EEPROM is loaded with a bootloader
program, and the flash memory is used to store a DC or DCI firmware that can be updated by the system during setup. The RAM is used to store program data during execution and/or store setup data. A timer module includes a counter and is used to schedule events. For example, a timer module that uses a mod-12K counter and operates with a $12-\mathrm{MHz}$ clock can be used to monitor the keyboard hardware for keystrokes once every 1 ms ( 12 K cycles $/ 12 \mathrm{M}$ cycles $/ \mathrm{s} * 1000 \mathrm{~ms} / \mathrm{s}=1 \mathrm{~ms}$ ).

In the figure, the microcontroller also includes three different data communication modules to support various design applications. It includes a universal asynchronous receiver/transmitter (UART), serial peripheral interface (SPI), and a USB port, all within a single chip. UART, SPI, and USB are three different communication protocols used with I/O devices.

In general, not all the resources in a microcontroller are expected to be used in a single application, and thus some of the modules may share the same I/O pins. For example, in the figure, the pins from ports 1 and 2 could be used as the receive ( Rx ) and transmit ( Tx ) signals by UART module; as the master in slave out (MISO), master out slave in (MOSI), serial clock (SCK), and slave select (SS) signals by the SPI module; or the interrupt 0 (INTO) and interrupt 1 (INT1) signals by the interrupt controller.

Figure 9.16 illustrates a keyboard DC operating a key matrix. Each rowcolumn intersection in the key matrix identifies a key. The DC scans the matrix by activating the 20 column signals, for example, setting each to 0 one at a time using Ports 0,1 , and 3 , as illustrated in the figure, and reading the 8 -bit row signals using Port 2. Each time a key is pressed, it creates a contact between a column wire and a row wire, making the corresponding row signal 0 if and only if its corresponding column signal is also 0 ; the other row signals remain at 1 . A key is considered released when its row signal returns to 1 . The DC generates a code, referred to as a make code, when a key is pressed and a contact is made, and a break code when the key is released and the contact is broken.


Figure 9.16 Illustrating a keyboard device controller operating a key matrix; not all microcontroller modules shown.

There are three standards for keyboard scan codes, known as scan code set 1 , set 2 , and set 3 . For example, using the scan code set 2 , the data sequence 0xE012, 0xE01C, 0xE0F01C, and 0xE0F012 indicate capital letter A. The code 0xE012 is the make code for the shift key, 0xEOIC is the make code for the a key, 0xE0F012 is the break code for the a key, and finally 0xE0F012 is the break code for the SHIFT key. A key may also be held down to have its make code repeated every so often. The keyboard DC is initialized with a key repetition rate that determines how often a make code is generated if a key is held down.

The make and break codes for all the keys, including CTRL, ALT, etc., are transmitted via a DCI and stored in memory. The code is then converted, for example, to an ASCII code by a basic input/output system (BIOS) routine for use by application programs.

The keyboard DC also receives instructions through the keyboard DCI. For example, the DC receives a key repetition rate during initialization, or a command to turn on the Caps-On light-emitting diode (LED), if any, when the CAPS-LOCK key is pressed.

## Ports with Status Bits

The I/O port shown in Fig. 9.10 is an example of an I/O port with no status bits. There is no way to know when input data is available to be read or when the output data has been read. I/O ports with no status bits are used in the
design of a DC that directly controls the device hardware, such as those shown in Fig. 9.16 for controlling the key matrix.

On the other hand, I/O ports that are used in the design of a DCI require status bits to indicate when input data is available to be read or when output data has been read by the device. For instance, when communicating with a printer DCl , when the next print data should be sent to the printer DCl depends on how fast the printer is able to print the data it has already received. The next print data should be sent to the printer DCl when the DCl has already sent the previous data to the printer DC and the DCI indicates it is ready to receive the next print data.

Other examples are the keyboard DCI indicating the availability of a new scan code it has received from the keyboard DC, a DMA controller indicating the completion of a data transfer between main memory and a disk drive DCl or a network adapter DCl , etc.

An application example of I/O ports with status bits will be discussed in the next section, but first, there are three different mechanisms to transfer data to/from a DCI, one of which is DMA transfer, which was briefly discussed earlier.

### 9.5 Data Transfer Mechanisms

Data communication with a DCl is either done directly by a processor or directly by a DMA controller. Furthermore, even when a processor is directly communicating with a DCl to transfer data, the data is actually in main memory. The processor inputs data from a DCl and then writes it to memory, or the processor reads data from the memory and then outputs it to the DCI. Interrupt-driven and programmed I/O are two data transfer mechanisms that directly involve the processor.

### 9.5.1 Interrupt-Driven Transfer

An interrupt-driven transfer, also known as interrupt-driven I/O, is used when a device causes an interruption. The execution of a currently running program stops, and the processor invokes an interrupt handler (IH), also called an interrupt service routine. When the IH executes, it transfers data between the device and main memory. Because the processor is executing the IH , it is directly involved in the transfer of data between the device and memory.

An interrupt structure (discussed in Sec. 9.6) is used to assign each device an interrupt priority in case multiple devices wish to interrupt the processor. Some devices, such as the keyboard, have a lower interrupt priority than, say, a disk drive. If there are too many devices in the system, service for some devices could be delayed.

In order to illustrate interrupt-driven transfer and application of I/O ports with status bits, consider a legacy keyboard DCl shown in Fig. 9.17. In the figure, the DCl has two I/O ports, labeled port-0 and port-1. However, because both the processor and the DCl access these ports, an input port that the processor inputs data from is also an output port for the DCI. Likewise, an output port that the processor writes to is also an input port for the DCI. Two registers are associated with each port address, one as an input port and one as an output port.


Figure 9.17 A keyboard DCI (device controller interface) to illustrate I/O port accessing and interrupt driven transfer; not all signal and data path modules are shown; ports are shown labeled from DCl point of view.

In the figure, the registers are labeled "Scancode," "Data," "Status," and "Command." Table 9.3 lists the input and output ports from both the processor and the keyboard device DCI point of view. The ports, however, are labeled from the keyboard DCI point of view in the figure.

| Port Name | From Processor <br> Point of View | From Keyboard Device Controller <br> Interface (DCI) Point of View |
| :--- | :--- | :--- |
| "Scancode" | Input port | Output port |
| "Data" | Output port | Input port |
| "Status" | Input port | Output port |
| "Command" | Output port | Input port |

TABLE 9.3 How Ports Are Viewed by the Processor and Device Controller Interface in Fig. 9.17

The processor can read the "Status" port, which contains the status bits for the remaining ports, at any time. The input buffer full (IBF) status bit (or active-high signal ibf) and output buffer full (OBF) status bit (or active-low signal _obf) indicate the status of the other three ports. When _obf $=0$ (full), it indicates a scan code is loaded into the "Scancode" register for the processor to access. When ibf = 1 (full), it indicates that there is data from the processor available in the "Data" or in the "Command" port for the keyboard DCI to access.

A keyboard driver routine must first configure the DCI for either interruptdriven or programmed data transfer. The driver routine executed by the processor writes a configuration command in the "Command" register initiating the configuration of the DCl . Upon receiving the command, the DCl starts the execution of a configuration program. The driver then writes configuration data in the "Data" register. The configuration program reads the data and stores it in a "configuration buffer" within the DCI.

For example, to illustrate how the I/O ports are accessed, the following program code is used to check the IBF bit, and if the bit is 0 (i.e., ibf $=0$ ), a value as configuration command is stored in the "Command" register. The program code is written using instructions from an Acc-ISA, discussed in Chap. 8.

Keyboard Driver Routine Polls the "Status" Port and then Outputs to the "Command" Port:

|  | ... |  |
| :---: | :---: | :---: |
| LOOP: | IN (Port_1) | //input keyboard status |
|  | AND 2 | //select status bit 1, ibf; bit 0 is _obf. |
|  | CMP 2 | //is ibf = 1? 1 indicates full. |
|  | JEQ LOOP | //wait for an empty input buffer |
|  | LD ... | //get, configuration command |
|  | OUT (Port_1) | //output to "Command" port, assuming <br> //port-mapped I/O port |
|  | ... |  |

For interrupt-driven transfer, configuration data must set the OBF interrupt enable (INTE) bit in the "configuration buffer." The interrupt request (INTR) bit (signal intr) is used to trigger an interruption if INTE is enabled. That is, for an OBF interruption, the intr becomes 1 (active) when we have both _obf $=0$, which indicates the "Scancode" port is full, and inte $=1$, which indicates interrupt-driven data transfer.

As soon as a key is pressed (Fig. 9.16), the keyboard DC sends a scan code to the keyboard DCI, which writes it to the "Scancode" register setting the OBF bit ( $o b f=0$ ). This asserts the interrupt request signal intr making it 1 if inte $=1$. The intr = 1 notifies the processor, which invokes the keyboard IH , a routine. The handler then reads and stores the scan code in the main memory. Because this is an interrupt-driven transfer, the IH does not need to poll the OBF status bit; the intr = 1 is an indication that the "Scancode" buffer is full. When an input port read cycle starts (see Fig. 9.11), a 1-0 _rd transition clears the INTR bit, making intr $=0$. When the processor reads the scan code in the "Scancode" buffer, a 0-1 _rd transition clears the OBF bit, making _obf $=1$, which indicates the buffer is now empty. The DCI can now write another scan code in the "Scancode" buffer.

### 9.5.2 Programmed Transfer

The programmed transfer, also known as programmed I/O, is not interrupt driven; instead, the processor periodically executes a polling program, triggered by a timer module, and checks the I/O port status bits in each DCl to determine if any device requires a service. The polling is done in some
priority order. The following program illustrates a programmed transfer where it checks the OBF and IBF flags of each device. The program either inputs from the port if ibf = 1 (input buffer full) or outputs to the port if _obf $=1$ (output buffer is empty). In the program, this is shown for keyboard Port 0 in Fig. 9.17. Program code sections for other devices are labeled DCI_X, DCI_Y, etc.

A Polling Program For Implementing Programmed I/O:

| POLL: | ... | //start polling programmed I/O DCIs |
| :--- | :--- | :--- |

In this case, the processor not only is involved in the actual transfer of data between the devices and memory, but also is directly involved in the frequent polling of each device. A programmed transfer is only efficient when there are a large number of devices in the system. For example, when using a computer to monitor many sensors in a factory, if interrupt-driven I/O is used, this would cause frequent processor interruption. At the same time, a
programmed transfer wastes valuable processor time. However, programmed transfer can be offloaded and performed by a host controller interface, such as a USB host controller interface, which would interrupt the processor when it needs services.

For example, consider a modern personal computer system with several different types of USB peripheral devices, such as digital speakers, digital phone, digital camera, digital fax machine, removable flash memory, etc., as illustrated in Fig. 9.18. The list of USB interfaced devices is growing every day. Currently, a single USB host controller interface can poll 127 USB devices.


Figure 9.18 A modern personal computer with several connected USB devices [4].

A USB host controller communicates with each device using packets, which is a collection of several data fields, each containing a piece of information. Figure 9.19 illustrates one way the USB devices in Fig. 9.18 may be interfaced with a single USB host controller interface that includes a root hub with three ports. Also, as illustrated, USB hubs in the printer are used to interface with USB speakers and a USB fax machine, and the hubs in the keyboard are used to interface a flash memory and the mouse.


FIgure 9.19 USB device connections to a single USB host controller interface with three root hubs.

The services required by all the connected USB devices are classified into four priority packet classes, as outlined in Table 9.4. Periodically, packets for all the connected devices are made into a frame and communicated serially from a USB host controller interface and through a USB root hub, USB hubs, and USB ports and USB cables to the USB devices; or vice versa from the USB ports and USB cables, through USB hubs and a USB root hub, to the USB host controller interface.

| Packet Class | Description |
| :--- | :--- |
| Interrupt | This packet is used to communicate with peripheral devices <br> such as keyboard and mouse that require interrupt-driven <br> transfer. Instead of directly interrupting the processor, the <br> device sends as Interrupt packet to its HCl. |
| Isochronous | This packet is used to communicate with peripheral devices <br> such as digital audio and video devices that require real-time <br> communication with the system. In these devices the rate of <br> data transfer is more important than data accuracy. |
| Bulk | This packet is used to communicate with peripheral devices <br> such as printers to transfer large blocks of data such as a <br> print job. In this case, data accuracy is more important <br> than the rate of transfer. |
| Control | This packet is used to monitor the USB hub for setup as <br> devices are connected or disconnected. |

TABLE 9.4 Four Packet Classes Used with USB Devices

Frame communication is frequent enough (e.g., every few microseconds) to capture all the pending interrupt requests for timely service of devices that require interrupt driven I/O, such as keyboard and mouse, and also transfer data to/from real-time peripheral devices, such as digital speakers and phones, that require real-time data communication. A bulk packet is used to communicate with slower devices such as a printer. A control packet is used to poll the USB hubs as devices are connected and disconnected.

While a host controller can communicate with several devices at the same time, the basic operations required to communicate with each device are still the same. Each packet sent by the host controller to each device must contain an I/O port address and the type of service as either reading or writing the port. For a read packet, the device sends a response packet containing the device data (e.g., scan codes) back to the host controller, which stores the data in the main memory. For a write packet, the host controller must first access device data (e.g., print data) from the main memory and send the data to the device.

Because the size of the data communicated between a host controller and a device is in the order of many bytes at a time, both the host controller and the DCl of each device contain memory as buffer space to temporarily store
the received or transmitted data. A USB host controller interface is described in more detail in Sec. 9.7.

### 9.5.3 DMA Transfer

Interrupt-driven or programmed transfer is efficient if data transferred between devices and memory is small (a few bytes). For devices such as disk drives that require large (e.g., 4 KB ) data transfers to/from memory, a DMA transfer, which does not involve the processor in the actual transfer of data, is more efficient. In order to illustrate a DMA transfer, consider the simple system organization shown in Fig. 9.20.


Figure 9.20 A simple DMA controller to illustrate DMA transfer; assumed memory-mapped I/O ports.

Both the processor and the DMA controller need to access the memory. In general, a module, known as an arbitrator, is needed to grant access to the shared bus. However, in a simple system organization like the one shown in the figure, often, the processor is also the arbitrator. The following steps explain a DMA transfer:

1. The operating system (OS), via the processor, initiates a DMA transfer by first writing the I/O ports of both the DMA controller and the DCI. Specifically, the processor (via a device driver) writes the memory address register (MAR) port with a starting memory address and the byte count register (BCR) port with a number of bytes to be transferred. The processor also writes the configuration register (CR) port to indicate both the direction of data transfer (to or from memory) and type of DMA as either continuous-for example, when starting up a computer-or noncontinuous-for example, during normal system operation when the processor also needs to use the bus between each DMA transfer to/from memory. The processor also writes to the I/O ports in the, for example, disk DCI to configure the disk for a read or write operation. Once both controllers are programmed, the processor starts the DMA transfer by writing and setting a "start" bit in the disk DCI.
2. The disk DCl communicates with both the disk DC , which controls the actual hardware of the disk, and DMA controller to complete data transfer to/from memory. Assuming that the direction of a DMA transfer is from the device to memory, the DCl first stores the device data in its internal memory (refer to the Samsung disk drive in Example 9.1), and then it asserts the DMA request $\left(r e q_{D M A}\right)$ signal requesting a DMA transfer. The DMA controller, in turn, asserts the bus request (br) signal requesting the processor to release the bus. The processor, upon completing its current bus cycle (if any), releases the bus and asserts the bus grant (bg) signal, which grants the bus to the DMA controller. The bus is released when the processor disables all its bus-connecting tri-state buffers. Upon receiving the asserted signal $b g$, the DMA controller becomes a bus master and thus is now able to initiate a memory write cycle. A DMA memory read cycle is similarly performed, except that data is transferred from memory to the DCl , and then from there the data is sent to the DC.
3. As a bus master, the DMA controller starts a memory write cycle using the content of MAR as the next memory address. It also asserts the DMA acknowledge ( $a^{\prime c} k_{D M A}$ ) signal for the DCI to place the data on the data bus. MAR is incremented and BCR is decremented after each bus transfer. For a memory read cycle, the $a c k_{D M A}$ is asserted when the
memory data is on the bus (e.g., Fig. 9.7) and is ready to be transferred to disk DCI.
4. Once the DMA controller completes one transfer, it does one of two things: it either transfers the next data item (repeating step 3) if the transfer type is continuous, or it releases the bus if the transfer type is noncontinuous. The bus is released when the DMA controller deasserts br. Another DMA transfer can begin starting at step 2. Once all the data bytes are transferred and BCR becomes zero, the DMA controller interrupts the processor to initiate another DMA transfer if needed.

A modern DMA controller, however, may provide service to multiple devices by implementing multiple DMA channels, each equipped with its own I/O ports that can be configured to service a different device. A modern DMA controller may also include ports to minimize its communication with the processor and improve performance. For example, instead of requiring a processor to initiate a DMA transfer each time, the processor creates a DMA transfer table (or a linked list) in memory and passes its address to the DMA controller. Each of the table entries contains the information necessary to initiate a separate DMA transfer. When one transfer is completed, the DMA controller automatically fetches the information for the next DMA transfer from memory without interrupting the processor. The DMA controller only interrupts the processor when it has processed the entire table.

Alternatively, with some modern DMA controllers, the processor may also configure the controller to interrupt each time it has processed several DMA transfers. In this case, the processor is able to check the status and update the transfer table, for example, by adding more DMA transfers, if necessary.

A modern multichannel DMA controller may also need to operate differently if it is used to transfer data between two memory units (i.e., memory-memory DMA). A memory read cycle from one unit may be followed by a memory write cycle to another unit. Finally, each device may include its own dedicated DMA controller instead of sharing a multichannel DMA controller. In this case, several DMA controllers would compete to communicate with the main memory.

As we will see in Sec. 9.8, a USB host controller interface contains two DMA controllers. The controller uses one DMA controller to transfer data between the host interface and the main memory, and a second DMA controller is used to transfer data between the host interface and each of the connecting devices.

### 9.6 Interrupts

Interruptions are typically classified into hardware interrupts, caused by hardware modules internal or external to the processor, and software interrupts, caused by executing a special instruction, such as "INT" that invokes a system-level routine. Internal hardware interrupts, also sometimes called synchronous interrupts, exceptions, or traps, are due to an error, such as arithmetic overflow, divide by zero, or invalid op-code, that occurs within the CPU data path. They are called traps because they are instruction dependent. If the execution of a program results, for example, in an arithmetic overflow at a specific instruction-an "ADD" instruction at memory address $X$-the overflow will occur at exactly same instruction no matter how many times one runs the program (assuming that interruption on arithmetic overflow is enabled and input to the program is the same).

Other internal hardware interruptions, however, may not be synchronous. For example, consider a multiprogramming execution environment where programs are often too big to fit in the main memory. This creates a scenario in which a target instruction or data is not in main memory during the execution of a program. This results in an interruption, commonly known as a page fault. The program code or data page (e.g., 4 KB ) must be copied on demand from a disk drive to main memory using a DMA transfer before the execution of the program can resume. The timing of the page fault may not be synchronous as pages from different programs move in and out of memory. Page faults will be discussed further in Chap. 10.
[In a multiprogramming execution environment, interruption of any kind stops the execution of the currently running program (called a process). In the case of a page fault interruption, the OS initiates a disk-to-memory DMA transfer and places the ID of the interrupted process (e.g., process-1) in a wait queue. While the page is being transferred, the OS starts or resumes the execution of another process. When the DMA transfer completes, the DMA controller interrupts the currently executing process (e.g., process-2), returning control to OS, which then moves the process-1 ID from the wait queue and places it in a ready-to-execute queue called a ready queue.

Processes (including process-1) that are in the ready queue take turns and execute for a fraction of processor time called a time slice. A timer module controls the duration of the time slice and causes an interruption when the current time slice expires. Each process may use one or more time slices to complete execution. Upon a time slice interruption, the OS places the ID of the interrupted process on the ready queue and assigns the processor to the process with its ID at the head of the queue. Process-1 (like other processes in the ready queue) resumes execution when its turn arrives and continues
executing until there is another interruption, including another page fault, a time slice interruption, etc.]

Hardware interrupts, such as a DMA interrupt and a DCI interrupt, that are not internal to the processor, are called asynchronous interrupts. These interrupts can happen at random and at any time during the execution of an arbitrary program. For example, when a system uses interrupt-driven I/O to service the mouse or keyboard, the exact moment when mouse is moved or a key is pressed is not known.

The Intel "INT" and the ARM "SWI" are two examples of software interrupt instructions. Software interrupts are always synchronous, and they are used for many purposes, including allowing programs to take turn and access shared resources, such as a disk drive for reading and writing files. Here, we use the term interrupts to mean all types of interrupts.

### 9.6.1 Handling Interruptions

Figure 9.21 illustrates the difference between invoking a hardware interrupt handling ( IH ) routine and a subroutine call (i.e., function, procedure, or method). A subroutine is called by another routine when the routine executes a jump/branch subroutine instruction, such as "JSUB sort," that includes the starting address of subroutine sort. The starting and ending addresses of subroutine or an IH are labeled B and C in the figure. Because an instruction starts the execution of a subroutine, the call is illustrated, by solid arrows in Fig. 9.21(a), from $A$ to $B$ and subroutine return from $C$ to D. After executing a subroutine, control is returned to the calling routine where its execution resumes starting at address D .
 instruction
(b) Invoking an IH


Processor determines address B;
IH returns to either current or next program instruction depending on the type of interruption.

Figure 9.21 An illustration of subroutine call verses interrupt handler (IH); solid arrows verses dashed arrows.

The execution of a hardware IH , on the other hand, is not started by an instruction; thus, this is illustrated using dashed arrows in Fig. 9.21(b). In this case, the CPU must first find out the cause of interruption and from that it determines which IH to invoke. For example, if the cause of the interruption is because the mouse was moved, the mouse IH is invoked.

After executing a current instruction, the CPU checks for pending requests for interruptions, such as checking whether or not the intr signal in Fig. 9.17 is asserted. For example, if the CPU finds the intr signal associated with the mouse is asserted, the CPU invokes the mouse IH. The IH then communicates with the mouse DCI , accessing its ports to input the mouse displacement information, which the IH uses to move the cursor on the screen.

The software interruption handlers are typically numbered with integer numbers. For example, Pentium instruction "INT 3," which stands for breakpoint exception, is used by debugger tools to create breakpoints in a program during testing [5]. When the program execution reaches a breakpoint, the IH is invoked that breaks the execution of the program under test.

When an IH is invoked or a subroutine call is made, the state of CPU, for example, the contents of ACC, X, SR, and program pointer (PP) in Fig. 8.7 (Chap. 8) are saved within CPU or typically in main memory by the IH or subroutine. The saved state is restored when the execution of the IH or subroutine completes and control is returned to the interrupted or calling routine. The saved PP is called a return address or a return program pointer $(R P P)$. In the figures, the RPP for a subroutine call would be address D , and for an IH, it would be either address A or D, as discussed next.

## Precise Interruption

A precise interruption refers to a set of rules that must be carried out by CPU, depending on the cause of an interruption. The following is a list of rules applied for a precise interruption:

1. All the instructions prior to the RPP must have been executed and have modified the state of CPU.
2. All the instructions starting at the RPP must not have been executed.
3. If the interruption is due to a synchronous event, except for software interrupts, the RPP must point to the instruction that caused the exception. In addition, if the exception is raised by the execution unit, such as arithmetic overflow, the result of the execution may not change the processor state. For example, the content of the ACC register in Fig. 8.7 (Chap. 8) should not change if an "ADD" instruction causes
arithmetic overflow, so the content of ACC can be analyzed by the corresponding IH .
4. If the interruption is due to an asynchronous (external) event or software interrupt, the RPP must point to the next instruction.

If the CPU data path is single-cycle, the checking for interruption is performed during the execution of a current instruction, as will be illustrated in Sec. 9.7. If the CPU data path is multicycle, the checking for interruption is performed during the last data path operation required to retire each instruction. If the CPU data path is pipelined, the checking for interruption is performed in the write-back stage, where it indicates the execution of the instruction is complete and the instruction is about to retire.

A precise interruption in a pipelined CPU is more complex than a singlecycle or multicycle data path. Multiple interrupt requests may be generated at the same time as stages are operating concurrently in the pipeline. In this case, the instruction address (i.e., the content of PP) is also forwarded from the fetch stage to the decode stage along with the fetched instruction. The instruction address and any interrupt request generated in each stage are forwarded from one stage to the next until they reach the write-back stage.

Upon an interruption, the RPP is saved internally in a register as part of the CPU state that is saved in main memory, and the PP is changed to execute an IH. If the CPU data path is pipelined, this will also cause a pipeline flush. Note that the registers would not be cleared and would be left as is so they can be saved in main memory by the IH . As was discussed earlier, the state may also be saved internally within CPU (see Exercises section). The details of a precise interruption in a pipelined CPU are referred to elsewhere.

## Vectored Interrupts

Vectored interrupts refers to several IHs in the system. Nonvectored interrupts, on the other hand, means there is only one IH that handles all interruptions. Figure 9.22 illustrates the organization of a single IH and multiple IHs in memory. In the case of the nonvectored interrupts, the single IH is invoked each time there is an interruption. The handler then determines the highest-priority interrupting device to service. A nonvectored interrupt mechanism is simple to implement, but because all interruptions are handled by a single routine, interrupts are not handled quickly; thus, a nonvectored interrupt is not common in modern computer systems. However, as discussed in Sec. 9.7, a nonvectored interrupt mechanism is used for simplicity to illustrate the data path details of an interrupt handling CPU.


Figure 9.22 Handling of vectored interrupts; assuming 2 bytes per word memory.

The following outlines the requirements to implement vectored interrupts:

- A small region in main memory must be reserved for a vector table, starting at a known address labeled "Base Address" as illustrated in Fig. 9.22(b).
- The interrupt requests from each DCI and DMA controllers must be prioritized in hardware to generate a unique number, called an interrupt vector (IV), associated with the highest-priority IH. The IV is used to invoke a corresponding handler.
- During system startup, the entries of vector table must be filled with jump instructions to different IHs, one for each IV.
- The processor data path must be extended by adding new registers and circuits to execute new instructions and features as necessary to implement vectored interruptions.

Equation (9.2) is an example of how an interrupt handler pointer (IHP) can be defined as a linear function of an $I V$ and the base_address of the vector table. For $I V=1,2,3$, etc., $I H P=$ base_address +2 , base_address +4 , etc.,
is used as an index to access a vector table entry assuming each entry is 2 B . $I V=0$, as illustrated later, may be used to indicate no pending requests for interruption.

$$
\begin{equation*}
I H P=I V * 2+\text { base_address } \tag{9.2}
\end{equation*}
$$

Figure 9.23 illustrates the execution order of multiple prioritized IHs. A higher-priority handler always interrupts a lower-priority one, but not the other way around. Furthermore, with each handler invocation, the processor status, including a return address for the interrupted program, must be saved (typically in memory).


Figure 9.23 Invocation of a multiple interrupts handlers.vsd
The following describes the steps CPU takes to invoke an IH; it is assumed that IVs are prioritized so that IH1 $(I V=1)$ has lower priority to IH2 $(I V=2)$, and IH 2 has lower priority to $\mathrm{IH} 3(I V=3)$, etc., as shown in Fig. 9.23. Furthermore, $I V=0$ is used to indicate there are no pending requests for interruption:

1. Processor ignores a receiving IV (labeled IVr) if the CPU's checking for interrupt requests feature is disabled or the IV of the currently executing IH (labeled $I V c$ ) is greater than $I V r$. That is, when $I V r \leq I V c$, the CPU ignores $I V r$, keeping the request for an interruption pending until the execution of the current handler associated with IVc ends. Otherwise, if the CPU's checking for interrupt requests feature is enabled and $I V r>$

IVc, CPU saves both the RPP for the currently executing IH and the IVc in special registers within the CPU and changes the content of PP with the $I H P=I V * 2+$ base_address and makes $I V c=I V r$. For example, if $I V c=1$ and $I V r=2$, then the CPU saves $R P P 1$ for IH 1 and $I V c=1$ and replaces the content of PP with the quantity base_address +4 and makes $/ V c=I V 2$.
2. The CPU starts executing the jump instruction at memory address IHP and thus begins the execution of the IH corresponding to the current $I V c$ (e.g., IH 2 when $/ V c=2$ ).
3. The invoked handler must first save the processor state, including the saved RPP and saved IVc in memory (see Sec. 9.6.2). The CPU, however, continues monitoring the $/ V r$ for the next higher-priority IV.
4. The IH services the interrupting device-for example, a DCI or DMA controller. Upon completion, the handler restores the processor saved state, including the saved RPP and save $I V c$, and returns to the interrupted program so the execution of the program can resume, which could be a lower-priority IH (e.g., IH1) or a systems or application program.

### 9.6.2 Interrupt Structures

Figure 9.24 illustrates two hardware interrupt structures, daisy-chained and independent request, for prioritizing interrupt requests. They are used to determine the IV of the interrupting device. The IV, in turn, is used to determine which IH to invoke to service the device. The details of these structures are explained next.

(a) Daisy chain structure

(b) A daisy-chain module

(c) An independent request structure

Figure 9.24 Interrupt structures: (a) daisy-chained structure; (b) daisy chain module; (c) independent request structure.

## Daisy-Chained

The structure in Fig. 9.24(a) orders all the interrupt requests into fixed priorities. When the signal int is asserted, the CPU asserts an interrupt acknowledge (iack) signal to identify the highest-priority IV.

A detailed circuit of a daisy-chain module is shown in Fig. 9.24(b). The iack signal is forwarded from one daisy-chain module to the next until the highest-priority IV (at that moment) as IVr is selected. A unique IV typically is assigned to each DCI during setup. With the USB devices, only the USB host controller interface interrupts the processor.

While the structure in Fig. 9.24(a) is scalable and more devices can be added to the system, it has the disadvantage of resulting in starvation of DCls that are at the end of a long daisy-chain. A higher-priority DCl can prevent iack = 1 from reaching the lower-priority daisy-chain modules at the end of the chain.

## Independent Request

The structure in Fig. 9.24(c) uses a priority encoder to quickly identify the highest-priority IV. In the figure, the 8-to-3 priority encoder is used as a 7 -to-3 encoder by connecting its input-0 signal to ground. In this case, $I V r=0$ when none of the seven interrupt request signals are active. Furthermore, $I V r=0$ is used to indicate to CPU there are no pending requests for interruption. This would eliminate the int signal in Fig. 9.24(a), reducing one signal that the CPU inputs.

The independent request structure requires no iack signal, unless a hybrid -partly independent and partly daisy-chained-structure is used to implement interrupt priority classes. All the DCIs in a system would be grouped into different priority classes. For example, all the disk drives (e.g., hard disk and CD disk drives) may be considered part of a device class. In this case, an $I V r$ identifies all the DCIs in the same class (i.e., all the disk drives), and an iack would then be used to identify the IVr of a specific device (e.g., hard disk drive) in that class.

### 9.7 Design Example: Interrupt Handling CPU

This section presents the data path of an interrupt handling CPU with the following requirements and specifications:

- The data path of the single-cycle Acc-ISA CPU in Fig. 8.7 (Chap. 8) is extended to implement the invocation mechanism of a single IH that
provides service to several devices.
- The IHP is hardcoded to memory address $0 \times 40$ within the CPU, assuming 8 -bit addresses. Here, address $0 \times 40$ is arbitrarily selected.
- The IH can service a maximum of 16 devices, including a timer module, a DMA controller, and 1 to 14 I/O devices.
- A daisy-chained structure (Fig. 9.29(a)) is used to prioritize the interrupt requests from the 16 devices, where $I V=15$ (the highest) is assigned to the timer module, $I V=14$ to the DMA controller, and 0 (the lowest) to keyboard. Note that because we are using a daisy-chained interrupt structure, we may also use $I V=0$ as a valid device IV.
- Upon an interruption, the state of the CPU, defined by the content of registers ACC, X, and SR, is saved in memory by the IH. The the return address (RPP) is saved internally within the CPU.

Figure 9.25 illustrates a 16-level daisy-chained interrupt structure that prioritizes a timer, DMA, and 1 to $14 \mathrm{I} / \mathrm{O}$ interrupt requests (only one, keyboard, is shown). The DCl of each device generates an interrupt request (intr) signal, which becomes 1 each time the device wants service from the CPU. For example, a key depressed on the keyboard would set its interrupt request signal as intr0 (also see Fig. 9.17), causing the CPU to interrupt the currently executing program and start executing the IH to service the keyboard.


Figure 9.25 A 16-level daisy-chained interrupt structure that prioritizes interrupt requests from 16 devices from highest $(I V=15)$ to lowest $(I V=0)$.

Likewise, a DMA controller would assert its respective interrupt request signal as intr1 4 (also see Fig. 9.20) when it completes a DMA transfer. The timer module would interrupt, making intr15 = 1, so the OS can start or resume the execution of another program. An I/O DCI can be device specific or universal, such as a USB host controller interface.

The intr signals from the timer module, DMA controller, and maximum of 14 DCls are wired-ORed to create the external interrupt request signal xint as shown in Fig. 9.25. The xint signal, which enters the CPU, causes an interruption if asserted and if the CPU's interrupt handling feature is enabled. The data path of the interrupt handling CPU is presented in Fig. 9.26.


Figure 9.26 The data path of the interrupt handling CPU, which is an extension to the Acc-ISA discussed in Chap. 8.

The new data path implements eight new instructions, listed in Table 9.5, and also includes added hardware as follows:

| Instruction | RTN | Description |
| :---: | :---: | :---: |
| DI (optional) | FF. $q \leftarrow 0$; | Disable interrupts: The instruction is used to synchronously reset the FF $($ FF. $q=0)$. When the FF is reset, a currently executing program cannot be interrupted. |
| El | FF. $q \leftarrow 1$; | Enable interrupts: The instruction is used to synchronously set the FF (FF. $q=1$ ). When the FF is set, a currently executing program would be interrupted if xint $=1$. |
| MVSR2ACC | $\mathrm{ACC} \leftarrow \mathrm{SR}$; | Moves SR to ACC: The instruction copies the 1-bit content of SR register (padded with 0) into ACC so the content of SR can be saved in memory by the interrupt handler ( IH ). |
| MVX2ACC | ACC $\leftarrow$ X; | Move X to ACC: The instruction copies the content of $X$ register into $A C C$ so the content of $X$ can be saved in memory by the IH. |
| MVACC2SR | $\begin{aligned} & \mathrm{SR} \leftarrow \mathrm{LSB} \\ & \text { of } \mathrm{ACC} \end{aligned}$ | Move ACC to SR: The instruction copies the least significant bit (LSB) of ACC into the SR register. It is used by the IH to restore the state of the interrupted program upon return. |
| MVACC2X | $X \leftarrow A C C ;$ | Moves ACC to X: The instruction copies the content of ACC into the X register. It is used by the IH to restore the state of the interrupted program upon return. |
| MVSRX2ACC | $A C C \leftarrow S R X ;$ | Moves SRX to ACC, copies the content of SRX register into ACC. The instruction is used by the IH to determine the IV of the interrupting device. |
| RTI | $\begin{aligned} & \mathrm{FF} . q \leftarrow 1, \\ & \mathrm{PP} \leftarrow \mathrm{PPX} ; \end{aligned}$ | Return from interruption: The instruction is used as the last instruction in the IH . It enables interrupts, synchronously setting the FF (FF. $q=1$ ), and returns so the interrupted program can resume execution. Note, some prefer to call this instruction return from exception (RTE). |

TABLE 9.5 New Instructions Required to Implement the Single Interrupt Handling Mechanism

- A D flip-flop (FF) is used to enable or disable the CPU's checking for interrupts feature. The FF will be set to 1 (i.e., FF.q = 1) when the "El" or "RTI" instruction executes.
- An auxiliary program pointer register (PPX) is added to save the RPP, which in this case, is the address of the next instruction in the currently running program. Upon returning from an interruption, the program resumes execution, starting from the address saved in the PPX. The added 2-to-1 MUX7 in the fetch unit selects PPX (the content of register PPX) as the next PP (the content of register PP) when instruction "RTI" executes.
- The added 2-to-1 MUX5 in the fetch unit selects the hard coded $I H P=$ $0 \times 40$ as the next PP upon interruption.
- An auxiliary status register (SRX) is added in the decode unit to save the incoming $I V$ of the highest-priority interrupting device.
- The instruction decoder unit is also modified to include three more signals as ei (enable the CPU's checking for interrupts feature), rstr (restore), and di (disable the CPU's checking for interrupts feature). The ei signal is asserted when the "El" instruction executes. The ei signal sets the FF (FF. $q=1$ ) on the next clock cycle, which in turn enables the CPU's checking for interrupts feature. The rstr signal, which also sets the FF to 1 , is asserted when the "RTI" instruction executes. The di signal is asserted when the "DI" instruction executes, which synchronously resets the FF (FF. $q=0$ ) and disables the CPU's checking for interrupts feature.
- The write-back multiplexer (MUX4) is also replaced with an 8-to-1 MUX to additionally implement $A C C \leftarrow S R X, A C C \leftarrow S R$, and $A C C \leftarrow X$, which are required for the IH to save the CPU state in memory.

Initially, upon reset, the FF would be set to 0 (FF.q = 0), disabling the CPU's checking for interrupts feature. FF.q remains 0 until the system starts and the operating system initializes the system by:

- Loading the single IH into memory starting, for example, at location $0 \times 42$
- Storing the instruction "JMP $0 \times 42$ " at location IHP $=0 \times 40$
- Enabling interrupts by executing an "El" instruction, which makes FF.q = 1, and thus enables the CPU's checking for interrupts feature

During normal system operation, one or more interrupt request (intr) signals (Fig. 9.25) may be asserted. Each time that xintr becomes 1 and
checking for interrupts is enabled (i.e., FF.q = 1), the int signal within the CPU becomes 1 and causes the following operations to take place during the next clock cycle:

- Via MUX7, int $=1$ will cause data path to perform $\mathrm{PPX} \leftarrow \mathrm{PP}+2$. This saves the quantity $P P+2$ as the $R P P$. The interrupted program will resume execution (after returning from an interruption) starting from instruction address at RPP (see Fig. 9.21(b)).
- Via MUX 5 and MUX 7, int = 1 will cause data path to perform PP $\leftarrow$ $0 \times 40$. This will cause the "JMP $0 \times 42$ " instruction at memory location $0 \times 40$ to execute next, which will start the execution of the single IH .
- The int $=1$ also causes $\mathrm{SRX} \leftarrow I V$ and thus saves the $I V$ of the highestpriority interrupting device. Note that when both int = 1 and xintr = 1, iack becomes 1 and in turn selects the IV of the highest-priority device (Fig. 9.25 ) that is requesting service.
- The int $=1$ also synchronously resets FF, making FF. $q=0$. This disables the CPU's checking for interrupts feature. While FF. $q=0$, int remains 0 and prevents a currently executing program, which could be an OS routine during system initialization or IH during normal operation, from interrupting.

The pseudo-code in Example 9.2 outlines the steps the single IH must take to provide service, one at a time, for an interrupting device among several devices. The handler performs four main tasks as follows:

1. The IH saves the state of the interrupted program, which is defined as the content of ACC, X , and SR registers, in memory. In the pseudocode, this is shown by calling function save_cpu_status (), which can include the following code section:
```
STA Temp1; // save ACC, for "STA" refer to Chap. 8
MVX2ACC
STA Temp2
    // save X
MVSR2ACC
STA Temp3
// save SR
```

2. The IH must determine the IV of the interrupting device so it can call a driver routine to service the device and thus reset the device interrupt request signal (intr)-refer to Sec. 9.5.1 for the keyboard example. This is shown by "iv = get_iv()" and a "switch" statement in the pseudo-code. The "get_iv()" function would use the MVSRX2ACC instruction to copy
the content of SRX into ACC, which will then be compared with $0,1,2$, etc., to determine the IV of the interrupting device.
3. The interrupt handler must restore the state of the interrupted program before returning. This is shown by calling function restore_cpu_status (), which can include the following code section:
```
LDA Temp3;
MVACC2SR
    // for "LDA" refer to Chap. 8
    // restore SR
LDA Temp2
MVACC2X // restore X
LDA Temp1 // restore ACC
```

4. The IH would then execute the "RTI" instruction, which will cause the data path to perform $\mathrm{PP} \leftarrow \mathrm{PPX}$ and FF. $q \leftarrow 1$ on the next clock cycle. This restores the return address, which resumes the execution of the interrupted program, and also enables the CPU's checking for interrupts feature.

Example 9.2. Describes a pseudo-code outlining the functions of a single IH that services an interrupting device, a timer module, DMA controller, or an I/O device one at a time:

```
interrupt_handler_routine() //invoked when PP is set to
                                    //interrupt handler pointer (IHP =
                                    //0x40 in Fig. 9.26)
{
save_cpu_status(); //save contents of ACC, X, and
                                    //SR to memory
iv = get_iv(); //get IV from the SRX
switch(iv)
15: handle_timer_interrupt(); break; //IV = 15, highest
14: handle_DMA_interrupt(); break;
0: handle_keyboard_interrupt(); //lowest
endswitch;
restore_cpu_status(); //restore contents of ACC, X,
    //and SR from memory
return_from_intrrupt(); //RTI
}
```

If, upon returning from an interruption, the CPU finds xintr = 1, the handler will be invoked again to service another device that has its pending intr $=1$.

Finally, the disable interrupts ("DI") instruction in Table 9.5 is included in case a "soft" reset-for example, using a "restart" menu option-is used. The disadvantage of a single IH mechanism is that if a higher-priority device requests a service while the CPU is executing the IH , the high-priority device must wait until the handler completes its task and returns. For this reason, modern computer systems implement a vectored interrupt mechanism so that the IH of a lower-priority device can be interrupted and the CPU can execute the IH of a higher-priority interrupting device (e.g., DMA) as was illustrated in Fig. 9.23.

### 9.8 USB Host Controller Interface

The need for a host controller interface was briefly discussed in Sec. 9.5.2. The USB host controller interface is designed to offload CPU from performing
the task of directly providing services to potentially many I/O devices. In this case, the interrupt-driven transfer may not be a practical option because there could be many device interruptions. Programmed transfer would not be a viable option because it would waste valuable CPU time. In addition, the USB host controller interface implements "plug and play" device interface that can support numerous USB devices without requiring device installation and system restart.

### 9.8.1 Standards

The USB 1.x standard was designed according to the specification of either the universal host controller interface (UHCI) or the open host controller interface ( OHCl ) suitable for low-speed and full-speed devices requiring, respectively, 1.5 Mbps and 12 Mbps data transfer rates. The USB 2.0 standard, on the other hand, is based on the specification of the enhanced host controller interface (EHCl) and is designed for high-speed devices with a transfer rate of up to 480 Mbps . USB 3.0 is designed to support super-speed devices requiring transfer rates of up to 5 Gbps . Each generation of USB host controller interfaces also contains root hubs to service a slower device. For example, the USB 2.0 host interface contains root hubs to service lowspeed and full-speed devices in addition to providing service to high-speed devices.

A USB cable consists of four wires, two of which are power and ground, and the other two are data signals labeled $\mathrm{D}+$ and $\mathrm{D}-$. A USB communication module uses the $\mathrm{D}+$ and D - signals to send/receive packets with the non-return-to-zero inverted (NRZI) coding scheme (refer to the "Exercises" section in Chaps. 5 and 6 for information on NRZI). USB packets are grouped into token, data, and handshake as illustrated in Fig. 9.27. Each packet starts with a synchronization sequence and ends with an end-ofpacket (EOP) marker. USB 1.x packets start with an 8-bit synchronization sequence (i.e., 00000001) and end with an EOP marker that keeps the D+ and D- signals at 0 for the duration of 2 bits. The USB 2.0 standard, on the other hand, uses a 32-bit (4-B) synchronization sequence and an 8-bit EOP marker.


Figure 9.27 Three types of USB communication packets. Each packet starts with a synchronization sequence and ends with an EOP marker.

### 9.8.2 Transactions

Each USB transaction consists of one or more packets. For example, a transaction that sends print data to a printer, requires, in order, a token packet, a data packet, and a handshake packet.

As shown in Fig. 9.27, token and data packets each include a type field, a data field, and a field for an error detection code. Handshake packets have only a type field. A token packet identifies one of four possible transactions, called start-of-frame (SOF), setup (SETUP), input (IN), and output (OUT), as described in Table 9.6. A data packet contains a payload and is typed either as Data0 or Data1. The USB 2.0 has other data types, such as Data2, which is used to communicate the size of a large payload that would be transmitted via several transactions.

| Packet | Type | Description |
| :--- | :--- | :--- |
| Token | SOF | Start-of-frame packet used for data synchronization purposes |
|  | SETUP | Setup transaction is used for device configuration |
|  | IN | Input packet is used to input data from a device |
|  | OUT | Output packet is used to output data to a device |
| Data | Data0 | Used when the sender has its toggle bit set to 0 |
|  | Data1 | Used when the sender has its toggle bit set to 1 |
|  | ACK | Indicates a data packet was correctly received |
|  | NACK | Indicates device is currently unable to send or receive data |

TABLE 9.6 Examples of USB Packet Identifiers
If a transaction contains an entire data payload from/to a device, its data packet would be typed as Data0. On the other hand, if two or more transactions are used to transfer a large payload, the consecutive data packets would be labeled alternating Data0 and Data1. Every source and destination module includes a toggle bit that is initially set to 0 .

Each time that a Data0 or Data1 packet is sent by a source module and is received by a destination module, their toggle bits are toggled; if 0 (i.e., indicating Data0), it becomes 1 (i.e., expecting Data1 next), or if the tag was 1 (indicating Data1), it becomes 0 (expecting Data0 next). This ensures that a data packet at the destination is received only once in case of an error, such as when a destination module receives a packet correctly and toggles its toggle bit but the source thinks otherwise and keeps its toggle bit unchanged and retransmits the packet. In this case, since the two toggle bits are no longer the same, the receiver (correctly) rejects the retransmitted packet. Handshake packets serve multiple purposes. For example, an acknowledgement (ACK) packet is used to confirm the receipt of a data packet, or a negative acknowledgment (NACK) packet is used to control the flow of data, for example, when a device that receives a packet to send data has no data to send at that time.

### 9.8.3 Transfers

The four types of data transfers, named interrupt, isochronous, bulk, and control, which were described in Table 9.4, are used to service all classes of USB devices. Also, as was discussed earlier, USB devices do not use
interrupt-driven transfer. Instead, an interrupt packet is used to poll those devices, such as the keyboard and mouse, that normally use interrupt-driven transfer in legacy personal computers. In this case, a device, such as keyboard, will send a NACK handshake packet each time that it is polled but has no scan code to send.

Real-time USB devices, such as digital phones must be able to send or receive data and speakers must receive data frequently without interruptions when they are in use. These devices use isochronous transfers, and the corresponding transactions include token and data packets but no handshake packets; the data of these transactions is never retransmitted. Bulk transfers are used with devices such as printers, fax machines, scanners, and plotters that require accurate data communication but can tolerate interruptions in receiving data. Control transfers are used during a device or hub configuration.

Many devices may use a single host controller interface to send or receive packets. However, a single device cannot be allowed to communicate continuously and starve other devices, negatively affecting their normal operations. For example, consider the system shown in Fig. 9.18. Suppose a user wants to print a document while listening to music on USB speakers. Both the printer and speakers must share the host controller to receive print and music data, respectively. If the host controller is allowed to transfer print data continuously for a long time, the transfer of music data to the speakers will be interrupted, thus resulting in poor audio quality. Similarly, if the host controller is allowed to transfer music data continuously, the print job may never finish. In another scenario, a user may want to work on, say, a document at the same time that the printer is printing and the music is on. In this case, the keyboard and mouse must also be able to communicate with the system.

### 9.8.4 Descriptors

Each USB host controller interface implements one or more access points, each one called an endpoint. Each endpoint includes a set of I/O ports that are accessed by the host controller. Each endpoint contains a descriptor called an endpoint descriptor that identifies its transfer type-for example, control, interrupt, isochronous, or bulk-as well as other requirements, such as the maximum amount of data allowed in each data packet. The control, interrupt, and bulk transfers use a maximum data size of 64 B . Isochronous transfers, on the other hand, use a larger maximum data size (e.g., 1024 B in USB 2.0). A USB hub controller implements a status change endpoint,
which is polled once every 255 ms to detect a possible port event, such as connecting or disconnecting a device from a USB port.

A device may contain multiple sets of endpoints to implement different types of interfaces. For example, a USB CD-ROM drive would implement three different interfaces: a mass storage interface for reading/writing files, an audio interface for handling music, and a video interface for handling video images. Each interface in a USB device includes an interface descriptor that includes a number of endpoint descriptors. The interface descriptors themselves are part of a configuration descriptor, which may consist of multiple different configurations, including, for example, a low-power configuration used with battery-powered systems. All these descriptors are organized in a hierarchy and included in a device descriptor, which also contains device information such as the manufacturer name and serial number. Each time that a newly plugged-in device is detected by polling the hub, the device's descriptor is accessed by a USB driver. The descriptor contains all the necessary device information, including a list of I/O port relative addresses within the device and the type of transfer used by the device. The driver assigns a unique address to the device and configures its endpoints.

### 9.8.5 Frames

A USB host controller interface is designed to service all the devices that are currently attached and active. It sends and receives packets at regular intervals called frames. For example, the USB $1 . x$ uses 1 ms (millisecond) frame, and USB 2.0 uses $125 \mu \mathrm{~s}$ (microsecond) frames, each called a microframe. Each frame for full-speed USB 1.x devices is 12,000 bits ( 12 Mbits/s $* 1 \mathrm{~ms} \approx 12,000$ bits) long. A microframe is 60,000 bits ( $480 \mathrm{Mbits} / \mathrm{s} *$ $125 \mu \mathrm{~s} \approx 60,000$ bits) long.

Assuming that the system shown in Fig. 9.18 is using a single USB host controller interface, Fig. 9.28 illustrates one possible frame content for the USB 1.x host controller. In the figure, each frame includes packets for several transactions and begins with an SOF transaction. For example, consider a scenario where a user is talking on a digital phone, working on a document, listening to music, printing a print job, sending/receiving a fax, and writing flash memory. In this case, a frame would contain packets for the following transactions as follows:


Figure 9.28 Illustrating USB transfers during a single frame; frame duration is 1 ms for USB 1.x [4].

Two isochronous audio IN and OUT transactions with the digital phone An isochronous stereo audio OUT transaction with the speakers
An interrupt IN transaction with the keyboard
An interrupt IN transaction with the mouse
Zero or more control transactions with the hubs
If possible, a bulk OUT transaction with the printer, fax machine, and flash memory

Packets that are associated with the interrupt, isochronous, and control transfers have higher priority and are included first in every frame. Packets
that are associated with bulk transfers are included in the frame only if there is enough leftover bandwidth.

In general, not all devices, except for those that require interrupt or isochronous transfers, need to have packets in every frame. Typically, $90 \%$ of the frame bandwidth is reserved for interrupt and isochronous transfers and $10 \%$ for control transfers, leaving up to $0 \%$ of frame bandwidth for bulk transfers. If at any time there are more interrupt or isochronous transfers, no bulk packets will be allowed, which may result in short interruptions in the operation of devices that use bulk transfers. Furthermore, a newly attached device would not be configured if its transfer type requires more bandwidth than is currently possible with the existing devices.

The USB 2.0 host controller uses split transactions to communicate with low- and full-speed devices that are interfaced through a high-speed hub. In this case, a low- or full-speed OUT transaction is split into several start-split (SS) microframe transactions. The data from these SS transactions are stored in a buffer in the high-speed hub and later are sent to the low- or fullspeed devices. A USB 2.0 low- or full-speed IN transaction starts with a single SS microframe transaction. Once a target low- or full-speed device receives the $\mathbb{I N}$ request, it uses a lower packet rate of $1.5 \mathrm{Mbits} / \mathrm{s}$ or 12 Mbits/s to transmit its data to the high-speed hub, which receives it in an input buffer. The data in the buffer is then transmitted to a USB 2.0 host controller via several split transactions called complete split (CS) transactions.

### 9.8.6 Transaction Organization

Each USB device uses a driver routine called a client driver that communicates with the device through two pieces of host software: a USB driver and USB host driver. A client driver knows what to communicate with the device and issues requests to the USB driver. Each client request includes a memory space that data to/from the device is stored. For example, a USB keyboard (a client) driver initiates an interrupt transfer request and provides a memory address where data (scan codes) from the keyboard should be stored. The USB driver translates each client request into one or more USB transaction descriptors (TDs). Each TD is a data structure and includes all the necessary information about a transfer, as well as links to the next TD and memory space that either holds the client's OUT data or the client's IN data.

All the TDs from the active clients are grouped and organized as a set of linked lists of TDs in memory. The control and bulk TDs in USB 2.0 are organized separately than those for interrupt and isochronous packets. The
interrupt and isochronous TDs, shown as iTDs in Fig. 9.29, are grouped into an array of linked lists and processed (executed) at regular periods (intervals). The control and bulk TDs, shown as qTDs, on the other hand, are organized as a queue of linked lists and are processed with no specific intervals. Each of the linked lists of iTDs is executed within a $125-\mu \mathrm{s}$ microframe. A qTD is executed when there are no unexecuted iTDs left in the array.


FIgURE 9.29 The organization of USB 2.0 transactions in memory [4].
A USB driver stores the starting addresses of the array and the head of the queue in a USB host controller interface via a USB host driver. A USB host controller uses two counters to execute the iTDs, as shown in the figure. The counter-1 is a mod- 60000 counter and operates with a $480-\mathrm{MHz}$ clock. The counter-2 holds a current frame number and is used as an index to the array. The counter-2 is incremented once every $125 \mu \mathrm{~s}$. The array size is
programmable and may be defined with 1024,512 , or 256 elements. The array base address is stored in a register called a periodic list base address, and is concatenated with the counter-2 to locate the next transaction in memory. The asynchronous list base address points to the head of the queue of linked lists in memory, as illustrated in the figure.

Each time that the counter-2 increments, an SOF transaction is executed, which informs all the devices that use isochronous transfers to synchronize their activities. If a TD (iTD or qTD) describes an OUT transaction, the host controller fetches its token and data packets from main memory and transmits them to the target endpoint. If the endpoint implements an interrupt, control, or bulk transfer, the controller receives a corresponding handshake packet from the endpoint. As stated earlier, isochronous transfers require no handshake packets.

If a TD is an IN transaction and indicates an interrupt, control, or bulk transfer, the host controller fetches the TD's token and handshake packets from memory and transmits the token packet to the target endpoint. After receiving a data packet from the endpoint, the controller transmits the handshake packet to the endpoint if the data was received error free.

### 9.8.7 Transaction Execution

Like any DCI (e.g., Fig. 9.17), a USB host controller interface includes a set of I/O ports that are accessed by both CPU and the host controller (an embedded system), as illustrated in Fig. 9.30 for the USB 2.0 host controller interface. No device data is directly communicated by the CPU using the I/O ports; instead, the ports are used only to configure and setup the host controller. Table 9.7 lists a few USB 2.0 host I/O ports called USB operational registers. They are used to set the size of the frame array with 1024, 512, or 256 entries; how often to interrupt CPU; etc. The interrupt frequency is specified in terms of the number of microframes. This is referred to as an interrupt threshold that is defined in terms of once every $1,2,4,8$, 16,32 , or 64 microframes.


Figure 9.30 A single port USB 2.0 EHCl block diagram [6].
$\left.\begin{array}{|l|l|}\hline \text { Register } & \text { Description } \\ \hline \text { USB base address } & \begin{array}{l}\text { Holds a base address for the memory mapped I/O ports in the } \\ \text { host controller interface. }\end{array} \\ \hline \text { USB command } & \begin{array}{l}\text { Used to configure the host controller interface. Examples } \\ \text { of configurations are interrupt intervals (e.g., after every } \\ \text { microframe, every two microframes, every 4 microframes, etc.), } \\ \text { enabling/disabling periodic/asynchronous TD list processing, } \\ \text { initializing the frame array size (1024, 512, or 256), Host } \\ \text { controller interface reset, run/stop bit, etc. }\end{array} \\ \hline \text { USB status } & \begin{array}{l}\text { Examples are periodic and asynchronous enable/disable bits, } \\ \text { host controller interface halt/no-halt status bit; USB error } \\ \text { interrupt bit; USB interrupt bit that becomes active if interrupt- } \\ \text { on-complete (IOC) bit is set in a TD; interrupt on asynchronous } \\ \text { advance status bit, which is set when the host controller } \\ \text { interface increments the queue pointer; etc. }\end{array} \\ \hline \text { USB interrupt enable } & \begin{array}{l}\text { Enables various interrupts; examples are enable interrupt on } \\ \text { advancing asynchronous list so the USB driver would know the } \\ \text { current status of the queue; enable interrupt on error; etc. }\end{array} \\ \hline \text { USB frame index } & \begin{array}{l}\text { A relative address (index) to the frame array. Incremented once } \\ \text { every 125 } \mu \text { s. It indicates the size of the frame array in Fig. 9.29. }\end{array} \\ \hline \begin{array}{l}\text { Periodic list base } \\ \text { address }\end{array} & \begin{array}{l}\text { A base address to the frame array. It is concatenated with the } \\ \text { frame index to create a main memory address where the frame } \\ \text { array is stored. }\end{array} \\ \text { address }\end{array} \quad \begin{array}{l}\text { A point to queue head (Fig. 9.29). } \\ \hline \text { Port status and control }\end{array} \begin{array}{l}\text { Used to configure USB ports. Examples are enabling wake-on- } \\ \text { connect and wake-on-disconnect bits; line status (D+ and D-) } \\ \text { used to detect low-, full-, and high-speed device connections; } \\ \text { current port connection status (i.e., 1, device present and 0, } \\ \text { device not present), etc. }\end{array}\right\}$

TABLE 9.7 A List of the USB 2.0 Operation Registers (i.e., I/O Ports)
For example, if the interrupt threshold is set to once every two microframes, the host controller first will execute all the TDs (iTDs and qTDs) allowable within two microframes, where iTDs are processed first. If the
interrupt-on-complete (IOC) bit is set in one or more of the TDs, the host controller will issue a request to interrupt CPU at the end of the second microframe. As part of the host controller interface configuration, CPU may choose to enable or disable the execution of TDs.

Once the processor fully configures the host controller interface, it sets the run-bit-similar to how the processor initiates a DMA transfer-in the USB command register, which enables the host controller and starts the execution of the TDs. A first in, first out (FIFO) memory buffer is used to hold the OUT data packets before they are transmitted and IN data packets received from devices before they are transmitted to the main memory. The memory controller in this case is responsible for generating memory addresses for fetching TDs, reading and writing endpoint data from/to main memory, and writing status data to main memory. For example, in Fig. 9.30, the DMA-1 is used to fetch TDs from the main memory and store them in a RAM within the list processor and to fetch endpoint OUT data and, via the DMA-2, store them in the FIFO buffer. The DMA-2 is also used to store the endpoint IN data from the FIFO buffer via DMA-1 in the main memory.

The DMA controllers are used for concurrent processing; they accelerate data transfer in and out of the host controller interface. The root hub, which also includes a set of configuration registers, is responsible for the management of the ports, such as port reset and resume, as well as port connections or disconnections. The interface engine (IE) is responsible for NRZI data encoding/decoding, token construction, etc.
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## Exercises

9.1 Consider an FSB that interconnects four 1-GHz processors to a shared memory unit creating a UMA architecture. Suppose, on average, 10\% of the instructions are "ST" that write to memory. Do the following:
a. Assuming that $\mathrm{CPI}=1$ and each write is 4 B , determine the memorywrite bandwidth required by the four processors.
b. Considering that memory also needs to provide instructions and data to the processors, determine the required clock frequency of the FSB for twice the bandwidth calculated in part (a), assuming the FSB operates similar to an SDRAM bus with burst size $=1$ and has a 32bit data bus.
c. Suppose the memory controller operates a 32-bit 400 MHz SDRAM memory unit, determine a memory organization for peak performance; that is, there is 4 B transfers every FSB clock cycle.
9.2 Research and write a short paper on Intel's QuickPath link.
9.3 Research and write a short paper on AMD's HyperTransport tunnel.
9.4 Draw a six-node NUMA architecture with only nine serial links, where each processor is no more than two links away from another processor.
9.5 Consider a four-processor NUMA architecture with serial interconnection links versus a bus-based four-processor UMA system. Answer the following:
a. Compare serial versus bus interconnections.
b. Compare NUMA versus UMA architectures as the number of processors increases.
9.6 Consider the memory controller shown in Fig. 9.6. Suppose the SRAM has a read/write access time of 4 ns , the CPU bus clock frequency is 0.5 ns and requires one clock cycle to detect ack $=1$ and one clock cycle to complete the memory cycle, either to load the data sitting on the bus to an internal register and end a read cycle or to remove the data from the bus and end a write cycle. Assuming that memory read and write access times are the same, determine the size of the counter.
9.7 Suppose the RPM of a new Samsung disk drive is twice the one in Example 9.1. Determine how much faster a 512-B transfer between memory and the disk drive will be.
9.8 Draw a circuit for a port-mapped I/O port access as in Fig. 9.10 that illustrates the circuit for a memory-mapped I/O port.
9.9 Consider the timing diagram in Fig. 9.12. Do the following:
a. Briefly explain why, when $s e l=1$ and $\_w r=0$, the output port will load the data on the bus.
b. Suppose the output port is designed using flip-flops. What changes would be required to interface and operate the port? Also, draw the output port and illustrate/explain how and when it will load the data from the bus. Note: the port flip-flops are not operated with a continuously changing clock signal.
9.10 Suppose port addresses $0 \times 60$ and $0 \times 64$ are, respectively, assigned to memory-mapped I/O ports 0 and 1 (each a 4-B port) in Fig. 9.17. Design an address decoding circuit for the two ports. For simplicity, assume an 8 -bit address bus.
9.11 Explain in what way a modern DMA controller that processes a data structure containing DMA transfer information is better than a simple DMA controller shown in Fig. 9.20 and how a modern controller may affect the performance of a system.
9.12 Explain why when a receiving IV (IVr) is less than or equal to the IV of the currently executing interrupt handler (IVc), the CPU will ignore the $I V r$ until $I V r>I V c$.
9.13 Assuming that the delay for a NAND gate is 0.1 ns and for a tri-state buffer is 0.2 ns , estimate the worst-case delay before an IV from a 16node daisy-chained interrupt structure is placed on the bus.
9.14 The Sparc CPU implements eight-window "register windows" where the CPU data path includes eight copies of all the user-accessible registers. For example, ACC, X, and SR in Fig. 9.26 are the user-accessible registers. With a register window, the state of a currently executing program, upon subroutine call or interruption, would be saved within the CPU instead of on memory. Do the following:
a. Suppose the CPU in Fig. 9.26 has four register windows; explain how having register windows improves service to the waiting devices.
b. Suppose four copies of ACC, X, and SR registers are used in Fig. 9.26 to create register windows of size 4 . Also, assume the registers are now labeled ACCO, X0, and SR0 for window $0, A C C 1, \mathrm{X} 1$, and SR1 for window 1, etc. Upon an interruption, the next instruction that executes and requires a register uses, for example, one of the registers in window 1. That is, for example, the instruction
"MVSRX2ACC" in the IH when it executes performs ACC1 $\leftarrow$ SRX, and the state of the interrupted program will remain saved as the content of the registers ACCO, XO, and SRO in window 0 . RTI will also switch back to window 0 so the interrupted program resumes execution using the registers in window 0 . Design the four-window register windows circuit and briefly describe how it would be used to switch windows.
c. Discuss how to extend the register windows in part (b) to also support subroutine calls with the ability to pass a single parameter to a subroutine via ACC. Also, what should be done when there are several levels of subroutine calls.
d. A register window provides certain advantages. Suppose a CPU has eight register windows. What can programmers do to take advantage of register windows?
e. Research and write a short paper on how a Sprac processor implements overlapping register windows to pass parameters.
9.15 Briefly state why a USB host controller combines packets into frames that are periodically transmitted to/from devices.
9.16 Briefly state why the iTDs are processed before the qTDs in Fig. 9.29.
9.17 Briefly state why DMA-1 and DMA-2 in Fig. 9.30 are necessary.
9.18 Briefly state the purpose for the interrupt on asynchronous list advance in a USB host controller interface. (Hint: How modern modern DMA controllers work.)
9.19 Computer security (secure interruption): See Exercise 11.36 for detecting register spoofing, splicing, or replay attack upon returning from an interruption (also see Sec. 11.11.9).

## CHAPTER 10

## Memory System

### 10.1 Introduction

The performance of both uniform memory access (UMA) and nonuniform memory access (NUMA) systems depends on latency. Any improvement in latency, including memory latency, would increase the bandwidth of the system. The longer a CPU (processing core) stays idle, the number of clock cycles required to execute programs increase, reducing instruction throughput. In addition, the capacity of both nonvolatile storage and main memory has to be large enough for a system to store many programs and data so it can run systems and application programs concurrently. This means memory must be cost effective too. However, at the moment, there is no single technology available that can be used to build a low-latency, largecapacity, and low-cost memory.

Commonly used memory technologies today are static random access memory (SRAM), synchronous dynamic random access memory (SDRAM), and magnetic and flash memory. SRAM technologies are the fastest, but because SRAMs are used as cache memory inside the processor, they are also the most expensive. SDRAM technologies cost less, but are slower, requiring access time in the order of 100 CPU cycles. Magnetic and flash memories are nonvolatile and cost the least, but they are the slowest and require access time in the order of milliseconds; they are about 1,000,000 times slower than CPU.

However, programs contain loops and data is typically accessed from memory sequentially. Thus, only by using a combination of different memory technologies, organized in a hierarchy, as illustrated in Fig. 10.1, with the slowest memory at the bottom and the fastest memory on top, can one create a memory system that reduces average latency, minimizes cost, and has large storage capacity. Note that the instruction memory (IM) and data memory (DM) that were introduced in Chap. 8 as part of CPU data path are relabeled as instruction cache (Ic) and data cache (Dc) in the figure.


Figure 10.1 A memory system with four levels of memory hierarchy.
Other memory system design objectives may include low power usage, high reliability, and small physical size. The low power and small size requirements are especially important for handheld devices.

Data is copied from the lowest level of memory hierarchy to the next higher level until it is at the highest level before they are accessed by the CPU. In addition, multiple data items (as a block or page) are copied between levels of the hierarchy. Furthermore, the CPU will wait to receive data as long as data is in main memory. A program's execution will be
stopped, as we see in Sec. 10.4, if the instruction or data the CPU requested is not in the main memory.

While a program is executing, modified data is copied from a higher level to the next lower level of memory hierarchy to create space or to inform the lower-level memory of changes when necessary. This creates scenarios where two copies of the same data in two different memories may not be the same. For example, consider a data item at memory address $X$ that is copied from main memory to Level 2 (L2) cache in Fig. 10.1. The data is then copied from the L2 cache to Level 1 (L1) data cache before it is accessed by CPU. Now suppose the CPU, after operating on the data item, writes the new value in the L1 cache, modifying the copy, indicated as "(X)"" in the cache. The copy of the data item in the L1 cache is now different from the one still stored in the L2 cache and main memory.

Now, at this time, suppose the operating system (OS) instructs a direct memory access (DMA) controller to transfer data, including the data at address X , from main memory to the hard disk. Clearly, the data item that should be copied to the disk must be the modified one sitting in the L1 cache. Likewise, in another scenario, the OS may instruct the DMA controller to update the main memory, including the content of address X , with the copy on the hard disk. This time, the copy in the main memory would be the latest and valid and the ones in the two caches would be stale and not valid. Therefore, in order to prevent stale data from ever being saved on disk or ever being accessed by the CPU, certain data coherency protocols must be implemented between levels in memory hierarchy.

In addition, because volatile memory access time is very small (in the order of 100 CPU cycles maximum) as compared to the speed of a nonvolatile memory (disk or flash drive), the tasks of copying and maintaining coherency between memory levels, except between the lowest two levels in the hierarchy, are performed in hardware. Copying and maintaining data coherency between the nonvolatile memory (e.g., hard disk), known as virtual memory, and the main memory, known as physical memory, require certain functions be performed in software and certain operations in hardware. A virtual memory management system decides where in physical memory to store the codes and data of one or more programs stored on the hard disk.

This chapter presents the architecture and organization of memory hierarchy and provides alternative cache organizations and coherency protocols. Depending on the requirements, a cache can be designed to minimize hardware and access time or traffic. Power consumption and the relationship between a cache organization and system performance are also discussed.

The chapter also presents and illustrates virtual-to-physical address mapping schemes, and where exactly within the processor chip this mapping scheme must be implemented is discussed and alternative solutions are presented.

### 10.1.1 Memory Hierarchy

In Fig. 10.1, less costly nonvolatile memory is used to build potentially unlimited memory storage. DRAM technologies, typically SDRAMs, are used to build a large main (physical) memory, and SRAM technologies are used to build small but fast cache memories inside the processor.

Program code and data are copied from the nonvolatile storage to the main memory and from there to the L2 cache and then to the two L1 caches during program execution. Only a small fraction of each lower-level memory content can be retained in the next higher-level memory. In addition, because DMA transfers (Chap. 9) and burst memory transfers (Chap. 7) are more efficient, pages (e.g., each 4 KB ) are transferred between a nonvolatile storage and main memory. Blocks (e.g., 32 B or 64 B ), also called a cache block or cache line, are transferred between main memory and the L2 cache, and even smaller cache lines are transferred between the L2 cache and each of the L1 caches. Instruction cache lines are transferred from the L2 cache to Ic and data cache lines between the L2 and Dc.

A request from the CPU to access memory always goes first to the Ic if the address indicates an instruction or to the Dc if the address indicates data (also see Fig. 8.5 in Chap. 8). If the copy of the target memory block is in Ic or Dc, the access is called a cache hit. Otherwise, the access is called a cache miss, and the request is forwarded by the Ic or Dc to the unified L2 cache, which contains both instructions and data. Again, the access is called a cache hit if the copy of the block is in the L2 cache and a cache miss otherwise. If it is a cache hit, the L2 cache transfers a copy of the block, if instructions, to Ic or, if data, to the Dc. On the other hand, if the access is a cache miss, the L2 cache forwards the request to main memory.

In modern computer systems, a program is typically not loaded into main memory in its entirety. Instead, program and data pages are copied from the nonvolatile storage to main memory as needed. The modified data pages are copied back to nonvolatile storage to free up space in main memory. The instruction pages, however, are discarded if they are not referenced for some time and memory space is needed. This process is called paging, and it involves the OS and requires hardware to implement a virtual memory organization, discussed in Sec. 10.4.

Specifically, if a page in main memory contains a target instruction or data block on L2 cache miss, a copy of the block is transferred to the L2 cache. Otherwise, if the page is not in main memory, the request causes a page fault interruption (Chap. 9), and the execution of the program is suspended and control is returned to the OS. The execution of the program resumes once the page is loaded into main memory.

As was discussed in Chap. 8, during the entire time that a cache miss is being resolved, the processing core (CPU) is idle and does not execute instructions. Cores that implement multithreading can switch to execute instructions from a different thread. Modern processors are typically designed with three levels of cache memories, as illustrated in Fig. 10.2. Each of the processing cores communicates with its own L2 cache, and all the L2 caches communicate with a shared third-level L3 cache, thus creating a UMA system within the processor chip. A shared cache has the advantage of sharing cache lines used by two or more threads, but also has the disadvantage of one thread causing the removal of blocks used by another thread.

Quad-core Processor


Figure 10.2 Example of a five-level memory hierarchy.
For example, consider Thread 0 and Thread 1 from the program example in Sec. 8.4.4 (Chap. 8). Recall that each thread operates on different array elements, computing their sum as sum[0] by Thread 0 and sum[1] by Thread 1. Thread 1 then outputs the quantity sum[0] + sum[1]. With a shared L3
cache, Thread 1 would be able to access sum[1] from L3, saving one main memory access. In general, with the L3 shared cache, not only would the execution of two communicating threads be faster, but also the execution would generate less main memory traffic. An Intel's Xeon-E7-4870 (Nehalem architecture) processor has 10 cores, each attached to a 256 KB L2 cache and then to a $30-\mathrm{MB}$ shared L3 cache. The processor can access a maximum of $32-\mathrm{GB}$ main memory space.

## Memory Latency

The memory hierarchy reduces average latency because programs contain loops, and data accesses are typically sequential. Consider the memory hierarchy shown in Fig. 10.1. Suppose a block in main memory contains the instructions of a small for-loop. The first time that the for-loop executes, the request to fetch the first instruction will result in a cache miss. The block would then be copied from main memory to the L2 cache and from there to Ic. Therefore, the latency to transfer a copy of a block from main memory to Ic can be long.

However, once the block is loaded into lc (a smaller SRAM), the subsequent instructions from that block are fetched more quickly (e.g., within 1 CPU clock cycle) from Ic. Therefore, this reduces the average memory latency for executing the for-loop. The same is true when data is accessed sequentially from main memory. It takes a longer time to access the first data item in each data block that causes a miss, but the subsequent accesses from the block in Dc (also a smaller SRAM) would be quicker.

In general, how soon each instruction in a program is executed again gives an indication of how much temporal locality exists in the program. Because the instructions in a small for-loop are frequently executed and once an instruction executes it will soon execute again (due to a small loop), high temporal locality is said to exist in the for-loop.

Likewise, in what order a program's data structure elements are accessed during execution indicates how much spatial locality exists in the program. For example, consider a for-loop that processes an array. During the execution of the for-loop, if the array elements are accessed from sequential memory addresses, then there is a high spatial locality among the elements accessed from main memory.

Note that temporal locality may also apply to program data-for instance, if the same set of data elements is accessed within a loop. Likewise, spatial locality would apply to program instructions.

Cache hit is determined in terms of probability of an access resulting in a hit. For example, while executing a program, if $95 \%$ of the time instructions are found in Ic, then the instruction hit ratio (also called the hit rate) is 0.95 ,
resulting in an instruction miss ratio (also called a miss rate) of 0.05 (1.0 $0.95)$. How often data is found in Dc determines a program's data hit and miss ratios. L2 and L3 caches are unified (both contain instructions and data). Thus, they would provide hit and miss ratios for the entire program. A high or low hit ratio depends on how much temporal and spatial localities exist in the program.

While a good programmer is expected to be mindful of temporal and spatial locality properties when writing programs, compilers do rearrange codes (e.g., switching nested loops) when possible to improve data spatial locality of programs during execution.

Example 10.1. Consider the memory hierarchy shown in Fig. 10.1. Given the following information, estimate its average memory latency. Also assume peak main memory bandwidth.

Ic and Dc: Latency $=1 \mathrm{~ns}$, hit ratio $=0.95$ (assume the same for both caches)
L2 cache: $\quad$ Cache line $=32 \mathrm{~B}$, latency $=3 \mathrm{~ns}$, hit ratio $=0.9$
Main memory: 400 MHz SDRAM, 32-bit (4B) data bus

Solution: For peak performance, the time required to activate a row and issue a column address is ignored. This can happen when SDRAM memory operations to access multiple blocks are overlapped. For example, consider the SDRAM timing diagram shown in Fig. 7.19 (Chap. 7), where two separate burst accesses (each forming a block) of size 4 are read from memory in sequence. In the figure, the first data items in the two blocks are labeled $x$ and $y$, respectively. Note that memory operations are overlapped. After the first data item $x$ is accessed (i.e., appears on the data bus), one new data item is accessed every data bus clock cycle. The total time to access data items $y, y+1, y+2$, and $y+3$ is only proportional to four data bus clock cycles. If memory is capable of supplying one data item every clock cycle, the memory is said to be operating with peak bandwidth. As calculated next, the SDRAM can deliver 1.6 GB peak transfer. Therefore, it would take 20 ns to transfer a 32-B block from main memory to L2 cache.

$$
\begin{aligned}
\text { Main memory peak bandwidth } & =400 \mathrm{M} \text { cycles } / \mathrm{sec} * 4 \mathrm{~B} / \text { cycle } \\
& =1.6 \mathrm{~GB} / \mathrm{s}
\end{aligned}
$$

Main memory latency $=32 \mathrm{~B} / 1.6 \mathrm{~GB} / \mathrm{s}$
$=20 \mathrm{~ns}$ (transfer time only)

There is a $95 \%$ chance that a target instruction block is in the lc cache and a target data block is in the Dc cache. During the $5 \%(100-95)$ of the time that a target block is not in the L1 caches (Ic or Dc), there is a $90 \%$ chance that the block is in the L2 cache. Finally, during
the $10 \%(100-90)$ of the time that the block is not in L2, the block is in main memory. As discussed earlier, if the block is not in main memory, the execution of the program would be stopped and the CPU would be assigned by the OS to execute a different program. Therefore, the estimated average memory latency calculated next does not (and should not) include paging delays; however, paging delays are included in the program's total execution time.

$$
\begin{aligned}
\text { Average latency } & =(0.95)(1 \mathrm{~ns})+(1-0.95)(0.90)(3 \mathrm{~ns})+(1-0.95)(1-0.90)(20 \mathrm{~ns}) \\
& =0.95 \mathrm{~ns}+0.135 \mathrm{~ns}+0.1 \mathrm{~ns} \\
& =1.185 \mathrm{~ns}
\end{aligned}
$$

Note the 1.185 ns average latency is almost the same as the 1 ns latency assumed for both L1 caches, which are the fastest memories in the memory hierarchy.

### 10.2 Cache Mapping

Each lower-level volatile memory in a hierarchy, starting from main memory, has more blocks than there is space in the next higher-level memory. Therefore, each cache memory must implement a method to quickly verify if the copy of the requested block is in cache, or if the copy must be transferred from the next lower-level memory. Because a cache is simply a fast temporary storage space, a main memory address, issued by the CPU, is partitioned into a block address and an offset, which identifies a specific byte/word within the block. The block address is then used to determine the location of the block in cache called a slot address (or slot number) or an index.

Example 10.2. Consider 64 KB main memory, 1 KB L2 cache, and 8 B blocks. Determine the number of memory blocks, the number of cache slots, the range for block addresses, and the range for slot addresses.

Solution: The number of blocks is determined by dividing the main memory size by the block size as follows:

$$
\text { Number of blocks in main memory, } \begin{aligned}
N & =\frac{64 \mathrm{~KB}}{8 \mathrm{~B} / \text { block }} \\
& =\frac{2^{16}}{2^{3}} \\
& =2^{13} \\
& =8192 \text { blocks }
\end{aligned}
$$

The number of slots in the cache is similarly determined:

$$
\text { Number of cache slots, } \begin{aligned}
K & =\frac{1 \mathrm{~KB}}{8 \mathrm{~B} / \text { slot }} \\
& =\frac{2^{10}}{2^{3}} \\
& =2^{7} \\
& =128 \text { slots }
\end{aligned}
$$

The 16-bit ( $2^{16} \mathrm{~B}=64 \mathrm{~KB}$ ) memory address is partitioned into a 13-bit block address and a 3-bit offset, as illustrated in Fig. 10.3. The range for block addresses is 0 to 8191, and the range for slot addresses is 0 to 127 . Note that the cache memory can only hold $1.56 \%$ (128/8192 * 100) of total blocks in the main memory.

16-bit Memory Address

| Block Address | Offset |  |
| :---: | :---: | :---: |
| 15 | 3200 |  |
|  | 13 bits | 3 bits |

Figure 10.3 A memory address is made of a block address and an offset; each block is assumed to be 8 B .

Direct mapping and set-associative mapping are two commonly used methods to map a block address to a slot address and are used between any two connecting memories in a hierarchy, starting with main memory. In a direct-mapped cache, a block copy can be stored in only one specific cache slot. In a set-associative mapped cache, a copy can be stored in a slot among a smaller set of slots. Direct-mapped caches are simpler, faster, and more power efficient because a block copy can only be in one slot.

Fully associative mapping is often used in some applications where a cache miss has a much longer latency. In this case, data can be stored in any
cache slot, resulting in a higher hit ratio. A fully associative mapped cache, however, requires more hardware, as all the slots are searched in parallel (at the same time). In the following sections, direct mapped and set-associative mapped cache organizations are discussed in detail. The application of a fully associative mapped cache in the design of virtual memory system is presented in Sec. 10.4.

### 10.2.1 Direct Mapping

For a direct-mapped cache, we need two pieces of information to quickly determine whether or not the cache contains a copy of a target block. One is a slot address, which is determined using modular (Mod) arithmetic, and the other is called a tag, determined using integer division. For example, consider two block addresses, 129 and 1153, and a cache memory with $K=$ 128 slots. For these two block addresses, the corresponding slot and tag values are calculated as follows:
$129 \operatorname{Mod} 128=>$ Slot 1

$$
129 / 128=>\text { Tag } 1
$$

$1153 \operatorname{Mod} 128=>$ Slot 1
$1153 / 128=>$ Tag 9
However, if $K$ is a power of 2 (i.e., $K=2^{m}$ ), the mapping is simple and requires no hardware, as Eqs. (10.1) and (10.2) illustrate for an $n$-bit block address $X$.

$$
\begin{align*}
\text { Slot address } & =X \bmod 2^{m}  \tag{10.1}\\
& =\left(\mathrm{x}_{n-1} \mathrm{x}_{n-1} \ldots \mathrm{x}_{m} \mathrm{x}_{m-1} \ldots \mathrm{x}_{0}\right)_{2} \bmod 2^{m} \\
& =\left(\mathrm{x}_{m-1} \ldots \mathrm{x}_{0}\right)_{2}=>\text { lower } m \text { bits }=\text { Slot } \\
\mathrm{Tag} & =X / K  \tag{10.2}\\
& =\left(\mathrm{x}_{n-1} \mathrm{x}_{n-1} \ldots \mathrm{x}_{m} \mathrm{x}_{m-1} \ldots \mathrm{x}_{0}\right)_{2} / 2^{m} \\
& =\left(\mathrm{x}_{n-1} \mathrm{x}_{n-1} \ldots \mathrm{x}_{m}\right)_{2}=>\text { upper } n-m \text { bits }=\text { Tag }
\end{align*}
$$

This is further illustrated as follows for block addresses $X=16$ and 29 using $K=8\left(2^{3}\right)$ :

$$
\begin{array}{ll}
16 \operatorname{Mod} 8=(10 \underline{000})_{2} \operatorname{Mod}^{3}=0 & \text { Slot }=(000)_{2} \text { least } 3 \text {-bits } \\
29 \operatorname{Mod} 8=(11 \underline{101})_{2} \operatorname{Mod} 2^{3}=5 & \text { Slot }=(101)_{2} \text { least 3-bits } \\
16 / 8=(10000)_{2} / 8=2 & \text { Tag }=(10)_{2} \text { upper } 2 \text { bits } \\
29 \operatorname{Mod} 8=(\underline{11} 101)_{2} / 8=3 & \text { Tag }=(11)_{2} \text { upper } 2 \text { bits }
\end{array}
$$

## Cache Organization

Table 10.1 shows two main memory addresses, $0 \times 408$ and $0 \times 240 B$, that point to byte 0 in block 129 and byte 3 in block 1153, respectively. Only the copy of one of the blocks (shown by its address value) can be stored in slot 1, as illustrated in Fig. 10.4. The tag, which also is stored in cache, indicates the block address (129 or 1153) that the slot contains a copy of. In the figure, $\operatorname{tag}=9=(1001)_{2}$ indicates that Slot 1 contains a copy of block 1153.

| Memory Address |  | Block <br> Address <br> (decimal) | Tag <br> (dec.) | Slot Address (dec.) | Offset <br> (dec.) | Target Byte |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Address (hex) | Address Partitioned as Tag, Slot, and Offset |  |  |  |  |  |
| 408 | 000001,0000001,000 | 129 | 1 | 1 | 0 | Slot 1: B0 |
| 240B | 001001,0000001,011 | 1153 | 9 | 1 | 3 | Slot 1: B3 |

TABLE 10.1 Direct-Mapped Cache Examples Using 64 KB Main Memory, 1 KB L2 Cache, and 8 B Blocks


Figure 10.4 A logical view of a direct-mapped cache illustrating block 129 and 1153 mapping to slot 1 ; also shown is block 1153 copied to slot 1 . Memory addresses 0x408 and 0x240B point to a byte in each of the blocks.

The cache also stores additional bits per slot that indicate the state of a block copy. The bits are used to implement a cache coherency protocol to make sure no stale data can be sent to the CPU or stored on disk. These bits are shown as cache coherency bits (CCB) in the figure.

Figure 10.5 illustrates the data path for the direct-mapped cache shown logically in Fig. 10.4. The data path consists of a 128 -entry tag memory and a 128 -entry line memory. The cache has the capacity to store a maximum of 128 blocks. Both the tag memory and the line memory are accessed at the same time using a slot address. The incoming tag is compared with the tag stored in the tag memory. If the two tags match, the cache access is a hit; otherwise, it is a miss. For performance reasons, while an incoming tag is compared with the tag stored in cache, the multiplexer (MUX) identifies the target byte (or word). If the cache access is a hit, the byte is sent to the CPU (assuming an L1 cache) on a read cycle, which is illustrated in the figure. If the access is a miss, the cache controller is triggered to access the block
from its connecting lower memory. Until a cache miss is resolved, execution of the program is stalled.


Figure 10.5 A direct-mapped cache data path with 128 slots and 8 B block illustrating cache read.

### 10.2.2 Types of Cache Misses

In general, a cache miss is classified as a cold miss, conflict miss, capacity miss, true sharing miss, or false sharing miss. The following examples illustrate cold, conflict, and capacity misses. The true and false sharing misses relate to two or more threads accessing shared data blocks and are discussed in Sec. 10.3.

Example 10.3. Consider the direct-mapped cache shown in Fig. 10.4. Assuming an L1 cache, suppose the CPU accesses the following memory addresses in order 20 times. Determine the cache miss ratio for this sequence of memory accesses. Also, determine the number of cold, capacity, and conflict misses. The addresses are 16-bits, given in hex.

## A. $0 \times 3 \mathrm{C} 10$ assume address points to a byte in memory block Ba <br> B. $0 \times 049$ Cassume address points to a byte in memory block Bb <br> C. $0 \times 0410$ assume address points to a byte in memory block Bc <br> D. $0 \times 1 \mathrm{C} 8$ Dassume address points to a byte in memory block Bd

Solution: We will first determine the number of cache misses and then use it to determine the miss ratio for this sequence of memory accesses. The mapping of the block addresses to slot addresses is given in Table 10.2. In the first round, the four memory addresses generate four cache misses. Those misses associated with blocks Ba, Bb, and Bd are cold misses because the blocks are copied into three initially empty slots in cache. The address C also maps to the same slot 2 as address $A$. However, because these two addresses have different tags, they are pointing to bytes in two different blocks in main memory; thus, a copy of Bc replaces the copy of Ba in slot 2, causing a conflict miss. It is called a conflict miss because there are still empty slots in the cache, but copies of Ba and Bc must still be stored in the same slot 2. In the first round, there are three cold misses and one conflict miss.

| First Time Accessed by CPU |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# | Address: Tag, Slot, Offset (binary) | Tag <br> (dec.) | Slot Address (dec.) | Byte | Hit/Miss | Comment |
| A | 001111,0000010,000 | 15 | $\underline{2}$ | BO | M | Copy of Ba goes to slot 2 |
| B | 000001,0010011,100 | 1 | 19 | B4 | M | Copy of Bb goes to slot 19 |
| C | 000001,0000010,000 | 1 | $\underline{2}$ | B0 | M | Conflict in slot 2, copy of Bc replaces the copy of Ba |
| D | 000111,0010001,101 | 7 | 17 | B5 | M | Copy of Bd goes to slot 17 |


| \# | Second Time |  | Third Time |  | Rounds 4 to 20 |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| A | M | Conflict in slot 2, copy of Ba <br> replaces the copy of BC | M | Same as the 2nd round | M | Same as the 2nd round |
| B | H | Copy of Bb in slot 19 | H | Same as the 2nd round | H | Same as the 2nd round |
| C | M | Conflict in slot 2, copy of BC <br> replaces the copy of Ba | M | Same as the 2nd round | M | Same as the 2nd round |
| D | H | Copy of Bd in slot 17 | H | Same as the 2nd round | H | Same as the 2nd round |

TABLE 10.2 Direct Map of Four Addresses Given in Example 10.3
In the second round, the copies of blocks Bb and Bd are already in the cache and any read/write from these copies results in a cache hit. The copy of Ba , which was replaced with a copy of Bc in the first round, now replaces the copy of block Bc when address A is accessed again, causing another conflict miss. Accessing address C again causes yet another conflict miss and replaces the copy of Ba in slot 2 with a copy of Bc. In the second round, there are no cold misses but two conflict misses.

The hit/miss pattern in the second round repeats for the remaining 18 rounds, resulting in zero cold and two conflict misses per round. The four addresses generate zero capacity misses because there are still empty slots available in the cache. The four addresses, accessed 20 times, generate 42 total cache misses, resulting in miss ratio of $52.5 \%$, as determined by Eq. (10.3).

Total number of misses $=3$ cold misses

$$
\begin{align*}
& +1 \text { conflict miss }  \tag{10.3}\\
& +(20-1) \text { rounds } * 2 \text { conflict misses/round } \\
= & 42 \text { total misses } \\
\text { Miss ratio }= & \frac{\text { Number of total misses }}{\text { Number of memory accesses }} \\
= & \frac{42}{20 * 4}=\frac{42}{80}=0.525
\end{align*}
$$

Example 10.4. Consider the direct-mapped cache illustrated in Fig. 10.4. Suppose mainmemory blocks 0 through 255 are accessed 10 times and in order. These blocks correspond to memory addresses $0 \times 0$ to $0 \times 7 F F$. Determine the cache miss ratio for this sequence of memory accesses. Also determine the number of cold, capacity, and conflict misses.

Solution: Again, we will first determine the number of cache misses and then use it to determine the miss ratio for this sequence of memory accesses. The mapping of the block addresses to slot addresses is given in Table 10.3. In the first round, the copies of the first 128 blocks ( 0 to 127) fill the entire cache, each causing a cold miss, for a total of 128 cold misses because slots are initially empty. Each of the next 128 blocks (128 to 255) causes a miss and replaces the copy of one of the blocks 0 to 127 already in cache. For example, a copy of block 128 replaces the copy of block 0; a copy of block 129 replaces the copy of block 1; etc.

| Address (hex) | Address (binary) | Block Number (dec.) | Tag (dec.) | Slot (dec.) | Hit/Miss |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0 \times 0$ | $000000,0000000,000$ | 0 | 0 | 0 | M |
| $0 \times 8$ | $000000,0000001,000$ | 1 | 0 | 1 | M |
| $0 \times 10$ | $000000,0000010,000$ | 2 | 0 | 2 | M |
| $\ldots$ | $\ldots$ |  | $\ldots$ | $\ldots$ | M |
| $0 \times 3 F 8$ | $000000,1111111,000$ | 127 | 0 | 127 | M |
| $0 \times 400$ | $000001,0000000,000$ | 128 | 1 | 0 | M |
| $0 \times 408$ | $000001,0000001,000$ | 129 | 1 | 1 | M |
| $0 \times 410$ | $000001,0000010,000$ | 130 | 1 | 2 | M |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | M |
| $0 \times 778$ | $000001,1111111,000$ | 255 | 1 | 127 | M |

TABLE 10.3 Direct Map of Main-Memory Addresses Given in Example 10.4
Therefore, in the first round, accessing blocks 128 to 255 would generate 128 capacity misses (the reason is forthcoming). In the second round, each of the blocks 0 to 127, whose copies in cache were replaced with copies of blocks 128 to 255 in the first round, will cause a capacity miss. A copy of block 0 will replace the copy of block 128 now in cache; a copy of block 1 will replace the copy of block 129 now in cache; etc. The access of blocks 128 to 255 in the second round will replace blocks 0 to 127 already in cache, causing a total of 256 capacity misses in the second round.

The capacity miss pattern in the second round will repeat in the remaining eight rounds. On odd-numbered rounds, copies of blocks 0 to 127 replace the copies of blocks 128 to 255 in cache, and on even-numbered rounds (starting at 2), copies of blocks 128 to 255 replace copies of blocks 0 to 127, resulting in 256 capacity misses in each round. The number of total cache misses for 10 rounds is 2560 and the miss ratio is $100 \%$, determined by Eq. (10.4). There are no conflict misses in this case.

$$
\begin{aligned}
& \text { Total number of misses }=128 \text { cold misses } \\
& \\
& \qquad \begin{aligned}
& +128 \text { capacity misses } \\
& +(10-1) \text { rounds } * 256 \text { capacity misses/round } \\
= & 128 \text { cold misses }+2432 \text { capacity misses } \\
= & 2560 \text { total misses }
\end{aligned} \\
& \begin{aligned}
\text { Miss ratio } & =\frac{2560 \text { total misses }}{10 * 256 \text { accesses }} \\
& =1.0
\end{aligned}
\end{aligned}
$$

Capacity miss is somewhat different and distinct from a conflict miss that does not depend on cache size. For example, if the cache size in Example 10.4 were doubled from 1 KB to 2 KB , the cache would have enough space to hold copies of all 256 blocks; thus, it would result in only 256 total cold misses in the first round and zero misses during the remaining nine rounds. This will improve the miss ratio from $100 \%$ to $10 \%(256 / 2560)$ and, therefore, the hit ratio from $0 \%$ to $90 \%$. In general, a cache size is fixed and is determined during design. However, cache simulations can be used to
choose a reasonable cache size that will not result in too many capacity misses. Conflict and capacity misses are sometimes grouped together.

In general, miss ratio also depends on block size. For example, as expected, with smaller blocks, there will be more cold misses. Using larger block sizes will reduce the number of cold misses. However, the relationship between block size and miss rate is program dependent, but in general, when blocks are too small or too large relative to cache size, miss rate increases.

### 10.2.3 Set-Associative Mapping

Direct mapping is simple and requires less hardware, but it has the disadvantage of being too restrictive. Two or more frequently referenced block addresses that map to the same slot address may generate frequent cache misses and cause delays, as was illustrated by Example 10.3. Figure 10.6 illustrates a program example with two such blocks located 1 KB apart in memory. The cache is assumed to be 1 KB with an 8 B block size. As illustrated in the figure, block 129 contains instructions for a "sort" routine, and block 1153 contains instructions for a for-loop. As the for-loop executes and the sort routine is called repeatedly, blocks 129 and 1153, which both directly map to slot 1 (Table 10.1), will replace each other's copy in cache repeatedly. This will increase execution time because the Ic must frequently retrieve instructions in blocks 129 and 1153 from the L2 cache. This will also increase CPU idle time; however, multithreading (Chap. 8) could minimize this CPU idle time.


Figure 10.6 A program example illustrating the limitations of a direct-mapped cache; cache is 1 KB and block size is 8 B .

A set-associative mapping is a way to decrease misses due to conflicts, such as the memory access scenario shown in Fig. 10.6. In a set-associative mapping, the cache memory is organized in sets, each with a small (e.g., two, three, four, or eight) number of slots. A block address is directly mapped to a set address, but not to a slot address as is done in a direct-mapped cache. Within each set, a block can be stored in one of the slots determined by a replacement algorithm, such as least recently used (LRU), cyclic (in a circular fashion, first-in, first out), or random.

A replacement algorithm is implemented in hardware, and this could make set-associative caches even more complex and slower. LRU would require the most hardware as compared to the other two replacement algorithms, and random would require the least hardware. It has been shown that LRU generally is the best in terms of a lower miss ratio and random is the worst when cache size is small. The performance of LRU and random for large cache sizes is about the same and better than cyclic [1]. For further discussion on implementation complexities, refer to the Exercises section.

Figure 10.7 illustrates the mapping of block addresses to a two-way (two slots/set) 1 KB set-associative cache, assuming 8 B blocks. The 128 cache
slots are grouped into $64=2^{6}$ sets, with two slots in each set. A block address is converted to a set address and a tag using Eqs. (10.1) and (10.2), with $m=6$ instead. The mapping of two memory addresses, $0 \times 408$ and 0x240B, to a two-way set-associative cache with 64 sets is given in Table 10.4.


Figure 10.7 Logical view of a two-way set-associative cache with 128 slots grouped into sets of two slots each.

| Target Byte Address |  | Block Address (decimal) | Tag(dec.) | $\begin{gathered} \text { Set } \\ (\mathrm{dec} .) \end{gathered}$ | Offset (dec.) | Target Byte |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Address (hex) | Address: Tag, Set, Offset (binary) |  |  |  |  |  |
| 408 | 0000010,000001,000 | 129 | 2 | 1 | 0 | Slot 1: B0 |
| $240 B$ | 0010010,000001,011 | 1153 | 18 | 1 | 3 | Slot 0: 33 |

TABLE 10.4 The Mapping of Blocks 129 and 1153 to a Two-Way Set-Associative Cache with 64 Sets

As illustrated in Fig. 10.7, block 1153 is copied to the cache first (assuming the memory access scenario shown in Fig. 10.6) and is stored in slot 0 of set 1. A copy of block 129, which also maps to set 1 , is now stored in slot 1 of set 1. Therefore, the execution of the program in Fig. 10.6 will generate only two cache misses for accessing blocks 129 and 1153, as compared to many misses if the direct-mapped cache of Fig. 10.4 is used.

## Cache Organization

Figure 10.8 illustrates the data path for the two-way set-associative cache logically shown in Fig. 10.7. The top tag and line memories are reserved for slot 0 in each of the 64 sets. The bottom tag and line memories are reserved for slot 1 in each of the 64 sets. During a cache read/write cycle, all four memories are accessed at the same time, and the incoming tag is compared with both tags stored in the two tag memories. If a copy of the target block is in the cache, one of the two tags read from the tag memories will match the incoming tag, resulting in a cache hit. Otherwise, the copy is not in the cache and the access will result in a cache miss.


Figure 10.8 A data path for a two-way 64-set set-associative cache illustrating a cache read hit.

Because all four memory modules in a two-way set-associate cache are accessed at the same time, set-associative caches consume more power. One way to reduce power consumption is to use way-predicting setassociative caches, where only one of the tag-line memory pairs is searched first. If this produces a cache miss, then all the tag-line memory pairs are searched next at the same time [2].

The number of ways in a set-associative cache needs not be multiples of two. For example, a three-way set-associative cache would require three pairs of tag and line memory modules; there are only two such pairs in Fig. 10.8. Intel's eight-core Xeon processor, includes a 24 MB shared L3 cache organized as an eight-ported three-way (called 24-way) set-associative cache. Eight connecting L2 caches can access the L3 cache at the same time as long as accesses are from eight different sets.

Example 10.5. Consider the set-associative cache illustrated logically in Fig. 10.7. Suppose the CPU references the addresses given in Example 10.320 times and in order. Determine the cache miss ratio for this sequence of memory accesses. Also, determine the number of cold, capacity, and conflict misses.

Solution: Table 10.5 presents the calculations to map block addresses to set addresses. In the first round, the addresses generate four cold cache misses. Copies of blocks Bb and Bd are loaded into two empty slots in two different sets. The addresses for blocks Ba and Bc both map to set 2, but this time, the copies of both Ba and Bc are stored in two separate slots in set 2 . In the remaining 19 rounds, because all the copies of the four blocks are in the cache, none of the four addresses would cause a cache miss. There are also no capacity misses. The number of total misses is now four and miss ratio improves to $5 \%$ (hit ratio $=$ $95 \%$ ), as calculated next. This is compared to 42 total misses and miss ratio $=52.5 \%$ (hit ratio $=47.5 \%$ ) using a direct-mapped cache (see Example 10.3).

$$
\begin{align*}
\text { Total number of misses }= & 4 \text { cold misses }  \tag{10.5}\\
& +(20-1) * 0 \text { misses } / \text { round } \\
= & 4 \text { total misses } \\
\text { Miss ratio }= & \frac{4 \text { total misses }}{20 * 4 \text { accesses }} \\
= & 0.05
\end{align*}
$$

|  | First Round |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# | Address: Tag, Slot, Offset (binary) | Tag (dec.) | Set Address (dec.) | Slot | Byte | Hit/ <br> Miss | Comment |
| A | 0011110,000010,000 | 30 | $\underline{2}$ | 0 | B0 | M | Copy of Ba goes to set 2/slot 0 |
| B | 0000010,010011,100 | 2 | 19 | 0 | B4 | M | Copy of Bb goes set 19/slot 0 |
| C | 0000010,000010,000 | 2 | $\underline{2}$ | 1 | B0 | M | Copy of Bc goes set 2 /slot 1 |
| D | 0001110,010001,101 | 7 | 17 | 0 | B5 | M | Copy of Bd goes slot 17/sloto |


| \# | Second round |  | Third round |  | Rounds 4 to 20 |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| A | H | Copy of Ba in set 2/slot 0 | H | Same as the 2nd round | H | Same as the 2nd round |
| B | H | Copy of Bb in set 19/slot 0 | H | Same as the 2nd round | H | Same as the 2nd round |
| C | H | Copy of BC in set 2/slot 1 | H | Same as the 2nd round | H | Same as the 2nd round |
| D | H | Copy of Bd in set 17/slot 0 | H | Same as the 2nd round | H | Same as the 2nd round |

TABLE 10.5 Illustrating Two-Way Set-Associative Mapping of the Addresses Given in Example 10.3

### 10.3 Cache Coherency

Each cache memory must implement a coherency protocol to ensure that a read cycle always returns data from the latest copy of the block, no matter where the latest copy is (in a cache or main memory). For example, consider a two-processor system illustrated in Fig. 10.9. For simplicity, each processor is shown with one core and an L2 cache that connects to the memory bus. The system also contains a bridge between the memory bus and I/O bus. The DMA controller transfers pages between main memory and the disk drive. Also shown in the figure are the copies of two memory blocks, Ba and Bb , already copied to some of the cache memories.


Figure 10.9 Two-processor UMA architecture.
In the figure, processor $1(\mathrm{P} 1)$ may execute a store instruction to update a word, say, in the copy of block Bb in Dc1. Because the copies of Bb also exist in other caches and also in main memory, unless the other caches and the main memory are made aware of this update, these copies will be old and different from the copy in Dc1. Likewise, a DMA transfer may write a block, such as Ba , in main memory where copies of Ba are in one or more caches.

Because CPUs take turns to complete a write cycle, copies of blocks (if any) are either invalidated or are updated in the other caches. The two options are known as invalidation and update cache coherency protocols. A hybrid cache implements a combination of both invalidation and update coherency protocols.

### 10.3.1 Invalidation versus Update Protocols

In an invalidation protocol, when a block is updated in one cache, the other caches invalidate their copies and thus prevent stale data from ever being accessed. A cache memory with an invalidated copy must request to receive the updated copy when needed. Invalidation protocols have the disadvantage of invalidating an entire block even if only a single word is updated. This can increase the miss ratio especially when processors (or cores) access a shared block.

For example, suppose P0 in Fig. 10.9 accesses the first half of block Bb , and P1 the second half of Bb. Each time that P0 writes to its copy of block Bb , the copies of Bb in C 1 and Dc 1 are invalidated. If P 1 accesses block Bb again, there will be a cache miss in Dc1. Dc1 must now request an updated copy of Bb , even though the update was made to the first half of the block and not the second half accessed by P1. In this case, the cache miss is called false sharing because P0 and P1 are not really sharing data in block Ba. If P0 and P1 were indeed accessing the same one or more data items in block Ba, the Dc1's cache miss would be called a true sharing miss.

In an update protocol, each cache memory must broadcast and inform other caches of any updates. The caches must update (not invalidate) their copies of the block (if any). However, update protocols have the disadvantage of increasing overall bus traffic due to unnecessary updates. For example, suppose P 1 is done processing data in block Bb , but Bb is still in C1. Now, each time that P0 writes to block Bb, an update protocol must inform C1 even though P1 no longer needs to access block Bb.

Because update protocols can potentially increase protocol-related traffic, they are not very common. However, a hybrid cache protocol can use an adaptive scheme to utilize the best features of the two protocols. For example, a hybrid cache protocol may invalidate a copy of a block when the copy has been updated a number of times. In this case, if P1 is done processing block Ba and C1 still has a copy of Ba, the copy would be invalidated thus, preventing future unnecessary updates. Two common invalidation protocols, write through and write back, are discussed next.

### 10.3.2 Snoop Cache Coherence Protocol

Each cache memory requires two controllers: a cache controller and a snoop controller. A cache controller responds to requests it receives from its higher-level cache or requests from a processing core if the controller belongs to an instruction or data cache (lc or Dc). An snoop controller responds to requests it receives from its lower-level cache or responds to read/write transactions that appear on the memory bus if the controller belongs to the lowest-level cache.

For example, in Fig. 10.9, the cache controller of Dc0 responds to requests it receives from P0. The snoop controller of Dc0 responds to requests it receives from cache C0. Likewise, the cache controller of C0 responds to requests it receives from either Ic0 or Dc0, and its snoop controller responds to memory bus transactions.

Assuming an invalidation protocol, if the DMA controller in Fig. 10.9 initiates a write transaction to block Ba, the CO's snoop controller, which continuously monitors (snoops) the memory bus, detects the write and invalidates its copy of Ba . C 0 , in turn, communicates with its higher-level cache Ic0 or Dc0 and invalidates the copy of Ba (if any). A memory write transaction initiated by one of the two L2 caches would be similarly detected by the snoop controller of the other L2 cache, and the copies of the block (if any) in that processor would be invalidated. The cache and snoop controllers that implement an update protocol operate similarly, except that, in this case, cache copies are updated with the new values (instead of being invalidated).

### 10.3.3 Write-Through Protocol

Write-through is an invalidation protocol. As its name implies, all write requests made by a processing core go "through" the cache to update main memory. On a write hit (i.e., cache hit is due to a write cycle), not only the copy of the block in cache is updated-the copy in main memory is also updated. However, if the copy of the block is not already in cache, the write cycle updates main memory, and typically, the copy of the block is not loaded into cache. The reason for this is that because a cache write transaction will always be forwarded to main memory, whether a copy is in the cache or not, there is no need to copy the block to the cache. This is known as a write through with no allocation cache protocol, as illustrated by a finite state diagram (FSD) in Fig. 10.10.


FIgURE 10.10 A finite state diagram illustrating write-through protocol with no allocation.

A write-through cache uses 1 bit per block that indicates the state of the block either as valid ("V") or invalid/not present ("l"), as shown in the FSD. The "V" and "I" states are encoded into a 1-bit CCB (Fig. 10.5) and stored in tag memory. For example, 1 may be used to indicate the copy in cache is valid, and 0 indicates the copy is either invalid or not yet loaded and therefore not present.

The FSD shows five possible transitions as $I_{W M} \rightarrow I, I_{R M} \rightarrow V, V_{W M} \rightarrow V$, $V_{R H} \rightarrow V$, and $V_{X W H} \rightarrow I$. The WM, RM, WH, RH, and XWH, respectively, stand for write miss, read miss, write hit, read hit, and external write hit (a write hit in another cache). For example, as stated earlier for a write hit, a write miss means the cache miss is due to a write cycle, read miss means the miss is due to a read cycle, etc.

The write-through protocol has the advantage of being simple; a copy of a block can only be in one of two states in each cache. However, this protocol has the disadvantage of potentially causing excessive bus and cache traffic, and thus, it is especially not recommended for multicore or multiprocessor systems.

For example, consider the multiprocessor system in Fig. 10.9 and assume the caches implement the write-through protocol shown in Fig. 10.10. Suppose the following code segment runs in P0. Because sum is declared global, the array elements will not be summed in register; instead, the block that contains sum (e.g., Ba in Fig. 10.9) will be updated in caches as well as in main memory each time that the next array element is added to the partial sum. Now because sum will be updated 100 times during the execution of the for-loop, Dc0 will need to issue 100 memory transactions to update the L2 cache, and the L2 cache in turn would need to issue 100 write transitions to update main memory, wasting valuable memory bandwidth.

```
int sum = 0; //global variable sum
main()
{
    int array[100]; //locally declared array
    for(i = 0; i< 100; i++)
    {
    sum = sum + array[i];
}
}
```


### 10.3.4 Write-Back Protocols

Write-back protocols are designed to reduce unnecessary bus and cache traffic and still keep caches coherent. A commonly used write-back invalidation protocol is known as the MESI (pronounced "messy") protocol. Two other MESI-type protocols, called MESIF (used by Intel) and MOESI (used by AMD), are designed for more efficient cache-to-cache communication.

## MESI

In the MESI protocol, a cache copy of a memory block can be in one of four states: modified (M), exclusively owned (E), shared (S), and invalid (I) or not present. The FSD of the MESI protocol is shown in Fig. 10.11. The "M" means the copy in the cache is modified ("dirty") and is no longer "clean"that is, the same as the copy in main memory. The state " $E$ " indicates the cache has the only copy outside main memory. The " S " indicates two or more caches contain a copy, and in addition, each copy is "clean."


FIgURe 10.11 MESI protocol finite state diagram.
Table 10.6 describes each of the MESI state transitions. The protocol greatly reduces traffic, but is more complex than the write-through protocol. For example, in order to update a shared ("S") copy, a MESI cache must perform the following tasks:

| Transition | Description |
| :--- | :--- |
| $I_{\text {RM }} \rightarrow S$ | Read-miss but another cache has also a copy of the block |
| $I_{\text {RM }} \rightarrow E$ | Read-miss but no other cache has a copy of the block |
| $I_{\text {WM }} \rightarrow M$ | Write-miss |
| $S_{\text {RH }} \rightarrow S$ | Read-hit to a shared block |
| $S_{\text {WH }} \rightarrow M$ | Write-hit to a shared block, the cache must inform other caches before it can <br> modify its copy of the block. |
| $E_{\text {WH }} \rightarrow M$ | Write-hit to an executively own block, the cache can modify its copy of the <br> block without notifying other caches first. |
| $E_{\text {RH }} \rightarrow E$ | Read-hit to an exclusively owned copy |
| $M_{\text {RH }} \rightarrow M$ | Read-hit to an already modified copy |
| $M_{\text {WH }} \rightarrow M$ | Write-hit to an already modified copy |
| $S_{X W H} \rightarrow I$ | External write-hit, another cache wants to modify this block. |
| $M_{X B H} \rightarrow S$ | External read-hit, another cache wants a copy of this block. This cache must <br> "flush" (place) the block on the bus (flush1), so that another cache can load it. |
| $E_{X W H} \rightarrow I$ | External write-hit, another cache is writing to this block. |
| $M_{X W H} \rightarrow I$ | External write-hit, another cache wants to write to this already modified <br> block. This cache must"flush" (flush1) the modified block and invalidate. |
| $S_{X R M} \rightarrow S$ | External read-miss, another cache is loading a copy of the block from the <br> main memory or another cache (flush2). |
| $E_{X B H} \rightarrow S$ | External read-hit, another cache is loading a copy of this block from the main <br> memory or another cache (flush2). |

RM: read-miss, WM: write-miss, RH: read-hit, WH: write-hit, X: external

TABLE 10.6 State Transitions in the MESI Protocol

1. The cache (via its snoop controller) must inform all other caches before it can modify an " S " copy. This is to make sure the copies in other caches are invalidated first.
2. The cache then modifies its copy of the block and changes the state of the copy from "S" to "M." Its snoop controller is responsible for
responding to a memory read/write request, which may be issued by another cache or by a DMA controller, for the block.
3. The cache must write the modified copy back to memory if the copy is replaced.

A write hit to an "E" copy does not, however, require the snoop controller to inform other caches; thus, it saves bus transactions and reduces cache traffic.

In many existing computers that implement the MESI protocol, it is common that main memory and not a cache is responsible for sending an "S" (clean) copy to a requesting cache. In addition, when a copy of a modified block in a cache is transferred from the cache to a requesting cache, the main memory is updated, and thus the state of the copy in both the caches changes to "S."

In a NUMA system the total memory space is divided among different nodes, such as the one shown in Fig. 10.12. Each node of a NUMA system includes a communication interface (CI) for internode communications. The Cl of a requesting node routes a remote memory transaction to the Cl of a destination node and therefore creates a virtual connection between the two nodes. For example, in the figure, Cl 0 and Cl 1 would make the memory buses in nodes 0 and 1 appear connected, providing seamless communication between nodes 0 and 1. However, this point-to-point communication can potentially increase latency when several caches request copies of a shared block. For example, consider block Ba in the figure. In this case, if the caches implement the MESI protocol without the "flush2" option (i.e., without the arcs Read-X/flush2 in Fig. 10.11), M3 would need to send a copy of Ba to any cache that requests it. This could potentially make M3 a hot spot that would introduce delays and thus increase average latency. Likewise, if the caches implement the MESI protocol with the "flush2" option for cache-to-cache communication, the processor with a shared copy can become a hot spot. Two protocols, introduced earlier, that resolve this issue are MESIF and MOSEI, described next.


Figure 10.12 A three-node NUMA system block diagram.

## MESIF

This protocol is designed for cache-to-cache communication of shared (" S ") copies. When two or more caches contain shared copies of a block, one of the cache copies (the first) is marked "F" (forward), and the copies of the other caches are marked "S." The cache with the copy in the "F" state is responsible for transferring (forwarding) a copy to another cache that is next in line to receive a copy. However, the transmitting cache changes the state of its copy from " $F$ " to " $S$ " after the transfer, and the receiving cache stores its copy in the "F" state.

Because only one cache can have the copy of a block in the "F" state, and the state of the copy changes to " S " after one transfer, the MESIF protocol prevents any cache from becoming a hot spot. The "F" state enables caches to take turns transferring a shared block copy to a requesting cache. Note that in the NUMA organization in Fig. 10.12, because each node contains only a single processor, MESIF would enable node-to-node communication of shared copies. If each node was a UMA multiprocessor system, the cache-to-cache communication would allow each cache within a node to receive a shared copy (if any) from a local cache instead of from another node with longer latency. The " M ," " E ," " S ," and " l " states work the same as in the MESI protocol.

For example, suppose the four-node NUMA system in Fig. 10.12 implements the MESIF protocol. Also, suppose each node contains a directory (not shown in the figure) and for each memory block in a node, the directory holds a list of nodes that have cached copies of a block (if any). Furthermore, assume that block Ba in Fig. 10.12 was loaded in cache C3 (node 3) first and then a copy was sent to cache C0 (node 0). The entry for block Ba in the directory of node 3 would list nodes 0 and 3 and would mark node 0 "F." A request for a copy of Ba from another cache, say, C1 (node 1), would first go to node 3 . The Cl 3 communication interface will check the directory entry for block Ba and will forward the C1's request to node 0 and then change the directory entry to also include node 1, but this time it will mark node 1 "F." The next time that node 3 receives a request for an " S " copy of Ba , a cache in node 1, which has the block in the " F " state, will be responsible for sending a copy. A single node (e.g., node 2) with a modified cached copy, such as $\mathrm{Bb}^{\prime}$ where' indicates modified, will be marked as " M " in the directory.

Also, with the MESIF, like the MESI protocol, main memory must be updated each time that a modified copy is transferred to another processor. In a NUMA architecture, this requires a second transaction to be sent by the cache with the modified copy to update the corresponding memory unit. Note that in a MESI cache UMA architecture, where the lowest-level caches and main memory share a common bus, main memory is updated (via its snoop controller) when a transfer of a modified block on the bus is detected.

## MOESI

As opposed to MESIF, this protocol is designed to support cache-to-cache communications of modified copies. The "O" state stands for "owned" and is used to share a modified copy of a block without updating main memory. When a cache issues a request for a copy of a block that is modified, the cache that has the modified copy transfers a copy to the requesting cache and changes the state of its copy from " M " to " S ." The receiving cache, however, stores the copy in the "O" state. The next time that the modified cache copy is requested, the cache with the copy in the "O" state would be responsible for transferring a copy to the requesting cache. After the transfer, the state of the copy in the source cache changes from "O" to "S." The destination cache, however, stores the copy in the "O" state. Therefore, systems that implement the MOESI protocol, like those implementing MESIF, prevent a cache from becoming a hot spot.

Note that in the MOESI protocol, a request for a "clean" copy has to come from the corresponding memory unit unless an " M " or " O " copy exists in another cache. In the MOESI protocol, the replacement of an " M " or " O "
cache copy requires a transaction to update memory. Likewise, in a MOESI NUMA organization, a directory in each node logs the list of caches that have an " S " copy where only one is marked " O " (if any). Also, note that, in the MOESI protocol, an "S" copy may or may not be the same as the copy in the main memory. Directory logging of nodes with modified cached copies is the same as that in the MESIF protocol.

### 10.4 Virtual Memory

Modern single-core, multicore, and multiprocessor computer systems implement multiprogramming, where several single- and/or multithreaded programs (Chap. 8) execute concurrently. That is, the operating system (OS) takes turns and allocates a fraction of CPU time to each thread. On a multicore processor or multiprocessor system where there are several processing cores (CPUs), multiple threads would be executing in parallel. If each core also implements simultaneous multithreading (Chap. 8), an even greater number of threads would be executing concurrently.

In addition to the OS allocating CPU time to each thread, the OS would need to allocate main (physical) memory space for each running single- or multithreaded program, called a process. While individual processes may not share their allocated memory spaces, the threads of a multithreaded program do share the memory space allocated to the process (i.e., all the threads of a program can access the globally declared variables in the program). Therefore, a modern computer system must implement the following requirements involving the bottom two levels (nonvolatile memory and main memory) in memory hierarchy:

- To run a program too big for the physical memory. The program contains many instructions and large data structures that cannot be stored in their entirety in the main (physical) memory.
- To execute multiple processes, including those of the OS when there is not enough space in physical memory to store instructions and data structures for all the processes at the same time.
- To protect processes so that one process cannot access another process's memory space without permission.
A virtual memory system is a way to implement these three requirements of a modern computer system. As each program runs, its instructions and data must be copied from the nonvolatile memory (e.g., hard disk) to physical
memory for execution. However, because the size of physical memory is smaller than the size of the hard disk, like a cache, only a small fraction of each process's instructions and data on the hard disk can be stored in the available space in the physical memory.

For example, a 32-bit CPU that has 32-bit address and 32-bit data buses can only read or write a maximum $4 \mathrm{~GB}\left(2^{32} \mathrm{~B}\right)$ memory space, organized as a $2^{30} \times 32$ memory unit. Even with this much physical memory space, it is not possible to fit all the instructions and data structures for all the processes, including those of operating system, in the memory unit.

Therefore, the total 4 GB memory space that a 32 -bit CPU is able to access is interpreted as a virtual and not a physical space. Furthermore, in order to be able to run both OS as well as user processes, half of the 4 GB virtual space (i.e., 2 GB ) may be reserved for a user process and the other half ( 2 GB ) for a systems process. Alternatively, an additional bit in the CPU status register could indicate whether the CPU is operating in user mode and the address belongs to a user process or whether it is in supervisor mode and the address belongs to a systems process. The allocated virtual memory space to each process (e.g., 4 GB ) is further divided into instruction and data regions (see Fig. 8.5 in Chap. 8). A very large program (>4 GB in size), however, would need to be compiled to run on a 64-bit computer system.

When the OS allocates a fraction of CPU time to each thread, the OS is said to be performing a context switch, which is invoked by a timer interruption (Chap. 9). During a context switch, the state of a thread that was just executing for a fraction of CPU time is saved and the state of a thread that is waiting to execute is restored so that the execution of each thread is the same as if no context switching takes place. This gives users the illusion that there is one CPU per thread.

A context switch is typically called a thread switch if the switch does not change the current virtual address space the CPU is accessing. Otherwise, it is called a process switch where the CPU will begin to execute a thread from a new virtual space. In the rest of this section, we will focus on a process switch, which involves memory.

Like instruction and data blocks that are copied from the physical memory to cache memory, instruction and data blocks, each called a page, are copied as needed from virtual memory (e.g., hard disk) to physical memory (refer to DMA transfers in Chap. 9). The content of a physical page if dirty (i.e., modified) must be copied back on to the hard disk before it is replaced with the content of a new virtual page.

The size of each page in a modern PC system is typically 4 KB (a relatively large block), which makes DMA transfers between the hard disk
and the physical memory more efficient. If memory space is divided into bigger size pages, for a given process, there would be fewer page misses (faults), much like larger block sizes that would cause fewer cache cold misses. Some systems may use variable size pages, called segments, but here we will focus on a page-based virtual memory management system.

### 10.4.1 Virtual Address Translation

Using a page-based virtual memory system, Fig. 10.13 illustrates, as an example, the state of a system with two processes. In the figure, Process 0 is shown with 12 and Process 1 with 9 virtual pages. The physical memory is also shown with eight physical pages. During the execution of a process, the memory system must map and store the content of process virtual pages in the physical memory as needed. The mapping is fully associative; therefore, the content of a virtual page can be stored in any page in the physical memory. However, unlike a memory-to-cache mapping, which is performed $100 \%$ in hardware, virtual-to-physical memory address mapping is performed partly in software (i.e., the OS) and partly by a hardware module, called a memory management unit (MMU).


Figure 10.13 Illustrating virtual-to-physical memory page mapping.
In Fig. 10.13, the virtual pages are numbered 0 to 11 for Process 0 and 0 to 8 for Process 1. Also shown are, respectively, the mapping of Process 0 virtual page numbers 3,5 , and 8 to physical page numbers 5 , 2, and 7 , and Process 1 virtual page numbers 2 and 5 to physical page numbers 3 and 0 , respectively. Physical page numbers 1,4 , and 6 are shown not occupied and therefore are free (available).

A virtual memory system uses a page table to keep records of virtual-tophysical page mapping information. For example, with 4KB pages, a 2-GB virtual memory would require a page table with 512 K entries $\left(\frac{2 \mathrm{~GB}}{4 \mathrm{~KB}}\right)$. Because each process has its own page table, as the number of processes increase in a system, so will the number of page tables. Therefore, in general, some least accessed table entries may be temporarily stored on the hard disk and would be copied back to physical memory as needed.

Figure 10.14 conceptually illustrates the mapping of Process 0 virtual page numbers 3,5 , and 8 to physical page numbers 5 , 2, and 7 , respectively. In the figure, it is assumed that each page is 256 B , each virtual memory space is $32 \mathrm{~KB}\left(2^{15} \mathrm{~B}\right)$ with 128 virtual pages $\left(\frac{32 \mathrm{~KB}}{256 \mathrm{~B}}\right)$, and the physical memory space is 8 KB with 32 physical pages $\left(\frac{8 \mathrm{~KB}}{256 \mathrm{~B}}\right)$. In this case, a 15 -bit virtual address is viewed consisting of a 7-bit virtual page number (VPN, the upper 7 -bits) and an 8-bit page offset (the lower 8-bits). A page offset, similar to a cache block offset, identifies the target byte or word within a virtual or physical page.


Figure 10.14 Illustrating MMU virtual-to-physical address translation steps shown for the virtual pages of Process 0 in Fig. 10.13.

Suppose each 128-page table has 16 -bit (2 B) entries ( $\frac{256 \mathrm{~B}}{2 \mathrm{~B}}$ ). Each entry would hold a 5 -bit $\left(2^{5}=32\right)$ physical page number (PPN, if any) and a set of status bits, such as a valid bit ( $v$ ) and access control bits (e.g., read, write, dirty, user vs. supervisor). The valid bit, when $1(v=1)$ indicates the table entry contains a valid PPN.

Specifically, the execution of a program starts from virtual address 0 when a virtual memory system is implemented. Both an instruction address and a data address-for example, during the execution of an "LD" or "ST" instruction (Chap. 8)-represent virtual addresses. Using the illustration in Fig. 10.14, the following steps describe the operations performed by the MMU to translate the 15 -bit virtual address $0 \times 0501$ to the 13 -bit physical address $0 \times 0201$ and for the physical memory to transfer the corresponding cache line to the processor:

1. The MMU would view the 15 -bit virtual address $0 \times 0501$ as a 7 -bit VPN $=$ 5 ( $0 \times 05$ ) and an 8-bit page offset $0 \times 01$. Using the VPN $=5$ as an index, the MMU would access the Process 0 page table, which is stored in the physical memory, starting at the page table base address TBA $=0 \times 600$, as illustrated in the figure. The table entry that corresponds to VPN $=5$ contains $P P N=2=(00010)_{2}$ and valid bit $v=1$, which indicates physical memory page 2 is valid (contains up-to-date data). The $P P N=2$ is then concatenated with page offset $0 \times 01$ to create the 13-bit valid physical memory address 0x0201.
2. Next, the physical memory would transfer the block containing the content of address $0 \times 0201$ as a cache line to processor, as illustrated in the figure.

Therefore, two separate physical memory accesses are required for the processor to receive the content of virtual address $0 \times 0501$. During the first access, the MMU accesses the physical memory directly to translate the virtual address $0 \times 0501$ to the physical address $0 \times 0201$. During the second access, the physical memory, responding to a cache miss, transfers the block containing the content of physical address $0 \times 0201$ to the processor.

In systems where virtual memory space is very large and thus requires a large page table, MMU may need to access the physical memory a number of times before completing a virtual-to-physical address translation. Multilevel is one way to organize the storage of a very large table. Each entry in a multilevel page table, except the lowest level, would contain a TBA for the next lower-level page table. The lowest-level page table would contain PPNs.

Suppose a system with a $256-\mathrm{B}$ page size has $4 \mathrm{MB}\left(2^{22} \mathrm{~B}\right)$ virtual memory space, or 16 K virtual pages $\left(\frac{4 \mathrm{MB}}{256 \mathrm{~B}}\right)$, much more than the one with only 128 virtual pages shown in Fig. 10.14. Figure 10.15 illustrates the organization of the 16 K virtual pages as a two-level page table. This time, the MMU will view the larger 22-bit virtual address consisting of three parts as shown in Fig. 10.15: a 7-bit index to access the first-level page table (Table 1 in the figure), a 7 -bit index to access the second-level page table (Table 2, again in the figure), and an 8-bit page offset (the lower 8-bits).


Figure 10.15 A 2-level page table organization.
The MMU would use the first (highest) 7-bit index $0 \times 00$ to read TBA = $0 \times 400$ from Table 1 in order to access Table 2. The TBA to access Table 1 is $0 \times 600$ as shown in Fig. 10.15. The MMU would then use the second 7-bit
index to access the target $P P N=2=(00010)_{2}$ and its $v=1$ from Table 2, the lowest-level page table. The $P P N=2$ is then concatenated with the 8 -bit page offset to create the target 13-bit physical address. As it is illustrated, in this case, it would take two physical memory accesses, as compared to only one access in Fig. 10.14, for the MMU to translate a virtual address (e.g., $0 x 0501$ ) to its corresponding physical address (i.e., 0x0201).

### 10.4.2 Translation Lookaside Buffer

In order to reduce the long latency of a virtual-to-physical address translation, the most recently referenced PPNs are also kept in a special fully associative cache memory called a translation lookaside buffer (TLB). Figure 10.16 illustrates a fully associative TLB organization with 32 slots. Instead of tag and data memories that are used in direct and set-associative mapped caches, a fully associative TLB requires registers to store tags and PPNs. Without a slot or a set address, the search for a target tag is performed in parallel, as illustrated in the figure.


Figure 10.16 The data path of a fully associative TLB illustrating a TLB read (not all details are shown). A miss will cause the MMU to translate the virtual address to a physical address.

A TLB requires no cache coherency bits. Instead, as shown in the figure, it holds the status bits from the page table including a dirty (d) bit. Initially, the first time that a data page is accessed, its PPN in the TLB is marked not dirty $(d=0)$. If the processor writes (either write-through or write-back) and therefore modifies a block from that page, the $d$ bit in the TLB is set to 1 . The $d$ bit when 1 indicates the page in the physical memory is modified, and that
the page must be copied to the hard disk before it is replaced with the content of a newly translated virtual page. Also, a TLB, being fully associative, must implement a slot replacement algorithm.

A replacement algorithm that requires less hardware, as compared to, say, LRU, is to use a single use ( $u$ ) bit in each tag register as shown in the figure. Each time that a PPN is accessed from the TLB, its $u$ bit is set to 1 . All the $u$ bits would then be periodically reset to 0 so that the list of pages that are not accessed recently is identified. Any time that a TLB access results in a miss, the MMU would start a new virtual-to-physical address translation, and would then select one of the slots with its $u=0$. If the $d$ bit in the selected slot is 1 (indicating a modified page in physical memory), the $d$ bit in the page table for the modified page would be set to 1 . The slot will then be updated with the newly determined PPN.

### 10.4.3 Processor Organization

Figure 10.17 illustrates three processor internal organizations. In Fig. 10.17(a), two TLBs quickly translate two virtual addresses, one for instruction and one for data (if any), to their corresponding physical addresses before each physical address is applied to its respective L1 cache. This organization has the advantage of using physically addressed caches as opposed to virtually addressed caches used in Fig. 10.17(b). Its disadvantage, however, is a relatively long L1 cache latency.


Figure 10.17 Alternative processor organizations: (a) long L1 cache latency; (b) short L1 cache latency, but OS must flush caches on each process switch; (c) short L1 cache latency but its size is tied to page size.

The organization in Fig. 10.17(b), which uses virtually addressed caches, requires a single TLB to quickly translate a virtual address from the lowestlevel cache (L2 in this case) to its corresponding physical address before an access from the physical memory is made. This organization, however, is not very common, as it requires the OS to flush all the caches during a process
switch. Without a flush, caches would not be able to differentiate between the content of, for example, VPN = 5 of Process 0 from VPN $=5$ of Process 1 in Fig. 10.13. The advantage of this organization is that the design does not increase the latency of L1 caches.

In the organization of Fig. 10.17(c), a TLB is embedded with each of the L1 caches. As illustrated in Fig. 10.18, an L1 tag memory retains PPNs as tags. During a cache access, a hit/miss is determined by comparing a PPN produced by the TLB with the one read from the tag memory. Such a cache is said to be virtually addressed but physically tagged, such as the one used in the AMD Opteron processor.


Figure 10.18 The organization of a TLB embedded with the cache.
This organization has two advantages: (1) it uses physically addressed caches; and (2) the latencies of the L1 caches are the lowest, the same as in Fig. 10.17(b). The disadvantage of this organization, however, is that the size of each L1 cache has to be the same or smaller than the page size. For
example, if the page size is 4 KB , then an L 1 cache has to be a maximum of 4 KB . A high-performance processor using this organization may need to implement a virtual memory system with larger page sizes.

In addition to the TLBs in Fig. 10.17 (a) and (c), it is possible for a processor to contain a second-level (L2) TLB, similar to an L2 cache. An L2 TLB would store a larger set of the recently referenced PPNs. If the search for a PPN in one of the L1 TLBs results in a miss, the search will continue with the L2 TLB. If the search still results in a miss, the MMU would be triggered to translate a target VPN to its corresponding PPN. An L2 TLB, typically being larger than an L1 TLB, would be implemented as a direct- or set-associative mapped cache.
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## Exercises

10.1. We would like to improve the estimated average memory latency in Example 10.1. Suppose, instead of SDRAMs, the memory unit is designed using DDR SDRAMs. Recalculate the average memory latency.
10.2. The estimated average memory latency in Example 10.1 is computed for peak performance. Suppose in the worst-case scenario none of the request and response transactions can be overlapped. Recalculate the estimated average memory latency, assuming that every SDRAM access (from the time a row address is issued until the first data item appears on the bus) takes five SDRAM clock cycles. Ignore the time required to deactivate a row.
10.3. Consider the following four memory locations accessed $N$ times in a loop by CPU, and suppose a memory address is partitioned into tag, slot, and offset, as shown. Do the following:

0x3C1C (16-bit address)
$0 \times 0421$
$0 \times 041 \mathrm{~F}$
$0 \times 0 \mathrm{C} 88$

| Tag | Slot | Offset |
| :---: | :---: | :---: |
| 6 | 6 | 4 |

a. Determine the number of misses in the first round, assuming the cache is initially empty.
b. Determine the total number of misses for $N$ rounds, assuming the cache is initially empty.
c. Suppose the cache mapping is changed to a two-way set associative. Calculate the tag, set, and offset field sizes, and then determine the number of misses in the first round, assuming the cache is initially empty.
d. Determine the total number of misses for $N$ rounds, assuming the cache is initially empty and a cyclic replacement policy (if needed) is used.
10.4. Repeat Exercise 10.3(a) through (d) for the following four addresses:

0x0C1C (16-bit address)
$0 \times 0521$
$0 \times 041 \mathrm{~F}$
0x4D28
10.5. Repeat Exercise 10.3(a) through (d) for the following four addresses:

0x3C1F (16-bit address)
$0 \times 042 \mathrm{C}$
0x0460
$0 \times 3 \mathrm{C} 1 \mathrm{D}$
10.6. Repeat Exercise 10.3(a) through (d) for the following four addresses but assume a four-way set-associative cache for parts (c) and (d):
$0 \times 3 \mathrm{C} 17$ (16-bit address)
$0 \times 3817$
$0 \times 3917$
$0 \times 1 \mathrm{C} 17$
10.7. Suppose main memory is 64 KB , cache is 4 KB , and block size is 16 B . Determine the tag, slot, and offset field sizes for direct-mapped cache.
10.8. Consider a four-way set-associative cache. Discuss the complexity (e.g., hardware required) of implementing one of the following replacement algorithms.
a. Cyclic: Slots within a set are selected in cyclic, first-in, first out fashion (i.e., slot $0,1,2,3,0,1,2$, etc.).
b. LRU: The least recently used slot is selected to be replaced. (Hint: Consider a four-element LRU algorithm using a $4 \times 4$ matrix with 1 bit entries. Suppose the four slots are numbered 0 to 3 . Each time that one of the slots is referenced, the corresponding four row entries in the matrix are set to 1 and then the corresponding four column entries are set to 0 . For example, suppose slot 0 is accessed first; then row 0 of the matrix will be $(0111)_{2}$, and the remaining rows will be $(0000)_{2}$. Suppose slot 2 is accessed next; then the rows of the matrix, in order, will be $(0101)_{2},(0000)_{2}$, $(1101)_{2}$, and $(0000)_{2}$. The LRU slot is the one when its corresponding row is $0=(0000)_{2}$.)
c. Random: A slot within a set is randomly selected to be replaced.
10.9. Consider the write-through protocol in Fig. 10.10. Determine which FSD transition will take place when the high-level language program statement " $\mathrm{A}=1$;" executes the first time.
10.10. Consider the MESI cache protocol in Fig. 10.11. Determine which FSD transitions will take place when the high-level language program statement "A = A + 1;" executes the first time.
10.11. Consider the MESI $I_{R M} \rightarrow E$ and $E_{W M} \rightarrow M$ transitions that take place when variables that are not shared are accessed. State how programmers can use this information when writing a multithreaded program so the program runs more efficiently on a multicore or multiprocessor system.
10.12. Consider a two-processor system with two MESI caches, C0 and C1. Suppose the processors execute two threads, T0 and T1, that share
variable $A$. Outline a scenario when the MESI transition $E_{X W H} \rightarrow I$ will take place, assuming memory block $\mathrm{B}_{\mathrm{A}}$ contains $A$.
10.13. Consider the following two threads, T 0 and T 1 , and the system in Fig. 10.9. Assume initially $x=0$ and $y=0$. Suppose P 0 executes T0, P1 executes $\mathrm{T} 1, \mathrm{~B}_{x}$ contains $x$, and By contains $y$. Use the following table to indicate the state transitions of block $B_{x}$ and $B_{x}$ in the caches as T0 and T1 execute. In the assembly code listings, the execution order of memory reference instructions are shown as comments. For example, "STA (y)" of T0 executes first (//1), then "LDA (x)" of T1 executes next (//2), etc. Also, state the number of times memory is updated or will eventually be updated in each case.

| Thread T0 |  | Thread T1 |  |
| :---: | :---: | :---: | :---: |
| Program Code | Assembly Code in Acc-ISA (Chap. 8) | Program Code | Assembly Code in Acc-ISA (Chap. 8) |
| $\begin{aligned} & \mathrm{y}=1 ; \\ & \mathrm{x}=1 ; \end{aligned}$ | LDA 0 <br> STA (y) //1 <br> LDA 1 <br> STA ( x )//3 | white $(x==0)$ <br> \{\} //wait $y=y+1$ | $\begin{array}{ll} \hline \text { L1: LDA }(\mathrm{x}) & / / 2,4 \\ \text { CMP 0 } \\ \text { JEQL1 } & \\ \text { LDA (y) } & / / 5 \\ \text { ADD } 1 & \\ \text { STA (y) } & / / 6 \end{array}$ |


| Thread: <br> Instruction | Block State <br> in C0 | Block State <br> in C1 | Update Cache, Memory, or <br> Both (if any) |
| :--- | :---: | :---: | :---: |
| T0:STA $(y) / / 1$ |  |  |  |
| T1:LDA $(x) / / 2$ |  |  |  |
| T0: STA $(x) / / 3$ |  |  |  |
| T1:LDA $(x) / / 4$ |  |  |  |
| T1:LDA $(y) / / 5$ |  |  |  |
| T1:STA $(y) / / 6$ |  |  |  |

a. Write-through protocol
b. Assume MESI protocol
c. Assume MESIF protocol
d. Assume MOESI protocol
10.14. Repeat Exercise 10.13, except that this time, T0 and T1 execute the memory reference instructions in a different order, as given in the following table.

| Thread T0 | Thread T1 |
| :--- | :---: |
| Assembly Code in Acc-ISA (Chap. 8) | Assembly Code in Acc-ISA (Chap. 8) |
| LDA 0 | L1: LDA (x) //1,4 |
| STA $(y) / / 2$ | CMP 0 |
| LDA 1 | JEQL1 |
| STA $(x) / / 3$ | LDA (y) $/ / 5$ |
|  | ADD 1 |
|  | STA (y) $/ / 6$ |

10.15. Briefly explain how when a cache becomes a hotspot, it would increase average memory latency.
10.16. In each of the following architectures, state when will memory be updated:
a. Bus-based UMA with MESI protocol
b. NUMA architecture with MESIF protocol
c. NUMA architecture with MOSEI protocol
10.17. Suppose a system has 16 KB virtual memory space, 16 B page size, and 2 KB physical memory. Do the following:
a. Determine the number of virtual and physical pages.
b. Assuming that each page table entry is 2 B , what is the maximum size of a page table?
c. Design a page table organization to translate a 16-bit virtual address to an 11-bit physical address.
10.18. Consider a TLB; answer the following questions:
a. Briefly explain the purpose for a TLB (e.g., what if no TLB is used?).
b. Explain why a TLB should be designed as fully associative cache (e.g., what if it is implemented as a direct-mapped cache?).
10.19. Discuss the benefits of using a use ( $u$ ) bit versus the implementation of LRU algorithm in hardware. Also see Exercise 10.8.
10.20. Computer security (secure virtual memory): See Exercise 11.32 (also see Sec. 11.11).
10.21. Computer security (virtual memory replay attack): See Exercise 11.33 for how to detect virtual memory replay attacks (also see Sec. 11.11).
10.22. Computer security (memory authentication task): See Exercise 11.34 (also see Sec. 11.9.2 and Sec. 11.11).
10.23. Computer security (preventing information leakage): See Exercise 11.35 for how to implement randomized encryption (also see Sec. 11.11).
10.24. Computer security (secure program execution): See Exercise 11.37 for how to set up a trusted program for secure execution (also see Sec. 11.11).
10.25. Computer security (preventing information leakage more efficiently): See Exercise 11.38 for how to prevent information leakage using less memory (also see Exercise 10.22).
10.26. Computer security (organization of virtual address space to support secure execution mode): See Exercise 11.39 for how to allocate multiple virtual address spaces (also see Sec. 11.11.8).

## CHAPTER 11

## Computer Architecture: Security

### 11.1 Introduction

Throughout the previous chapters, we focused on digital design techniques and computer architecture concepts to improve performance. Additional techniques and concepts are needed to design a secure computer. Today, more people and organizations are using computers, and thus, not only are they generating large amounts of data, but also creating new application software, some possibly with security holes. This creates opportunities and benefits for a range of attackers, from an individual hacker to a cyber-war army. Many organizations, such as government (e.g., military), financial institutions (e.g., banks), infrastructures (e.g., power grids), service industries (e.g., law firms), commercial businesses (e.g., e-commerce), industrial complexes (e.g., factory control systems), and social networking companies (e.g., Facebook) all have digital assets (programs, documents, data, etc.) that need protection.

Assets, especially those in electric power grids and industrial factory control systems, may have numerous security problems [1]. For example, they can become a cyber-war target for an enemy country that is willing to spend time and resources to develop a complex cyber-
weapon. All security problems, however, can be characterized as having one of three security properties as follows:

Confidentiality. Concealing assets and/or preventing unauthorized access (e.g., eavesdropping). This includes programs, documents, data, etc., stored on the hard disk and, in some cases, instructions and data stored in memory.

Integrity. Ensuring that unauthorized modifications of assets are detectable and, if possible, preventable. For example, code injection would change the integrity of a program in memory, and illegal data modification would change the integrity of a database.

Availability. Preventing attacks that deny service to legitimate users. These attacks can have many forms and include server overload. A malicious attack can consume resources like memory and network bandwidth, and may cause overloading that slows down or stops the computer from carrying out its intended services.

How important each of the three security properties is for an organization depends on the types of assets and how they are used. For instance, the integrity of bank accounts, perhaps more so than their confidentiality, is critical for a banker; maintaining accurate balances is more important than, say, safeguarding knowledge of assets. Likewise, while it is necessary, for example, for students to have access to computers at university campuses, an interruption and thus unavailability of computers for a few hours may not be that crucial. On the other hand, all three properties would be essential for a government agency such as the military.

While the scope of computer security is large and covers many subject areas, this chapter presents an introduction to computer security topics related to computer architecture. In addition, even within the computer architecture domain, the scope is large and evolving; new concepts and methods are currently being researched. The chapter introduces computer security for computer architects and presents heuristic solutions. Others, including information-flow tracking methods, are deferred to the Further Readings section and elsewhere. The information flow-tracking techniques require every critical bit or word in memory to be marked as secure or not secure. For example, data entered via an I/O device would be tagged as not secure, and systems data would be tagged as secure. A marked data item would then be
tracked as it enters the CPU. Controls would be implemented to prevent unauthorized modifications of CPU state (i.e., registers). These methods require additional memory space to store tags and may require altering hardware design practices (logic circuits, data path, memory organization) prevalent today.

Where a piece of software or hardware is developed and installed can lead to security problems. This is especially important today when many software and hardware companies rely on using third-party modules that may not be designed or implemented correctly or that may contain Trojans (illicit codes or HDL models). Software security policies and mechanisms are often based on some proven models, such as those used in military, and hardware security policies and mechanisms are based on a set of techniques to prevent an attack. The chapter presents examples of known software security models and their applications, as well as an introduction to security policy mechanisms applicable to hardware.

While there may be unlimited ways for attackers to exploit software security holes, software attacks are typically the result of inserting invalid data or copying data from one section to another in memory. For example, consider a poorly written C program that uses the "strcpy" (string copy) library function call to copy its command-line argument into a locally declared array (a buffer) within a subroutine. In this case, an attacker may use a specific argument value to "spoof" and cause a buffer overflow attack [2]. In general, attackers may use a statically or dynamically allocated buffer in a program to modify the memory stack area where subroutine return addresses are stored. They may then use the buffer to embed malicious codes and change a subroutine return address on the stack in order to, for example, run malicious software (malware) or invoke and use tools available on the system in privileged mode. Software attacks can be used, for example, to intentionally disrupt or overload a system, making it unavailable or too slow to conduct business as normal. An attacker may gain access to classified documents, modify a database, or trigger a hardware Trojan that could cause a hardware malfunction, leak secret information, etc.

Attackers may also use spoofing and other techniques to perform physical attacks [3-5] when they have exclusive access to a system. An attacker may be able to use sophisticated equipment to spoof or observe signal values for the purpose of gaining access to a portable device or performing reverse-engineering tasks on the device. The
chapter also introduces spoofing and other techniques used to perform software/physical attacks.

Because, in general, there are too many security holes to fill, it is not possible to securely design, develop, and install every piece of hardware, firmware, and software used in a secure system. What is necessary, however, is to have a trusted computing base (TCB) to implement a secure system [6]. TCB, which must be designed to be secure and dependable (i.e., remain trustworthy), referrers to a minimum set of hardware and firmware and their secure implementation (design, develop, and install) requirements. In addition, depending on the security requirements of a system, TCB may include software that not only must be implemented securely, but the software must also execute securely. The following is a list of security application areas:

- For a handheld device to securely exchange data with a host computer and guard against physical attacks
- For system designers to implement security policy mechanisms to prevent unauthorized access to systems resources: password files, systems stack memory area, etc.
- For system designers to implement security policy mechanisms when the commodity operating system (OS) frequently is compromised [3, 7-9]
- For software companies to be able to develop and build secure application-dependent security policy mechanisms
- For a software company to securely distribute programs for remote installation
- For a user to be able to conceal information in the form of documents, data, pictures, etc., and store it securely on a local or remote disk drive; securely send and receive e-mails; perform secure remote login; etc.
- For a company to implement security policy mechanisms to prevent unauthorized access to its vital business resources: personnel data, customer data, intellectual properties, etc.
- For an entertainment company to target the delivery of its products to only authorized handheld devices
- For a cloud computing company to provide certified execution service to its customers, for example

Finally, the chapter introduces confidentiality and integrity techniques used in the implementation of software/physical security policy mechanisms, and provides architecture examples of coprocessor- and processor-based TCB and their application areas.

### 11.1.1 Security Engineering Methodology

The security engineering methodology (SEM) shown in Fig. 11.1 provides a step-by-step procedure for designers to identify potential threats; develop required security policies and mechanisms; and design, verify, and evaluate a computer architecture for security. The analysis of usage scenarios and potential security problems defines the scope of security risks. Usage scenarios are often application dependent and may involve a wide class of systems, such as embedded systems, real-time systems, and distributed systems, and may cover many industries, including IT, manufacturing, healthcare, business, etc. [10-11]. The analysis of threat model, security policy, and security mechanisms identifies a possible list of threats and required security policy and mechanisms for each threat.


Figure 11.1 A security engineering methodology [12].

To better understand the SEM, Table 11.1 presents the development of a paper-based security mechanism for changing students' grades as an example of university assets.

| Methodology | Description |
| :--- | :--- |
| Usage scenario | How to change a student's grade |
| Security problem | Unauthorized grade change |
| Threat model | Inaccurate grades |
| Security policy | Only the instructor who taught the course can change a student's <br> grade. |
| Security <br> mechanisms | 1. Instructor assigns a new grade for one of his or her student. <br> 2. Department chairperson validates the grade change. <br> 3. A fulltime staff (not a temporary helper) enters the new grade in <br> the secure university database system. |
| Architecture | Create a grade-change form with spaces allocated for student name, <br> student ID number, course number and semester taken, reason <br> for changing the grade, and signature spaces for instructor and <br> chairperson. Also, a completed form is either mailed using the secure <br> on-campus mail system or hand-delivered to student records office. |
| Verification | Confidentiality: The grade-change forms are only handled by faculty <br> and staff and thus remain confidential to other students. |
| Integrity:The chairperson's signature authenticates a completed |  |
| grade-change form. |  |
| Availability: Depends on instructor's decision to change a student's grade. |  |$|$

TABLE 11.1 Developing a Paper-Based Security Mechanism to Change Students' Grades

In Fig. 11.1, the usage scenarios may be expressed as a set of use cases, and a threat model as a list of threat vectors. In general, a threat
vector can be viewed as the attack path that could lead to stealing, damaging, or disabling a personal, business, IT, or other asset.

Table 11.2 lists data storage and remote server connection as two examples of computer use cases. Viruses and other types of malware, as well as the theft or other loss of a computer, can present certain security risks. A malware can delete, modify, and/or steal data stored on the hard disk. A lost or stolen computer (e.g., desktop, laptop, etc.) or a handheld device (e.g., smartphone) that contains valuable information can be a security risk; data stored on the hard disk or flash memory is susceptible to tampering. In addition, if the lost device belongs to a company, there is a chance that someone will wrongfully gain access to servers in the company and cause damage; important company files may be deleted or modified, or proprietary company business information may be stolen.

| Usage Scenario | Security Problem (Vulnerabilities) | Threat Model | Security <br> Policy | Security Mechanisms* |
| :---: | :---: | :---: | :---: | :---: |
| Data storage on the hard disk | Storage of documents, user authentication data (e.g., username/ password), etc. on the hard disk is susceptible to tampering | Data theft | Keep data confidential | Keep data "locked" (concealed) on the hard disk requiring a "key"; without the "key"data remains confidential (stored in a meaningless way); do not store the "key" on the hard disk but hide it in the system's hardware. |
| Network authentication | Storage of <br> network <br> authentication <br> data on the hard <br> diskis susceptible <br> to tampering | Unauthorized access to servers | Authenticate the platform (e.g., laptop), not the user | Use"dual-key locks" with each company laptop; use one "key"to"lock" and store the network authentication data on the hard disk and hide the "key"tied to the laptop's hardware; keep the second "key" with the company or with a trusted different company; use the second key to "unlock" the received but"locked" network authentication data; invalidate (trash) the second "key"ifthe laptop gets lost or stolen. |
| *For now the security mechanisms are stated in layman's terms. |  |  |  |  |

TABLE 11.2 Five Steps of SEM Applied to Two Computer Usage Scenarios
Each of the two use cases in the table includes potential security vulnerabilities, a threat model, a security policy, and a list of security mechanisms. However, the security mechanisms are described in layman's terms, and more precise solutions will be provided later.

### 11.1.2 Threat Classes

Threats may be grouped into two broad categories: operational and developmental.

## Operational Threats

Operational threats depend on asset types and usage scenarios, such as those listed in Table 11.2. Operational threats also depend on the tools used in the implementation of security mechanisms. While a security mechanism itself might be well designed, the tools (e.g., "locks") might be weak; for example, the "locks" themselves might be of poor quality and easily unlocked. Other examples of operational threats are briefly discussed next.

Devices, such as smart meters installed by utility companies in houses or portable devices used by the military or during an emergency by firefighters or emergency medical personnel, may face additional threats. These devices may require a secure communication channel with a host computer, but an attack may cause communication interference, for example, during an emergency.

Remotely installed devices that are physically accessible, as well as portable devices, are also subject to physical attacks. For example, an embedded device that is installed in an automobile and tracks the vehicle's odometer reading may be tampered with in order to change and reduce the odometer reading of an old car. Likewise, a high-tech portable device may be hacked to modify or reverse engineer its functions.

## Developmental Threats

These threats depend on trust models used for software and hardware development, as well as delivery and installation of software. Incomplete specifications, incorrect implementations, and improper security policies and mechanisms are, in general, the three sources of software, hardware, and firmware vulnerabilities. Often, these vulnerabilities are unintentional, but they are sometimes intentionally caused by designers.

For instance, large integrated chip (IC) designs, especially processors, can include designer-injected malicious circuits, for example, by adding extra lines of hardware description language (HDL) code on purpose in the design [13]. In general, an intentionally caused vulnerability is harder to detect during validation. Many factors, including the growing use of
third-party "soft" components (e.g., Verilog models) in hardware designs, increase vulnerability to attacks.

### 11.1.3 Access Control and Types

The data storage security mechanisms described in Table 11.2 are designed to protect data stored on the hard disk from malware or physical attacks. Other usage scenarios require mechanisms to restrict access. For example, in an organization, who should be able to access an employee's personal data (e.g., salary, Social Security number, etc.)? The answer might be that perhaps only an employee's supervisor should be allowed to examine employee's personal data, and the data should remain confidential to all other employees.

Likewise, in a computer system, only systems programs, not application programs, should be able to access systems data. Such security mechanisms are called access control. The access control list (ACL) used, for example, in Linux/Unix systems decides which files and directories (folders) each user can access. Users can use the command "chmod" to assign read (r), write ( $w$ ), and/or execute ( x ) rights to each of their files and folders. For instance, for file foo, which initially had read/write (rw-) permission assigned to all users, the command "chmod 640 foo" assigns read/write (rw- indicated by 110 in binary) to the owner (i.e., Joe Smith), read-only (r-- indicated by 100 in binary) to the users in the group (e.g., system people), and no access (--- indicated by 000 in binary) to all other users. This is illustrated as shown:

```
>ls -1
-rw-rw-rw- 1 smithjoe faccsc 5 May 22 12:32 foo
>chmod 640 foo
>ls -1
-rw-r----- 1 smithjoe faccsc 5 May 22 12:33 foo
```

With the ACL, even if files and folders are not concealed, they will remain confidential and not accessible to some users. The Linux/Unix ACL is an example of a discretionary access control because each user decides what access rights he or she wants to assign to each of his or her files and folders. On the other hand, a mandatory access control, which may be rule based, enforces a set of confidentiality and
integrity security rules to all subjects (people and programs) or all assets (objects) in an organization. For example, if only employees with the title of supervisor are permitted to examine employees' personal data, then the mandatory access control is called a capability list (CL) [14, 15]. Each subject is assigned a list of capabilities-a set of permitted actions that the subject is allowed to do with respect to all the objects in an organization. On the other hand, a mandatory access control that is organized by objects, not by subjects, is called a mandatory ACL, similar to the Linux/Unix discretionary ACL example discussed earlier. To illustrate an example, Table 11.3 presents an access control matrix created from a university's grading policy.

|  | Objects: Grades |  |  |
| :--- | :---: | :---: | :---: |
| Subjects: People | Course A | Course B | Course C |
| Chairperson: p | R | R | R |
| Instructor: x | R, W |  | R, W |
| Instructor: y |  | R, W |  |
| Staff employee: e | R | R | R |
| Student: s 1 | r |  | r |
| Student: s 2 |  | r | r |
| Student: $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

TABLE 11.3 An Access Control Matrix for Students' Grades

In the table, the rows are subjects (instructors, students, etc.), columns are objects (courses), and the matrix entries are a set of access rights to students' grades. The access rights are defined as read ( R or r ), write (W or w), both read and write, or neither read nor write. The capital letters R and W indicate read and write access for all grades in a single course. The lowercase letters $r$ and $w$ indicate a read and write access to a single grade, respectively. No-read and no-write accesses are shown as blanks in the table. The matrix is shown with one department chairperson $p$, two instructors $x$ and $y$, two students $s 1$ and $s 2$, one staff
employee $e$, and three courses labeled $A, B$, and $C$. The matrix entries also show instructor $x$ can assign (R/W) grades to students enrolled in courses $A$ and $C$, instructor $y$ can assign grades to students enrolled in $B$, student $s 1$ can read ( $r$ ) her or his grades in courses $A$ and $C$, and student $s 2$ can read his or her grades in courses $B$ and $C$. The matrix contains no single write (w) access rights.

An access control matrix would produce a CL if the matrix is stored in terms of its rows. For example, chairperson $p$, instructor $x$, and student $s 1$ each has the following list of capabilities, shown as a relation:

$$
\begin{aligned}
p & :\{(A, R),(B, R), \quad(C, R)\} \\
x & :\{(A, R),(A, W),(C, R),(C, W)\} \\
s & :\{(A, r), \\
& (C, r)\}
\end{aligned}
$$

For example, the assigned capabilities for instructor $x$ are read access and write access to all grades in courses $A$ and $C$. The assigned capabilities for student $s 1$ are read access to his or her grade in each of the courses $A$ and $C$.

On the other hand, as shown next for courses $A$ and $B$, an access control matrix would produce a mandatory ACL if the matrix is stored in terms of its column data:

$$
\begin{aligned}
& A:\{(p, R),(x, R),(x, W),(e, R),(s 1, r), \ldots\} \\
& B:\{(p, R),(y, R),(y, W),(e, R),(s 2, r), \ldots\}
\end{aligned}
$$

For example, course A's access list indicates chairperson $p$ and staff $e$ have read access to all students' grades, $x$ has both read and write access to all grades, and student s1 has only read access to his or her grade. Because an ACL is a data-oriented mechanism, it is easier to change rights for an object-for instance, to add student s3 to course $A$.

A program that wants to access an object (e.g., a file, data item, certain memory locations, network connection, USB port, etc.) must be listed in the object's access list; otherwise, access is denied. In contrast, a CL is subject oriented, and thus a subject can delegate (i.e., pass) its assigned capability list fully or partially to another subject. For example, instructor $x$ can delegate his/her capability item "(C, W)" to chairperson $p$,
who then becomes the responsible person (not instructor $x$ ) to assign (enter) grades to all students in course $C$.

While an ACL-based system is easier to implement, a CL-based system can provide better protection; a user or process can only access objects that are in its capability list. A CL-based system can also provide finer protection; a delagetee's responsibilities could be limited to a subset of data, memory locations, tasks, etc. For instance, instructor $x$ can delegate only the responsibility of assigning a single grade, such as ( $C$, $w(i)$ ), to chairperson $p$, where index $i$ identifies a single student, such as s2, in course C. However, once a capability is delegated, there is no control; the capability could again be delegated to another subject. A system may use a hybrid approach to take advantage of both ACL and CL schemes. The discussions on other access control schemes, such as role based and originator based, are deferred to elsewhere.

### 11.1.4 Security Policy Models

Confidentiality and integrity security policy models must be able to create a complete security perimeter for a computer system that covers all its hardware and software components. As an example, consider the Flame virus that can activate a computer's audio system to listen in and transfer office chatter through the network, capture screenshots, log keystrokes, and even steal data from Bluetooth-enabled cell phones that are near the computer. Likewise, the Stuxnet cyber-weapon is able to enter an industrial control system through a universal serial bus (USB) port and change the operating specifications of the control system-for example, it can cause an industrial motor to spin too fast and actually cause physical damage.

A mandatory access control is typically defined based on some proven confidentiality and integrity security policy models, like those used in military and business environments. Security policy models are characterized as multilevel (hierarchical) or multilateral (compartmental). The following is a description of some well-known multilevel and multilateral security policy models.

## Multilevel Models

A multilevel model is used in places where access to information is naturally hierarchical, like the military or a medical office. In the military, both subjects (people) and objects (e.g., documents) are assigned
clearances and classifications, such as, "top secret," "secret," "confidential," and "unclassified." In a medical office, only doctors are permitted to access certain patient medical records. A security policy model is then used to control who can read or write each type of document or a medical record.

Bell-LaPadula (BLP) [16] is a multilevel security model that was designed to enforce confidentiality in the military. The BLP's "no write down" policy prevents an employee with a higher clearance from writing or appending a document with a lower classification level. In addition, the policy prevents the flow of information from a higher classified object to a lower classified object. For instance, a corrupted army general with top-secret clearance will be prevented from reading a classified document and then transferring the information to an unclassified document. This is known as the *-property of the BLP model. In a computer system, the *-property can prevent the general from copying a classified file to a USB flash memory, which would have a low classification in the system. (Also, all high-clearance personnel may be prevented from taking smart phones into their offices.)

The BLP's "no read up" policy prevents subjects that have low clearances from accessing objects that have high classifications. The policy can prevent an unclassified employee in the military from reading a top-secret document. The policy can also prevent malware that was downloaded from the Internet, and thus is assigned a low clearance in the system, from accessing a high-classified object, such as the password file or confidential user data.

The integrity Biba [17] model enforces "no write up" and "no read down" policies. Both subjects and objects are assigned integrity levels (or labels); for instance, system files are labeled high and network files low. The "no write up" policy can prevent a low-labeled malware downloaded from the Internet from modifying a high-labeled systems data, such as replacing a subroutine return address stored on the system's stack. The "no read down" policy can be used to lower the integrity label of a systems program as soon as the program receives data from the network. In this case, even if malware is somehow able to gain an administrator privilege (i.e., [forks a root shell]), its integrity label will still be low and thus it cannot write the password file, for example. However, the malware would still be able to read (up) the password file and therefore would be able to transfer (write down) the file through a network connection unless the BLP policies are also implemented.

With both BLP and Biba policies implemented, "writing up," "writing down," "reading up," and "reading down" will not be permitted. As a result, the combined policies produce a stronger security model. However, the combination can potentially create access restrictions in some applications, such as a database, when data sharing might be necessary. An example implementation of Biba is the LOMAC, a mandatory access control extension to the commercial off-the-shelf Linux OS [18].

## Multilateral Models

A multilateral model is used in places where access to information is not hierarchical but compartmental, such as separation of duties in business transactions or activities that are deemed to create conflicts of interest.

The BLP model for confidentiality does not apply to nonhierarchical service-oriented businesses such as law firms, accounting firms, and advertising agencies that may have competing clientele. An employee of these service industries may receive sensitive client information that must be protected and not shared with other clients in the same industry. This type of information confidentiality is not multilevel, but rather multilateral. The Chinese Wall [19] multilateral model is designed to prevent conflict of interest.

For example, a law firm that has clientele from various industries (e.g., banks, oil companies, etc.) should not allow its employees to engage in activities that have a conflict of interest and may result in sharing one client's business information (e.g., Citibank's) with another in the same sector (e.g., Wells Fargo Bank).

Likewise, Biba, a multilevel integrity model, does not work in commercial environments. For example, a subject (an employee in a company or software) that enters an order to purchase merchandise should be different from the subject that receives the merchandise and pays for it. In this case, a multilateral integrity model, such as the ClarkWilson [20] model that implements the principles of separation of duties in business transactions, is used. Table 11.4 presents a summary of these security policy models.

| Security <br> Policy Model |  | Description | Example |
| :---: | :---: | :---: | :---: |
| Multilevel | BLP: <br> Confidentiality | "no read up": SubjectS can read object Oif and only if $\mathrm{CL}(\mathrm{S}) \geq \mathrm{CL}(0)$ | An LC-S (e.g., a downloaded software) cannot access an $\mathrm{HC}-\mathrm{O}$ (e.g., systems data) |
|  |  | "no write down": Subject S can write object Oif and only if $C L(S) \leq C L(0)$ | An HC-S (e.g., a systems program) cannot transfer data through an LC-O (e.g., a network connection) |
|  | Biba: Integrity | "no read down": Subject Scan read object 0 if and only if $\mathrm{IL}(\mathrm{S}) \leq \mathrm{LL}(0)$ | An HC-S (e.g., a systems program) cannot access an LC-O (e.g., data down-loaded from the Internet or data from a USB device) |
|  |  | "no write up": Subject S can write object 0 if and only if $\mathrm{L}(\mathrm{S}) \geq \mathrm{IL}(0)$ | An LC-S (e.g., a downloaded software) cannot modify an HC-O (e.g., systems memory stack) |
| Multilateral | Chinese Wall: Confidentiality | Prevents conflict of interest (COI); requires both discretionary and mandatory access controls; organizes the objects (Os) into sets of COI; one can choose (i.e., discretionary access) and access only (i.e., mandatory access) one O in each COI set; also introduces a time element. | An S who has recently accessed object $0, \in C O I_{k}$ then $S$ cannot access $\mathrm{O}_{j} \in \mathrm{COI}_{k}$ for some period of time. Two divorce attorneys who work in the same law firm and each represents a member of a married couple should not be able to access the other member's divorce file. |
|  | Clark-Wilson: Integrity | Integrity of data and transactions; enforces separation of duty; if a certified transaction $C T$, is allowed with a certified data $C D_{j}$, then they forms a certified relation shown as $\left(C T_{p} C_{j}\right)$. | If subject $S 1$ operates on (e.g., orders) object 0 and creates the valid relation ( $\$ 1, C T=$ "order", $\mathrm{CD}=0$ ), then ( $S 1, C T=$ "receive", $C D=0$ ) is an invalid relation; ( $\$ 2, \mathrm{CT}=$ "receive", $C D=0$ ) where $S 2 \neq S 1$ is however a valid relation; thus, $S 1$ and $S 2$ have separate duties. |
| S: subject (person or program); O: object (file, network connection, USB port, data, etc.); LC: low-clearance or low-classification; HC: high-clearance or high-classification; CL: confidentiality level; IL: integrity level; CT: certified transaction; CD: certified data |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

TABLE 11.4 Multilevel and Multilateral Security Policy Models

### 11.1.5 Attack Classes

Developmental threats, as discussed earlier, can produce unintentional and sometimes intentional vulnerabilities in the form of backdoors. A hardware backdoor attack is generally due to the presence of one or more malicious circuits (hardware Trojans) within hardware modules used to build a system. Given the large size of the modern ICs, malicious circuits in the design are unlikely to be discovered during validation. Moreover, almost all FPGAs now built elsewhere and some ICs may contain a remotely activated "kill switch" [21]. Thus, hardware backdoor attacks could present serious security risks. After the IC is fabricated and installed in a system, a malicious circuit may be triggered remotely, either by using malware or by having full access to the system and executing a triggering program.

On the other hand, malware such as viruses and spyware are examples of attacks due to generally unintentional backdoors in software, which are exploited by attackers. Physical attacks are possible when special equipment is interfaced to the hardware to alter its behavior during its normal operation. Both software and physical attacks use similar attack mechanisms.

There are still other types of attacks known as side-channel attacks that are not due to backdoors, but rather are based on some side information gathered while a program is executing. Examples of information used for side-channel attacks are program execution time, known as a timing attack (see Sec. 11.5.3), electromagnetic radiation and acoustic signals that naturally are released during execution [22, 23], and cache-based side-channel attacks [24].

### 11.2 Hardware Backdoor Attacks

Figure 11.2 illustrates three triggering mechanisms for hardware Trojans. In this case, an attacker uses a triggering input to cause the multiplexer (MUX) to select the result generated by the malicious circuit instead of that produced by the original circuit. A triggering input may be data, control (e.g., instruction), or time dependent. Also, it may consists of one data item or one control or both, a sequence of data or control inputs or
both, or a counter (timer) to trigger an attack. The latter case is called a ticking time bomb.


Figure 11.2 Examples of hardware Trojans [12]: (a) A one data or control triggered Trojan; A data or control sequence triggered Trojan; (b) A timer triggered Trojan (a ticking time bomb).

In addition, an attack may be classified either as noncomputational, which targets memory, registers, MUXs, and other items that do not operate on data and simply store or route it, or computational, which targets arithmetic logic units (ALUs), decoders, finite state machines (FSMs), etc. that manipulate incoming data.

Furthermore, a hardware backdoor attack can potentially take many forms. For example, if the output of the MUX in Fig. 11.2 is a data item and the attack causes a change in data values, it is called a corrupter attack. On the other hand, if the output bits of the MUX represent control signals and potentially cause more events to follow, it is called an emitter attack [13].

A backdoor attack may alter and simplify cryptography algorithms implemented in hardware, generate more cache memory traffic, cause computational errors, consume more power, etc. The following sections provide examples of data, control, and timer backdoor attacks.

### 11.2.1 Data and Control Attacks

Figure 11.3 illustrates two hardware Trojan examples with a single instruction and a three-instruction sequence triggering mechanisms. In Fig. 11.3(a), the Trojan is triggered by an "ADD" instruction with a specific operand "11001100...", and in Fig. 11.3(b), a three-instruction sequence-"ADD 0," "ADD 0," and "ST 0"-triggers the Trojan. The instructions are just examples and assumed to be of type Acc-ISA (Chap. 8). The triggering inputs for both types of Trojans would normally be selected in such a way that it is unlikely for the Trojans to be detected during testing. For example, what are the chances of randomly selecting an "ADD" instruction with the specific operand "11001100...," or three instructions "ADD 0," "ADD 0," and "STM 0" in order during circuit testing?

Both the Trojans require an attacker to gain access to the hardware, either directly or via malware, and input the necessary triggering inputs. The attacker must be able to execute the "ADD" instruction for the circuit in Fig. 11.3(a) or the three instructions in sequence for the circuit in Fig. 11.3(b) to trigger an attack.


Figure 11.3 Examples of hardware Trojan triggering mechanisms: (a) a single instruction; (b) a sequence of instructions.

### 11.2.2 Timer Attack

A timer triggered Trojan, illustrated in Fig. 11.4, does not require the attacker to have access to hardware. As soon as the counter counts down to 0 , the Trojan will be activated. Because most tests, especially
those that are random, are not long and only require a few millions of cycles, the size of the counter would only need to be large enough to escape detection during testing.


Figure 11.4 Examples of a timer-based corrupter and emitter backdoor: (a) a ticking time bomb corrupter backdoor; (b) a ticking time bomb emitter backdoor.

In Fig. 11.4(a), an attack will switch the data generated by an original ALU with the data output by the malicious ALU, thus corrupting the result. In Fig. 11.4(b), when writing to certain memory locations, an attack could alter the signals of the cache controller to emit additional activities in the downstream memory and thus leak information. Many other examples of such Trojans can be thought of that are left to the reader's imagination.

### 11.2.3 Security Policy Mechanisms

One way to detect possible hardware backdoors during circuit design cycle is to take advantage of the fact that hardware designer teams are typically hierarchically organized, and each team does not design all the modules necessary for a complex IC (e.g., processor). Each team may design their own modules, and may also need to interconnect their modules with other in-house or third-party "soft" modules, such as some hardware description language (HDL) modules. However, while some in-
house modules may have to go through code review and other quality control techniques to ensure their trustworthiness, others may still contain Trojans that can lead to security problems.

The following sections give examples of hardware backdoor security policy mechanisms.

## Data Obfuscation

A security policy that prevents a single input triggering attack is data confidentiality. However, depending on the type of the untrusted circuit module, different policy mechanisms are needed. If the untrusted module is noncomputational, such as the one shown in Fig. 11.5, only a simple data confidentiality technique known as data obfuscation [25] is needed to prevent an attack. In the figure, an output $(00110011)_{2}$ from the trusted module is XORed with a random number to obfuscate the data before it is input to the untrusted module. In this case, when an attacker generates the triggering input $(00110011)_{2}$ to activate the Trojan in the untrusted noncomputation module, the data actually presented to the triggering circuit changes to $(10010001)_{2}$, and, therefore, prevents an attack.


FIGURE 11.5 Untrusted noncomputational module interface with data obfuscation.

## Homomorphic Encryption

Data obfuscation, however, is a bit difficult when it is used with a single input triggering Trojan in a computational module. For instance, if the untrusted computational module performs a square function, then a more complex data obfuscation technique known as homomorphic computation, also called homomorphic encryption, may be used [25-26]. Two functions, $f$ and $g$, are said to have a homomorphic relationship if the equality in Eq. (11.1) holds.

$$
\begin{equation*}
f(g(x), g(y))=g(f(x, y)) \tag{11.1}
\end{equation*}
$$

For example, if $f$ is the multiplication function and $g$ is the square function, then $f$ has a homomorphic relationship to $g$, as illustrated:

$$
\begin{align*}
f(x, y) & =x y  \tag{11.2}\\
g(x) & =x^{2} \\
g(y) & =y^{2}
\end{align*}
$$

then,

$$
f(g(x), g(y))=f\left(x^{2}, y^{2}\right)=x^{2} y^{2}
$$

is equal to

$$
g(f(x, y))=g(x y)=(x y)^{2}=x^{2} y^{2}
$$

If $x=3$ and $y=2$, then

$$
\begin{aligned}
3^{2} * 2^{2} & =(3 * 2)^{2} \\
9 * 4 & =6 * 6=36
\end{aligned}
$$

Suppose a design team decides to incorporate an untrusted HDL model of floating-point square function in the design of a processor. In this case, in order to prevent a single input triggering attack, either the design team must incorporate the homomorphic encryption discussed earlier in the hardware, or in systems that use the processor the homomorphic encryption is implemented in software, for example, as follows:

```
float homomorphic_encrypted_square(float x)
{
    float y;
    y = random();
    return (square(x * y) / (y * y));
}
```

In this case, because $y$ is generated randomly and is used to conceal $x$, the quantity $x^{*} y$ is also random, making it an unlikely triggering input. The square function computes $\left(x^{*} y\right)^{2}$ and not $x^{2}$, which could trigger an attack. The quantity $x^{2}$ is then securely computed by dividing the quantity $\left(x^{*} y\right)^{2}$ by the quantity $y^{*} y$.

The advantage of homomorphic encryption is that operations for a computation are performed on encrypted (concealed) data and not on the original known values. For example, in order to illustrate another application and an advantage of homomorphic computation, suppose the "square" function in the previous code represents a unique remote function call for which a homomorphic relationship exists. Suppose the function is only available on a remote computer (e.g., a cloud) and the user does not want the value $x$ (representing some secret input, for example, medical data) to be sent over the network or be accessible at the remote computer. In this case, the user is able to conceal (encrypt) inputs applied to the remote function without exposing the actual inputs to the outside world and still is able to securely use a remote function. Refer to the Exercises section for a potential problem with homomorphic computation.

In addition, for some functions such as the square root, while the homomorphic relationship $\sqrt{x y}=\sqrt{x} \sqrt{y}$ exits when both x and y are positive numbers, the relationship does not hold with negative numbers. For instance, $\sqrt{(-1)(-1)} \neq \sqrt{-1} \sqrt{-1}$.

In theory, in terms of circuit size, the cost of implementing a computational module that also implements a hardware homomorphic encryption/decryption algorithm can be unacceptably large.

## Sequence Breaker

If a specific input sequence triggers an attack, a security policy to prevent such attacks is to alter the order in which a sequence of inputs is presented to an untrusted module. Random reordering of the inputs and inserting dummy inputs within the normal inputs are examples of policy mechanisms used to prevent input sequence attack. Many modern processors, such as a dynamically scheduled superscalar CPU (Chap. 8), already reorder instructions to improve performance; thus, it may be possible to introduce some randomness to this task. Random ordering of the inputs, however, may not work for memory read operations. In such cases, and for those where reordering due to data dependencies does
not work, dummy inputs should be used. For instance, to alter the order of memory accesses, extra load instructions with pseudo-randomly generated memory locations can be inserted within a large sequence of load and store instructions [25].

## Power Reset

A security policy for preventing a time bomb attack is to stop the counter from reaching the trigger value. A policy mechanism to do this is to frequently reset power to the untrusted module. How often an untrusted module must have its power reset would be determined based on how many clock cycles the module was tested. Because it is not known which type of backdoor may exist in an untrusted module, data obfuscation, input sequence reordering, and power reset all must be implemented to prevent an attack.

## Duplication

An alternative but potentially costly solution is to use duplication in scenarios where attack prevention techniques may not work. Figure 11.6 illustrates an example of using a module duplication technique, where each copy of module $X$ is designed by two teams, $A$ and $B$. The outputs from the two copies are compared. As long as the outputs are the same, the copies are considered free from attacks. However, this requires that the modules be designed following the exact same specification; any small variation in the design could result in a false-positive backdoor attack.


Figure 11.6 Module duplication to detect hardware backdoor attacks [12].

## Automatic HDL Code Analysis

Another technique to potentially detect a backdoor is to automatically analyze the HDL (e.g., Verilog) codes and tag the modules for possible backdoors. The tagged modules are then watched for malicious activities during run time [27].

Table 11.5 presents the summary of hardware backdoor attacks and a list of potential security policies and mechanisms to prevent attacks.

| Triggering Type | Module Type | Security Policy | Security Mechanism |
| :---: | :---: | :---: | :---: |
| Single Input | Noncomputational | Data obfuscation | Use simple encryption techniques. For example, use a randomly generated number and a bitwise XOR to obfuscate the input to the untrusted module. |
|  | Computational | Homomorphic computation | Use homomorphic functions. |
| Input sequence | Noncomputational | Alter the sequence | Reorder or insert dummy events. |
|  | Computational |  |  |
| Timer | Noncomputational | Prevent timer to reach the target value | Periodically reset power to the untrusted module. |

TABLE 11.5 Summary of Security Policies and Mechanisms for Hardware Backdoors

### 11.3 Software/Physical Attacks

Spoofing, splicing, replay, and man-in-the-middle are four types of software and physical attack mechanisms. They can be used to physically monitor the behavior of, alter the functions of, or reverse engineer a computing device. Physical attacks are often called hardware
attacks, but this should not be confused with hardware backdoor attacks discussed earlier.

These types of attack techniques, however, are detectable if appropriate confidentiality and integrity security policy mechanisms using cryptography are implemented.

### 11.3.1 Spoofing

A spoofing attack, as was discussed earlier, is caused by illegally inserting information (program code or data) into the system, as illustrated in Fig. 11.7. A virus can insert invalid data on the hard disk or memory. An attacker who gets physical hold of a computing device could use specialized tools to conduct a physical spoofing attack. For example, the attacker can intercept a memory transaction and spoof his or her data in place of the data in memory. Spoofing violates data integrity.
$\ldots$ before spoofing attack

after spoofing attack


FIgure 11.7 Illustrating a spoofing attack [28]: a different value is inserted in a target location.

### 11.3.2 Splicing

A splicing attack is caused by illegally transposing information (instruction or data) with another one already in the system, as illustrated
in Fig. 11.8. Malicious software that copies instructions from one memory section to another is an example of a splicing attack and so is a physical attack that intercepts a memory transaction and supplies the processor with previously accessed but different data from memory.

| ... before splicing attack | ... after splicing attack |
| :---: | :---: |
| Data @ 0 | Data @ 0 |
| Data @ 1 | Data @ 1 |
| Data @ 2 | Data @ 2 |
| Data @ 3 | Data @ 3 |
| Data @ 4 | Data @ 4 |
| Data @ 5 | Data @ 1 |
| Data @ 6 | Data @ 6 |

Figure 11.8 Illustrating a splicing attack [28]: data in location 5 is replaced with the data in location 1.

A splicing attack can occur unnoticed even if data is kept confidential; the attacker simply replaces one set of confidential data with another set. Splicing attacks also violate data integrity, but one must integrate data location information (e.g., memory address, register number, etc.) in the integrity security mechanism to detect such attacks. An attacker that changes an instruction physical page number $A$ with $B$ in a page table is an example of a splicing attack [29]. In this case, the attacker can force the OS or an application process to instead start executing instructions from physical page $B$.

### 11.3.3 Replay

A replay attack is caused by illegally replacing data with an earlier version in the system, as illustrated in Fig. 11.9. A replay attack is similar to a splicing attack, except that the replaced data is not relocated from
another region in the system. For example, an attacker saves a specific data item at a memory location and uses it later when the same location is read again. Likewise, at the hardware level, an attacker can intercept a memory transaction for address $X$ in order to save a copy of the memory content for later use [30]. The attacker then waits for a write-to-memory transaction for address $X$ to complete. The next time that a read transaction for address $X$ is detected, the attacker supplies the previously saved, but now old, content to the processor.
... before replay attack at time 11

| Data (@ $; \mathbf{t} 1$ ) |
| :--- |
| Data (@ 1; t1) |
| Data (@ 2; t1) |
| Data (@ 3; t1) |
| Data (@ 4; t1) |
| Data (@ $\mathbf{5} ; \mathbf{t} 1$ ) |
| Data (@ 6; t1) |

... after replay attack at time t2

| Data (@ $;$ t2) |
| :--- |
| Data (@ $;$ t2) |
| Data (@ 2; t2) |
| Data (@ 3; t2) |
| Data (@ 4; t2) |
| Data (@ 5; t1) |
| Data (@ $; \mathbf{t 2})$ |

Figure 11.9 Illustrating a replay attack [28]: data in location 5 at time t2 is replaced with data in location 5 at time t 1 .

A replay attack may not need to happen in such a direct way. An attacker may enable both new and old data to remain in the system. For example, a replay attack may map a single virtual address to two different physical addresses and cause new data to be stored in one physical location but access older data from the second physical location.

A replay attack also violates data integrity, but in a different wayeverything about the replaced data appears valid except that it is not current. For example, a replay attack can cause an older and lower reading of electricity usage to be communicated from a smart meter to the utility company. Replay attacks are much harder to detect; neither
keeping information confidential nor implementing simple integrity mechanisms can help to detect them. A more complex security mechanism that integrates timing information (e.g., bus transaction number, communication session identifier, etc.) is necessary to detect replay attacks.

### 11.3.4 Man-in-the-Middle

A man-in-the-middle attack can happen in scenarios when two subjects (people, software, firmware) are communicating without using adequate confidentiality and integrity mechanisms. A malicious subject may intercept messages being exchanged between two legitimate subjects and then either copy the message (i.e., eavesdrop) or substitute a different message in place of the original message, as illustrated in Fig. 11.10. The $A$ and $B$ entities are unaware of entity $C$. Both $A$ and $B$ think they are communicating with each other.


Figure 11.10 Illustrating a man-in-the-middle attack. The A and B entities are unaware of entity $C$.

### 11.4 Trusted Computing Base

A TCB encompasses secure design, development, installation, and functioning of hardware and firmware and possibly software modules responsible for maintaining security in a system. The hardware modules must be protected from backdoor attacks so they continue to operate correctly. We call this a trusted hardware module (THM). Firmware must also be securely designed, developed, and installed. We call this trusted
firmware module (TFM), which would be embedded in THM, a tamperproof IC. Also, in some secure system application areas, one or more security-related software modules must also securely execute. In this case, the software modules must securely be designed, developed, and installed. Such a software module is called a trusted software module (TSM).

A THM-TFM would be organized as a secure coprocessor (SCP), for example, a cryptoprocessor that operates as an embedded system responsible for providing cryptography services to the OS as well as application software. The SCP would be responsible for generating secure cryptography keys (see Sec. 11.5) for protecting the confidentiality and integrity of files and data stored locally or remotely on a server and keys required for secure communication. The TFM, being embedded in the THM, is protected from software spoofing, splicing, and replay attacks, but not from physical attacks. The trusted platform module (TPM) as an example SCP is discussed in Sec. 11.10.

A THM-TFM-TSM, on the other hand, would be organized as a general-purpose secure processor (SP) for maximum applicability. An SP may support multiple secure execution environments, each implemented as a secure execution mode (SXM) to run an arbitrary TSM. Depending on the application area, an arbitrary TSM may require confidentiality or integrity or both of its instructions, as well as confidentiality or integrity or both of its data. An SP-based system can support all security-related application areas, including those supported by an SCP. An example of security application areas that would require an SP is the implementation of mandatory access controls (Sec. 11.1.4) when a commodity OS frequently is compromised or when a portable device must be protected from physical attacks [31-33]. Furthermore, handheld devices, such as a smart phone, may require a power-efficient SP. Consider, for example, the digital rights management [34] policies that would permit an encrypted media file to be decrypted only by a target handheld device.

Because a TSM may be subject to software attacks, an SXM must implement the necessary security policy mechanisms to protect a TSM from spoofing, splicing, and replay attacks, as well as physical attacks if the system is a portable device. SXMs are discussed in Sec. 11.11, and the architecture of an SP for maximum protection is presented in Sec. 11.12.

Other examples of security application areas that require a TCB include software piracy prevention, cloud computing, and certified execution. For instance, consider the Search for Extraterrestrial Intelligence (SETI) project [35] and a general-purpose distributed computing project at www.distributed.net [36] that utilize at-home computing power from thousands of volunteer users to conduct research in many areas important to public and academia. A user can download a free program that analyzes research data, for example, from the radio telescope for SETI. However, without certified execution, it is not possible to verify the correctness of the results.

### 11.5 Cryptography

Confidentiality is enforced by applying an encryption algorithm, also called a cipher, to scramble and conceal the information in a plaintext document, e-mail message, authentication data, memory content, etc. The output of a cipher is called a ciphertext. Likewise, a decryption algorithm, also called a cipher, unscrambles a ciphertext and generates the original plaintext, as illustrated in Fig. 11.11.


Figure 11.11 Illustration of encryption/decryption cryptography.
A cipher is called secure if its generated ciphertext does not contain any information that could be used to obtain the original plaintext input. A symmetric-key cipher uses a single cryptography key for both encryption and decryption. An asymmetric-key cipher, on the other hand, uses one key for encryption and a different key for decryption. In
practice, only cryptography keys need to be secret; ciphers (the algorithms), however, can be known [37].

A cipher is called a stream cipher if it encrypts or decrypts its input one bit at a time. Otherwise, a cipher is called a block cipher, where it encrypts/decrypts its input one block (multiple bits) at a time. For inputs that are longer than one block, there are multiple ways, called modes of operation, in which a cipher is repeated to encrypt/decrypt the remaining input blocks. Examples of symmetric-key and asymmetric-key ciphers are discussed next.

### 11.5.1 Symmetric-Key Ciphers

Figure 11.12 illustrates an 8-bit linear feedback shift register (LFSR) as an example of a simple symmetric-key cipher, called a stream cipher. The cipher is designed using a parallel-load/right-shift register with four tap bits: $4,5,6$, and 8 . The tap bits are numbered starting with 1 and refer to the register bits from right to left. The four tap bits are XORed to generate the next left-input (LI) bit as the register is shifted right.


Figure 11.12 Illustration of an 8-bit LFSR cipher with tap bits 4, 5, 6, and 8.

The register is initialized with a secret key, and as the register shifts right, the bits that are shifted out create a key-stream one bit at a time. For example, after 16 shifts, the LFSR generates a 16-bit key-stream; after 32 shifts, it generates a 32-bit key-stream; etc. The period of a keystream, which is determined by the selected tap bits, is the number of shifts before the key-stream repeats. A key-stream is bitwise XORed with an equal-size plaintext stream to generate an equal-size ciphertext stream one bit at a time. Likewise, the key-stream is bitwise XORed with a ciphertext stream to generate its corresponding original plaintext stream one bit at a time.

The initial secret key is carefully selected so that the register content does not become zero as it shifts right. In the figure, the LFSR cipher is initialized with an 8 -bit secret key $=8$ 'hEB (hex in Verilog) and requires 16 clock cycles to encrypt the 16 -bit plaintext $=16$ 'hAFEO to its corresponding 16 -bit ciphertext $=16$ 'h44CF. Likewise, the register is initialized with the same secret key = 8'hEB before the 16-bit ciphertext = 16 'h44CF is decrypted, in 16 clock cycles, to generate the original 16-bit plaintext $=16$ 'hAFE0.

## A5/1

A5/1 is a practical stream cipher and uses three 19-, 22-, and 23-bit LFSRs, as illustrated in Fig. 11.13. The three LFSRs are labeled X, Y, and Z, respectively. The symbol $\oplus$ indicates bitwise XOR. The LFSRs are not shifted during every clock cycle; instead, register bits $x_{8}, y_{10}$, and $z_{10}$ are used as inputs to a majority circuit that outputs $m=1$ if two or more of the inputs are 1 , or $m=0$ if two or more of the inputs are 0 . For example, if $x_{8}=0, y_{10}=0$, and $z_{10}=1$, then $m=0$, and if $x_{8}=1, y_{10}=1$, and $z_{10}=0$, then $m=1$.


Figure 11.13 The A5/1 stream cipher.
The $x_{8}, y_{10}$, and $z_{10}$ bits are individually compared (XNORed) with $m$ to either enable or disable each register during the next clock cycle. For example, if $\overline{x_{8} \oplus m}=1$, then register X is enabled; otherwise, X is disabled during the next clock cycle. This introduces additional randomness to the key-stream. The bits $x_{18}, y_{21}$, and $z_{22}$ are used to generate the keystream. The initial secret key is $64(19+22+23)$ bits long.

## Block Ciphers

Data Encryption Standard (DES) is one of the oldest block ciphers. It operates on 64 -bit blocks and uses a 56-bit key. Advanced Encryption Standard (AES), the most common today, is recommended by the National Institute of Standards and Technology (NIST) [38].

## Advanced Encryption Standard (AES)

The 128-bit AES cipher (the standard) requires a 128-, 192-, or 256 -bit key to encrypt/decrypt blocks of 128-bits. If the number of bits in a plaintext input is not divisible by 128, the plaintext is padded with extra bits. AES organizes each input block into columns and rows. An
encryption step requires 10, 12, or 14 rounds of operations, depending on the length of the key. Each round involves certain byte substitutions using a lookup table, row shifting, column mixing, and bitwise XOR operation to generate the input for the next round. The output of the last round is a 128-bit ciphertext. Depending on the mode of operations (discussed next), decryption operations may be performed in the reverse order or in the same order as encryption.

### 11.5.2 Modes of Operation

Figure 11.14 illustrates the application of the AES cipher in cipher block chaining (CBC) mode. Each encryption step starts with a bitwise XOR of the current 128-bit plaintext block and the preceding 128-bit ciphertext block; thus, the word "chaining" in the name. The first plaintext block, however, is XORed with a 128-bit randomly generated, but not necessarily secret, initialization vector (IV).


FIgURE 11.14 Illustrating the AES cipher in CBC mode: (a) encryption; (b) decryption.

While the blocks of a plaintext are encrypted recursively in CBC mode, as illustrated in Fig. 11.14(a) and also outlined in Table 11.6, the blocks of a ciphertext can be decrypted in random order and even in parallel. In the table, the letter E stands for encryption; D for decryption; $K$ for secret
key; $P_{0}, P_{1}$, etc., for plaintext blocks 0 , 1 , etc.; and $C_{0}, C_{1}$, etc., for ciphertext blocks 0,1 , etc.

## Cipher Block Chaining (CBC)

| $\underline{\text { Encryption }}$ | $\underline{\text { Decryption }}$ |
| :---: | :---: |
| $C_{0}=\mathrm{E}\left(I V \oplus P_{0^{\prime}}, K\right)$ | $P_{0}=I V \oplus \mathrm{D}\left(C_{0}, K\right)$ |
| $C_{1}=\mathrm{E}\left(C_{0} \oplus \mathrm{P}_{1}, K\right)$ | $P_{1}=C_{0} \oplus \mathrm{D}\left(C_{1}, K\right)$ |
| $C_{2}=\mathrm{E}\left(C_{1} \oplus \mathrm{P}_{2}, K\right)$ | $P_{2}=C_{1} \oplus \mathrm{D}\left(C_{2^{\prime}}, K\right)$ |
| $\ldots$ | $\ldots$ |
| C: 128-bit ciphertext block; P: 128-bit plaintext block; E: encryption cipher |  |
| (e.g., AES); IV: initialization vector; K: a secret key; D: decryption cipher. |  |

TABLE 11.6 Encryption/Decryption in CBC Mode
Another common mode of operation is the counter mode (CTR), as outlined in Table 11.7. It uses a sequence of IVs for concurrent processing. The function $\mathrm{E}(I V, K)$ indicates the encryption of an $I V$ with $K$, which is then XORed with the first plaintext block $P_{0}$ to generate the first ciphertext block $C_{0}$. The IV is then incremented and is used to encrypt the next plaintext block $\left(P_{1}\right)$ independent of $C_{0}$. This process continues until all the plaintext blocks are encrypted.

| Counter Mode (CTR) |  |
| :---: | :---: |
| Encryption | Decryption |
| $C_{0}=P_{0} \oplus \mathrm{E}(I V, K)$ | $P_{0}=C_{0} \oplus \mathrm{E}(I V, K)$ |
| $C_{1}=P_{1} \oplus \mathrm{E}(I V+1, K)$ | $P_{1}=C_{1} \oplus \mathrm{E}(I V+1, K)$ |
| $C_{2}=P_{2} \oplus \mathrm{E}(I V+2, K)$ | $P_{2}=C_{2} \oplus \mathrm{E}(I V+2, K)$ |
| $\ldots$ | $\ldots$ |

TABLE 11.7 Encryption/Decryption in CTR Mode
The CTR mode has the advantage of using a single cipher for both encryption and decryption. Note that, in the table, no decryption (D)
cipher is used. In addition, blocks can be encrypted or decrypted concurrently. For example, a 16-block plaintext can be partitioned into two groups of eight blocks, such as, blocks $P_{0}$ to $P_{7}$ in one group and blocks $P_{8}$ to $P_{15}$ in another group. The blocks of each group can then be processed concurrently, for example, using two threads. One thread operates on blocks $P_{0}$ to $P_{7}$ and uses $I V$ to $I V+7$, and a second thread operates on blocks $P_{8}$ to $P_{15}$ and uses $I V+8$ to $I V+15$.

Many processors, including those of Intel and AMD, have implemented the AES instruction set, where CBC, CTR, and other modes can be implemented in software [39].

### 11.5.3 Asymmetric-Key Ciphers

An asymmetric-key cipher, as stated earlier, requires two keys, one for encryption and another one for decryption. The primary application of asymmetric-key cryptography, as illustrated in Example 11.1, is for communication. In the example, Alice and Bob represent two subjects as people, programs, or hardware.

Example 11.1. Suppose Alice would like to send a secret message to Bob. Alice and Bob each have a nonsecret public key and a secret private key. Also, suppose, no one else will send a secret message to Bob and pretend to be Alice or alter Alice's message in any way.
Solution: Because Alice is only concerned with keeping the message confidential, Alice and Bob can use the following two steps:

1. Alice uses Bob's public key to encrypt her private message to Bob.
2. Upon receiving the message, Bob uses his private key to decrypt the message.

Since no one else knows Bob's private key, only Bob can decrypt Alice's encrypted message.

## RSA

RSA, which stands for Ron Rivest, Adi Shamir and Leonard Adleman, the names of the three people who developed it, is an asymmetric-key cipher that requires one key for encryption and a different key for decryption. Each plaintext or ciphertext is viewed as an integer number. For example, using the ASCII coding scheme, the string message "HELLO" consists of five 8 -bit ASCII codes; that is, 2 'h48 or 72 for
character H, 2'h45 or 69 for E, 2'h4C or 76 for L, 2'h4C or 76 for the second L , and 2 'h4F or 79 for O .

The string may be partitioned and viewed as five separate ASCII codes with decimal numbers $72,69,76,76$, and 79 , or viewed as single large 40-bit number: 40'h48454C4C4F (hex in Verilog). Other partitions of the string into integer numbers are also possible. For example, the string may be partitioned into three 16-bit numbers: 16'h4845 = 18501, 16 'h4C4C $=19532$, and 16 'h4F00 $=20224$. The last partition is padded with an 8-bit 0 to make it a 16-bit number.

For simplicity, it is assumed that the string "HELLO" is partitioned into five plaintext integer numbers as $P_{0}=72, P_{1}=69, P_{2}=76, P_{3}=76$, and $P_{4}=79$. The string can then be encrypted, one number at a time, using, for example, CBC or CTR mode of operation discussed earlier. However, asymmetric ciphers, as discussed next, are not designed to encrypt large inputs.

The RSA requires two relatively prime numbers as keys: a public key (e) used for encryption, and a private key (d) used for decryption. Equation (11.3) defines the relationships between an $n$-bit plaintext $P$ and its $n$-bit ciphertext $C$.

$$
\begin{align*}
& C=P^{e} \bmod n  \tag{11.3}\\
& P=C^{d} \bmod n
\end{align*}
$$

Assuming that the public key $e=5$ and $n=91$, Eq. (11.4) illustrates the encryption of a plaintext $P=72$ to its ciphertext $C=11$, which is the remainder of $72^{5}$ divided by 91. (Note that for 8 -bit plaintext ASCII codes, $n$ has to be 256).

$$
\begin{align*}
& C=P^{5} \bmod 91  \tag{11.4}\\
& C=72^{5} \bmod 91 \\
& C=1,934,917,632 \bmod 91 \\
& C=11
\end{align*}
$$

Equation (11.5) illustrates the calculations required to decrypt $C=11$ and obtain its corresponding original plaintext number $P=72$ using private key $d=29$ and $n=91$. Note that the integer quantity $11^{29}$ is too big to compute using a calculator or even some computers. It must be divided into smaller forms until each form is small and computable.

$$
\begin{aligned}
& P=C^{29} \bmod 91 \\
& P=11^{29} \bmod 91 ; \text { write } 11^{29} \text { as } 11^{24} * 11^{5} \\
& P=\left(11^{24} \bmod 91\right)\left(11^{5} \bmod 91\right) \bmod 91 ; \text { write } 11^{24} \text { as } 11^{6 * 4} \\
& P=\left(11^{64} \bmod 91\right)\left(11^{5} \bmod 91\right) \bmod 91 \\
& P=\left(\left(11^{6} \bmod 91\right)^{4} \bmod 91\right)\left(11^{5} \bmod 91\right) \bmod 91 \\
& P=\left(64^{4} \bmod 91\right)\left(11^{5} \bmod 91\right) \bmod 91 \\
& P=(1)(72) \bmod 91 \\
& P=72
\end{aligned}
$$

A very large integer quantity $X^{y}$ may be written as $X^{a+b}, X^{a^{*} b}$, or $X^{a^{*} b+c}$. Equation (11.6) illustrates $X^{a^{*} b+c} \bmod n$ divided into smaller forms.

$$
\begin{align*}
& \begin{array}{l}
\mathrm{X}^{\mathrm{a} * \mathrm{~b}+\mathrm{c}} \bmod n= \\
=\left(\mathrm{X}^{\mathrm{a} * \mathrm{~b}} \bmod n\right)\left(\mathrm{X}^{\mathrm{c}} \bmod n\right) \bmod n \\
\\
\left.=\left(\mathrm{X}^{\mathrm{a}} \bmod n\right)^{\mathrm{b}} \bmod n\right)\left(\mathrm{X}^{\mathrm{c}} \bmod n\right) \bmod n \\
=\left(\mathrm{W}^{\mathrm{b}} \bmod n\right)(\mathrm{Y}) \bmod n ; \text { suppose } \mathrm{W}=\mathrm{X}^{\mathrm{a}} \bmod n, \text { and } \mathrm{Y}=\mathrm{X}^{\mathrm{c}} \bmod n \\
=(\mathrm{Z} * \mathrm{Y}) \bmod n ; \text { suppose } \mathrm{Z}=\mathrm{W}^{\mathrm{b}} \bmod n
\end{array} \tag{11.6}
\end{align*}
$$

If, for example, quantity $W^{b}$ is still too big a number in Eq. (11.6), the quantity is again successively divided into smaller forms until all such
quantities are small numbers and the result of each mod function can be computed.

The following is an algorithm to determine an RSA encryption key e and decryption key $d$ [40, 41]. Public keys are securely stored in a trusted center, such as the public key infrastructure (PKI).

1. Select two prime numbers $p$ and $q$; for example, $p=7$ and $q=13$.
2. Determine $n=p^{*} q$; that is, $n=7 * 13=91$.
3. Determine $m=(p-1)(q-1)$; that is, $m=(7-1)(13-1)=6$ * $12=$ 72.
4. Find a prime number $e$ such that $e$ is relatively prime to $m$ and $e<$ $m$; that is, $\operatorname{gcd}(e, m)=1$ and $e<m$, where "gcd" stands for greater common divisor; for example, select $e=5$.
5. Find an integer $d=\frac{1+k * m}{e}$, where $k$ is an integer number and $d<m$; for example, for $k=2, d=\frac{1+2 * 72}{5}=29$. If there is no such integer $k$, select a different value for $e$ in step 4 and repeat step 5 . If there are no such $e$ and $d$ values, select two different prime numbers in step 1 and repeat.
6. Use the values of $e$ and $n$ as public (known) and $d$ as private (unknown) information; that is, use $e$ as a public key and $d$ as a private key.

It is also possible to reverse the order and first select a value for $d$ and then determine a value for $e$ according to the requirements of steps 4 and 5.

The RSA cipher requires more computations when $P, C, e$, and $d$ are very large numbers. For instance, a 128 -character message may be interpreted as a 1024 -bit integer ( 128 * 8) message, one of $2566^{128}$ possible combinations made with 128 ASCII characters. This implies that $P$ and $C$ can be a very large number $<2^{1024}$. The encryption of a 1024-bit $P$ would result in a 1024-bit ciphertext $C$, also containing 128 ASCII characters. Because typical processors do not have, for example, a 1024-bit arithmetic unit required for 1024-bit RSA cipher, large arithmetic functions must be either implemented in software or as a coprocessor in hardware [42].

The bigger the values of ciphertext $C$ and the decryption key (d) are, the harder it is, requiring many days, months, or even years of computations, to break the RSA cipher. One possible technique is to use a brute-force approach and examine every possible decryption key value until the right key is identified and the resultant $P$ makes sense. However, given a 2048-bit $C$, it could take a prohibitively long time to determine the corresponding 2048-bit $P$. A timing attack has been used to reduce the list of possible decryption key values based on the amount of time required to perform decryption, much like a thief guessing the numbers required to unlock a combinational lock based on how long it takes a person to turn the dial to unlock the lock.

Example 11.2. Suppose Alice would like to send a secret message to Bob, and she also wants to make sure no one else is able to send a secret message to Bob and pretend to be her.

## Solution:

1. Alice uses her private key and encrypts her secret message. Since no one else knows Alice's private key, the encrypted message, in a way, has her signature.
2. Alice then uses Bob's public key and encrypts her already encrypted message; thus, only Bob can access the message and not anyone else who knows Alice's public key.
3. After receiving the message, Bob first uses his private key and decrypts the message.
4. Bob then uses Alice's public key and decrypts the secret message Alice sent.

These four steps require four applications of the RSA cipher: two for encryption by Alice and two for decryption by Bob. This is a disadvantage, considering the significant processing time of the RSA cipher. However, Alice and Bob could use the steps in Example 11.2 to share a symmetric key and use it instead to exchange large messages. Symmetric ciphers are faster and require fewer key bits to achieve the same level of security as compared to asymmetric ciphers; for example, 3072-bit RSA is comparable to 128 -bit AES [43].

Example 11.3. Suppose Alice and Bob would like to exchange many secret messages. Therefore, they decide to be efficient and use a symmetric-key cipher instead of an asymmetric-key cipher, such as the RSA.

## Solution:

1. Alice and Bob use the four steps outlined in Example 11.2 for Alice to send a message containing, for example, a 128-bit symmetric key to Bob.
2. Both Alice and Bob now know a common secret key that they can use to exchange secret messages using a symmetric-key cipher such as AES.

With both Examples 1.2 and 1.3, there is a chance for a man-in-themiddle attack. For instance, suppose Mary is able to access Alice's hard disk or performs a timing attack and discovers Alice's private key. Mary then is able to intercept and access Alice's secret symmetric key in Example 11.3. Once Mary knows the symmetric key, she can monitor secret messages exchanged between Alice and Bob. Therefore, additional security policy mechanisms are needed to detect man-in-themiddle attacks.

Example 11.4. Suppose Alice wants to send Bob a symmetric key and she wants to make sure there is no chance for any man-in-the-middle attacks. Also, assume the communication medium is secure and any data transmission errors (if any) can be resolved.
Solution: Both Alice and Bob need to include randomly generated numbers unknown to an adversary in their messages to make sure they are communicating with each other and not with a middle man [44]. In the following "ptxt" stands for plaintext, "ctxt" for ciphertext, "pr" for private key, and "pu" for a public key.

1. Alice uses Bob's public key ( $B_{\mathrm{pu}}$ ) and encrypts a random number ( $r 1$ ) plus her name or an ID number ( $I D_{\text {Alice }}$ ); $r 1$ is generated by a trusted software. Alice sends the encrypted message to Bob and waits for a response.
2. Bob's receives the message and uses his private key $\left(B_{\mathrm{pr}}\right)$ to decrypt the message and discover $r 1$ (labeled $\Pi_{\text {Bob-rcvd }}$ ).
3. Bob uses Alice's public key $\left(A_{\text {pu }}\right)$ to encrypt and send both $\Pi_{\text {Bob-rcvd }}$ and another random number ( $r 2$ ) that his trusted software generated to Alice. Bob then waits for a response from Alice.
4. Alice receives the message and uses her private key $\left(A_{p r}\right)$ to decrypt the message and discover both $r 1$ ( $r 1$ Alice-rcvd) and $r 2$ $\left(r 2_{\text {Alice-rcvd }}\right)$. Alice compares $r_{\text {Alice-rcvd }}$ with $r 1$. If the two values are
the same, Alice knows the message came from Bob and not from someone else.
5. Alice then uses Bob's public key ( $B_{\text {pu }}$ ) and encrypts and sends $r 2_{\text {Alice-rcvd }}$ back to Bob.
6. Alice also generates a plaintext symmetric key ( $K_{\text {sym-ptxt }}$ ) and encrypts the key as $K_{\text {sym-ctxt } 1}$ using her private key $\left(A_{\text {pr }}\right)$. She then uses Bob's public key ( $B_{\mathrm{pu}}$ ) and encrypts $K_{\text {sym-ctxt1 }}$ to generate $K_{\text {sym- }}$ ctxt2 that she sends to Bob.
7. Bob uses his private key ( $B_{\mathrm{pr}}$ ) and discovers the $r 2$ he had sent to Alice ( $r 2_{\text {Bob-rcvd }}$ ). Bob compares $r 2_{\text {Bob-rcvd }}$ and $r 2$. If the two values match, Bob knows he is communicating with Alice.
8. Bob then first uses his private key to discover $K_{\text {sym-ctxt } 1}$ from $K_{\text {sym- }}$ ctxt2, and then he uses Alice's public key to discover Alice's $K_{\text {sym-ptxt }}$ from the $K_{\text {sym-ctxt1. }}$
9. Bob sends an acknowledgement message encrypted with $K_{\text {sym-ptxt }}$ to Alice.

These steps are summarized here using $E$ for encryption, $D$ for decryption, and symbols $\}$ for concatenation:

```
Alice sends: \(E\left(B_{\text {pu }},\left\{r 1, \operatorname{ID}_{\text {Alice }}\right\}\right)\); \(r 1\) is a random number
Bob receives: \(\quad\left\{r 1, \mathrm{ID}_{\text {Alice }}\right\}_{\text {Bob-revd }}=\mathrm{D}\left(\mathrm{B}_{\mathrm{pr}}, \mathrm{E}\left(\mathrm{B}_{\mathrm{pu}},\left\{\mathrm{r} 1, \mathrm{ID}_{\text {Alice }}\right\}\right)\right.\);
Bob sends: \(\quad E\left(A_{\text {pu }},\left\{r 1_{\text {Bob-rcva }}, r 2\right\}\right)\);
Alice receives: \(\{r 1, r 2\}_{\text {Alice-rcvd }}=D\left(A_{\mathrm{pr}}, \mathrm{E}\left(\mathrm{A}_{\mathrm{pu}},\left\{r 1_{\mathrm{Bob}-\mathrm{revd}}, r 2\right\}\right)\right.\);
Alice checks: If \(r 1_{\text {Alice-rovd }}=r 1\) then continue; else stop,
    insecure communication.
Alice sends: \(\quad E\left(B_{\text {pu }}, r 2_{\text {Alice-rcvd }}\right)\);
Alice sends: \(E\left(B_{p u}, E\left(A_{p r}, K_{s y m}\right)\right)\)
Bob receives: \(\quad r 2_{\text {Bob-rcvd }}=D\left(B_{p r}, E\left(B_{p u}, r 2_{\text {Alice-rcva }}\right)\right.\)
Bob checks: If \(r 2_{\text {Bob-rcvd }}=r 2\) then continue; else insecure
    communication.
Bob receives: \(K_{\text {sym }}=D\left(A_{p u}, D\left(B_{p r}, E\left(B_{p u}, E\left(A_{p r}, K_{\text {sym }}\right)\right)\right)\right.\);
Bob sends: \(\quad \mathrm{E}\left(\mathrm{K}_{\text {sym }}\right.\), message \(\left._{\text {ack }}\right)\);
```


## Elliptic Curve Cryptography (ECC)

There are other asymmetric-key ciphers. The elliptic curve cryptography (ECC) requires smaller public/private key sizes to provide the same level of security as compared to RSA. For example, 2048-bit RSA provides the same level of security as 224-bit ECC, and 3072-bit RSA is comparable to 256-bit ECC [42, 43]. Furthermore, because both RSA and ECC ciphers require about the same amount of processing time with equal key sizes, ECC is more cost effective in terms of both required key storage space and processing time. This makes ECC advantageous when compared to RSA, especially in handheld devices where less power consumption is desirable. Mathematically, however, ECC is more complex. Its description is deferred to textbooks on cryptography.

### 11.6 Hashing

Hashing is like a fingerprint used for message authentication. A hash function converts the entire message into a unique hash value, also called a hash code, or simply just a hash, which is a number in the order of only a few bytes. A message is validated by verifying a received hash value with the one computed from the received message, as illustrated in Fig. 11.15. If the two hash values match, the message is considered valid; otherwise, the message, the hash, or both have been modified. Furthermore, a hash function is always one-way; it is impossible to retrieve the original message from a hash value of only a few bytes. A hashing function is called standard if no secret key is used to generate a hash.


Figure 11.15 Message authentication using hashing.
A hash simplifies message authentication, which otherwise could be a very difficult task, especially if a message is, for example, a picture or binary file. Figure 11.16 illustrates a simple standard hash function using 8 -bit bitwise XOR logic. In the figure, the ASCII string "HELLO" generates a hash $=8$ 'h8E. It would be impossible to determine the original message "HELLO" from its hash value 8'h8E. A standard hash is also known as a checksum, which is typically used to detect data transmission errors.


Figure 11.16 A simple standard hash function using 8-bit bitwise XOR; it generates a 1-byte hash for the string message "HELLO."

Example 11.5. Suppose Alice wishes to share an important personal message with her friends so she decides to digitally sign the message before sending it.

Solution: In the following, "H" indicates a hashing function, " M " a message, and " HV " a hash value:

## Alice computes:

Alice signs:
Alice sends:

Friends receive:
Friends extract signature:
Friends check:

$$
\begin{aligned}
& H V=H(M) \\
& E\left(A_{p r}, H V\right) \\
& \left\{M, E\left(A_{p r}, H V\right)\right\} ; \text { note } M \text { is not } \\
& \text { encrypted, anybody can read it } \\
& \left\{M, E\left(A_{p r}, H V\right)\right\}_{\text {rcvd }} \\
& H V_{\text {rcvd }}=D\left(A_{p u}, E\left(A_{p r}, H V\right)_{\text {rcva }}\right) ; \\
& I f\left(M_{\text {rcvd }}\right)=H V_{\text {rcvd }} \text { then accept } \\
& M_{\text {revd }} ; \text { else reject } M_{\text {revd }}
\end{aligned}
$$

Software companies can also use the technique illustrated in Example 11.5 to securely distribute nonconfidential software products.

A hash function must be collision resistant, never producing the same hash value for two different messages. For example, the simple hash function illustrated in Fig. 11.16 is not a collision-resistant hash function. The hash of string "WORLD" with the same $I V=8$ 'hCC, as illustrated in Fig. 11.17, is the same as the hash of string "HELLO."


FIgURe 11.17 An example illustrating a noncollision-resistant hash function; two messages-"WORLD" and "HELLO"-generate the same hash value.

The Secure Hash Algorithm (SHA) that was developed by the NIST [38] now includes four hashing algorithms: the original SHA-1, SHA-256, SHA-384, and SHA-512. SHA-1 generates the following two hash values for the two strings "HELLO" and "WORLD" [45]. The two hash values are very different. However, SHA-1 has since shown to be not collision resistant [40].

## Message: "HELLO" <br> SHA-1 hashvalue:c65f99f8c5376adadddc46d5cbcf5762f9e55eb7 <br> Message: "WORLD" <br> SHA-1hashvalue:1a5db926797b9ae16ad56ec2c143e51a5172a862

Each SHA algorithm successively processes a 512-bit (SHA-1 and SHA-256) or 1024-bit (SHA-384 and SHA-512) message block and generates a final 160-, 256-, 384-, or 512-bit hash value, respectively. A message must be padded (if necessary) with extra bits and then
concatenated with the size of the message before hashing. The padding and concatenation create an input message that is an integer multiple of block size in length. For example, Fig. 11.18 illustrates the format for the input message used with SHA-512. The message is first padded (as needed) with a 1 followed with zero or more 0's, and then it is concatenated with the size of the message ( $N$ ) represented as a 128-bit unsigned number. The result becomes an $M$ * 1024-bit message, with $M$ being an integer number. Table 11.8 presents a list of properties for each of the SHA algorithms.

| Properties | SHA-1 | SHA-256 | SHA-384 | SHA-512 |
| :--- | :---: | :---: | :---: | :---: |
| Size of hash value (bits) | 160 | 256 | 384 | 512 |
| Block size | 512 | 512 | 1024 | 1024 |
| Message size (plaintext <br> or ciphertext) | $<2^{64}$ | $<2^{64}$ | $<2^{128}$ | $<2^{128}$ |
| Number of steps | 80 | 64 | 80 | 80 |

TABLE 11.8 Properties of Secure Hash Algorithms


Figure 11.18 The message format used with the SHA-512 hash algorithm.

An SHA, like the simple hash function illustrated in Fig. 11.16, starts with a $k$-bit known IV, where $k$ is typically less than the block size $n(k<$ $n$ ), and performs several compression rounds to generate a hash value for the first block, which is then used as the IV to hash the next block. This process continues until the final hash, also called a message digest, is generated. Any change made to the message will result in a different hash value that will not match the one transmitted with the
original message. The SHA algorithms could be used either with plaintext or ciphertext input.

### 11.7 Cryptography Hash

A standard hash cannot be protected. It is still possible for an adversary to alter both the message and its hash without detection. Cryptography hash algorithms, on the other hand, require a secret key to generate a hash value. In this case, the hash is called a keyed hash. Two examples of keyed hash algorithms are discussed next.

### 11.7.1 Message Authentication Code

A message authentication code (MAC), also called a cipher MAC (CMAC), requires a cipher to generate a secure hash. For example, Fig. 11.19 illustrates the generation of a MAC using the AES-CBC cipher with $n$-bit blocks and a $k$-bit key $(K)$. The $n$-bit keys $K 1$ and $K 2$ in the figure depend on the message size and are determined from $K$ and a constant that depends on $n$ [40]. If the message size is an integer divisible by $n$, then constant $K 1$ is used; otherwise, the last block is padded with 1 followed by 0 's to create an $n$-bit last block and the constant $K 2$ is used. A few bytes from the last cipher block are selected as the MAC.

Input Blocks


Figure 11.19 The AES-CBC-MAC; the MAC is $m$ bits long where $m \leq n$.
The combined abbreviations AES-CBC-MAC means an AES cipher in CBC mode is used to generate a MAC. AES-CBC-MAC has the advantage of performing both encryption and keyed hashing at the same time.

If an accidental or intentional modification is made to one or more of the input blocks, the algorithm produces a different MAC. Therefore, it is not possible for an adversary who doesn't know the secret key to alter the input and still generate the same MAC. However, both the sender and the receiver need to know the secret key and the technique used to generate a MAC. In addition, a MAC may be generated for a plaintext or ciphertext input.

### 11.7.2 Hash MAC

As opposed to a CMAC that requires a cipher, a hashed MAC (HMAC) requires a more efficient (less computationally intensive) standard hashing algorithm, such as SHA-256. An HMAC could be computed in two hashing cycles using two additional secret (S) codes Si (input S) and So (output S), derived from a secret key $K$ and two integer constants called input pad (iPAD) and output pad (oPAD).

The iPAD and oPAD do not make the hashing algorithm more secure; instead, they are used to improve the quality of the secret key through a technique known as whitening [46]. For example, given an initial 16-bit key $=16$ 'h1234 and $i P A D=8$ h36, a 32-bit $S i$ is generated as follows using bitwise XOR $(\oplus)$ as the whitening technique:

```
K: Original
key padded
with 0s: }\quad00000000000000000001001000110100 (0x00001234
iPAD
repeated
(iPAD+): }00110110001101100011011000110110 (0x36363636
32-bit Si: }00110110001101100010010000110010 (0x36362432
```

Given a message $M$, a secret key $K$, the $i P A D$ and oPAD constants, and a standard hash algorithm H , an HMAC is generated as follows:

## The HMAC Algorithm:

1. Generate Si from $K$ and $i P A D$, as illustrated in Eq. (11.7); that is, $S i$ $=K \oplus i P A D^{+}$. The original secret key may need to be padded with 0 's, and $i P A D$ is repeated as needed to create Si of desired length.
2. Generate a hash value $(H V)$ for $\operatorname{Si}$ concatenated with $M$; that is $H V$ $=\mathrm{H}(\{S i, M\})$, where $\}$ indicates concatenation.
3. Generate So using $K$ and oPAD (e.g., oPAD $=8 h^{\prime} 5 C$ ). So is generated in a similar way as $S i$; that is, $S o=K \oplus o P A D^{+}$.
4. Generate the HMAC for So concatenated with HV; that is, HMAC = $\mathrm{H}(\{\mathrm{So}, H V\})$.

Equation (11.8) summarizes these four steps.

$$
\begin{equation*}
H M A C(K, M)=H\left(\left\{K \oplus o P A D^{+}, H\left(\left\{K \oplus i P A D^{+}, M\right\}\right)\right\}\right) \tag{11.8}
\end{equation*}
$$

### 11.8 Storing Cryptography Keys through Hardware

As was discussed at the start of the chapter, confidentiality and integrity are fundamental to computer security. However, storing cryptography keys on the hard disk creates a security risk and a threat to the system. Securely storing many secret keys, such as those used in an organization, requires creating a key structure tied to a secret key inside a tamperproof IC. This is known as data storage through hardware or binding data to platform.

The NIST lists a set of recommended key sizes and derivation techniques [38]. For example, 2048-, 3072-, or 4096-bit key sizes for the RSA, or 256- or 384-bit key sizes for the ECC are recommended for public key encryption. Likewise, 256 -, 384 -, and 512 -bit SHA are recommended for hashing. AES-CBC-MAC is one of the recommendation for protecting both confidentiality and integrity. For integrity only, a 128 -bit HMAC using SHA-256 is recommended. Readers are referred to the NIST documents for application-specific recommendations. The secure storage of cryptography keys must be maintained by a trusted computing base (TCB).

### 11.8.1 Keychain Organization

A key structure, or keychain, is organized hierarchically as a tree with parent and leaf nodes. Figure 11.20 illustrates an example organization of one or more keychains, each with one or more nodes [47, 48]. In the figure, a parent node is shown by a square, and it refers to a storage key required to protect the content of its children nodes. A leaf node, shown by a diamond, refers to a signature key, also called a signing key. It is used, for example, to encrypt the hash of an e-mail message or the output of a program to certify results. A leaf node, shown as a circle, indicates a small amount of data, for example, a symmetric key used to encrypt a large data file. A key structure may also include other leaf nodes, such as an attestation identity key (AIK). It is an asymmetric key tied to the platform and used, for example, in server authentication applications.

Tamper proof IC


Figure 11.20 Keychains tied to an SRK inside a tamperproof IC.
The root parent node is protected by a secret root key (SRK) securely stored inside a tamperproof IC. Secret keys based on physical unclonable functions (PUFs) have been shown to be resistant to many types of attacks [49-51]. An arrow indicates a key derivation. Each parent and leaf node contains a set of key material that includes a unique number called nonce (number used once) and may also include one or more constants that identify a key type. The keys themselves are not saved; only the key material of each node is securely saved. In addition, an authorized user typically may need to provide one or more correct passcodes, known as an authdata, before a child key can be used. A keychain may be organized in several ways [48,52-55], such as the ones discussed next.

### 11.8.2 Storage and Access

Figure 11.21(a) illustrates a 10 -node keychain with 4 parent nodes labeled $0,2,5$, and 7 , and 6 leaf-nodes labeled $1,3,4,7,8$, and 9 . The nonce $N_{0}$ is assigned to root parent Node $0, N_{1}$ is assigned to data leaf Node 1, $N_{3}$ is assigned to signature leaf Node 3, etc. As shown in Fig. $11.21(b)$, a record is created for each node and securely stored either locally or remotely on a server. Each record contains a key identification number, for example, the node number; a parent identification number; the names of a cipher and a hashing algorithm, referred to as cryptography algorithm identifiers; the encrypted key material; and keyed hash for the entire record.

(a) A key-chain

Figure 11.21 An example key structure: (a) a keychain; (b) a node as a record [53, 55].

The SRK is a secure unique key embedded in each SCP or SP chip. The key may be programmed into the chip during setup through a set of secure I/O mechanisms without OS intervention [55]. In the figure, the key of root parent Node 0 is used to protect its two children nodes 1 and 2; the key of the data leaf Node 1 is used to protect, for example, a 128bit AES key used for encrypting a large user file or a large application data; the key of parent Node 2 is used to protect its four children nodes $3,4,5$, and 7 ; etc.

A keychain is maintained using trusted firmware module (TFM) in SCP or using a trusted software module (TSM) executed on the SP (also see Sec. 11.4). TFM/TSM (TFM or TSM) would include a set of application programming interfaces (APIs), such as "Add2Keychain" and "Encrypt" used by an OS or an application program to request secure cryptography services.

In the following example, it is assumed that each node may use different encryption and hashing algorithms. In addition, for simplicity, no authdata is required. All items marked plaintext ("ptxt") are considered secure within an SCP or an SP. The examples assume an application is requesting security services from SCP or SP.

Example 11.6. Application software requests TFM, if SCP, or TSM, if SP (indicated as TFM/TSM), to add parent Node 0 to key chain A in Fig. 11.21.

## Solution:

## Application task:

Using the following API, a request is sent to TFM/TSM to add root parent Node 0 and create a keychain; TFM/TSM will use the applicationprovided cipher0 and hash algorithm algHash0 to encrypt and perform a keyed hash of the key material. The parent of root Node 0 is Null.

Addkey2Keychain(Keychain_A, 0, Null, cipher0, algHash0, nodeType0, RO)//nodeType: parent

## TFM/TSM task:

Generates a nonce and then uses SRK to encrypt both the nonce and the Node 0's key material. The record is also keyed-hashed using SRK.

The concealed record is returned to the application for storage. In the following, "nodeType" indicates parent or leaf (data) node, $R$ indicates a reference to key record data structure in memory, "KID" indicates a key node ID (a number), "PID" indicates a parent node ID (a number), "EKM" indicates encrypted key material, $N$ is a nonce, and $H V$ is a hash value. SRK is the secure root key stored in the SCP chip if TFM implements the APIs, or in the SP chip if the TSM impalements the APIs. Specifically, TFM/TSM use SRK to perform the following tasks because KID $=0$ and PID = null:

$$
\begin{aligned}
& \text { Addkey2Keychain(keychain, KID, PID, cipher0, algHash0, nodeType, R) } \\
& \text { begin } \\
& N_{p t x t}=\text { nonce(); } / / \text { generate a nonce for root Node } 0 \\
& E K M_{\text {ctat }}=E_{\text {cipher } 0}\left(S R K,\left\{N_{p t x t}, \text { nodeType }\right\}\right) ; \quad / / \text { encrypt keymaterial using SRK since } P I D=\text { null } \\
& H V=H_{\text {algHasho }}\left(S R K,\left\{K I D, \text { PID, cipher0, algHash0, EKM } M_{c x t t}\right\}\right) ; \quad \text { //keyed hash of the record } \\
& R=\left\{K I D, \text { PID, cipher0, algHash } 0, E K M_{c x t}, H V\right\} \\
& \text { end }
\end{aligned}
$$

Example 11.7. The application software requests TFM/TSM to add data leaf Node 1 to parent Node 0 in keychain A in Fig. 11.21.

## Solution:

## Application task:

Using the following API, the TFM/TSM is instructed to add an encryption key node to parent Node 0 in keychain A; the application provides cipger1 and algHash1 for encrypting and keyed hashing of Node 1's key material, where " $K$ " stands for a key (also see Example 11.6).

Addkey2Keychain(keychain_A,1,0, cipher1, algHash1, nodeType1, R1); //node type: data

## TFM/TSM task:

Performs the following operations because $P I D=0$ :

$$
\begin{aligned}
& R 0=\operatorname{getParentRecord}\left(\text { keychain_A } 0 \text { ); } \quad / / 0, \text { Null, } \mathrm{EKM} 0_{\text {ctte }} \text {, cipher0, algHash } 0, \mathrm{HV} 0_{\text {read }}\right. \\
& H V 0^{\prime}=H_{\text {algHash } 0}\left(S R K,\left\{0, \text { Null, cipher0, algHash0, EKM0 } 0_{\text {ctxx }}\right\}\right) ; \quad \text { //re-compute hash } \\
& H V 0^{\prime}=\text { ? } H V 0_{\text {read }} \text { if yes, continue; otherwise, raise an exception } \quad / / \text { authenticate Node } 0 \\
& E K M 0_{p x t x}=D_{\text {cipher } 0}\left(S R K, E K M 0_{c t x t}\right) ; \quad \text { //EKM } 0 \text { contains } \mathrm{N} 0_{\text {ptxt }} \\
& K_{0: 1}=E_{\text {cipher } 0}\left(S R K, N 0_{p t a t}, 1, \text { nodeType1); } \quad / /\right. \text { generate key for Node 1; } \\
& N 1_{p t x t}=\text { nonce(); } \quad / / \text { generate a nonce } \\
& E K M 1_{c t x t}=E_{\text {cipher } 1}\left(K_{0: 1},\left\{N 1_{p t x t}, \text { nodeTypel }\right\}\right) \text {; //encrypt Node 1's key material } \\
& H V 1=H_{\text {algHash } 1}\left(K_{0: 1},\left\{1,0, \text { cipher } 1 \text {, algHash } 1, E K M 1_{\text {ctxt }}\right\}\right) ; \quad \text { /hash key material } \\
& R 1=\left\{1,0 \text {, cipherl } 1 \text {, algHash1, EKM1 } 1_{\text {ctxt }}, H V 1\right\} \quad / / \text { Record is returned to application }
\end{aligned}
$$

Example 11.8. The application software requests TFM/TSM to encrypt application data using data-leaf key number 1 in Fig. 11.21.

## Solution:

Application task:
Using the following API, the TFM/TSM is instructed to encrypt application data using encryption key 1 from keychain A, where data ${ }_{p t x t}$ and data ${ }_{c t x t}$ reference the application data structures in memory. (Also see Examples 11.6 and 11.7.)

Encrypt(keychain_A,1,0, data $_{\text {ptxt }}$, application_cipher, data $a_{c t x t}$ ); //use application cipher

## TFM/TSM task:

Generates encryption key 1 using the key material of data leaf Node 1, and then encrypts the application data using the application-provided cipher. Application data as ciphertext is returned to the application.
$R 0=$ getPrarentRecord $($ keychain_A 0$)$; $\quad / / 0$, Null, cipher 0 , algHash $0, \mathrm{EKM}_{c \mathrm{ctx},}, \mathrm{HV} 0_{\text {read }}$ $H V 0^{\prime}=H_{\text {algHasho }}\left(S R K,\left\{0\right.\right.$, Null, cipher0, algHash0, $\left.\left.E K M 0_{\text {ctxt }}\right\}\right) ; \quad$ //recompute hash
$H V 0^{\prime}=? H V 0_{\text {read }}$ if yes, continue; if no, raise an exception
$E K M 0_{p t x t}=D_{\text {cipher } 0}\left(S R K, E K M 0_{\text {ctxt }}\right) ; \quad / /$ will use $\mathrm{N} 0_{\text {ptxt }}$
$K_{0: 1}=E_{\text {cipher0 }}\left(S R K,\left\{N 0_{\text {ptxt }}, 1\right.\right.$, nodeTypel $\left.\}\right) ; \quad / /$ Key for Node 1 ;
$R 1=\operatorname{getRecord}($ chain_A 1$)$; $\quad \mid 11,0$, cipher1, algHash $1, E K M 1_{\text {ctxt }}, H V 1_{\text {read }}$
$H V 1^{\prime}=H_{\text {algHash1 }}\left(K_{0: 1},\left\{1,0\right.\right.$, cipher1, algHash1, EKM1 $\left.\left.{ }_{\text {cxt }}\right\}\right) ; \quad$ //recompute hash
$H V 1^{\prime}=? H V 1_{\text {read }}$ if yes, continue; if no, raise an exception
$E K M 1_{p t x t}=D_{\text {cipher1 }}\left(K_{0: 1}, E K M 1_{c t x t}\right) ; \quad / /$ will use $N 1_{p t x t}$ and nodeTypel

$$
\begin{array}{ll}
K_{\text {data_leaf }}=E_{\text {cipher1 }}\left(K_{0: 1},\left\{N 1_{\text {ptxt }}, \text { nodeType1 }\right\}\right) ; & \text { //generate the encryption key } \\
\text { data }_{\text {ctxt }}=E_{\text {application_cipher }}\left(K_{\text {data-leaf }}, \text { data }_{p \text { ptxt }}\right) ; & \text { //encrypt data }
\end{array}
$$

Table 11.9 illustrates hypothetical records for Nodes 0 to 9 in Fig. 11.21(a); only four records are shown. The fact that in the figure, the keychain parent Node 0 is concealed by the SRK inside an IC; Nodes 1 and 2 are concealed by parent Node 0; Nodes 3, 4, 5, and 7 are concealed by Node 2; Node 6 is concealed by Node 5; and Nodes 8 and 9 are concealed by Node 7, the keychain is said to be sealed through hardware.

| Key <br> Identification | Parent Identification | Cryptography <br> Algorithm | Encrypted | ey Material M) ${ }^{1}$ | Keyed-hash for the Entire |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number (KID) | Number (PID) | Identifiers (CAI) | Nonce ${ }^{2}$ | Node Type | Record (RHV) ${ }^{2}$ |
| 0 | null | cipher0, algHash0 | 6564... 465 | parent | 3A5A...C20B |
| 1 | 0 | cipher1, algHash1 | 8815... 489 | data | 1ECA...C360 |
| 2 | 0 | cipher2, algHash2 | 6304... 363 | parent | 45F6...2BEC |
| 3 | 2 | cipher3, algHash3 | 2467...427 | signature | 1F55...F8B9 |
| ... | ... | ... | ... | ... | ... |
| 1: Key material shown not encrypted; 2:Mock values |  |  |  |  |  |

TABLE 11.9 Recorded Keychain in Fig. 11.21(a) Using the Format in Fig. 11.21(b)

### 11.8.3 Application Example: Keychain as Access Control

The farther away a node is from the root of a keychain, the more computations are necessary to determine a key. Thus, a keychain can be used to implement a multilevel access control (Sec. 11.1.4) using a hierarchical authdata generation scheme. Figure 11.22 illustrates the data organization of a company that has three departments. In each department, the data is classified into several security levels. In the Project Department, for example, data is classified into four classifications as those accessed by engineers, by production engineers, by project leaders, and by the director. Anyone who has the role and privileges of an "engineer," for instance, would be able to access all the data that is classified as "engineering data." A production engineer would be able to access all the "production data" as well as all the "engineering data." The director, however, would be able to access the "director data" as well as all the other data in their department.


Figure 11.22 An access control keychain [54].
The keychain is organized using an SRK-protected RSA public/private key pair for each class of data (four in Fig. 11.22) and a prime nonce to each node [54]. An initial authdata is then computed for each data class $j$ $\geq 0$ using all the public keys in the path from class $j$ to class 0 . To access a leaf node $k$ in class $j$, an authdata is derived using the assigned initial authdata of class $j$, all the private keys in the path from class $j$ to class 0 , and the nonce assigned to node $k$.

Thus, the computation of an authdata-for example, for the lowest classified "engineering data"-would involve only one private key, while the computation of an authdata for a top classified "director data" would involve four private keys, making the "director data" more secure.

### 11.9 Hash Tree

While the keychain in Fig. 11.21 is concealed through hardware, it remains unprotected from replay attacks (Sec. 11.3.3). A malicious software can save the entire keychain, wait for the keychain to be updated, and then cause a replay attack. That is, it replaces the updated keychain with the one it has saved, and therefore, prevents access to some concealed data and potentially makes the system unavailable to the legitimate users. There is no way to detect a keychain replay attack unless a hash of the keychain is saved inside a tamperproof IC. The hash of the tree would need to be recomputed every time that the keychain is updated and every time that a key from the keychain is used. Given that a keychain could be large and may contain thousands of keys, this could be a costly task unless a hash tree, discussed next using examples, is used.

### 11.9.1 Application Example: Keychain Authentication

Figure 11.23(a) illustrates the keycha in shown in Fig. 11.21(a) organized also as a hash tree, also known as a Merkle hash tree [56]. The arrows go in both directions-from a parent node to a child node when generating a key, and from a child node to a parent node when generating a hash. Instead of computing the hash of an entire keychain each time the keychain is updated or a key is used (a computationally intensive task), only the hash of children nodes of each parent node is computed and stored in the parent node. The hash of the root node, called the secure root hash (SRH), is stored inside an IC, as illustrated in the figure.

Tamper proof IC


(b) A parent-node record

Figure 11.23 A keychain organized as a Merkle hash tree.
Figure 11.23(b) shows the structure of a record used for parent nodes. In this case, instead of the record hash value (RHV) (Fig. 11.21(b)), each parent record contains the hash of its children records. Figure 11.24 illustrates an example of a keychain hash tree using mock values as node contents. An 8-bit bitwise XOR, for illustration purposes, is used as the hashing function. Each parent node in the figure is assumed to contain a 16-bit content plus, as indicated in Fig. 11.23(b), a space for a hash computed from the content of its children nodes. A leaf node contains only a 16-bit data and no hash value.

Figure 11.24(a) illustrates the calculation of the root hash 8'hC0 (hex in Verilog) for the original hash tree. The hash would be stored as an SRH inside the chip. In Fig. 11.24(b), the content of a child node is shown changed from 16 'h2345 to 16 'h2355-a one-digit change. This results in a new root hash value of 8 'hD0. If the change is a result of a normal update, 8 'hD0 will replace $S R H=8$ 'hC0. On the other hand, if the change is the result of an attack, the change would be detected because the new hash $=8$ 'hD0 would not match $S R H=8$ 'hC0 stored inside the IC.

(a) An original key-chain

(b) Modified key-chain

Figure 11.24 Computing a root hash using an 8-bit bitwise XOR as the hash function: (a) an original hash tree with root hash = 8'hC0; (b) a modified hash tree with different root hash = 8'hD0.

### 11.9.2 Application Example: Memory Authentication

A Merkle hash tree has other applications, such as the $n$-ary hash tree shown in Fig. 11.25 used for memory authentication. The integrity of a TSM can be protected by authenticating its instructions and data in memory. Each node has exactly $n$ children nodes. For $n=2$, the tree is
binary. An entire virtual or physical memory, or just a section, can be organized as an $n$-ary hash tree with a memory block at each node. A leaf block contains instructions or data, but a parent block contains only the hash computed from the contents of its children blocks.


Figure 11.25 An $n$-ary hash tree with leaf nodes (circle) and data and parent nodes (rectangle) as hash values.

Figure 11.26 illustrates a binary hash tree with four data blocks as leaf nodes and three hash blocks as parent nodes. In the figure, the size of each block is assumed to be two bytes (2B), and an 8 -bit bitwise XOR is used as the hash function. Each parent block stores two 8-bit hash values, one from each of its two children blocks. The hash of the root block is stored as an SRH inside an IC. In the figure, the original SRH = 8'h00. Any change made to a block (leaf or parent) will result in a different root hash. Note that a change in a node's content only changes the hash values in the path from the node to the root node. Thus, only the contents of a small subset of blocks are affected when the content of a single block is updated.


Figure 11.26 A binary memory authentication hash tree illustrating a change in one of the leaf memory blocks.

There are many ways to organize an $n$-ary hash tree. For example, a hash tree with $32-\mathrm{B}$ blocks may be organized as a 32 -ary hash tree with 1 -B hash values, as a 16-ary tree with 2-B hash values, as an 8 -ary tree with 4-B hash values, or as a binary tree with 16-B (128-bit) hash values. In addition, the parent blocks may be stored with the leaf blocks in the same memory or maintained separately.

### 11.10 Secure Coprocessor Architecture

An SCP is as an embedded system and as it was discussed earlier in Sec. 11.4 includes a trusted firmware module (TFM). Because the instructions and data of firmware are not accessible from outside of the chip, TFM is not subject to spoofing, splicing, or replay attacks. However, because an SCP must communicate with the other components on the platform to exchange data, the SCP may be subject to physical attacks if an attacker is able to get a physical hold of the platform. For instance, any data that SCP must access from main memory is not secure.

The required cryptographic algorithms may be implemented in software as part of the TFM, but many are very time consuming and, therefore, for performance reasons, they would be implemented in hardware. Figure 11.27 shows the organization of an SCP containing a minimum set of required modules. It includes nonvolatile memory to store an secret root key (SRK), a random number generator, and encryption/decryption and hash algorithms implemented in hardware. The SRK may be a symmetric key [53] or the private key of a public/private key pair [47].


Figure 11.27 A secure coprocessor as an embedded system.
Random access memory (RAM) is used during the execution of the TFM and to temporarily store keys from a keychain (also see Sec. 11.8.2). The RAM may be also used to store an SRH if the TFM also manages a keychain protected by a hash tree.

The smart card [57] and trusted platform module (TPM) [47, 52, 58] are two examples of SCP. However, the smart card has very limited capabilities.

### 11.10.1 Trusted Platform Module

The TPM is designed to provide total platform security; it verifies the validity of the hardware and OS software components during startup. The OS and even application programs can use APIs to access secure services of the TPM.

TPM's specification is developed by a consortium of industry representatives, known as the Trusted Computing Group (TCG). Many companies, including AMD, HP, IBM, Intel, and Microsoft, are members of the TCG. Figure 11.28 illustrates a block diagram of the TPM chip as an embedded system. The nonvolatile storage is used to store an endorsement key (EK), an SRK, and flags to enable or disable certain functions. EK is a secret key embedded in the chip, typically by the manufacturer. SRK is used to protect TPM-generated keys. An Attestation Identity Key (AIK) is a private key generated based on SRK and is used for multiple purposes, including platform authentication.


Figure 11.28 The architecture of the TPM [58].
The random number generator may use the thermal noise in the chip [59] to generate nonce as needed. The RSA Engine performs RSA encryption and decryption. The RSA Key Generator is used to generate asymmetric RSA keys. The SHA-1 Engine is used for hashing purposes.

The Opt-In module allows a user to opt in or opt out according to the privacy guidelines of the manufacturer of the platform. With the opt-in mechanism enabled, a user is prompted before a feature or service is provided. The opt-in mechanism is disabled by default. With the opt-out mechanism enabled, the user is prompted to either keep or disable a
particular feature or function. By default, the opt-out mechanism is enabled.

### 11.11 Secure Processor Architecture

An SP may implement multiple secure execution modes (SXMs), as was discussed in Sec. 11.4, to create the desired secure execution environment for a given TSM. An SP may provide software developers with the option to choose the protection level of a program as integrity only, confidentiality only, or both and whether the protection should apply to program code (instructions and static data), to program dynamic data, or both to program code and data [30]. While program static data never changes, dynamic data is generated during program execution, including dynamically generated code produced by just-in-time compilers.

### 11.11.1 Program Code Integrity

Programs (i.e., trusted software modules, TSMs) executing in code integrity secure execution mode (CI-SXM) are protected from spoofing and splicing attacks. Replay attacks are not an issue because program code (including static data) does not change during execution. Hash values are used to verify the validity of instructions and static data during execution. However, because modern processor chips contain cache memories and cache transactions are in blocks, one hash value per block (i.e., cache line) is sufficient.

There are two ways the hash values of program code blocks may be organized in memory [31,55]. One option is to include a hash value embedded within each block with instructions and static data, as illustrated in Fig. 11.29. For example, assuming that SP is a 32-bit RISC processor and the lowest (e.g., L2) cache lines are 64 B each, the figure illustrates a 128-bit (16-B) keyed hash (e.g., HMAC) embedded in each block. A hash is computed for every 48 -B program code, named a code block, that could contain $124-B$ instructions or static data words. A block refers to 64 B of memory content.


Figure 11.29 Program blocks with embedded hash values, assuming 64B blocks [55].

Each code block that is loaded into the cache must be authenticated by computing and comparing each code block's hash with the hash embedded in the block. If the two hashes match, the block is considered valid and the hash bytes are changed to NOP (no operation) instructions before the block is stored in the cache. On the other hand, if the two hash values do not match, the block is marked invalid in cache, and an exception is raised that terminates the execution of the program.

Alternatively, the hash values can be kept separately and not embedded within the blocks. One way to do this is to build the memory from 72-bit ECC (error correcting code) synchronous dynamic random access memory (SDRAM) modules. In this case, 72-bit memory content is made of 64 -bit program code and an 8 -bit hash value in place of an 8bit ECC [31]. The SP, however, would need to use the lowest-level cache with 128-B cache lines. The program binary would be divided into blocks of 128 B each, consisting of 16 64-bit content. A 128-bit (or 16-B) keyed hash is computed for each 128 -B block and is stored as 168 -bit hash quantities in the 16 ECC fields reserved for each block, as illustrated in Fig. 11.30. During a cache miss, 16 72-bit memory contents are transferred from memory into the SP. Each 72-bit memory content contains 64-bits program code and one of the 168 -bit hash quantities. If the SP-computed $16-\mathrm{B}$ hash value matches the $16-\mathrm{B}$ hash read from memory, the cache line is marked valid. A 16-B hash is not stored in the cache. Although, in this case, a 16-B hash value cannot be used for error correction, it can, however, be used to detect multiple bit errors.

| 64 bits | 8 bits |
| :---: | :---: |
| ```128B Instructions/Data Block 0``` | 16B Hash |
| ```128B Instructions/Data Block 1``` | 16B Hash |

Figure 11.30 Program instructions and static data blocks in memory designed from ECC SDRAMs; the hash values are stored in the space reserved for the ECC bits.

## Program Compilation

Two different memory block organizations for code integrity were discussed earlier. Consider the block organization shown in Fig. 11.29 where a hash is embedded in each block. In this case, each memory block only partly contains instructions or data. Therefore, the compiler would need to take into account the location of the hash bytes when computing jump/branch addresses.

### 11.11.2 Operational Security Mechanisms

The binary of the SXM program must not only be securely distributed and installed, but also securely loaded in memory during execution. The set of procedures similar to those outlined in [55, 60, 61] must be followed to install and load the program. In the following sections, a set of security mechanisms for software distribution and installation, as well as loading binary into memory for execution, are discussed.

## Secure Binary Distribution

If the TSM is developed to be delivered for public distribution, a program plaintext binary (binary ptxt ) would need to be hashed in case an unauthorized modification is made to the program. The hash of the binary file is encrypted to create a header record using the private key ( $\mathrm{PR}_{\text {company }}$ ) of the developer. The record would be attached to the binary file for secure delivery. An example of public distribution is illustrated next, using $E_{\text {asym }}$ to indicate an asymmetric cipher (e.g., RSA), $H$ to indicate a (standard) hashing algorithm such as SHA-256, "PU" to indicate a public key.
> //binary package includes both header and program binary General distribution: \{header company, binary ${ }_{p t x t}$ \};
> //secret header record for code integrity
> header company $=\mathrm{E}_{\text {asym }}\left(\mathrm{PR}_{\text {company }},\left\{\mathrm{H}\left(\right.\right.\right.$ binary $\left._{\text {ptxt }}\right), \quad$ SHA-256" $\left.\}\right)$;

Program binary may also be delivered to a specific device using instead the public key ( $\mathrm{PU}_{\text {device }}$ ) of the device as follows:

$$
\begin{aligned}
& \text { header }_{\text {device }}=\mathrm{E}_{\text {asym }}\left(\mathrm{PU}_{\text {device }},\left\{\mathrm{H}\left(\text { binary }_{\text {ptxt }}\right), \text { "SHA-256" }\right\}\right) \text {; } \\
& \text { Target device distribution: }\left\{\text { header }_{\text {device }}, \text { binary }_{\text {ptxt }}\right\} ;
\end{aligned}
$$

For device-specific delivery, the header record can only be encrypted by the device using its private key ( $\mathrm{PR}_{\text {device }}$ ); the program can only be executed by the target device.

## Secure Program Installation

For secure installation of a TSM, the installer program would need to have access to the SRK of the SP and possibly a password provided by an authorized party (a person) who installs the program [61]. The installer program generates a secret program-specific signing key (e.g., $K_{\text {sym-prog-sign }}$ ) within the SP and uses the key to hash each of the program code blocks during installation.

One way to do this is to use an installer TFM (i.e., an embedded installer trusted firmware) to ensure that the installer program remains
secure from attacks. In this case, the installer input arguments, such as the size and location of uninstalled TSM binary in memory and the installation key information (e.g., $\mathrm{PU}_{\text {company }}$ ) are stored by the OS in a known memory space before the firmware can install the program.

Figure 11.31 is an illustration of installation steps for a CI-SXM program using the block organization in Fig. 11.29. The hash of each code block is stored with the code block to create a program block.

Secure SI-SXM program installation


Figure 11.31 Secure installation for program code integrity SXM [30].
The hashing of just each code block will detect spoofing attacks during execution. However, in order to also detect splicing attacks, the starting address of each block, referred to here as a block address, is also used to compute the hash of each code block. The installer-generated signing key $K_{\text {sym-prog-sign }}$ (e.g., a random number) is also encrypted using the processor SRK before it is stored (on the hard disk) with the installed
binary, as illustrated in the figure. The following outlines the required steps to install a program for CI-SXM using the block organization in Fig. 11.29. Also, $H_{\text {keyed }}$ indicates a keyed hash, code_block ${ }_{j}$ indicates program code (instructions and static data) sections within block $_{p} n$ is the number of blocks, and $H V$ stands for hash value.

## Steps to install a program for CI-SXM:

```
block \(_{\text {ptxt-j }}=\left\{\right.\) code_block \(\left._{\text {ptxt-j }}, H V_{j}\right\}\); //do this for all blocks,
//assume organization in Figure 11.29
//compute hash to detect spoofing and splicing attacks
\(H V_{j}=H_{\text {keyed }}\left(K_{\text {sym-prog-sign }}\right.\) \{code_block \({ }_{\text {ptxt-j, }}\), block_address \(\left.\left.{ }_{j}\right\}\right)\);
binary \(_{\text {installed }}=\left\{\right.\) "code integrity, HMAC-128", \(E\left(S R K, K_{\text {sym-prog-sign }}\right)\),
\(\left\{\left\{\right.\right.\) block \(\left._{\text {ptxt-j}}\right\}\) for \(j=0\) to \(\left.\left.n-1\right\}\right\}\);
```


## Secure Loading Executable Binary

The loader program must also have access to the SRK within the SP in order to decrypt and store the installer-generated signing key $K_{\text {sym-prog- }}$ sign in a special register inside the SP before program execution can start. Therefore, like the installer program, the basic loader program is a TFM. Both the installer and loader firmware must not leak processor secrets. The OS accesses and stores loader input arguments in memory so the loader can extract the signing key before the execution of the TSM can be started.

Depending on the TSM protection level, the loader program may need to perform additional initialization, which will be discussed later, before program execution can begin.

### 11.11.3 Program Code Confidentiality

TSMs compiled to execute in code (instructions and static data) confidentiality secure execution mode (CC-SXM) must be kept confidential on the hard disk as well as in memory. The protection of instructions and static data integrity, however, is not required in this mode; thus, no hash values are needed. The installer firmware (see Sec. 11.11.2) generates an encryption symmetric key $K_{\text {sym-prog-enc }}$ to individually encrypt program code blocks. In addition, in order to prevent
information leak, the block address is included in the encryption of each block in case two blocks have the same content. This is illustrated next using a block address to create an IV for a symmetric-key cipher ( $\mathrm{E}_{\text {sym }}$ ), such as AES.

Steps to install a program for CC-SXM:

```
IV 
//for example, a 128-bit IV for 128-bit AES
block
binary }\mp@subsup{\}{\mathrm{ installed }}{}={"code confidentiality, AES-128", E(SRK, K (sym-prog-enc),
```



### 11.11.4 Program Code Integrity and Confidentiality

This secure execution mode, indicated as CICC-SXM, implements the protection of both integrity and confidentiality of a TSM's code (instructions and static data). It is the combination of $\mathrm{CI}-\mathrm{SXM}$ and CC SXM discussed earlier.

## Steps to install a program for CICC-SXM:

$I V_{j}=\left\{b l o c k \_a d d r e s s_{j}, 00 \ldots 0\right\} ; / / c r e a t e ~ a ~ u n i q u e ~ I V ~ f o r ~ e a c h ~ b l o c k ~$ //The following two steps may be combined using AES-CBC-MAC
code_block ${ }_{\text {ctxt-j }}=\mathrm{E}_{\text {sym }}\left(\mathrm{K}_{\text {sym-prog-enc }}, \quad \mathrm{IV}_{\mathrm{j}}\right.$, code_block $\left.{ }_{\text {ptxt-j }}\right)$; //encrypt //code block
$\mathrm{HV}_{\mathrm{j}}=\mathrm{H}_{\text {keyed }}\left(\mathrm{K}_{\text {sym-prog-sign }}, \quad\left\{\right.\right.$ code_block $_{\text {ctxt-f, }}, \quad$ block_address $\left.\left.{ }_{\mathrm{j}}\right\}\right)$; //hash //each code block

$$
\begin{aligned}
\text { block }_{\text {ctxt-j }}=\left\{\text { code_block }_{\text {ctxt-j }}, H V_{j}\right\} ; & \\
& / / \text { combine to create } \\
& / / \text { blocks as in Figure } \\
& / / 11.29
\end{aligned}
$$

### 11.11.5 Program Data Integrity

Dynamic data is generated during execution, and contrary to static data, values change in memory. TSMs that are compiled to execute in data integrity secure execution mode (DI-SXM) must be protected from replay attacks in addition to spoofing and splicing attacks. Recall that a replay attack can replace an updated value in memory with a saved older value. Therefore, a hash value alone computed for each block, as discussed for $\mathrm{Cl}-\mathrm{SXM}$, will not detect replay attacks. A hash tree is necessary to detect replay attacks of data blocks. Figure 11.32 illustrates a binary hash tree with data blocks as leaf nodes and hash blocks as parent nodes. It is assumed that each block is 32 B and each parent block can hold two 128 -bit hash values computed from each of its children blocks.


Figure 11.32 Illustrating an update to the hash tree of dynamic data blocks; numbers are block addresses.

In this case, the loader firmware (see Sec. 11.11.2) generates a session signing key (e.g., $K_{\text {sym-session-sign }}$ ) and then creates an initial hash tree using the session key before TSM execution in the DI-SXM can start. The figure also shows the tree organization in memory. The number shown below each block is a block address. Leaf blocks are in the high-address section of the memory and parent blocks in the lowaddress region. The hash of block 1 (the root block) is stored as an secure root hash ( SRH ) inside the SP; note that block 0 is not used.

In theory, each time a modified block is evicted from the lowest-level cache and leaves the secure perimeter of the SP, a new SRH must be computed. This requires that parent blocks in the path from the evicted block all the way to the root block must also be updated, as was illustrated in Fig. 11.26. However, in practice, because cache memories are inside SP and thus are considered secure, this updating of the parent blocks can be stopped as soon as a parent block in the path from the leaf block to the SRH is found in cache.

For example, suppose both leaf (i.e., data) block 14 and its parent block 7 are in cache, and block 14 is updated, shown as 14 ' in the figure. Now suppose block 14' is evicted from cache (shown crossed out) at time t0. Because block 7 is in cache and considered valid, the hash of block 14 (Hash14), which is stored in block 7, is replaced with the newly computed Hash14' at time t1. There is no need to continue and update parent blocks 3 and 1 and the SRH. The next time that block 14' is read from memory and loaded into cache, block 7', assuming it is still in cache, would still contain Hash14', the most recent hash of block 14'.

Now, suppose block 15 is loaded next from memory and block 7 ' is still in cache. Hash15 must be compared with the hash stored in block 7'. Because Hash15, originally computed from the data in block 15, is still contained in block 7', block 15 would be considered valid if its hash matches with Hash15. The process is the same; block 3, the parent of block 7 ', is updated when block 7 ' is evicted from cache; block 1 is updated if block $3^{\prime}$ is evicted from cache; and SRH is updated if block $1^{\prime}$ is evicted from cache. This reduces the overhead of maintaining a hash tree, which will be discussed in more detail in Sec. 11.12.

The tree organization of Fig. 11.32 works if the size of the dynamic data space is declared in advance in the program and the space is preallocated in physical memory. On the other hand, in order to allocate data memory space dynamically during run time, a different mechanism using paging (also see Chap. 9) is needed. In this case, the hash tree is
a virtual tree and its nodes are blocks from virtual address space. One way to organize such a hash tree is to construct a two-level tree consisting of only root pages and leaf pages. A page consists of several blocks. For example, a 4-KB page would contain 1 to 64 64-B data blocks. Such a hash tree may be constructed as follows [30]:

1. Organize each dynamic data block in each leaf page with an embedded hash value, as was illustrated for code blocks in Fig. 11.29. For example, assuming that each hash value is 16 B , each 64-B dynamic data block would contain 48-B data and 16-B hash. A 4-KB leaf page would contain 3072 B (48 B * 64) dynamic data and 1024 B (16 B * 64) hash values.
2. Compute a checksum (using a bitwise XOR) of all the embedded hash values of each leaf page and store it in a block in a root page. A 4-KB root page would store a maximum of 256 16-B checksums in 64 blocks-four 16-B hash values in each block. In addition, a root page can hold checksums for 1 to 256 leaf pages.
3. Compute an accumulative checksum (again using bitwise XOR) of all the checksums in all the root pages and store it as an SRH inside SP.

As needed, more leaf and root pages are dynamically allocated. A virtual hash tree also protects leaf and root pages that migrate back to the hard disk. If there is an unauthorized change made to a page on the disk, the change can be detected the next time a modified page is copied back to memory and blocks from this page are accessed by SP.

Because the integrity of every data block that is loaded into cache must be verified, the secure loader firmware (discussed earlier) must create an initial hash tree for those blocks that are allocated prior to the start of program execution.

### 11.11.6 Program Data Confidentiality

DC-SXM is similar to CC-SXM, except that because data blocks change in memory during program execution, it may be possible for an adversary to find out, for example, that a data block in memory has the same value at different times. In order to prevent such information leaks, a randomized encryption of data blocks is needed [33]. Each time that a modified data block in cache gets evicted, in addition to the block-
address a unique number is also used to encrypt the block using a session encryption key ( $K_{\text {sym-session-enc }}$ ) generated by the loader. The loader firmware also performs the initial randomized encryption of any allocated data blocks before the execution of the TSM can begin. The session key, like the other keys, remains securely inside the SP.

In this case, even if the content of the block at times remains the same, the encrypted copy of the block would be different. Also, because dynamic data is generated at run time, the most recent unique number assigned to each block is saved in memory and then is accessed to decrypt the block the next time that the block is loaded from memory. For randomized encryption, there are two options to generate unique numbers for each data block:

1. Random sequence. A sequence of unique numbers for each block is randomly generated. The following illustrates a randomized encryption of data_block $k_{j}$ using a random sequence. $R N_{j}$ indicates a random number assigned to data_block ${ }_{j}$ and $Y_{j}$ is a memory location used to save $R N_{j}$ The IV of the cipher (e.g., AES) is created from the block address and its assigned random unique number. An IV = \{block_address, $R N$ \} may be padded with 0's to create the right size IV for the encryption. Each time that there is a cache miss for data_block $k_{j}$ its current RN , stored in location Yj , is read to create the IV used to decrypt the block. A new RN is generated each time a block (modified or not) is evicted from the cache. Note that, using an initial RN (e.g., RNO) for each block j during initialization by the loader is not necessary. However, using an initial RN simplifies the architecture of the processor.
```
//Initialization by loader; RNO j
//location Yj
```



```
data_block ptxt-j });
//1st time evicted from cache, save RN1 j at location Yj
```


//2nd time evicted from cache, save $R N 2_{j}$ at location $Y_{j}$
data_block ${ }_{\text {ctxt-j }}=E\left(K_{\text {sym-session-enc' }}\left\{b l o c k \_a d d r e s s_{j}, R N 2_{j}\right\}\right.$,
data_block $\left.{ }_{\text {ptxt-j }}\right\}$ ) ;
//3rd time evicted from cache, save RN3 ${ }_{j}$ at location $Y_{j}$
data_block ${ }_{\text {ctxt-j}}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, R N 3_{j}\right\}\right.$,
data_block $\left.{ }_{\text {ptxt-j }}\right\}$ ) ;
etc.

One must make sure a random number assigned to each block is indeed unique; but because there is no way to know this in advance, it is possible that, in some cases, some random numbers might not be unique for some blocks. If, for instance, short 32-bit random numbers are used, then there is a higher chance that some numbers may be repeated for a given block if the block is accessed many times. On the other hand, although using large random numbers for each block may reduce the probability of repeats, more memory space is needed to store large random numbers.
2. In-order sequence. A sequence of unique numbers, such as 0,1 , 2 , etc., is sequentially generated for each data block. The following illustrates randomized encryption of data_block $k_{j}$ using an in-order sequence, assuming that the initial in-order number 0 is assigned by the loader and is stored in memory location $Y_{j}$
//Initialization by loader; 0 is assigned and saved at //location $Y_{j}$
block_block $_{\text {ctxt-j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 0\right\}\right.$, data_block $\left.{ }_{\text {ptxt-j }}\right\}$
$/ / 1^{\text {st }}$ time evicted from cache; $Y_{j}+1=1 ; 1$ is saved at //location $Y_{j}$
block_block $_{\text {ctxt-j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 1\right\}\right.$, data_block $\left.{ }_{\text {ptxt-j }}\right\}$
//2nd time evicted from cache; $Y_{j}+1=2 ; 2$ is saved at //location $\mathrm{Y}_{\mathrm{j}}$
block_block $_{\text {ctxt-j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 2\right\}\right.$, data_block $\left.{ }_{\text {ptxt-j }}\right\}$
$/ / 3 r d$ time evicted from cache; $Y_{j}+1=3 ; 3$ is saved at //location $Y_{j}$
block_block $_{\text {ctxt-j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 3\right\}\right.$, data_block ptxt-j $\}$
etc.

While using in-order sequences will guarantee unique numbers are assigned to a block each time the block is evicted from cache, one must make sure that each sequence is not exhausted while the program is still executing. For example, if a dynamic data item is updated once every 100 ns in memory, a 32 -bit in-order sequence (i.e., $0,2,3, \ldots, 2^{32}$ - 1) will overflow in about 429 ( $2^{32}$ * $100 \mathrm{~ns} / 10^{9} \mathrm{~ns}$ ) seconds, or about 7.16 minutes. A 64-bit in-order sequence, on the other hand, will overflow in about 58.5 K years. However, like large random numbers, more memory space would be needed to store large in-order sequence of unique numbers.

In general, there are two options to minimize the required memory storage space using in-order sequences:

1. Using short in-order sequences. In this case, each time the inorder sequence for one of the blocks overflows while the program is still executing, the SP stops the execution of the program, generates a new session key ( $K_{\text {sym-session-enc }}$ ), and encrypts all the data blocks using the new key and the initial unique number (e.g., 0)
in each sequence before the execution of the program can resume [30, 33]. However, the time required to re-encrypt all the data blocks can be long if this scheme is used for TSMs that operate on a large number of data blocks.
2. Using split in-order sequences. In this case, blocks are organized into small groups, for example, 256 blocks in each group. A16-bit inorder unique number is assigned to each block and a longer (e.g., 48-bit) in-order unique number is shared with all the blocks in one group [62]. To implement randomized encryption of each block within a group, the concatenation of the shared 48-bit unique number of the group with the block's 16-bit private unique number creates a long 64-bit in-order unique number for the block. However, each time one of the short sequences in one group overflows, the corresponding shared 48 -bit unique number is incremented, the private short in-order sequences in that group are initialized, and all the blocks in that group are re-encrypted. Because no new session key is required and the number of blocks in each group is relatively small as compared to a TSM's total number of data blocks, with split in-order sequences, the length of time required to re-encrypt only the blocks in one group is much shorter as compared to the time required in Option 1. This is illustrated next using data_block ${ }_{i, j}$ to indicate a data-block $j$ in group $i$. Each time data-block ${ }_{i, j}$ is evicted from cache, its assigned short 16-bit private unique number is incremented. After 65,536 evictions, the block's shared 48-bit unique number is incremented and is used with an initial 16-bit unique number (e.g., 0) to encrypt all the (256) blocks in group $i$. Assuming that the loader stores the initial 48-bit unique number (e.g., 0) assigned to group $i$ in memory location $X_{i}$ and the initial short private 16 -bit unique number (e.g., 0 ) assigned to data_block ${ }_{i, j}$ in $Y_{j}$ the following illustrates the randomized encryption of data_block ${ }_{i, j}$ using split in-order sequences:
```
//Initialization by the loader; X 
block_block
0}, data_block
//1st time evicted from cache; X X = 0; Y 
//at Yj
```

block_block $_{\text {ctxt-i,j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 0\right.\right.$, 1\}, data_block $\left.{ }_{p t x t-i, j}\right\}$
//2nd time evicted from cache; $X_{i}=0 ; Y_{i}+1=2$; save 2 //at $\mathrm{Y}_{\mathrm{j}}$
block_block $_{\text {ctxt-i,j }}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 0\right.\right.$, 2\}, data_block $\left.{ }_{p t x t-i, j}\right\}$
$/ / 3$ rd time evicted from cache; $X_{i}=0 ; Y_{i}+1=3$; save 3 //at $Y_{j}$
block_block ${ }_{\text {ctxt-i,j}}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 0\right.\right.$, 3\}, data_block $\left.{ }_{p t x t-i, j}\right\}$
//65535th time evicted from cache; $\mathrm{X}_{\mathrm{i}}=0 ; \mathrm{Y}_{\mathrm{i}}+1=65535$; //save 65535 at $Y_{j}$
block_block ${ }_{\text {ctxt-i,j}}=E\left(K_{\text {sym-session-enc }} \quad\left\{b l o c k \_a d d r e s s_{j}, 0\right.\right.$, 65535, data_block $\left.{ }_{\text {ptxt-i,j }}\right\}$
//65536th time evicted from cache; $\mathrm{X}_{\mathrm{i}}+1=1 ; \mathrm{Y}_{\mathrm{i}}=0 ; 1$ //is saved at $X_{i} ; 0$ is saved at $Y_{j}$
//A firmware in SP encrypts all the blocks in group $i$ and //then resumes program execution
for (j = 0; j < number_of_blocks_in_group_i; j++)
block_block ${ }_{\text {ctxt-i,j }}=\mathrm{E}\left(\mathrm{K}_{\text {sym-session-enc }} \quad\left\{\right.\right.$ block_address ${ }_{j}$, $1,0\}$, data_block $\left.{ }_{p t x t-i, j}\right\}$ );

The unique numbers assigned to the most referenced blocks may be saved in a specialized cache inside the SP to improve performance.
The re-encrypting task of all (Option 1) or some (Option 2) blocks will be managed as part of the TSM process. If the TSM is interrupted, its corresponding re-encrypting task will be also stopped, and it will resume when execution of the TSM resumes.

### 11.11.7 Program Data Integrity and Confidentiality

In DIDC-SXM, each dynamic data block must be encrypted, as in DCSXM, and must be hashed and a hash tree must be maintained, as in DISXM. In addition to protecting the integrity of each data block, each block's assigned unique number, used for implementing randomized encryption, must be protected as well. However, it has been shown that there is no need to maintain a hash tree for data blocks and another hash tree for the assigned unique numbers in order to detect replay attacks [63, 64]. A single hash tree for the unique numbers, which would be smaller than the hash tree for data blocks, is sufficient to detect replay attacks. Furthermore, the unique numbers need not be encrypted [65]. Note that, the data blocks are still hashed, as illustrated next, but maintaining a hash tree for data blocks as in Fig. 11.32 is not needed. The hash value of each data block may be embedded within each block or stored separately, as was illustrated for code blocks in Fig. 11.29 or Fig. 11.30, respectively.

Figure 11.33 illustrates the organization of dynamic data blocks with embedded hash values and the hash tree for the data blocks' assigned unique numbers. In the figure, each cache block is assumed to be 64 B and contains a 48-B data block and a 16-B (128-bit) hash. Assuming that a long (64-bit) unique number is used for each dynamic data block, eight such numbers can be stored in each $64-\mathrm{B}$ cache block ( $8=64 \mathrm{~B} / 64$ bits).


Figure 11.33 Protecting dynamic data: (a) dynamic data block with embedded hash; (b) hash tree for dynamic data unique numbers.

Figure 11.34 illustrates a sophisticated replay attack using the data block organization shown in Fig. 11.33 with arbitrary unique numbers assigned to each block. The attacker replays both the cache block (data and embedded hash) and its assigned unique number. The attacker replaces both block 1 and its assigned unique number 23 at time t2 with an older copy saved at time t1. However, because the hash tree of the unique numbers will detect 17 as an invalid number at time t2, the execution of the process will be stopped, preventing the attacker from achieving the intended goal.

(a) Data blocks at times t 1 and t 2

Figure 11.34 Illustrating a replay attack of a block and its sequence number.

### 11.11.8 Program Code and Data Integrity and Confidentiality

The CICC-SXM and DIDC-SXM combination provides maximum program protection. This combined execution mode requires four secret
keys as $K_{\text {sym-prog-enc }}$ and $K_{\text {sym-prog-sign }}$ generated by the installer firmware and $K_{\text {sym-session-enc }}$ and $K_{\text {sym-session-sign }}$ generated by the loader firmware (Sec. 11.11.2). The first two keys are used for the encryption and hashing of program code blocks (including static data). The latter two keys are used for the encryption and hashing of program data blocks and maintaining a hash tree for the data blocks' assigned unique numbers used for randomized encryption of data blocks. This requires that the two types of blocks must be distinguishable so that the SP can use the right keys with each type of block during execution. There are two possible solutions, as follows:

1. Physical Memory Organization. One option is to split the main (physical) memory space into two regions: a non-SXM, including DMA access region, and an SXM region, which also includes a hash tree region. This option, however, may require a security kernel (part of operating system, OS) or a DMA transfer initiated by a trusted routine.

If the SXM memory space reserved for code and data are further partitioned into code and data regions, then if the address indicates a code region (Fig. 8.5 in Chap. 8), the SP would use program keys to decrypt and authenticate an incoming cache block. On the other hand, if the memory address indicates a data block, the SP would use session keys to decrypt and authenticate an incoming cache block.

Alternatively, if the SXM virtual pages are mapped to anywhere in the reserved SXM memory region (outside the hash tree region) and additionally randomized encryption of SXM data blocks is used, then number 0 could be assigned to each code block and a non-zero unique number to each data block [33]. Each time that there is a miss at the lowest-level cache, if the block's unique number is 0 , the block is considered a code block, and program keys would be used to decrypt and authenticate the block; otherwise, if the unique number is non-zero, indicating a data block, the SP would use session keys to decrypt and authenticate the block. As stated earlier, zero and non-zero unique numbers need not be encrypted. However, a hash tree is used to authenticate the zero and non-zero assigned numbers.
2. Virtual Memory Organization. Another option is to use an additional virtual memory space, separate from the SXM and non-

SXM virtual spaces, for the hash tree. Using a separate virtual space will allow an entire SXM virtual address space, divided into code and data regions, to be used by an SXM program (i.e., TSM). For any hash tree block that is cached, its virtual block address is also saved in the lowest cache so it can be used to determine the virtual address for the corresponding parent hash node, assuming physically addressed caches (Chap. 10). Furthermore, a separate translation look-ahead buffer (TLB) may be used for translating a hash tree virtual page number to its corresponding physical page number. Hash tree blocks may be saved in a separate cache memory for efficiency. If the virtual memory address (stored in the cache) indicates a code block, the SP would use program keys to decrypt and authenticate an incoming cache block. On the other hand, if the virtual memory address indicates a data block, the SP would use session keys to decrypt and authenticate an incoming cache block. Again, in addition, if randomized encryption of data blocks is used, the unique numbers assigned to each data block, which would be saved in the virtual memory space reserved for the hash tree and its leaf blocks, need not be encrypted.

### 11.11.9 Handling Interruption

Interrupts require the state of the CPU (i.e., register contents and interrupt return address) to be saved upon interruption and then restored when the control is returned to the interrupted program (Chap. 9). In SXM, the register contents and the return address must be securely saved to detect attacks. The amount of extra resources required inside an SP depends on whether the SP is designed to execute only one SXM program (i.e., single TSM process) at a time [55] or multiple TSMs (i.e., SXM multiprocessing) concurrently [31-33].

## Single Secure Execution Environment

In this case, only one TSM at a time can execute in SXM, indicated as SXM-OP (one process). Therefore, only one SXM state needs to be protected upon interruption. This can be done by encrypting and hashing SXM register contents using the SP's SRK. In addition, the encryption of register contents may be randomized to protect against any register information leak by using a unique number (e.g., a nonce randomly generated). The encrypted register contents are then stored back into
their respective registers so they can be saved in memory by the interrupt handler (IH). The hash value, the interrupt return address, and the nonce (if any) are securely kept inside the SP. The required cryptography keys and their key materials, as well as the SRH (if any), also remain inside the SP.

Within the SP, registers and cache lines are tagged-for example, with 1 for SXM and 0 for non-SXM. Any read/write of a tag-1 register or tag-1 cache line by a non-SXM process or any read of a tag-0 register or tag-0 cache line by an SXM process will result in an exception. An SXM process can write any register or data block, thereby changing its tag to 1. Upon interruption, the SP clears all SXM-tagged registers, flushes SXM-tagged data blocks from caches, and changes the SP from SXM to non-SXM before turning control to the IH.

The SP may execute non-SXM programs in addition to one TSM (SXM program), all in a time-sharing environment. While a TSM is running, the OS cannot start to execute another SXM process. Upon returning from an interruption, the SP compares the return address with the one stored internally. If the two addresses match, the SP switches to SXM, decrypts the restored encrypted register contents, and resumes the execution of the SXM process. Otherwise, the return address indicates either the resumption of an interrupted non-SXM process if the address indicates non-SXM (Sec. 11.11.8) or an attack, in which case an exception would be raised.

## Multiple Secure Execution Environments

In this case, the SP is designed to execute multiple SXM and non-SXM processes in a time-sharing environment. A key table would be used to store the interrupted SXM process state under the process ID. For example, a non-zero ID is used to identify an SXM process and ID $=0$ to identify a non-SXM process. The SP resources (i.e., registers and cache lines) are also tagged by process ID. The table may be a private key table (embedded) within the SP or a virtual key table that resides outside the SP.

If a private key table is used, the SP can only execute a fixed number of SXM processes in a time-sharing environment. If there is an interruption, cryptography keys, return address, register contents, etc. are saved in the private table, SXM registers are cleared; and SXM data blocks are cleared from caches before the control is turned to the IH . Alternatively, instead of saving register contents in the private table,
which would require maintaining a larger table, register contents may be processed as in SXM-OP. Register contents are encrypted, hashed, and then stored back in the registers to be saved by the IH in memory, and the hash along with the other information is saved in the table.

On the other hand, because a virtual key table may be copied on the hard disk, its size can grow as needed to allow the execution of any number of SXM processes in a time-sharing environment. However, the processor state (cryptography keys, register contents, return address, etc.) must be encrypted using the SP SRK before being stored under the process ID in the virtual table. The pages of the virtual key table are mapped to physical memory pages by the OS, just like how program virtual pages are mapped to physical pages (Chap. 10). A hash tree, similar to the one discussed in Sec. 11.11.5, is used to authenticate memory pages associated with the virtual key table.

Maintaining a virtual key table adds a delay to the handling of interrupts when compared to having an on-chip private key table. This delay, however, can be reduced if the recently accessed physical page addresses associated with the virtual key table are kept in a specialized cache memory within the SP for quick access.

Resuming from an interruption when using a private or virtual key table is handled similar to that described for the SXM-OP. However, since there can be more than one running SXM process, the return address is compared with that saved in the key table under the process ID; if the two addresses match, execution of the SXM process is resumed.

### 11.12 Design Example: Secure Processor

This section presents the architecture, including data path and sample SXM instructions, of an SP. The data path includes a standard processor core and the modules required for secure execution. An example application of TSM is also presented.

### 11.12.1 SP Specification

The following list specifies the features and limitations of an example SP:

1. The SP supports the execution of only one SXM process at a time (i.e., SXM-OP; see Sec. 11.11.9).
2. The SP implements the CICC-SXM and DIDC-SXM combination for maximum program protection. Throughout this section, the term SXM will mean maximum program protection that includes maintaining confidentiality and integrity of a trusted software module (TSM) code and data.
3. The SP includes a set of SXM instructions used to enable or disable SXM.
4. The SP contains a set of SXM status bits that indicates the SP status as either SXM or non-SXM.
5. A TSM code blocks (including static data) are encrypted and hashed to detect code spoofing and splicing attacks (if any). The code blocks are organized by compiler in the format shown in Fig. 11.29. When necessary, the term "program block" is used to refer to a cache block with an embedded code block and hash value, as illustrated in the figure. Furthermore, the terms TSM and "SXM program" may be used interchangeably. "SXM process" refers to a running TSM.
6. SXM program data blocks, which dynamically change during execution, are encrypted and a hash tree is maintained to detect dynamic data spoofing, splicing, and replay attacks (if any).
7. The encryption of dynamic data blocks is not randomized.
8. An SXM program is entirely self-contained with library routines statically linked at compile time. The program does not call external library or systems routines.
9. Data blocks are statically declared in the SXM program and memory space is allocated during compile time; no memory space is allocated during run time.
10. A region in main (physical) memory is reserved for SXM. The region is also partitioned into program code (including static program data) and dynamic data regions. The most significant address bit identifies each region; 0 identifies the code region and 1 identifies the data region. The data region is further partitioned into data and hash tree regions, as shown in Fig. 11.35(a). A hash tree of dynamic data blocks with four leaf (dynamic) blocks is shown in Fig. 11.35(b).
11. An SXM program is considered small enough to fit in its entirety in the SXM code region. Therefore, no virtual-to-physical address translation is performed in SXM.
12. L2 is the lowest cache memory and uses a write-back coherency protocol such as the MESI protocol (Chap. 10).
13. The SP contains an encryption/decryption and hashing engine (EDHE) implemented in hardware as an embedded system within the SP. It is used to decrypt and hash an incoming SXM code block, to decrypt an incoming SXM dynamic data block, and to encrypt an outgoing modified SXM data block.
14. The SP also contains a hash tree engine (HTE) implemented in hardware, which is also an embedded system within the SP. It is used to authenticate an incoming SXM data block using the hash tree and to update the hash tree when a modified data block is evicted from the L2 cache.
15. Both EDHE and HTE require trusted firmware where each is securely installed by the motherboard manufacturer.
16. The perimeter of the SP is the security boundary of the system. Therefore, caches are secure and contain instructions and data in plaintext.
17. The SP also includes the trusted program installer and loader firmware (Sec. 11.11.2). The loader firmware communicates with the OS to perform three tasks:
a. The loader firmware extracts the two program cryptography keys $K_{\text {sym-prog-enc }}$ and $K_{\text {sym-prog-sign }}$ generated by the installer and stores them within the SP.
b. The loader generates two session cryptography keys $K_{\text {sym-session- }}$ enc and $K_{\text {sym-session-sign }}$ and stores them within the SP. Session keys change each time the execution of an SXM program is started.
c. The loader firmware creates the initial hash tree for TSM data blocks. The initial contents of the data blocks can be unknown.

The OS starts the execution of the SXM program once the loader firmware completes its tasks.
18. Interruptions are handled the same way as was described for SXPOP.
19. For simplicity, we will assume that the SP core includes the hardware to handle interruptions. Here, we will focus on the EDHE and HTE data paths.

(a) Separation of code, dynamic data, and dynamic data hash tree regions.

(b) Illustrating a binary hash tree with only 4 leaf nodes as dynamic data blocks and parent nodes as hash blocks.

Figure 11.35 The organization of an SXM program code and data in memory: (a) memory map; (b) hash tree (shown as a binary tree).

### 11.12.2 Processor Architecture

Figure 11.36 illustrates the data path of the SP. It includes a processor core, L1 and L2 caches, and the modules required to implement the SXM. A set of registers is used to store cryptography keys, $K_{\text {sym-prog-enc }}$ and $K_{\text {sym-prog-sign }}$, generated by the installer firmware and extracted by the loader firmware, and two session keys, $K_{\text {sym-session-enc }}$ and $K_{\text {sym- }}$ session-sign, generated by the loader firmware to protect the TSM's (dynamic) data blocks during execution.


Figure 11.36 The data path of the example SP. The SXM implements CICC and DIDC secure execution modes.

The EDHE is responsible for decrypting and hashing an incoming SXM program block or SXM data block and encrypting a modified outgoing data block. An SXM program block contains a code block and an embedded hash. A code block contains instructions and/or static data. Because the contents of code blocks are not expected to change, these blocks are deleted from caches when they are replaced. The HTE is responsible for maintaining a hash tree for SXM data blocks. EDHE and HTE are discussed later in this chapter.

The SP data path also includes a 2-bit SXM status register [55]; the two register bits are called secure execution enable flag (SXEF) and secure execution active flag (SXAF). The SXEF enables both EDHE and HTE. The SXAF is used to ensure there is only one SXM process currently running. When SXAF is active, it prevents the OS from starting another SXM process as long as one is still running. The SP can be in one of three valid modes outlined in Table 11.10. An interruption of an

SXM process resets SXEF, making it a 0, and a return from an SXM interruption sets SXEF, making it a 1.

| SXAF | SXEF | State of the SP |
| :---: | :---: | :--- |
| 0 | 0 | The SP is in the non-SXM state and currently executing a non-SXM <br> process. The OS may spawn an SXM process. |
| 0 | 1 | Invalid state (not used). |
| 1 | 0 | An SXM process is interrupted and not running. The currently executing <br> program is a non-SXP process. The OS may not spawn another SXM <br> process; otherwise, an exception is raised. |
| 1 | 1 | The SP is in the SXM state and currently executing an SXM process. |

TABLE 11.10 The SP State Based on Values of SXM Status Bits SXAF and SXEF

As shown in Fig. 11.36, register contents and cache blocks used by the current process are tagged as 1 (SXM) or 0 (non-SXM). An SXM process can only read SXM-tagged register contents and cached blocks. The process, however, can write any register or data block, changing its tag to 1 (SXM). A non-SXM process, on the other hand, can only read or write a non-SXM-tagged register content or non-SXM-tagged cache block. All the blocks in the combined L2 cache are also marked with nonSXM or SXM tags. In addition, instruction blocks in L2 cache are tagged " $I$ " and data blocks as "D." This prevents an SXM process from accessing a data block in cache as instructions.

Table 11.11 presents a set of SXM instructions. Similar instructions are also defined elsewhere [31, 33, 55].

| Instruction | Description |
| :---: | :---: |
| SXM_ENTER | If $S X A F=0$, this instruction sets both SXAF and SXEF to 1 (active) causing the SP to enter the SXM state. The SXEF $=1$ activates both the EDHE and HTE. The two session keys $K_{\text {symsessionenenc }}$ and $K_{\text {symsessionsign }}$ that were generated by the loader firmware are used for encrypting/decrypting and hashing the SXM data blocks. An exception is raised if SXAF was 1 . |
| SXM_EXIT | If $5 \times A F=1$ and $S X E F=1$, the $S P$ exits the $S X M$ state. The instruction clears the SXAF and SXEF setting them both to 0 , resets the SXM tagged registers, flushes L1 data cache, and invalidates the SXM tagged data blocks in the L. 2 cache. L1 instruction cache and the instruction blocks in the $L 2$ cache are not flushed in case the exit i s temporary. |
| SXM_LD | If $5 X A F=1$ and $S X E F=1$, the instruction loads from an $5 X M$ dynamic data block. If the instruction causes a cache miss, the block reeceived from the main memory is decrypted before it is loaded into the L2 cache and is tagged as 5 XM. The HTE is invoked to authenticate the SXM data block. An exception, which terminates the SXM process, is raised if the block is not authentic. An exception is also raised if SXEF is 0 . |
| SXM_ST | If $S X A F=1$ and $S X E F=1$, the instruction securely stores data in memory via caches. Specifically, the instruction writes and updates a block in cache and sets its tag to SXM. If the instruction causes a cache miss, the block is first loaded into the cache, tagged as SXM, and then it is updated. The HTE is invoked to authenticate the incoming SXM data block. A block's SXM tag in the cache refers to all the words in the block; the SP does not handle partially tagged blocks. An exception is raised if SXEF is 0 . |
| LD_FROM_SXM | If $5 X A F=1$ and $S X E F=1$, the instruction loads from an $S X M$ data block to a register and changes the register tag to non-SXM allowing the register content to be used by a non-SXM instruction. If the instruction causes a cache miss, the block is decrypted before it is loaded into the L2 cache. The HTE is invoked to authenticate the incoming SXM data block. An exception, which terminates the SXM process, is raised if the block is not authentic. An exception is raised if SXEF is 0 . |
| ST_TO_SXM | If $5 \times A F=1$ and $S X E F=1$, the instruction stores non- SXM register content into a SXM data block. If the instruction causes a cache miss, the block is decrypted before it is loaded into the L. 2 cache and then tagged SXM. The HTE is invoked to authenticate the incoming SXM data block. An exception, which terminates the SXM process, is raised if the block is not authentic. An exception is raised if $S X E F$ is 0 . |

TABLE 11.11 The SXM Instruction Set

## Application Example: Secure Encryption Service

Consider a TSM that implements an encryption API. Application software, as well as commodity OS, may use the API to encrypt application- or OS-specific data. For example, consider an application software that uses the API and specifies an encryption key number in a keychain, the starting memory address of its plaintext data in memory, and the starting memory address for the destination ciphertext (refer to Sec. 11.8.2 for an example). The following outlines the steps the TSM uses to securely encrypt the application's data:

1. The TSM executes instruction "SXM-ENTER." If SXAF is 0 , and thus switches SP to SXM. Otherwise, if SXAF = 1, the application must wait until a currently executing (different) SXM process terminates, resets SXAF (making it a 0), and returns control to OS, which then can start the secure encryption TSM.
2. Once the TSM is invoked, it copies the application's plaintext, a non-SXM data, into the SXM data region in main memory using "LD" (Chap. 8) and "ST_TO_SXM" instructions.
3. The TSM securely extracts the encryption key from the applicationprovided keychain.
4. Using the "SXM_LD" and "SXM_ST" instructions, the TSM securely encrypts the plaintext, now stored in the SXM data region in memory, and stores the ciphertext, also in the SXM data region.
5. Finally, using the "LD_FROM_SXM" and also "ST" (Chap. 8) instructions, the TSM copies the generated ciphertext from the SXM data region to the application's ciphertext (non-SXM) data region in memory.

### 11.12.3 Encryption Decryption Hashing Engine

The EDHE contains encryption, decryption, and hashing functions implemented as an embedded system within the SP. It performs multiple tasks when SXEF is set to 1. The EDHE decrypts, hashes, and authenticates an incoming program cache block, which includes a code block and an embedded hash. It also decrypts an incoming data block when executing the "SXM_LD," "SXM_ST," "LD_FROM_SXM," or "ST_TO_SXM" instruction and encrypts an outgoing SXM-tagged modified data block. Note, no randomized encryption of SXM data blocks
is implemented in the example SP. An unmodified SXM-tagged data block is deleted from caches when the block is replaced. The block address of an SXM program or data block is also used in the encryption, decryption, and hashing of the block. The inclusion of the block address in the hashing is used to detect splicing attacks (if any).

## Cache Line Authentication: Code Blocks

The most significant two address bits (MSB1 and MSB0) identify the two different types of blocks; $(00)_{2}$ identifies a program block and $(11)_{2}$ identifies a data block (Fig. 11.35(a)). $K_{\text {sym-prog-enc }}$ is used to decrypt each SXM program block, and $K_{\text {sym-prog-sign }}$ is used to hash each SXM code block. The session encryption key $K_{\text {sym-session-enc }}$ is used to decrypt/encrypt an SXM data block.

For an incoming SXM program block (a code block plus an embedded hash), if the computed hash of the code block matches the embedded hash, the hash values in the program block are replaced with NOP instructions before the program block is stored in the L2 cache. The block is marked valid in the cache and its tag is set to 1 (SXM). Otherwise, the cache line is marked invalid (I) and an exception is raised, which terminates the SXM process (to prevent an attack).

If an incoming SXM data block is the result of executing an "SXM_LD" or "LD_FROM_SXM" instruction, the block is considered an SXM data block. The block is loaded from memory and decrypted (using $K_{\text {sym- }}$ session-enc) before it is stored in the L2 cache. The data block and its block address are also loaded to the HTE for authentication. However, the block in the cache is considered valid and program execution continues as normal unless the HTE raises an exception, signaling an attack. The handling of an incoming SXM data block due to a write miss as a result of executing the "SXM_ST" or "ST_TO_SXM" instruction is the samethe block is decrypted and loaded into caches, HTE is invoked to authenticate the block, and the block is updated in the L1 data cache and marked modified in both the L1 data cache and the L2 cache.

Figure 11.37 illustrates the EDHE and HTE data paths for a read cycle, and Fig. 11.38 illustrates the data paths for a write cycle.


Hash Tree Engine (HTE):Validate hash values

Figure 11.37 Loading an SXM block from memory; a code block decrypted and authenticated with embedded hash in the program block; a data block decrypted and authenticated by the HTE (some parts from [66]).


Hash Tree Engine (HTE): Update hash tree

Figure 11.38 Write-back data block to memory; data path to evict a modified data block.

### 11.12.4 Hash Tree Engine

The HTE is responsible for both parsing the hash tree to authenticate an incoming SXM data block and for updating the hash tree when a modified SXM data block is evicted from the L2 cache and leaves the secure perimeter of the SP. However, because tree parsing takes time, the authentication is performed in the background; no data speculative execution is necessary. A data speculative execution, in this case, means the processor continues to execute the program, but does not commit the computed results to the registers until the data used in the speculative execution is validated. However, because there are no known universal techniques to recover from an attack other than to restart the program [66], the SP can commit the computed results to registers. That is, on a cache miss, an SXM data block that is loaded into
the L2 cache is marked valid (e.g., the state E or S in the MESI protocol), and program execution continues as usual until the HTE raises an exception, which signifies an attack. The exception causes the SP to terminate the process and return control to the OS; the program nevertheless may be restarted.

## Cache Line Authentication: Data Blocks

The data path of the HTE for authenticating a data block is also illustrated in Fig. 11.37. The HTE recursively operates on the nodes of the hash tree, as illustrated by examples in Table 11.12 using the hash tree shown in Fig. 11.35(b).

| Data <br> Block <br> Read | Blocks in the <br> Buffer | Target Parent | Cache Action | Action | Blocks in Cache |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Enter 5 | 5: authenticate | 2 | Read miss 2 | Need Block2, enter 2 | 5 |
|  | 2: authenticate | 1 | Read miss 1 | Need Block1, enter 1 | 5,2 |
|  | 1:authenticate | SRH |  | SRH=? Hash1, remove 1 | 5,2,1 |
|  | 2: authenticate | 1 | Read hit 1 | Block1.Hash2=? Hash2, remove 2 | 5,2,1 |
|  | 5: authenticate | 2 | Read hit 2 | Block2.Hash5 =? Hash5, remove 5 | 5,2,1 |
| Enter 4 | 4: authenticate | 2 | Read hit 2 | Block2.Hash4=? Hash4, remove 4 | 5,2,1 |
| Enter 7 | 7:authenticate | 3 | Read miss 3 | Need Bock3, enter 3 | 5,2,1,7 |
|  | 3: authenticate | 1 | Read hit 1 | Block1.Hash3=? Hash3, remove 3 | 5,2,1,7,3 |
|  | 7: authenticate | 3 | Read hit 3 | Block3.Hash7 =? Hash7, remove 7 | 5,2,1,7,3 |
| "enter": Block and its block-address are entered into the buffer in the HTE. "remove": Block and its block-address are removed from the buffer. |  |  |  |  |  |

TABLE 11.12 Dynamic Data Block Authentication Examples Using a Hash Tree
Suppose caches are initially empty and the first data item accessed by the SP is in SXM data Block5. When memory supplies Block5, the block is decrypted and stored in the L2 cache by the EDHE. From there, the block is copied to the L1 data cache. At this time, the state of Block5 is
assumed to be valid in all the caches. Block5 and its block address are also loaded into a buffer in the HTE when the block is loaded into the SP. Block5 is then authenticated by the HTE. Using the block address, the HTE determines that Block2 is the parent block of Block5 and attempts to access Block2 from the L2 cache. However, because the caches were initially empty, Block2 not being in the cache causes a miss. When memory supplies Block2, the block is stored in the L2 cache and, along with its block address, is also entered into the buffer in the HTE. Note that the parent blocks contain hash values and thus need not be decrypted before being loaded into the L2 cache, as illustrated in Fig. 11.37.

This time, the HTE tries to access Block1, the root and the parent block of Block2. Again, Block1 not being in the cache causes a miss. It is read from memory and loaded into L2, and along with its block address, is also entered into the buffer in the HTE. Recall that all the blocks, including the hash blocks, are marked valid in the L2 cache upon loading. Because Block1 is the root block, the HTE computes and compares its hash (Hash1) with the stored SRH inside the SP. If Hash1 matches the SRH, Block1 is considered authentic and is removed from the buffer, leaving Block2 next in line in the buffer to be authenticated.

This time, the HTE computes the hash of Block2 (Hash2) and compares it with Block1.Hash2. If the two hash values match, Block2 is considered authentic and is removed from the buffer, leaving Block5 still in the buffer to be authenticated. Finally, the hash of Block5 (Hash5) is computed and compared with Block2.Hash5. Again, if the two hash values match, Block5 is considered authentic and is removed from the buffer. This terminates the parsing of the hash tree to authenticate Block5. If at any time during the tree parsing any two compared hash values do not match, the HTE would raise an exception, which would cause the SP to clear all SXM-tagged registers and flush the L1 data cache and all the SXM-tagged L2 data blocks before terminating the SXM process and returning the control to the OS.

As illustrated in Table 11.12, since Block5 was the very first data block accessed from memory, it took the HTE several steps to authenticate the block. However, authenticating another data block, such as Block4, would take only one step. This is because Block2, the parent block of Block4, is already in the L2 cache (assuming not replaced) and was authenticated when the HTE was authenticating Block5, as indicated in the table. Therefore, there is no need to continue and verify the hash
values in the path from Block2 all the way to the SRH as was done with Block5.

In the final example, SXM data Block7 is loaded into the cache and, along with its address, is also entered into the buffer in the HTE. Its hash value (Hash7) would need to be computed and compared with Block3.Hash7. However, because Block3 is not in the cache, Block3 is loaded from memory into the L2 cache and, along with its address, is also entered into the buffer in the HTE. Because Block1 is already authenticated and valid in the cache, as shown in the table, Hash3 is computed and compared with Block1.Hash3. If the two hash values match, Block3 is considered authentic and is removed from the buffer, leaving Block7 in the buffer yet to be authenticated. The HTE computes and compares Hash7 with the Block3.Hash7. If the two hash values match, data Block7 is considered authentic and is removed from the buffer.

Note that, while Block5 was being authenticated Block4 and Block7 may be entered into the buffer. The HTE authenticates data blocks in the first come first service (FCFS) order.

## Hash Tree Update

The HTE also computes a new SRH when a modified SXM data block is evicted from the cache. This is illustrated by examples in Table 11.13 using the data path shown in Fig. 11.38 and the hash tree in Fig. 11.35(b).

| Data <br> Block <br> Evicted | Blocks in the HTE Buffer | Target Parent | Cache Controller | Action | Blocks <br> in the <br> Cache |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Enter 5' | 5':update 2 | 2 | Write miss 2 | Need Block2, Enter 2 |  |
|  | 2: authenticate | 1 | Read-miss 1 | Need Block1, Enter 1 | 2 |
|  | 1:authenticate | SRH |  | SRH =? Hash1, remove 1 | 2,1 |
|  | 2: authenticate | 1 | Read-hit 1 | Block1.Hash2=? Hash2, remove 2 | 2,1 |
|  | 5'update 2 | 2 | Write-hit 2 | Block2.Hash5 $\leftarrow$ Hash5', remove $5^{\prime}$ | 2, 1 |
| Enter 4' | 4':update 2 | $2 '$ | Write hit 2 | Block2'.Hash $4 \leftarrow$ Hash4', remove 4' | 2",1 |
| Enter $7^{\prime}$ | 7':update 3 | 3 | Write miss 3 | Need Block3, push 3 | $2{ }^{\prime \prime}, 1$ |
|  | 3: authenticate | 1 | Read-hit 1 | Block1.Hash3 =? Hash3, remove 3 | 2",1,3 |
|  | 7':update 3 | 3 | Write hit 3 | Block3.Hash $7<$ Hash $7^{\prime}$, remove $7^{\prime}$ | $2^{\prime \prime}, 1,3^{\prime}$ |
| Enter 2" | 2":update 1 | 1 | Write hit 1 | Block1.Hash $2 \leftarrow$ Hash2", remove 2" | 3 , $1^{\prime}$ |
| Enter 1' | 1':update SRH | SRH |  | SRH $\leftarrow$ Hash ${ }^{\prime}$, remove 1' | $3^{\prime}$ |
| Enter $3^{\prime}$ | 3':update 1' | $1{ }^{\prime}$ | Write miss 1' | Need Block1, enter 1' | $3^{\prime}$ |
|  | 1':authenticate | SRH' |  | SRH' $=$ ? Hash1', remove 1' | $3^{\prime}, 1{ }^{\prime}$ |
|  | 3':update 1' | $1{ }^{\prime}$ | Write hit $1^{\prime}$ | Block1'.Hash3ヶHash3', remove 3' | $1^{\prime \prime}$ |
| ' and" indicate number of modifications, ' (once) and " (twice);"enter" enters the block and block-address into the buffer in HTE ;"remove" removes the block from the buffer. |  |  |  |  |  |

TABLE 11.13 Hash Tree Update Examples
Suppose SXM data Block5', where ' indicates the block is modified, is in the L2 cache. Also, suppose Block5' is evicted from the cache, and thus will be encrypted and copied to memory. In order to update the hash tree, the encrypted Block5', along with its block address, is copied to the buffer in the HTE as the block leaves the L2 cache. Because the caches are inside the SP and therefore are considered secure, the HTE only needs to update Block2, the parent block of Block5. Assuming that Block2 is not in the cache, this would cause a cache miss. Block2 would be copied from memory to the L2 cache and authenticated by the HTE,
which also requires Block1 to be authenticated, as it was discussed earlier for the read cycle.

The content of Block2' in the L2 cache changes to \{Hash4, Hash5'\}, where $\}$ indicates concatenation, and Block5' is removed from the buffer, completing the hash tree update. Next, suppose Block4' is evicted from the L2 cache. Assuming that Block2' is still in the cache, this update will not cause a cache miss and will be quick, changing Block2" to \{Hash4', Hash5'\}, where " indicates two updates. The eviction of Block7' requires Block3 to be updated with Hash7'. However, assuming that Block3 is missing in the cache, it will be loaded from memory, authenticated, and then updated. This causes Block3.Hash7 to be replaced with Hash7' in the cache and Block7' to be removed from the buffer.

Next, suppose Block2" that contains \{Hash4', Hash5'\} is evicted from the cache. Block2" and its block address are also entered into the buffer in the HTE. From its block address, it is determined that Block1, the parent of Block2, must now be updated. Assuming that Block1 is still in the cache, after the update, the content of Block1' becomes \{Hash2", Hash3\}, and Block2" is removed from the buffer.

Table 11.13 also illustrates the eviction of Block1', which causes the HTE to update the SRH with Hash1', and then the eviction of Block3', which causes Block1' to be reloaded and authenticated and then modified with Hash3'. Note that hash blocks need not be encrypted when they leave the SP or decrypted when they are loaded into the cache.

The SP introduces additional overhead when compared to a standard processor. As illustrated in Fig. 11.37, each SXM program and data block is decrypted, requiring a cipher, before it is loaded into the L2 cache. In addition, hash tree parsing or updating generates additional cache traffic, which could slow down the execution of an SXM process. However, a separate cache may be used to store hash blocks to improve performance.

### 11.13 Further Reading

While we provided an introduction and background information, we also discussed protecting the cryptography keychain through hardware, a memory authentication mechanism, and compartmentalization of the
execution environment by creating SXMs. The following is a sample list of other types of runtime hardware checkers:

- A processor may be implemented with a hardware secure return address stack (SRAS) that can be used to detect buffer-overflow attacks [67, 68]. Even if malicious software is able to cause a buffer overflow and spoof a new address (e.g., address of a virus) into the memory stack, the return address will be different from that stored inside the SRAS within the processor, and thus, no jump will take place to execute the virus. This would be similar to using a private or virtual table discussed in Sec. 11.11.9, limited to return addresses only, but for all types of processes.
- The hardware array bound checker uses the base address and size of the array to monitor out-of-bound errors [69].
- Hardware monitors can detect abnormal program behavior. This includes creating intra- and interprocedural control-flow monitors in hardware [70]. The monitor would be an FSM-based checker and would use program control-flow and data-flow graphs determined during compilation to dynamically monitor jump (intraprocedural) and call/return (interprocedural) addresses. An FSM and a table would be used to keep track of all permissible caller-callee relationships. The table stores the call/return addresses and is used to map an address to an FSM state. An invalid call/return address indicates an invalid behavior that causes the FSM to enter an invalid state.
- A program profiling-based checker verifies whether or not a program follows a normal execution path [71]. All possible program paths are recorded during some training runs, and the record is used by the checker to detect an invalid path. The training time must be long enough to reduce the number of false positives.
- Dynamic tracking of program information flow in hardware [72-75]. An integrity policy is implemented within the processor that prevents an OS-tagged low-integrity input data to be used as high-integrity data. An input is marked as low-integrity data if it enters the system, for example, through a device controller interface (DCI) such as a USB host controller interface. Tainted data values would be prevented from being used as instructions or memory addresses (pointers). Gate-level information flow tracking [74] hardware requires a shadow logic for every gate to track the trustworthiness of each bit. Each input bit and, thus each output bit, is marked as
trusted (0) or untrusted (1). Therefore, simply using an untrusted bit does not always mean the result is also untrusted. That would depend on the gates used to process the untrusted bit. For example, using an AND gate with one trusted input $x=0$ and one untrusted input $y=0$ or 1 , the output will be 0 and trusted. An instruction set architecture (ISA) data path using this methodology requires that the program pointer (PP) is never conditionally modified and there are no indirect memory load/store instructions. If the condition is untrusted, then the content of the PP would be untrusted, and this will lead to untrusted content for all registers and potentially all memory space. Therefore, all the instructions that depend on a condition must be converted to predicated instructions, and all unbounded loops must be converted into bounded loops (to prevent timing information leaks) using a counter with a termination condition where all the instructions within the loop are predicated with the negation of this termination condition. The counter is initialized by a special instruction ("countjump") and is decremented by 1 every iteration until it reaches 0 . With this mechanism, a loop (including nested loops) is executed as an entity, and when it completes, it causes the PP to increment and thus exit the loop without branching. Untrusted information flow via hardware Trojans and physical attacks that may tamper with memory content is not considered. It has been shown that while shadow logic would increase the size of the circuit (e.g., by $70 \%$ in one study), it does not negatively affect clock frequency.
- Code and data replication to detect attacks by comparing the behavior of multiple copies of a running program [76]. With each replication, a different memory layout is used to detect memory access errors, a different hashing scheme is used with each copy to protect the integrity of critical data, and a different encryption scheme is used with each copy to better protect data confidentiality.
- Protect availability by implementing a better memory bandwidth allocation scheme. A memory controller (MC) typically employs a variety of algorithms to prioritize and schedule the outstanding cache misses supplied by memory. A first come first serve (FCFS) scheduler, for example, may also assign the highest priority to column accesses from the current active row (Chap. 7) to increase memory throughput and the next highest priority to the oldest nonactive row among the remaining outstanding requests [77, 78].

However, a malicious thread that flushes the MC with random (address) transactions could potentially increase the number of row accesses and thus increase stall times for other threads. A stall-time fair memory scheduler (STFM) uses memory-slowdown values to better schedule memory requests [79]. In this case, the memory controller computes a memory-slowdown (S) value for each thread that has a list of outstanding transactions as the ratio of the average stall-time if memory is shared with other threads ( $T_{\text {shared }}$ ) and the expected stall-time if the thread is executed alone ( $T_{\text {alone }}$ ). That is, $S=T_{\text {shared }} / T_{\text {alone }}$. An unfairness ( $U$ ) parameter then is computed as $U=S_{\text {max }} / S_{\text {min }}$ where $S_{\text {max }}$ and $S_{\text {min }}$ are the maximum and minimum memory-slowdown values among all the outstanding requests. If $U$ is less than some acceptable value (i.e., $U<a$ ), then the scheduler would use an algorithm to increase memory throughput-for example, by assigning a higher priority to burst transactions. On the other hand, if $U \geq a$ and thus there is unfairness in the processing of the outstanding memory requests, the requests from a thread with $S$ $=S_{\text {max }}$ would be assigned top priority. The FCFS scheduling is then used to prioritize transactions among all the top priority requests.
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## Exercises

11.1 List various security issues that users, organizations (e.g., military, banks), application programs, and systems (e.g., personal computers, cloud, handheld devices) might face.
11.2 Consider a government office issuing passports. Follow the SEM and the example in Table 11.1 to develop a security mechanism for "issuing a hard-to-forge passport."
11.3 Give a reason as to why a mandatory access control is needed in an organization.
11.4 Consider a bank with safe deposit boxes that customers can rent. The bank needs to select a secure scheme to allow only authorized access to safes. In addition, customers wish to have more freedom and occasionally allow their friends or relatives to access their boxes. For each of the following techniques, itemize what the bank and the owner of a safe need to do and what protections are needed to prevent an unauthorized person from accessing a safe or denying access to a legitimate owner.
a. Derive a secure mandatory ACL-based scheme that the bank can use. Hint: Each customer gives the bank a list of names that can also access the safe.
b. Derive a secure capability list-based scheme that the bank can use. Hint: Bank issues each customer $n$ keys to give to a friend or a relative.
11.5 What is a multilevel security policy model?
11.6 What is a multilateral security policy?
11.7 Briefly explain the BLP's *-property.
11.8 Which policy model could be used to prevent the Stuxnet malware from changing the specifications of an industrial control system?
11.9 Stuxnet is designed to search for a specific control system known as a programmable logic controller (PLC). Which policy model could be used to prevent Stuxnet from transferring the control system information through the network?
11.10 Flame malware is designed to "suck" information (keystrokes, screenshots, audio, etc.) from a computer system and send it over the Internet to those who control it. Which policy model could be used to prevent Flame from transferring data through the network?
11.11 Why does the software that implements an access control mechanism and the system that runs it need to remain trustworthy?
11.12 Suppose a CPU uses an 8-bit carry look-ahead adder (CLA). Use two CLA modules, but purposely modify one of the CLAs so it outputs the wrong results. For example, change the correct expression $s_{3}=p_{3} \oplus c_{2}$ to $s_{3}=\overline{p_{3} \oplus c_{2}}$. With billions of transistors in a typical processor, it would be hard to detect there are two adders. Do the following:
a. Design a single input triggering hardware Trojan that outputs wrong results after it is triggered using the input 0xAA.
b. Suppose you apply 50 unique test vectors to test the adder. What are the chances of detecting the Trojan?
c. Suppose the adder is a 32-bit CLA with the same exact Trojan with trigger input 0xAAAAAAAA. Determine the chance of detecting the Trojan with one million tests.
11.13 Suppose a MOD 24 counter is used to create a time bomb Trojan.
a. How many test vectors do you need to trigger the Trojan?
b. Suppose you applied 10M tests and the circuit worked correctly. How often do you need to reset power in order to prevent a time bomb trigger?
c. Design a circuit that outputs 1 to reset the power to the module that may use a counter to create a time bomb Trojan. Also assume that the number of test vectors in part (b) includes tests
applied during post silicon testing; that is, before mass production. Sample chips are manufactured for post-silicon testing purposes only in order to apply more tests using actual hardware instead of a simulation tool.
11.14 Design the following 16-bit encryption/decryption circuit shown in Fig. 11.39. It uses a multifunction 16-bit input register, a right-shift register as output register, and an 8-bit LSFR with a secret key. The circuit operates manually (no control unit is required). Validate your design.


Figure 11.39 Data path for Exercise 11.14.
11.15 What are the three sources of development threats?
11.16 What is the purpose of using homomorphic encryption, and in addition to requiring more hardware, what potential problem may exist that would make implementation of a homomorphic encryption more difficult? (Hint: Also refer to FP arithmetic in Chap. 3.)
11.17 Design an FSM-based control unit to encrypt/decrypt 16 bits of data at a time. The block diagram is shown in Fig. 11.40. The controller starts when signal start is asserted. A user selects a 16bit input and toggles the switch connected to the DFF to assert the start signal, as illustrated in the figure. Once the controller starts, signal ack (acknowledge) is used to reset the DFF. The encryption/decryption data path contains a counter for counting the
number of times the multifunction registers must shift. In the block diagram, C.C. stands for combinational circuit. When the counter reaches the right number, the operation stops and the controller returns to standby, its initial state. The system should be reset only once and should work multiple times, each time encrypting/decrypting a 16-bit input. (Also see Exercise 11.14).


Clock and reset are connected to all synchronous modules (except clock is not connected to the DFF).

Figure 11.40 Data path and control unit for Exercise 11.17.
11.18 Given $e=5, d=29$, and $n=91$, use RSA to encrypt $P=6$ and decrypt $C=41$.
11.19 Given $e=5, d=29$, and $n=91$, use RSA to encrypt $P=13$.
11.20 Suppose $I V=8$ 'h77. Determine the ciphertext for plaintext $=$ "HELLO" using RSA in CBC mode and use public key e=5 and $n$ $=91$. For example, the first $P_{0}=72=8 \mathrm{~h} 48$ is XORed with 8 h 77 before it is encrypted to generate ciphertext $C_{0}$; then $P_{1}=8$ 'h45 is XORed with $C_{0}$ before it is encrypted to generate $C_{1}$, etc.
11.21 State why an MAC or HMAC is needed.
11.22 What is the advantage of an MAC? Also check the properties of AES-GCM online.
11.23 What is the advantage of an HMAC?
11.24 Consider a system with $8-B$ cache blocks and 256 -B main memory. Organize this memory as a binary hash tree. Specifically, given the memory address of a child block, formulate a technique to identify the memory address of its parent block.
11.25 Consider a system with 8-B cache blocks and 128-B main memory. Organize this memory as a 4-ary hash tree. In a 4-ary tree, each parent node has four children nodes. Specifically, given the memory address of a child block, formulate a technique to identify the memory address of its parent block.
11.26 A hierarchical access control suitable for hardware implementation: Refer to reference [48] and write an HDL code to generate 8 -bit $R_{j i}$ and $N_{j}$ for given 8 -bit $I D_{i}, I D_{j} S R K, K_{i}$, and $K_{j}$. Use the following data to test your code. Then use each of the values for $I D_{i}, I D_{j} R_{j j}$, and $N_{j}$ to compute secret $K_{i}$. Values of $R_{j}$, and $N_{j i}$ for all $i$ and $j$ would be public.

| $\mathrm{ID}_{\mathrm{i}}$ | $\mathrm{K}_{\mathrm{i}}$ | $\mathrm{ID}_{\mathrm{j}}$ | $\mathrm{K}_{\mathrm{j}}$ | $\mathrm{R}_{\mathrm{ji}}$ | $\mathrm{N}_{\mathrm{ji}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00000001 | 00000011 | 00000100 | 00001000 | 00000101 | 01011010 |
| 11110001 | 11100011 | 11010100 | 10111001 | 00100101 | 11011011 |
| 11111111 | 11100011 | 11111111 | 10111001 | 00000000 | 11110000 |

11.27 Explain in what ways a secure co-processor can improve the security of a computer.
11.28 Outline the basic functions an SP must be able to perform in a system that runs a TSM.
11.29 Explain in what ways an SP can improve the security of a computer.
11.30 Suppose for a DI-SXM program, a hash tree of sequence numbers is created for the program's data blocks. What would happen if an attacker performs a block spoofing, splicing, or replay attack? Will each type of attack be detected and why?
11.31 Suppose for DI-SXM programs, the sequence numbers of data blocks are stored inside the SP instead of on memory. Briefly state
the advantage and disadvantage of storing the sequence numbers inside the SP.
11.32 Consider the design of a secure virtual memory management system. Suppose we would like to authenticate each virtual page using two-level hash trees. Each hash tree contains one root page and several leaf data pages. The hash (using bitwise XOR in this case) of each leaf page is stored in its corresponding root page. Assuming that pages are 4 KB , cache blocks are 64 B , and each hash value is 16 B , how many root pages are needed to authenticate 16 MB dynamically allocated virtual memory space?
11.33 Consider a hash tree of virtual memory data blocks (i.e., the hash tree uses virtual addresses). Suppose the SP implements physically addressed caches. In this case, a block's virtual address is also saved in the lowest-level cache. Briefly explain why saving the virtual address is necessary for processing the hash tree and detecting replay attacks.
11.34 Consider eight data blocks. Draw the hash tree and illustrate the authentication of blocks 8,9 , and 14 by the HTE. Also, determine how many cache misses will result due to accessing these blocks. Assume none of the cached parent blocks are replaced.
11.35 We would like to compare the memory space required to maintain a hash tree of sequence numbers assigned to memory data blocks. Two different sequence numbers are investigated: 64-bit vs. 64-bit split (48-bits long and 16-bits short) sequence numbers. Also, assume one long number is used for every 16 consecutive blocks, blocks are 64B, each hash value is 256 bits, and the maximum size of dynamic data memory space is 1 MB . Determine how much memory space is needed to maintain the hash tree in each case.
11.36 Consider a SXM-OP system. Assume the CPU has four useraccessible registers and data and addresses are 8-bits each. Suppose during an interruption, the 8-bit register contents and an 8 -bit return address are hashed using bitwise XOR and the hash value is saved inside the CPU. The register contents and the return address are then saved in memory by the interrupt handler. If the hash value is stored inside the CPU, show how it can be used to detect spoofing, splicing, and replay attacks. If any of the attacks cannot be detected, identify the reason and suggest a security
mechanism. You may assume there are five registers numbered 0 to 4 , where register 4 is used to store a return address.
11.37 An HTE is a microcontroller and executes a firmware located inside the SP. For simplicity, consider a hash tree of data blocks (as opposed to a hash tree of sequence numbers assigned to data blocks). Before a program can access its dynamic data in DI-SXM, the hash tree for the dynamic data blocks must already exist. Assuming the SP implements the MESI cache protocol, describe how the initial hash tree for a program's dynamic data blocks would be created. Also assume there are other SP state bits so that the OS can invoke the firmware when necessary and can choose to enable or disable the HTE read cycle, which, when disabled, causes data blocks that are loaded from memory to not be authenticated. The data memory space may be statistically declared during programming or allocated during run time.
11.38 Suppose split sequence numbers are used with each dynamic data block. Also assume that the starting address and the size of the dynamic data space are stored within the SP during the time a DI-SXM program is executing. Discuss/explain how a hash tree would be updated when one of the short sequence numbers overflows. Also, see Exercise 11.37.
11.39 Suppose an SP-based system uses separate virtual address spaces for an SXM process (code and data), a non-SXM process (code and data), a hash tree to protect SXM process data blocks, and a systems process (code and data). Outline a mechanism the SP could use to identify the right page table to use with each different virtual address.
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Computational attack, 475
Confidentiality security policy, 463
Configurable CPU, 218
Configurable logic block (CLB), 76, 178
Configuration USB descriptor, 418
Conflict cache miss, 435
Context switch, 451
Control bus, 281
Control memory, 227
Control unit, 6, 215
Control USB data transfer, 418
Coordinate rotation digital computer (CORDIC), 20, 235
Corrupter attack, 475
Counter mode cipher, 488
Cryptography key stream, 485
Cryptography key whitening, 497
Cryptoprocessor, 484
Cycles per instruction (CPI), 335

## D

Data bus, 281
Data cache, 427
Data dependence, 353
Data Encryption Standard (DES) cipher, 487
Data-parallel computation, 22
Data path, 6, 215, 271, 282, 305, 374, 435, 464
Data storage through hardware, 487

DeMorgan's theorem, 34
Denormal FP number, 5, 128
Deterministic FSM, 174
Device controller, 374
Device controller interface (DCI), 9, 374
Device driver routine, 353
Device USB descriptor, 418
Digital rights management, 484
Digital signal processor (DSP), 9
Digital-to-analog (D/A), 9
Digitizing analog signal, 2
Discretionary access control, 470
DMA channel, 400
DMA transfer table, 400
Double data rate (DDR) SDRAM, 294
DRAM refresh cycle, 276
Dual principle, 37z
Dynamic energy, 231
Dynamic memory (DRAM), 275
Dynamic power consumption, 233

## E

Edge triggered flip-flop, 151
Efficiency, 223, 279, 298, 308
Embedded systems, 9, 374
Emitter attack, 475
Endpoint USB descriptor, 417
Error correcting code (ECC) SDRAM, 510
Error detection and correction, 192, 198
Espresso minimization software, 54
Essential prime implicant (EPI), 46
Exceptions, 401

External cache hit, 445

$$
F
$$

Fair memory access scheduler, 536
False-sharing cache miss, 444
Fault tolerant FSM, 174
Feature size, 1
Field programmable gate array (FPGA), 9, 155
FIFO buffer, 185
Firmware, 351, 484
Flame virus, 471
Flash memory, 274, 390
Floating-point (FP) number, 5, 126
Floating point operations per second (FLOPS), 24, 224
Floating point unit (FPU), 98
Forward branching, 344
Forwarding unit, 330
Frame, 398, 416
Front-side bus (FSB), 376
Fully associative mapping cache, 433, 456
Fused operation, 217

## G

Glitch, 60, 147
Global branch predictor, 352
Graphic processing unit (GPU), 9, 20, 269
Gray code, 184
H
Hamming code, 192, 510
Hamming distance, 192
Hardware backdoor, 473
Hardware description language (HDL), 2, 16

Hardware interrupts, 401
Hardware Trojan, 473
Hash value, 494
Hashed MAC, 497
Hazard. See Glitch
Hazard unit, 332
Heterogeneous cores, 22
High impedance, 61, 284
Hit ratio, 431
Homomorphic computation, 520
Host controller interface, 9, 374
Hot-spot, 449
Hybrid FSM, 172, 185
HyperTransport interconnect, 378

I/O Controller Hub, 377
I/O ports, 9, 374
Implicant, 46
Implicit latch, 158, 179
Information flow tacking, 464, 535
Input port, 387
Instruction cache, 427
Instruction cycle, 310
Instruction pipeline, 307
Instructions per cycle (IPC), 308, 340
Integrated chip, 1
Integrity security property, 463
Intel Core i7, 21, 23, 308, 358
Intel Itanium processor, 21, 356
Intel Pentium IV processor, 360
Intel Xeon processor, 430, 442

Interface USB engine, 423
Integer unit, 98
Interleaving, 295, 300, 341
Interrupt acknowledge, 407
Interrupt-driven I/O, 393
Interrupt handler, 393, 522
Interrupt priority, 393
Interrupt request, 395
Interrupt structure, 393
Interrupt USB data transfer, 398, 420
Interrupt vector table, 405
Invalidation cache protocol, 444, 446
Isochronous USB data transfer, 398, 417

- J

JK flip-flop, 157


K-Map minimization rules, 46
Keyboard key matrix, 391
Keyed-hash, 496, 500, 510

Latency, 299, 375, 378, 385
Leakage current, 234, 276
Leaking information, 476, 513, 516, 522, 535
Level 1 cache, 428
Level 2 cache, 428
Level 3 cache, 430, 442
Line memory, 435
Linear feedback shift register (LFSR), 485
Local memory, 299
Local branch predictor, 350, 392

Logic gates, 10
Logic product term, 34
Logic sum term, 36

## M

Machine instruction, 8, 311
Mandatory access control, 470, 473, 484
Mealy FSM, 172
Memory access time, 289
Memory authentication, 551
Memory banks, 279
Memory cell, 274
Memory controller hub (MCH), 374
Memory cycle, 289
Memory management unit (MMU), 452
Memory-mapped I/O, 386
Memory row activation, 277
Message digest, 496
Message passing system, 24
Metastability, 152
Micro-operation, 227
Microcontroller, 374, 390
Microinstruction, 227
Microprogram, 227
Microprogrammed control, 225
Million instruction per second (MIPS), 224
MIPS processor, 225, 307, 316, 336
Miss ratio, 431
Mnemonic opcode, 310
Moore FSM, 172
Moore's law, 1
Motherboard, 377

Multi-lateral security policy, 472
Multi-level security policy, 472, 503
Multiple instruction multiple data (MIMD), 22
Multiprogramming, 401, 450
Multithreaded programming, 22, 308, 362
Multithreading, 22, 341

## N

National Institute of Standards and Technology (NIST), 487, 498
Net-list, 17, 75
Network adaptor, 386
Non-computational attack, 475
Non-return-to-zero inverted (NRZI), 212, 270, 415
Non-uniform memory access (NUMA), 378, 448
Non-volatile memory, 274
Nonce, 499
Normal FP number, 5, 128
Normalizing FP result, 133
Northbridge, 377
0
Object code, 310
Out-of-order execution, 357
Output dependence, 353
Output port, 387

## P

Packet, 283, 415
Page fault, 401, 430
Page mode access, 279
Paging, 430
Parity bit, 195
Parity generator, 198

Pass transistor, 275
Physical attacks, 25
Physical memory, 429
Physically addressed cache, 458, 521
Pipeline chart, 220
Pipeline flush, 331
Pipeline stage, 220
Placement-and-route, 79
Plug and play devices, 373
Point-to-point communication, 64, 378
Port-mapped I/O, 346
Precise interruption, 361
Predicated instruction, 356, 535
Prime implicant, 46
Primitive gates, 80
Priority encoder, 73
Private key, 489
Process switch, 452
Process, 451
Processing core, 2
Program counter. See Program pointer
Program pointer, 318
Programmable logic device (PLD), 75
Programmed I/O, 393
Propagate-generate unit (PGU), 101
Pseudo instruction, 318
Public key, 489
Public key infrastructure (PKI), 491
Q
QuickPath interconnect, 378
Quine-McCluskey algorithm, 51

Random access memory (RAM), 274
Randomized encryption, 516
Read after write (RAW) hazard, 353
Reciprocal division algorithm, 139
Redundant array of independent disks (RAID), 385
Register renaming, 357
Register transfer language (RTL), 16
Register window, 309
Remote memory, 299
Replay attack, 481, 504, 514, 519
Restoring division algorithm, 124
Reverse polish notation, 313
Ripple carry adder (RCA), 99
Rotations per minute, 385
Rounding error, 133, 217

## S

Sampling rate, 2
Scan code, 392
Score boarding, 358
Secret root key, 499
Secure execution environment, 484, 509
Secure execution mode (SXM), 484, 509
Secure root hash, 504
Security key storage, 499
Seek time, 385
Sense amplifier, 277
Sensitivity list, 86, 158
Server overload, 464
Session key, 512
Shared cache, 430

Shared memory system, 22
Shoot-through current, 232
Side channel attacks, 474
Sign extension, 4
Signal chasing, 148
Signal fall time, 58, 234
Signal handshaking, 381
Signal polarity, 31
Signal rise time, 58, 234
Signature security key, 499
Signed magnitude number, 3, 127
Silicon Graphics' SGI Altix 4700 system, 299
Single instruction multiple data (SIMD), 20, 98, 218, 308
Single instruction single data (SISD), 22
Snoop controller, 444
Software interrupt, 401
Southbridge, 377
Sparc processor, 307, 344, 345
Spatial locality, 431
SPEC CPU2006, 224
SPEC89, 352
Speculative execution, 356, 529
SPECviewperf, 224
Speedup, 223
Splicing attack, 481, 509
Split transaction, 383
Spoofing attack, 481, 509, 534
Static memory, 275
Static power consumption, 234
Status change USB endpoint, 417
Steaming SIMD extension (SEE), 20
Stream cipher, 485, 486

Stuxnet malware, 472
Superpipelining, 340
Superscalar processor, 340
Synchronizing flip-flop, 203
Synchronous interrupts, 401
System-on-chip (SoC), 9, 378

## T

T flip-flop, 157
Tag memory, 435
Temporal locality, 431
Test-bench, 79
Thermal design power, 23, 235
Third-party modules, 464
Thread, 22, 361
Thread-level parallelism (TLP), 363
Thread switch, 452
Threat vector, 509
Throughput, 24, 223, 307
Time slice, 402
Timing attack, 474, 489
Transceiver. See Bus
Transient fault, 166
Transistor, CMOS 12
Trap, 401
True color mode, 2
True-sharing cache miss, 444
Trusted computing base (TCB), 465, 508
Trusted firmware module, 484
Trusted hardware module, 484
Trusted platform module, 484
Trusted software module, 484, 536, 551

U
Unicode, 2
Uniform memory access (UMA), 378, 430
Universal serial bus (USB), 9, 374
Update cache protocol, 442
V
Vertex transformation, 20, 261
Virtual memory, 319, 429
Virtually addressed cache, 452
Volatile memory, 274
Von Neumann machine, 7
W
Wait cycle, 380
Wait queue, 401
Wait state, 380
Warehouse computing, 25
Wired-logic, 62
Write after read (WAR) hazard, 353
Write after write (WAW) hazard, 353


[^0]:    Example 2.1. Draw the block diagram of a 1-bit inverter circuit and appropriately label its input and output signals. The circuit inputs 1-bit data and a control signal labeled active-low as _c. The circuit outputs the 1-bit data input unchanged when _c is not active (deasserted, disabled) and inverts and outputs the data bit when the control signal is active (asserted, enabled). Since the input data is not interpreted by the inverter circuit, both the data and the output, for convenience, are labeled active-high as $x$ and $y$, respectively.

[^1]:    Unknown state

[^2]:    The d stands for don't care and is replaced with a 0 to produce the hex values.

[^3]:    TABLE 8.1 Examples of Addressing Modes

