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Preface

This book contains the papers presented at the International Symposium on Electro-

magnetic Fields in Mechatronics, Electrical and Electronic Engineering ISEF’05 which 

was held in Baiona, Spain on September 15–17, 2005. ISEF conferences have been 

organized since 1985 as a common initiative of Polish and European researchers who 

deal with electromagnetic fields applied to electrical engineering. Until now the con-

ferences have been held every two years, either in Poland or in one of European aca-

demic centres renowned for electromagnetic research. The Royal Village of Baiona is 

well-known in the world for its beauty and historical background and meaning, as it 

was the place where Columbus landed after his travels to the New World. The venue of 

the conference is very close to Vigo, which is one of the most important cities in Span-

ish Galicia. The University of Vigo was the logistic centre of the conference. 

It is the tradition of the ISEF meetings that they try to tackle quite a vast area of 

computational and applied electromagnetics. Moreover, the ISEF symposia aim at join-

ing theory and practice, thus the majority of papers are deeply rooted in engineering 

problems, being simultaneously of high theoretical level. Continuing this tradition, we 

hope to touch the heart of the matter in electromagnetism. 

After the selection process 211 papers were accepted for presentation at the Sym-

posium and almost all of them were presented at the conference both orally and in the 

poster sessions. The papers have been divided into the following groups: 

• Computational Electromagnetics 

• Electromagnetic Engineering 

• Coupled Field and Special Applications

• Micro- and Special Devices 

• Bioelectromagnetics and Electromagnetic Hazards

• Magnetic Material Modelling

The papers which were presented at the symposium had been reviewed and as-

sessed by the sessions’ chairmen and the Editorial Board assembled for the post-

conference issue of ISEF’05. All the papers accepted for further publication were di-

vided into two parts: those of more computational and those of more applicable nature. 

The latter ones are published here while the first, which contains less papers (26), went 

to COMPEL journal.
1

The papers selected for this volume have been grouped in three chapters which 

cover the topics: 

• Fundamental Problems 

• Computational Electromagnetics 

• Applied Electromagnetism

1

COMPEL: The International Journal for Computation and Mathematics in Electrical and Electronic Engi-

neering, vol. 25, No. 3/2006. 
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They introduce some necessary order while reading the book and somehow repre-

sent the main directions which are penetrated by researchers dealing with contemporary 

electromagnetics. Looking at the content of the book one may also notice that more and 

more researchers are engaging in investigation of electromagnetic applications, espe-

cially these connected with mechatronics, information technologies, medicine, biology 

and material sciences. This is readily seen when looking at a number of papers which 

belong to each part of the book. Computational techniques which were under develop-

ment during the last three decades and are still being developed serve as good tools for 

discovering new electromagnetic phenomena. This means that computational electro-

magnetics belongs to an application area rather than to research area. Anyway, a lot of 

researchers are still working on this subject. 

The first chapter is devoted to fundamental problems which appear in electromag-

netics. The subject has been intensively developed from the very beginning of the his-

tory of electromagnetism. Some problems are still the subject of scientific discussions 

and are still unsolved; other problems are discussed as the background for building 

numerical models. There is a group of papers dealing with the analysis of material 

properties (magnetic, dielectric or even biological), and thus the papers have more 

physical than computational considerations. Such an analysis is somehow out of the 

scope of international conferences, like COMPUMAG, AEM or CEFC, which rather 

focus their attention on computational aspects. Also, there are some papers in the chap-

ter which show analytical solutions of the electromagnetic field problems. The analyti-

cal approach is nowadays mostly not of interest for researchers, especially those of the 

younger generation, but this attitude seems not to be supported by the reality of elec-

tromagnetism. The analysis of electromagnetic field sometimes requires deeper insight 

into the structure of mathematical model and this can be done just by means of analyti-

cal approach. 

The second chapter is devoted to problems widely discussed at all conferences, 

namely how to improve the efficiency, accuracy and ability of numerical models. Older 

participants of the conference and readers of the book will remember that a few dec-

ades ago the majority of papers concentrated on the problems of how to build FEM 

solver or how to regard nonlinearity or dynamics in computer modelling. Also, there 

were strong discussions about the advantages and disadvantages of such numerical 

methods, such as FEM, FDM, BEM, and during the conferences followers of each par-

ticular method tended to form separate groups. Nowadays, these problems are mostly 

behind us and the interest of researchers is focused on some specific contributions to 

the existing solvers. 

The last chapter, the richest in papers, is a good mirror of what the ISEF confer-

ence is. As has already been mentioned, most papers deal with some applications of 

electromagnetic field and the stress in these papers is put on the phenomena or devices 

or both, and computational technique is there just as a tool to understand the phenom-

ena, to design a device or to know what hazards can occur. It seems to be very difficult, 

even impossible, to find some common idea which joins the papers in some groups 

because, in fact, each paper deals with its own particular problem. Prospective readers 

are recommended to look at this chapter very carefully and find the paper of their per-

sonal interest. 

At the end of these remarks let us, the Editors of the book, be allowed to express 

our thanks to our colleagues who have contributed to the book by peer-reviewing the 
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papers at the conference as well as in the publishing process. We also convey our 

thanks to IOS Press (Publisher) for their effective collaboration in shaping this editorial 

enterprise. As ISEF conferences are organised biannually we do hope to keep our 

strong links with IOS Press in the future. 

Xose M. Lopez-Fernandez Andrzej Krawczyk Sławomir Wiak 

Chairman of the Scientific Secretary Chairman of the ISEF 

Organising Committee  Symposium
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Chapter A 

A.0 Introductory remarks  

The first chapter is devoted to foundations of electromagnetism in its engineering issue. 

Therefore, while the discussed problems do not touch the electromagnetic phenomena in mi-

cro-scale or in very high or very low temperatures, they are fundamental enough to be dealt 

with in this Chapter. According to the logic of this book the fundamental problems cover:  

• optimal design and system analysis, 

• analytical solutions and their properties, 

• electromagnetism in materials, 

• teaching of electromagnetics.  

The problems of optimal design and the system analysis constitute a very modern approach to 

electromagnetic engineering. These problems create the core of electromagnetism in engineer-

ing and technology. Therefore, a relatively large number of papers is devoted to such prob-

lems. The papers in this subgroup touch on the following subjects:  

• co-evolutionary augmented lagrangian method (CEALM) applied to constrained opti-

mization problem on the example of superconducting magnetic energy storage 

(SMES) optimization benchmark problem, 

• criteria concerning extension of duality rule of E. Colin Cherry to the case of time 

varying networks, 

• influence of thickness of electromagnetic screen is analyzed varying it for different 

plane shape ferromagnetic and conductive materials (Fe, Al and Cu), 

• software tool dedicated to design of electromechanical devices based on a serial im-

plementation of analytical (datasheet specification) and numerical procedure (sensi-

tivity analysis),

• data structure optimization by implementing business rules in object-oriented model 

applied to a multi-physics numerical simulation software, 

• calculation mode of mathematical model parameters starting from catalogue data pre-

senting simplified mathematical model, 

• microwave imaging technique for reconstructing the shape of two-dimensional per-

fectly conducting scatters by means of particle swarm optimization algorithm, 

• Particle Swarm Optimisation used to find optimal geometry and excitation yielding 

best radial stiffness of levitated disc while maintaining strong and uniform axial sup-

port.

In spite of extensive development of numerical (computer) modelling, analytical solutions are 

still an attractive tool for looking at electromagnetic phenomena. Especially, they give possi-

bilities to analyze influences of various factors on the final electromagnetic field solution. 

Also, analytical solutions are not to be overpriced in the teaching process. The short review-

ing of the papers in this group shows that the papers deal with:

• system consisting of infinite long metal cylinder and two infinite long conductors per-

pendicular to its axis, which conduct AC current regarding displacement current,  

• analytic approach to deal with vector diffusion problems into hysteretic materials,  

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)
IOS Press, 2006
© 2006 The authors. All rights reserved.
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• semi-analytical method of calculation of SAR (Specific Absorption Rate) coefficient 

with investigation of its distribution in model of human body, 

• comprehensive procedure to determine radiation of a mobile phone in the presence of 

a human head by means of variational principle method and supplied boundary condi-

tions using R-functions, 

• software tool dedicated to design of electromechanical devices based on serial imple-

mentation of analytical and numerical procedure.

 The third group gathers papers which deal with very important and difficult  problems. 

Indeed, the real problem that researchers have to face is how to find electromagnetic parame-

ters in matter with all the complexities it has. The papers in this subgroup address the prob-

lems of:

• effects of the kinetics of polarization switching in ferroelectrics, taking into account 

the spatial-temporal fluctuations of the polarization field, given by the Langevin and 

Fokker-Planck equations, 

• new dynamical hysteresis model based on the second derivative of the measured re-

versal curves, 

• relation of power losses caused by higher order harmonics with temporary shape of the 

wall which is connected with temporary value of fundamental harmonics. 

And then the problems of teaching. Actually, we have one paper devoted to them but it is 

strongly believed that in many papers, placed here, the problem of education is somehow in-

volved. Teachers all over the world discuss whether electromagnetism with related subjects 

should be considered in an inductive or deductive way. In other words, do we teach our stu-

dents starting from very general laws, like Hamilton’s theorem, and then go on to each par-

ticular equation and law or do we teach students starting from very simple models and then go 

on to more complicated equations like Maxwell’s? 

Introductory Remarks4



CO-EVOLUTIONARY APPROACH APPLIED TO THE CONSTRAINED 
OPTIMIZATION PROBLEM OF ELECTROMAGNETIC DEVICES 

 Kwang-Ok An, Chang-Hwan Im, and Hyun-Kyo Jung 

 ENG420-040, School of Electrical Engineering, Seoul National University, Shillim-dong, Kwanak-gu, Seoul 
151-742, Korea, anko04@elecmech.snu.ac.kr, ichism@elecmech.snu.ac.kr, hkjung@snu.ac.kr

Abstract – In this paper, co-evolutionary augmented lagrangian method (CEALM) is applied to the 
constrained optimization problem of electromagnetic devices. To verify the performance of the CEALM, it 
is applied to the superconducting magnetic energy storage (SMES) optimization benchmark problem. As 
a result, accurate global solution can be found with less computational efforts. However, the conventional 
CEALM has a problem that the convergence speed decreases as the solution approaches near a global 
optimum. In this paper, to solve the problem, an improved scheme for CEALM is proposed. The 
effectiveness of the improved CEALM will be proven by the comparison with the conventional one.

Introduction

To solve highly constrained optimization problems, various approaches have been introduced. Unfortunately, 
most of conventional gradient-based deterministic methods failed to find an exact solution for complex 
constrained cases, due to some difficulties: First, constrained optimization problems may not satisfy some 
conditions (differentiability or convexity). Moreover, a computational cost abruptly increases as constraints of 
the problem become more complex. On the other hand, evolutionary algorithms have some advantages over the 
deterministic algorithms: the gradient information and initial guess are not required and the chance of finding 
global optimum is relatively high [1-4]. Nevertheless, the existing evolutionary algorithms have not been fully 
developed yet. 
To solve constrained optimization algorithm, the existing evolutionary algorithms, proposed during the last few 
years, are usually grouped as follows [5]: 1) methods based on preserving feasibility of solutions, 2) methods 
based on penalty functions, 3) methods based on the superiority of feasible solutions over in feasible solutions, 
and 4) other hybrid methods [6]. To solve constrained optimization problems, a well-formulated co-evolutionary 
approach, named as the co-evolutionary augmented lagrangian method (CEALM), is proposed by M. J. Tahk, et 
al [1]. This method was firstly devised to solve minmax problems arising in robust control design and usually 
used for optimal evasion problems. Since it turns a constrained optimization problem into an unconstrained 
minmax problem using the augmented lagrangian method, it has a terrific merit that various types of constraints 
are handled in a very systematic manner.  
In this paper, the CEALM is applied to the constrained electromagnetic devices optimization problem. Using the 
superconducting magnetic energy storage (SMES) optimization benchmark problem (TEAM workshop problem 
22 [7]), it is demonstrated that accurate solution can be obtained very effectively. However, it has some 
disadvantage that the convergence speed decreases as the solution approaches near a global optimum. As a 
result, computational cost grows unnecessarily. In constrained electromagnetic optimization problems such as 
the SMES problem, because analysis time of electromagnetic devices occupies most of computational time, just 
to reduce the number of function calls can improve the whole computational efficiency. In this paper, therefore, 
to reduce the number of function calls, an improved procedure is proposed. At each generation, the standard 
deviation of solutions is calculated. Then, the type of evolutionary algorithm is changed when the standard 
deviation is reduced below a predetermined criterion. From this process, the number of function calls and 

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)
IOS Press, 2006
© 2006 The authors. All rights reserved.

5



computational time can be considerably reduced. Finally, the effectiveness of the improved technique will be 
verified by the comparison with the conventional one.   

CEALM for Electromagnetic Device Optimization

Co-evolutionary Augmented Lagrangian Method (CEALM)

As stated previously, the CEALM turns a constrained optimization problem into an unconstrained minmax 
problem using the augmented lagrangian formulation. The co-evolutionary algorithm consists of two population 
groups with opposite objective functions: the parameter vector x, and the lagrangian multiplier . The parameter 
vector group has a strategy minimizing the augmented lagrangian, whereas the lagrangian multiplier group has 
that maximizing it. Each group has its own evolutionary process and evolves to generate the best individual who 
guarantees the best payoff for the group itself. In this paper, evolution strategy is applied for this purpose. Fig. 1 
shows the flowchart of the co-evolutionary algorithm for constrained optimization. 

Fig. 1 Flowchart of co-evolutionary algorithm 

The general constrained optimization problem is to find x which satisfying: 

n

x
RSxxf ),(min                                                                     (1) 

ljxhmixgts ii ,,1,0)(,,,1,0)(..                                              (2) 

where, objective function f(x) is defined on the search space S. Usually, the search space is defined as a n-
dimensional rectangle. Whereas, the feasible region, belonged to S, is defined by a set of additional constraints 
such as (2): the inequality constraints gi(x), and equality constraints hi(x). For this primal problem, the 
augmented lagrangian dual problem is expressed as 

lmkRxLL k
AxA ,),,(minmax)(max                                              (3) 

mits i ,,1,0..                                                                  (4) 

where, the augmented Lagrangian is defined as 
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i
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1
)}.()({),()(),(                                         (5) 

As we can easily seen from (5), in the fitness evaluation processes, no further calculation of objective function 
and constraint functions is required for the multiplier group. It can reduce the computational cost considerably 
compared to the conventional ‘single’ evolutionary method with augmented lagrangian method. 
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Numerical Model (SMES Optimization Benchmark)

The numerical model is SMES as depicted in Fig. 2. The SMES shall be optimized with respect to the following 
objectives: 1) the storage energy in the device should be 180 (MJ), 2) the magnetic field must not violate a 
certain physical condition which guarantee superconductivity, and 3) the stray field (measured at a distance of 10 
meters from the device) should be as small as possible. To satisfy these conditions, the objective function of the 
problem is defined as  

ref

ref

norm

stray

E
EEnergy

B
B

xf
||

)(min 2

2

                                                           (6) 
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B                                                                       (7) 

where, Eref = 180 (MJ) and Bnorm = 3.0e-3 (T). In this model, only the inequality constraints exist. They are 
concerned with total current density of coil 1, 2. The constraints are given as 

2,1,056||4.6)( max, iBJxg iii  .                                                    (8) 

Fig. 2 The Structure of SMES Model 

As seen from Fig.2, the SMES model has an axis-symmetric structure with three design variables – R2, h2/2, d2.
To calculate the objective function, axis-symmetric finite element method (FEM) is used. Each geometrical 
constraint and exact result of design variables is given in Table I. 

TABLE I
THE GEOMETRICAL CONSTRAINTS AND EXACT RESULTS OF DESIGN VARIABLES

R2 h2/2 d2

Min. 2.6 0.204 0.1 
Max. 3.4 1.1 0.4 

Results 3.08 0.239 0.394 

Simulation Results

As the type of evolutionary algorithm, ( + ) evolution strategy (ES) is selected. The ( + ) ES is that first 
parent individual reproduce, and later the best feasible individuals (from both parents and offspring) are selected 
for the next population. From such selection or mutation processes, more solutions can have an opportunity of 
survival than (1+1) ES. Hence, it reduces the risk of being trapped by a local solution, as well as avoiding 
premature freezing, i.e. this method can obtain more accurate results than (1+1) ES. In case of the co-
evolutionary algorithm, the population ratio /  is not a critical parameter since noticeable performance 
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degradation is not observed for any value of /  between 0.1 and 0.3 [1]. Therefore, in this paper, (8+40) ES is 
used. The optimization is terminated when the populations converge the one point. Fig. 3 shows population 
distribution with respect to generation. 

Fig. 3 The result of typical co-evolutionary algorithm with respect to generation 

From the results, it can be concluded that the CEALM can be successfully applied to the electromagnetic 
optimization. However, it is also detected that the population is stationary from about 13th generation, i.e. the 
convergence speed decreases as the solution approaches near a global optimum. Due to this property, the 
unnecessary computational cost increases, although the populations are already gathered near the global 
optimum. Until the solutions perfectly converge to one point, total number of function calls and the 
computational time are measured as shown in Table II. 

TABLE II
THE TOTAL NUMBER OF FUNCTION CALLS AND COMPUTATIONAL TIME IN TYPICAL CEALM

Total # of function calls Computational time 
1517 25341.9 [s] 

Improvement of CEALM Process

From the results of conventional method, it is known that the computational cost increases needlessly. In the 
optimization of electromagnetic devices, the time for calculating objective function value is dominant compared 
to the other processes. Hence, just to reduce the number of function calls can improve the whole computational 
efficiency. In this paper, to improve the convergence rate, a modified procedure is proposed.  
Basically, to apply the proposed procedure, the standard deviation of solutions should be calculated. If offspring 
of a generation are x1, x2, , xN, the standard deviation is defined as follows: 

N

i
i xx

N
s

1

221                                                                   (9) 

where, N represents the number of offspring and x  is the average value of the offspring.   
To begin with, ( + ) ES is used as the case of the conventional method. Then, the type of evolutionary 
algorithm is changed, when the standard deviation is reduced below a predetermined criterion. The criterion is 
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defined as (standard variation of initial generation) * , where 2.0  is used in this paper. When the standard 
deviation for a generation is reduced below the criterion, we can consider the situation as stationary state that the 
solutions are gathered near the global optimum and the risk of being trapped by the local optimum is little. Then, 
simple and fast optimization strategy, which uses only one population in evolution, is enough to solve the ‘easy’ 
optimization problem. Among various optimization schemes such as (1+1) ES, simulates annealing, etc., (1+1) 
ES is selected, because the already programmed ( + ) ES code can be used without any modification. The best 
solution and the standard deviation of previous generation are used for the initial parent and the initial variation 
width of (1+1) ES, respectively. The iteration for (1+1) ES is terminated, when the change of solution is not 
detected any more. The results for the SMES benchmark problem are shown in Fig. 4. 
At 12th generation, the standard deviation of populations was decreased below the predetermined criterion. From 
13th generation, (1+1) ES is applied. Only 24 additional function calls were required to obtain the exact optimum 
solution. Table III shows the total number of function calls and computational time for the improved technique. 

Fig. 4 The result of improved co-evolutionary algorithm with respect to generation 

TABLE III
THE TOTAL NUMBER OF FUNCTION CALLS AND COMPUTATIONAL TIME IN IMPROVED CEALM

Total # of function calls Computational time 
515 8617.8 [s] 

By the comparison of previous results, it can be seen that the improved technique yielded about 1/3 reduction of 
both total number of function calls and computational time. Therefore, it can be concluded that the optimization 
of electromagnetic devices can be performed more effectively, using the improved CEALM. 

Conclusion

In this paper, the CEALM was applied to the constrained electromagnetic optimization problem. Using the 
SMES optimization benchmark problem, it was known that accurate solution can be obtained very effectively. 
However, the convergence speed decreases as the solution approaches near a global optimum. In this paper, 
therefore, to improve the convergence speed, a modified procedure was proposed, i.e. the type of evolutionary 
algorithm is changed with respect to the standard deviation of generation. From the results, it was verified that 
the constrained electromagnetic device optimization could be performed accurately and effectively, using the 
improved technique. 
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Appendix – Augmented Lagrangian Method

This section summarizes the key ideas of the augmented lagrangian methods [8]. Consider a constrained 
optimization problem 

n
x

Rxxf ),(min                                                                     (10) 

subject to  

niUxL
ljxhmixg

iii

ii

.,1
.,,1,0)(,,,1,0)(

                                              (11)

Let S be the search space. For this primal problem, we have the lagrangian dual problem 

),(max
,        

                                                               (12) 

subject to  
mii ,,1,0                                                                  (13) 

where 
)}()()({min),( xhxgxf TT

x
                                              (14) 

Here,  is an m 1 multiplier, and  is an l 1 multiplier for the inequality and equality constraints, respectively. 
If the primal problem is convex over S ( f and g are convex and h is affine over S), the strong duality theorem 
states that 

}0);,(max{
},0)(,0)();(min{ Sxxhxgxf

                                                    (15) 

In fact, the solution x* of the primal problem along with ( *, *) of the dual problem satisfies the Kuhn Tucker 
condition, and corresponds to the saddle point of the Lagrangian function defined by 

)()()(),,( xhxgxfxL TT                                                     (16) 
That is 

*)*,,(*)*,*,(),*,( xLxLxL                                                 (17) 

for any x  S and  0. Note that the right side of (17) implies that x* is the unconstrained minimum of 
L(x, *, *). If ( *, *) is known, then x* can be searched in S without considering the constraints. 
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Abstract  - System consisting of infinite long metal cylinder and two infinite long conductors perpendicular to 
its axis, which conduct sinusoidally alternating (both in relation to time and spatial coordinate) exciting 
current is considered in the paper. Aim of the present work is estimate of influence of displacement currents 
on electrodynamics field’s distribution in close zone.

1. Aim of work

   In case of calculation of eddy currents in metals, influence of displacement currents is very often 
omitted in dielectric area and close zone if frequencies are low. Authors of this paper noticed that it 
was not always possible. As evidence we present an example of system, where above mentioned 
simplification leads to essential errors.  
We consider system consisting of infinite long metal cylinder and two infinite long conductors 
perpendicular to its axis, which conduct sinusoidally alternating (both in relation to time and spatial 
coordinate) exciting current. Studied system is presented on the Fig 1. 

Fig. 1. Analysed system 

CURRENTS ON ELECTROMAGNETIC FIELD'S DISTRIBUTION 
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We assume that: 
a) For of exciting current is following: 

                                       yeityi tj cos, 0                                                                              (1) 

b) Cylinder’s radius is enough large in comparison with depth of field’s penetration that 
impedance boundary conditions may be applied. 

One of solutions concerns the case, where ideal conductance of cylinder can be assumed. 
Consideration of more general case (for example more precise field structure inside a cylinder) is 
connected with incomparable more laborious mathematical calculations, though they have analytic 
form also and do not provide any essential matters refer to the main aim: convictions of persons 
calculating rotary currents that Maxwell’s displacement currents should not be omitted 
inconsiderately.

2. Description of Electromagnetic Field

As a illustrating example we consider electromagnetic field in the system presented on Fig.1. As a 
basis of analyse we assume Helmholtz’s equation, which must be fulfilled by vectors (complex 
amplitudes) of magnetic field strength H and electric field strength E in the air: 

                              02EE k , 02 HH k ,
c

k                                                      (2) 

They result of Maxwell’s equations:  

                                          EH 0jrot ,      HE 0jrot                                                          (3) 

We accept searched solutions of equations (2) and (3) in the following form: 

                                            iEEE 0 , iHHH 0                                                                 (4) 

where H0 and E0 – exciting field connected with flow of current (1) in the conductors in direction of y
axis, and Hi, Ei – field induced by eddy currents arisen in the metal cylinder. 

2.1 Description of excited field 

Electromagnetic field, excited by current flowing in conductors, can be calculated with use of 
generalized Biot-Savart's formulas, which take into account Maxwell’s displacement currents. 
Omitting detailed mathematical operations, we present final formulas. Vector potential in Cartesian 
system A*0 has only one component in direction of y axis: 

                                       0,,0 *0*0 AA ,      yFiA cos,
2 21

00
0*                                           (5) 

where: 222
ii xxz , 201021, FFF
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We use asterisk for designation of Cartesian components A1* , A2* A3* as opposed to cylindrical 
components A1, A2, A3 (radial, circumferential and axial, adequately).  For the individual conductor: 

                              

kkj

kk
c

k

F

for,H
2

-
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or0,for

(2)

0

22
0

22

,ln

)(                                                 (6) 

Components of magnetic fields we calculate with use of formula *
0

*
1 AH rot :

                       yFiH z cos
2

0
*1 ,     0*2H , yFiH x cos

2
0

*3 ,                                           (7) 

and electric field with use of formula (3): 

yjpWFiE x sin
2

0
*1 , yWFpjiE cos1

2
200

*2 , yjpWFiE z sin
2

0
*3               (8) 

In formulas (7), (8): 

                
0

0W , pk , cp , z
d
dFFz , i

x
xx

d
dFF                                (9) 

Complex component of Poynting’s vector in direction of axis is: 

                                                  *1*3*3*1*2 2
1 HEHE                                                                 (10) 

Result of formulas (8) is 2* = 0, if  = 0. It means that energy is not transported in direction of 
current's flow, what is unconformable with experiment. 

2.2 Description of induced field 

Applying method of variables’ separation and taking into account the parity of current (1) in relation 
to y axis, we are able to present the solution of equation (2) for electric field and magnetic field 
(cylindrical components) in the following form:   

              zdnrUE
n

ni cossin,
0 1

1 , zdnrWE
n

ni coscos,
0 0

2 ,

                                              zdnrQE
n

ni sinsin,
0 1

3                                                       (11) 

                                                                         

S. Apanasewicz and S. Pawłowski / Assessment of Influence of Maxwell Displacement Currents14



         zdnrSH
n

ni sincos,
0 0

1
1 , zdnrSH

n
ni sinsin,

0 1

2
2 ,

                                             zdnrSH
n

ni coscos,
0 0

3
3                                                      (12) 

In formulas (11): 

rKCrKCU nnnnn 1
*

1 ,       rKCrKCW nnnnn 1
*

1 ,       rKCCQ nnnn
*

for 0n ,  and: rKCW 100 , 222 k                                                                          (13) 

Next, taking into account equations (3), we will obtain relations between factors Un, Wn, Qn and Sn
1,
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2, Sn

3
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0
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0  , rKCjS 0

0
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0             (14) 

Obtained form of solutions is correct also for = 0: then . As it is seen, full description of 
electromagnetic field is expressed as a dependence on two sequences of factors: Cn and Cn

*. Their 
calculation can be performed on the basis of boundary conditions on the surface of cylinder for r = R.
We have for the ideally conducting cylinder ( ):

                         0sin,,cos,,,, *1*22 zREzREzRE i

                                         0,,,, *33 zREzRE i                                                           (15) 

If depth of field penetration is small in comparison with its radius R, we use boundary conditions of 
impedance type (Leontovitch's conditions) 

                                   *33*1*22 sincos HHEEE ii                                     

                                   sincos *1*22*23 HHHEE ii                                          (16) 

Factors Cn and Cn*, obtained on such bases, have very complex form and for the sake of limited 
amount of place we do not present them.  
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3. Examples of Numerical Calculation

Algorithm described above was the basis for a computing programs written in Fortran 77 and adopted 
to widely available personal computers. Some results of calculations are presented below on the 
graphs (Fig. 2, 3). Parameters of exemplary  model are: R0 = 0.1m,  x1 = 0.2m,  x2 = 0.3m,  i0 = 1A,   f =
50Hz.
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Fig.2 Distribution of the radial component 
of electric field intensity on the cylinder surface, 
for z = 0, and different parameters see eq. (1))

of magnetic field intensity on the cylinder surface, 
for z = 0, and different parameters see eq. (1))

4. Conclusions

By omitting Maxwell's displacement currents, we omit exciting electric field perpendicular to the 
conductors. It means that transportation of electromagnetic energy in direction of current flow 
(formula (10)) is omitted, what is physically incorrect. In the close zone, influence of Maxwell’s 
displacement currents on magnetic field distribution is significantly smaller then influence on electric 
field.

Fig.3 Distribution of the circuital component 
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Abstract – Having defined the applicative limits of the duality rule of E. Colin Cherry, the criteria concerning 
the extension to the case of time varying networks is analyzed. A topological criterion emerges that, while 
confirming the efficacy already seen for the analysis of transformers, is suited for being adapted in a unified 
interpretation involving rotating machinery.

Introduction

The analysis originally performed by Colin Cherry [1] on magnetically coupled electrical circuits em-
phasizes the duality relation correlating magnetic networks associated to magnetoelectric systems in 
quasi stationary conditions and the corresponding electric circuits. This analysis translates into an ex-
tremely efficacious “duality topological rule” whose application (Fig. 1) allows the formal transition,  
by means of a direct topological inspection, from the original magnetic circuit constructed on the basis 
of the magnetic field map to the related electrical network. The applicability of such an analysis, of 
great conceptual utility, is subordinated to the following preliminary requirements: 
a) The magnetic graphs must be planar;  
b) The windings must all feature the same number of turns;  
c) There must be no more than three windings [2]1;
d) The characteristic relations pertaining to the single flux tubes, although not necessarily linear, 

must nonetheless exhibit no hysteresis nor time varying features.
Retaining conditions (a) and (c), requirement (b) assumes a purely formal nature. Indeed, as is fre-
quently done in applications, it can be conveniently circumvented simply by taking the number of 
turns to be a priori different and subsequently introducing an appropriate set of ideal transformers tak-
ing this into account. This procedure may be subsumed by the related correspondences depicted in Ta-
ble I, wherein p=d/dt is the Heaviside operator [3]2.

1 Technicallly the duality method can be employed also for a higher number of windings by neglecting multiply linked  leak-
age fluxes.
2 Consider a simply connected magnetic graph. Assuming that all windings have the same number of turns, mesh analysis 
yields:
m N i

wherein  is the equivalent reluctance matrix with respect to the averagely linked cyclic fluxes. If these fluxes vary in time, 
the following fems are induced in the windings linked with them: 

Npv
By solving with respect to the currents, one then obtains: 

v
Lp
1v

pN
1i 2

Such a system, representative of the relation between the currents circulating in the different windings and the fems therein 
induced, can be interpreted as the independent nodal equations of an electrical network where [v]  are the independent poten-
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Table I. Duality transformation for topologically deducing the electric circuit from the magnetic one 
Magnetic Circuit Electric Circuit 

MMF: m=Ni Current source: i 
p vCircuit

elements  
Reluctance: Operational susceptance: 

pNLp
1

2

Meshes Nodes 
Topology Nodes Meshes 

(a) preliminary separation of 
leakage and common averagely 
linked fluxes in a magnetic net-

work

(b) representation of the corre-
sponding magnetic network 

(c) transition by duality to the 
equivalent electric network  

Fig.1. An applicative example of Cherry’s rule: the case of the mutual inductor with n=2 

Dual electric and magnetic networks: the role of the characteristic relation

Concerning the characteristic relations, it may be preliminarly observed how the eventually present 
non linearities do not limit in any way the applicability of the method as they affect only the typology 
and not the topology of the circuit [4, 5]. The magnetizing reluctances  may be viewed as monoto-

nous functions of the related excitation currents i , and the leakage reluctances  remain linear.  The 
case in which hysteretical phenomena are present however is quite different, as then it is the very to-
pology of the graphs that is modified. This can also be established with the traditional “intuitive” ap-
proach [6] provided that one observes that the energetic equivalence of the electric network represen-
tative of the circuit is obtained connecting appropriate energetically equivalent conductances in paral-
lel to the magnetizing reactances. It has furthermore been proven  [2,7] how, with the assumption that 
one is operating in an “equivalent sinusoidal steady state”, the duality rule can still be applied even in 
the presence of hysteresis. Indeed, what is required is to substitute the real hysteresis cycle with an el-
lipse  of  equal area. In this way the losses due to hysteresis remain the same and the characteristic re-
lation can be formalized in an equivalent phasorial expression HB . The magnetizing reluctance in 
this case takes on a complex series formulation 

ir j , to which, by duality, a complex parallel 
inductance whose real component G is representative of hysteretical losses may be associated. To the 
authors’ best knowledge the topological aspects related to the case for which the characteristic relation 
is expressed by the functional F(b,h)=0, typically pertaining to hereditary phenomena, have not been 
investigated as yet.
Time varying conditions, for which the characteristic relation, in the absence of hereditary phenomena, 
become of the type3 f(b,h,t)=0 are not usually considered. Assuming that one were to employ Cherry’s 
rule uniquely for the case of transformers, one hypothesizes that the magnetic network be necessarily 

Fig.3. Towards an extension of Cherry’s rule for 
rotating machinery. Fig.2. The rule of Colin Cherry in the case of 

complex characteristic relation HB .

tials and [1/Lp] are the self and mutual operational susceptances relative to the various independent nodes. From the com-
parison between the first system involving the meshes and the second involving the nodes one can deduce that the process by 
which fluxes arise in a magnetic circuit because of the fmms is dual to that through which fems emerge due to the current 
circulating in the windings. One can conclude that the circuits relative to the two phenomena can be deduced one from the 
other through duality by employing the rules shown in Table I.
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time-invariant so that one can deduce through duality the electric correspondent starting from the 
magnetic configuration. The extension to the time varying case, when it is considered, has an educa-
tional purpose. This is the case of the simple (Fig.3) [6] or double cage asynchronous machine. In any 
case the analysis is carried out with reference to the operation of the machine in three phase sinusoidal 
direct sequence steady state. In this way the statoric and rotoric fields at the air gap  are in relative rest 
and therefore allow the application of Cherry’s rule.  
On the other hand, were one to consider, as is the case in the unified theory of rotating machines, the 
presence of  dynamics for which the stator and rotor fields are not in relative rest, then one proceeds 
directly by operating uniquely on the electric network [8]. In such a case, having observed that (Fig.4): 

teteL
d
dtitpitLtitpLtv mt

(1) 

(t) being the Lagrangian coordinate of the system, the time varying magneto-electric system can be 
directly represented with an electric network (Fig. 4) deduced from its time invariant configuration 
having added onto this the controlled voltage source representing the motional contribution. This is the 
case for example of the mutual time varying inductor (Fig.5):  

iddLipLiRiLpiRv /  (2) 

The correspondence with the original magnetic network interpreting the map of the magnetic field on 
the other hand is not taken into account. It is therefore of interest to investigate the sense of such a cor-
respondence even in the case in which time-varying features are present. Such an investigation is im-

posed by two relevant necessities. The first is related to the fact that if this were not done then this 
theory, conceived for transformers, would not be extendable to rotating machinery and would there-
fore result in only being partially complete. The second corresponds instead to a specific requirement 
of methodological unity and consistency. In this sense it is part of a research line of activity developed 
by the authors and having as objective the re-interpretation and advancement of magnetic circuit the-
ory from the point of view of hysteretical phenomena [7], from the systems theory aspect  by consider-
ing state models and their related order [9], and, in the case of the present paper, from the viewpoint of 
the relative motion between the various field sources.

(a) (b)
Fig.4. Time-varying magnetoelectric system with 
one mesh and corresponding electric network.  

Fig.5. The time varying case for n=2 

Bearing this in mind, after having recalled the methodological foundations of time-invariant magnetic 
circuit theory, the further step to the time-varying case will be made and, from here, as an extension to 
Cherry’s classic rule, the duality correspondence with the related electric circuit will be made. 

The notion of magnetic circuit: the role of time-variance

Having formulated, on the basis of the vortices and sources field equations, the notion of electric net-
work:

3 In this paper F indicates a functional and f a function.  
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the subsequent concept of magnetic circuit is deduced in terms of formal correspondence, having ob-
served that the magnetic field represented by it is expressed by vortices and sources equations and by 
ensuing circuit relations expressible in the following way: 

um
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mds

uuu

0
cuts

meshes
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AB

dS

ds

nb

nj

th

hb

b
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The correspondence between the two types of phenomena, solely of formal nature, is naturally such 
provided that the different boundary conditions, implicit in the transition conductor-air for the electric 
case and in the transition ferromagnetic material-air, be neglected. Another important aspect is then 
the difference in the two energetic processes. Conductive, and therefore dissipative, in the first case, 
displacive and therefore conservative in the second. The deduction of the magnetic current is then 
immediate, as shown for example in Fig.6. Taking into account –for a higher degree of generality- the 
leakage flux  that, linked with the solenoid that generates it, does not reach the other column and 
closes itself in air (Fig.6a), from the map thus drawn one can trace the circuit in Fig.6b. 
In the case of a time varying circuit the air gaps will be regarded as a given function of time. The de-
duction of the circuit equations then requires the formulation of the field equations (3) for the two ob-
servers S, stationary with respect to the solenoid carrying current density j, and S’, moving with speed 
u with respect to S. Taking into account, respectively, the hypotheses of quasi stationary steady state 
operation and of negligibility of the velocity u if compared to the speed of light from the relations 

0
t
d  and u/c 0 the field equations for the two observers S and S’ are of the same type:  

0
t

0

t

  'S

0
t

0

t

  S

'j'

'd'
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b'e'

j

d

b

jh

be

 (5) 

and correlate the fields as seen from S and S’ in the following form:  

bb'dd'

duhh'buee'

'ujj'
 (6) 

The theory of magnetic circuits as seen from the observer S then yields:  

0tnb

tNinjttththth
tfe

dS

dSdsdsds
 (7) 

Analogous relations can be obtained for S’ having observed that:  
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dsdsds thtuhth' d  (8) 

The following then holds: 

0t'nb'

nj't'tth'th'th'
tfe

dS

dSdsdsds
 (9) 

Observing that:  

mdSdSm nujnj''

nbnb'' dSdS  (10) 

one can deduce the full invariance of magnetic circuit theory with regard to the two observers S and 
S’.

(a) (b)
Fig.6. Deduction of the magnetic network in the time 
invariant case. 

Fig.7. The manetic network in the time varying case.   
Two stationary and moving reference frames are 
employed.

Dual electric and magnetic networks: the presence of time-variance

Concerning duality, one must also consider at the circuit level and on the basis of a rule obtained by 
topological means the motional contribution. With reference to the network in Fig.6b, neglecting for 
simplicity the leakage flux, one has:  

        (11) 

from which, in terms of the characteristic relation:    

tv
ptL

1tv
pN

1t
N

t
N

ti 22
    (12) 

The correspondence between mesh reluctances and operational susceptances can also be found in this 
case, bearing in mind that to the original time varying reluctance – representable as the sum of two re-
luctances - a time varying operational susceptance  sum of two operational susceptances is associated.
By expressing (2) in the form:

tiL
d
dptLtitpLtv          (13) 

(12) becomes:  

tv

d
dLupL

1
pL

1ti          (14) 

which recalls the network in Fig.8. The extension of duality to the time varying case therefore 
implies, regarding the time varying reluctances, the substitution of the transform inductance 

  ttttNi
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Lp with the more general series connection (Lp+pL) of the tranformer and motional 
inductances.

Fig.8. An example of magnetoelectric duality in the time varying case. 

Table II. Duality transformation in presence of time variance 
Magnetic Circuit Electric Circuit 

MMF: m=Ni Current source: i 
p v

pNLp
1

2

Hysteresis 
ir j L2

r
2

i jBG
N

j
N

Y
Circuit elements 
and Typology 

Reluctance 

Time variance 
t

Inductance 

d
dLupL

1
pL

1

Meshes Nodes 
Topology Nodes Meshes 

Conclusions
The duality rule of Colin Cherry, conceived for the transformer case, can be extended to time varying 
systems by furthermore considering the relevant connection of the additional motional contribution. 
There is thus conceptual unity of the topological magnetolelectric correspondence regarding the cases 
of static and rotating machinery. The result relates to the formal invariance of the Maxwell equations 
when changing from a stationary to a moving reference frame.  
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Abstract  The reduction of the magnetic field emitted by industrial sources, such as MV/LV substations, has 
been faced by means of computation and experimentation. The proper selection of parameters and 
dimensions of the magnetic screens is critical for their efficiency. In this paper, the influence of the thickness 
is analyzed varying it for different plane shape ferromagnetic and conductive materials (Fe, Al and Cu). A 
typical three phase conductor distribution has been used as magnetic source. The results of the 
measurements validate those of the simulations. The graphics presented show the limitation phenomenon 
appearing in the efficiency of the different materials which demonstrates that shielding effectiveness is not 
lineally improved by an increment in screen thickness. For each of the materials there is one optimal value 
for the thickness which is shown and analyzed in this paper.       

Introduction

With the development of telecommunications and the increase experienced in the number of electrical 
devices and installations, society has become concerned around possible dangers related to magnetic 
fields. The frequency and intensity of the emissions are multiple and vary largely as a function of the 
electrical infrastructure considered. This new scenario has forced governments and international 
organizations to get involved with the problems and regulate the situation. Specific responses to it, 
coming from the European Union, are the recommendation from 1999 and the recently approved 
Directive 2004/40/CE [1], which establishes limits for the exposure of both professionals and the 
general public to electromagnetic fields, values which vary with the range of frequency.  

From now on, new installations will have to be kept under limits and old ones will have to be 
controlled to check they agree with the legislation. Therefore, the design will have to consider these 
limits as a new requirement. For those applications or infrastructures where field emission can not be 
kept under the limits, magnetic shielding will have to be performed to reduce the field levels in the 
zones where people could have access or even work. Traditionally, ferromagnetic materials have been 
considered to be the best solution for magnetic screening. This is due to their high permeability. 
However, several studies performed lately on this topic have probed that shielding by means of 
conductive sheets, such as aluminium ones, has some advantages with respect to ferromagnetic foils 
[2]-[5]. This behaviour is described in this paper as a result of the research carried on. 

The research has focused on the magnetic field created in the MV/LV substations as a part of a project 
developed with the utility Union Fenosa. The goal of the project was to establish certain rules of 
design for substations in order to reduce, as much as possible, the field emissions generated by these 
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installations. Apart from improving the substation designs, screening solutions are provided to 
decrease the magnetic fields emitted. The results of the project were included in the final report [6].    

The aim of this paper is to present the results obtained in the screening effect study, performed with 
different thicknesses of different kind of materials, conductive (Al and Cu) and ferromagnetic (Fe). 
The study has been developed using a three phase conductor distribution line, which represents the 
low voltage output line coming out of the substation, observable at the right bottom of figure 1. The 
results can anyway be extended for the magnetic field created by all the electrical components existing 
in a substation. Only the geometry of the field will have to be known in order to adapt the results for 
each magnetic source. A good application model is shown in reference [7]. 

Figure 1 - Magnetic field distribution around substation components. 

Experimental Procedure And Simulations

For the experimental study a three-phase conductor distribution was used. The material employed for 
the 6m long conductors with a 240mm2 section was copper. The three conductors were 285mm apart 
and the level of current forced to flow through them was established at 500A. A three-phase current 
generator was used to feed the system. With this set-up, a series of measurements were carried out in 
the laboratory. The values of magnetic field around the conductors were compared later on with the 
values obtained by means of the simulations.   

            
Figure 2 - Conductors distribution with upper screening. 
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The simulation was done using a 3D model [6], as shown in Figure 1, and simplified into a 2D model 
which represented a section of the distribution. This 2D model was used to analyze the influence of the 
parameters variation easing the calculations and improving the precision of the simulator, which 
worked applying the finite elements method (FEM). Comparing the results of both procedures, 
simulation and measurements, it could be assured the 2D computer model properly represented the 
real situation.

 Conductivity (S/m) Relative Permeability 
Aluminium 3.774e7 1 

Copper 5.998e7 1 
Iron 1.12e7 4000 

The main characteristics of the materials employed are showed in the previous table. The cases 
analyzed during the initial trials and for the whole study were the following: 

Without any kind of shielding. 
With an iron screen. 
With an aluminium screen. 
With a copper screen. 

Upper Screening

The upper screening used in the experimental measurements corresponds to the points depicted in 
figure 2. But now, instead of the initial 3 points, a total number of 11 points have been registered. 
Those points are placed over the dashed line from figure 2 and separated every 20cm. That results in a 
total distance of 2m long, going from 1m towards the left to 1m to the right of the conductor’s 
distribution centre and 1m above it, where the magnetic field level has been registered in a discrete 
way. This gives out as a result the values summarized in Figure 3 corresponding to the screening 
behaviour of iron, aluminium and copper (left to right).  
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Figure 3 - Magnetic field lines obtained with iron, aluminium and copper plates. 

These graphics represent the existing magnetic field (in Tesla) with different plate thicknesses of the 
three materials tested. The thicknesses used for each of the plates were: 0.5, 1, 2, 3, 4 and 5mm. All 
the plates simulated have been placed 20cm above the conductors. Thus, the points depicted are 80cm 
above the screen as it can be appreciated in Figure 2. In order to clarify the results, a 2D representation 
can be obtained, (see Figure 4), by taking the central line of the 3 previous images which correspond 
with the magnetic field at a point just 1m above the conductors, centered in the same vertical, and with 
variations of field regarding the different plates interposed between its location and the conductors 
distribution. 
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From the different graphics it can be concluded that aluminium or copper have better response than 
iron in these conditions of magnetic field. It can be easily observed too, that the screening effect is 
limited and does not present a linear response over a certain value of thickness. This limitation point 
that bends the surface is dependent on the material and can be observed in the same manner in the 
following graphic:  
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Figure 4 - Magnetic field (in Tesla) for different thicknesses in superior screening. 

In this representation, apart from the limitation point, a better performance of the metallic materials is 
observed. That is because in the position where the screen has been placed, magnetic flux density lines 
are perpendicular to the plates’ surfaces. That explains the good shielding behaviour observed for 
conductive materials (aluminium, copper). They reduce the field better than iron due to the induction 
of Eddy currents as an effect of the flux lines crossing their surfaces [8]. 

Lateral Screening

In the case of lateral screening, the same distribution of the conductors was maintained but the plates 
were placed on the side of the distribution as it can be appreciated on figure 5. This second study was 
carried out in order to validate the thicknesses influence on the screening effect resulting from the 
study on upper screening. 

          
Figure 5 – 3D and 2D scheme for lateral screening. 

H. Beltran et al. / Optimal Shielding Thickness of Low Frequency Magnetic Fields26



On Figure 5 it can be observed that plates were now 20cm to the right of the lateral conductor. Once 
again, 11 points situated every 20cm were controlled. Those points were distributed regularly 
throughout the dashed line depicted and 1m towards the right of the same conductor, that is, 80cm 
away from the plate.  

As for the upper screening case, three 3D graphics summarize the results obtained at the simulations. 
The thicknesses considered are exactly the same as in the previous case, that is: 0.5, 1, 2, 3, 4, and 
5mm thick. 

The following graphics correspond to the magnetic field values existing along the dashed line of 
Figure 5 for the iron, aluminium and copper screens.
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Figure 6 - Lateral screening with iron, aluminium and copper. 

Unlike in previous results, iron shows now the best behaviour out of the three materials. This is due to 
the fact that in this second position for the screen the magnetic flux lines are not perpendicular to the 
surface of the plate. In this case they are mostly parallel to the surfaces and then, it is principally the 
permeability of the material which disturbs the path of the flux lines and not the effect of Eddy 
currents. Then, the magnetic field flux lines modification is higher in the presence of iron. This effect 
can be clearly appreciated in the 2D graphic of figure 7, representing, as in Figure 4, the central line of 
the three 3D graphics showed before (Values of field in the middle point in the series of 11 points).
Nevertheless, it can be observed in this case that the difference in behaviour among materials is lower. 
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Figure 7 - Magnetic field (in Tesla) for different thicknesses in lateral screening. 
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According to the results, which confirm that the permeability of the material is the most important 
characteristic in the lateral screening whilst in the superior screening it was the Eddy currents which 
had the most important influence, it is proven that the orientation of the shield referred to the source is 
fundamental to shielding effectiveness [9].  

Conclusions

The influence of material thickness on the screening efficiency has been studied by means of 
measurements and simulations. Many characteristics of the screening theory have been confirmed. 
Different materials behave in different ways facing the same magnetic field as a function of the 
position of the screen in relation to the magnetic flux lines. Apart from that, it has been shown that at 
thicker screens, the higher the field reduction obtained. However, this relation is not linear and has a 
clear limitation value characteristic for each of the materials. For iron, increasing thickness beyond 
1.5mm will bring no great improvement. On the other hand, the limiting efficiency point for both 
copper and aluminium is situated around 2mm. These values are to be taken as a reference for the 
future developments of screening applications, along with other previous studies on the subject [10]. 
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Abstract – In this paper an analytic approach to deal with vector diffusion problems into hysteretic 
materials is presented. A first procedure attempts to find a solution to the nonlinear problem approximating 
the differential magnetic permeability tensor by a set of polynomials; the second method reduces the tensor 
nonlinear terms to equivalent optimized linear coefficients. Scalar hysteresis cycles are reported to better 
show how the methods work and a hypothetic anisotropy is chosen to carry out preliminary results and 
discussions for vector problems.

Introduction

The treatment of magnetic hysteresis is a central matter for many industrial applications, such as 
magnetic cores for inductors and transformers, rotating electrical machines, magnetic shields, etc. 
Important models appeared in the literature during the years, even if many studies are still in progress 
due to the complexity of the problem [1-5]. For many practical applications the possibility of handling 
analytic formulations remains a useful tool for understanding the main quantities and parameters 
determining the phenomenon and is generally appreciated by the industry [6]. In a previous paper, the 
authors presented a new analytic approach for dealing with magnetic field diffusion problems into 
hysteretic materials [7]. The basic idea was to consider the nonlinear B(H) characteristic as a 
perturbation of a linear B(H) relation. Results obtained for one-dimensional problems showed a very 
good agreement with data obtained from more complex numerical models. Following the same 
approach, we present here the analytic formulation for treating vector nonlinear diffusion problems. 
The case of a rotating magnetic field into an indefinite magnetic conducting half-space is treated. 

Analytic formulation

Slightly changing the more traditional way to treat nonlinear magnetic field diffusion problems, i.e. 
basing the technique on the perturbation of the exact field solution [6], we search for a solution to the 
investigated problem expanding the differential magnetic permeability tensor elements into a set of 
polynomials. More in detail, the perturbation procedure is applied to the nonlinear terms rather than to 
the field solution. We follow this way on the assumption that the nonlinear elements are perturbation 
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of linear coefficients and that the main contribute to the whole behaviour of the diffusing magnetic 
field is due to the first term of the expansion; in other words we assume that the relation B(H) can be 
written as: HH ikiki HB  where ik  is a constant tensor and Hi  is a small vector 
quantity, i.e. the i th component is small compared to kik H . We stress the fact that being Hi

small does not imply the field H to be small too. For sake of clarity, we shall start from the description 
of a one-dimensional problem and then we shall extend the method to vector cases. Let us consider the 
nonlinear diffusion equation: 

H
t

H
H
B

t
B 2  (1) 

and define the differential magnetic permeability: 

H
BH  (2) 

with ss HHH . Under the hypothesis that along the ascending and descending branch the 
permeability is a limited function, we can develop it using a complete set of functions; a convenient 
choice is the Legendre polynomial set sn HHP /  with the following orthogonal property [8]: 

nm
a

a mn n
adx

a
xP

a
xP

12
2 . (3) 

“Projecting” H  on this base of functions the nth series expansion coefficient and the differential 
magnetic permeability are obtained; 

dH
H
HPH

H
n s

s

H

H
s

n
s

n 2
12 , (4) 

sn
n H

HPH
0

. (5) 

It is clear that (1) can be decomposed for each n  into a corresponding linear equation assuming for 

the magnetic field the expression: tzHtzH
n

n ,,
0

 where, for sake of completeness, we made 

explicit the argument of the field. In general we can decompose (1) in a series of linear equations that 
can be analytically solved [7]. We stress the fact that the procedure is the same for any type of B(H)
relation; differences are contained only in the resulting parameters n . The initial and boundary 
conditions are set by the first equation of the series that corresponds to the linear term or, in other 
words, to the ordinary diffusion problem with constant permeability coefficient. Here we report only 
the first two equations: 

00
00

2

t
HH , (6) 

where, by definition 

dHH
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H
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H
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1
2

1
00  (7) 

that is the average permeability of the cycle and that gives, as assumed, the main contribute to the 
whole behaviour of the diffusing field. Without any further algebraic steps, the second equation is: 
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To make clearer to the reader how a nonlinear branch is approximated by its polynomial expansion 
series, the ascending branch of a soft magnetic ferrite and the equivalent approximation truncated at 
the second and fourth order are reported in Fig. 1. Dashed line is referred to the measured ascending 
branch, while solid lines represent the equivalent approximation. 
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Fig. 1. Soft magnetic ferrite ascending branch (solid line) and its equivalent approximation (dashed line) 
truncated at the second order (left plot) and truncated at the fourth order (right plot).

In Table I a comparison between analytic calculation and data obtained by a Preisach model for a non 
oriented grains magnetic iron, cut at 90 degrees respect to the rolling direction is reported [7, 9]. 

Table I. Comparison between Preisach model and analytic calculation. 
Material f HM (A/m) Preisach analytic diff % 

C1e90 Iron 50 Hz 150 2.4 W/m2 2.3 W/m2 4 

In principle this technique can be applied to a more general relation and, in particular, it can be 
extended, formally, to the vector B(H) relation. Recalling the definition of the differential magnetic 
permeability tensor the generic element can be expressed by: 

k

i
ik H

BH  (9) 

and the diffusion equation, in a completely general way, by: 

i
k

ik H
t

H 2H , (10) 

where the repeated index k is understood summed. Again considering the nonlinear terms as a small 
perturbation of linear coefficients we can develop the tensor Hik  in a power series of H
components utilizing a complete set of functions kj He  with j = 1, 2, … r and k = 1, 2, 3: 

321
0,,

HeHeHe nmj
nmj

jmn
ikik H . (11) 

Assuming that the field H varies in a finite range of values along each axis we can choose as basis 
vectors skknkn HHPHe /  where skksk HHH . As for the one-dimensional case, the 
coefficients jnm

ik  can be obtained projecting the permeability tensor elements on the basis vectors: 
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Another possible approach to the problem is defined by a linear optimization procedure of the 
differential magnetic permeability tensor. Disregarding the exact magnetic behaviour, we can suppose 
that each element of the new tensor is obtained by adding to the average value of the corresponding 
nonlinear term a constant quantity representing the average distance between the nonlinear term itself 
and its average value. Since we are interested in estimating the power losses entering the medium and 
not to the field behaviour in its whole, we can take as evaluation of this distance for each nonlinear 
term Hik  the variance with respect to the corresponding average value evaluated at the interface of 
the investigation domain. Thus: 

ikikik H , (13) 

where ik  represents the average value of the nonlinear relation during a cycle, while ik  is defined 
as:

dH,HH Hikik
H

ik Vd
V

221 ; (14) 

the vector nonlinear diffusion equation is now reduced to a constant coefficient diffusion equation that 
can be solved. For sake of clarity, the scalar hysteresis cycle and its average magnetic permeability are 

Fig. 2. Hysteresis cycle at the interface, average magnetic permeability and equivalent linear cycle. 

A comparison between experimental data and calculations, obtained for a linear polarized magnetic 
field diffusing into a FeSi lamination, is reported in Table II [11]. 

Table II. Comparison between measurement and analytic calculation. 
Material f HM (A/m) Measured Linear Opt. diff % 

Fe-Si 1600 Hz 322 115 mJ/kg 117 mJ/kg 1.7 

Discussions and results

It is known that if a uniform rotating magnetic field diffuse into an isotropic material also the 
magnetization is circularly polarized and between the two fields a lag angle is observed. Because of 
the isotropy the elements of the differential magnetic permeability tensor are not dependent on the 

reported together to the equivalent linear cycle in Fig. 2. 
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field direction, but they depend on its absolute value; the terms of the tensor vary penetrating into the 
medium but are constant if we refer at the interface or at any plane orthogonal to the diffusion 
direction. As a consequence the application of the proposed formulations reduces to a trivial task; of 
course once the tensor is known. For our treatment it is more interesting the case of anisotropic 
materials; indeed the terms of the tensor are not more constant, but they vary during the rotation of the 
magnetic field direction. It is to stress that an accurate experimental characterization of the magnetic 
permeability tensor, i.e. the B(H) relation, is a serious task and no many data are available in the 
literature. Thus, following the approach of Mayergoyz [4], i.e. assuming that a vector formulation can 
be derived from the knowledge of scalar formulations, and adopting a parallelogram-based hysteresis 
model [10], we identified a magnetic permeability tensor on the basis of a hypothetic anisotropy. More 
in detail, we assumed to choose a fixed saturation field and to vary the corresponding magnetization 
saturation value following a law of the type, )2cos(kBB xSS , where k is an arbitrary constant. 
Then, by the use of the Fourier expansion technique and truncating at the second order, we defined the 
magnetic permeability tensor. The resulting anisotropy is shown by the loci of magnetic field and 

Fig. 3. Circular magnetic field – normalized locus of 
Hx vs. Hy.

Fig. 4. Hypothetic anisotropy - locus Bx vs. By.

))2sin()2cos()(sin())2sin()2cos()(cos( tftedttctbatBx , (15) 
))2sin()2cos()(cos())2sin()2cos()(sin( tftedttctbatBy . (16) 

where a, b, c, d, e and f are constants related to the chosen anisotropy. The expression of the 
differential magnetic permeability tensor elements are: 

yxyxxx HHecHbfbHa )24()2(3 22
yxyxyx HHbfeHHecd )24(3)2( 22

yxxyxy HHbfeHHecd )24(3)2( 22
yxxyyy HHecHfbbHa )24()2(3 22 .

              (17) 
By means of (12) the resulting xx  component at the zero order is: 
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002
00

3
2

4
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where sH  is the extreme value for the magnetic field in both the directions (see Fig. 3). In analogy 
with (7) for the one-dimensional case, the truncation at the zero order of the expansion is simply the 
average value of the considered element. For sake of conciseness, we do not report all the tensor 
elements, but we write the difference between the terms on the main diagonal 

induction field reported in Fig. 3 and 4, and it is expressed by the next equations: 
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2

3
4

syyxx Hfb  (19) 

and the sum of the elements out of the main diagonal: 
2

3
4

syxxy Hec ; (20) 

it is to stress how for isotropic materials the quantities expressed by (19) and (20) vanish. In this way 
we can write the first equation for the field H that is simply the equivalent linear problem with 
permeability ik :

0002
iiki H

t
H . (21) 

For the next order, combining (10) and (11) for the two-dimensional case, we find: 
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the factors si HHP /0
0 have been omitted being their value one. Equations (21) and (22) are, in

general, analytically solvable and, as for the one-dimensional case, the information about the B(H)
relation is contained in the quantities jn

ik . The further orders of the expansion keep the same structure 
of (22) so that in principle the problem is reduced to an infinite set of solvable equations.  Once the 
magnetic field is calculated the other significant quantities such as induction field and electric field via 

EH can be found; using the Poynting vector the power losses per unit area can be estimated: 

S
dP SHE  (23) 

where S is the unit area of the investigate domain. The linear optimization method defines an 
equivalent material with a constant coefficient tensor. It is to say that these elements are, in general, 
different from the corresponding terms evaluated by the use of the Legendre expansion truncated at 
the 0th order, as a result of the different way of calculation. Measurements and definition of 
comparisons between experimental data and our calculations aimed at better defining and showing the 
capabilities of the proposed approach are, currently, in progress. 

Conclusions

We presented an approach to deal with scalar and vector hysteresis problems. Two procedures have 
been presented: the first procedure has been developed on the basis of a technique used in MHD 
nonlinear problems, i.e. the expansion of the differential magnetic permeability tensor elements into 
Legendre polynomials while a linear optimisation procedure has been used for the second method. 
Results and comparison for one-dimensional problems have been reported while the case of circular 
rotating magnetic field diffusing into a hypothetic anisotropic material has been treated as a vector 
problem. 
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Abstract – The paper presents semi-anlytical method of the calculation of SAR (Specific Absorption Rate) 
coefficient and such approach enables investigating of the internal structure of the coefficient.  It is possible 
to trace the influence of electromagnetic parameters, such as frequency and polarisation on the value of SAR. 
The biological  model is an isotropic lossy dielectric spheroid. The excitation is a uniform plane wave. The 
correctness of this approach has been verified by an experiment made on spheroidal phantom. 

Introduction

The SAR (Specific Absorption Rate) plays and will play more and more in the future key-role in the 
evaluation of possible electromagnetic hazard coming from industrial and wireless communication 
sources. That is why, the calculation of the SAR becomes a target for many computational centers [1], 
[2]. The distribution of SAR can be achieved by computational technique or by experiment made on 
phantom. Both are very approximate solutions as they introduce very strict assumptions. This paper 
presents semi-analytical solution of the problem and such approach enables investigating of the 
internal structure of the coefficient. We consider the biological model as a prolate spheroid. The 
spheroid is an isotropic lossy dielectric. The external medium is assumed to be free space. Time-
harmonic fields with the time-dependence ej t as a uniform plane wave with the magnetic field vector 
polarized along long  axis of spheroid (polarisation H) or the electric field vector polarized along the 
long axis of spheroid (polarisation E) are suppressed. The SAR is the coefficient which determines the 
thermal effect on the biological tissue subjected to the electromagnetic field and is expressed by:  

2ESAR                                                                (1) 

where is conductivity,   is the mass density  and E is the electric field strength 

Method of Solution

The method of calculations at polarisation H was described in [3].  Here we present method at 
polarisation E. The model as a prolate spheroid. with major axis l, minor axis a and the interfocal 
distance d is shown in Fig.1. The primary electric field is given by   

                                         z00 EzE                                                                               (2)
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Fig. 1. Schematic diagram of spheroidal model 

In order to describe the electromagnetic fields for spheroidal body, the prolate spheroidal coordinates 
,  are introduced, [4]. In view of the rotational symmetry of the configuration the magnetic field 

strength has one component (2) and has been selected as the unknown field.   

,HH

The electromagnetic field is described by the Maxwell’s equations, which reduce to Helmholtz’s 
equation in terms of spheroidal coordinates given by 

0H
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where:
2
dkc ii   ,   i = 1, 2 , jk 0

2

In region 2 outside the spheroid the magnetic field can be expressed in terms of associated Legendre 
functions of the first and second kind [4] 
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The electric field strength E has two components and they outside the spheroid are given by 
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In region 1 inside spheroid the magnetic field is considered in the expression

0
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For electric field yields 
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where: z =  - j   The unknown coefficients B in equation (5) are determined by boundary 
condition and can be obtain from equations: 

011m2
2
0

1
1)1m2(

0

0z
0

01n21m20
1

1n2

1n

1n210
1

1m22
0

0
01m21

0

z
1m2

1
2

jc2

QBjcQ
1

UB

1122
1

112
12

nmmn PPd
mm

m                                   (13)  

The whole-body  SAR are calculated by integrating (1) in whole body of spheroid. 

Calculation Results

To demonstrate the influence of the electromagnetic wave parameters such frequency and  polarisation  
on SAR the computations was made. The spheroidal body dimensions were taken to be l = 41mm, a = 
30m (see Fig. 1) and mass m = 20g. The calculations were carried out for frequency range from 800 
MHz to 1800 MHz and two cases of polarisation. Fig.2 shows the distributions of the SAR. The value 
of SAR grows with frequency and is grater at polarisation E than that of polarisation H for all 
frequency range. 
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Fig. 2. The SAR distributions 
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Comparison the Calculated and Measured Results

In order to verify the method of calculation of SAR, the calculations were compared with 
measurements. They were carried out for the spheroidal object filled up the phantom, corresponding to 
biological tissues in accordance with European standard CENELEC for phantoms subjected to the 
GSM-frequency electromagnetic radiation. The incident field was a uniform plane wave . The 
procedure based on the measurement of the total energy absorbed . The difference between input and 
output energy determines the energy lost in the object, [5]. The object was placed in a waveguide. The  
frequency  was GSM frequency and two kinds of polarisation were taken into consideration.. The 
results of measurements and calculation for polarisation H are shown in Table 1 and for polarisation E 
in Table 2. Small discrepancies between two curves illustrate a relatively good accuracy that can be 
reached by means of the analytical method. 

       Tab. 1. The values of  SAR at polarisation H                                 Tab. 2. The values of SAR at polarisation E

SAR [W/kg] f [MHz] 

measured calculated

                                                                                        

Conclusions

Semi-analytical method used here to calculate the coefficient SAR  in biological tissues is  easy in use 
and gives a good enough accuracy.  The correctness of this approach has been verified by an 
experiment made on spheroidal phantom. It requires a short calculation time and a small PC memory 
and it makes this method competitive in some cases with the FTDT and other numerical methods. It is 
possible to trace the influence of electromagnetic parameters, such as frequency and polarisation on 
the value of SAR. Needless to add that such a knowledge is indispensable while evaluating the 
electromagnetic hazard.  The method is complementary to all, better and worse developed, numerical 
approaches and its main feature is to make fast calculations with many configurations of the EM field 
and the object.   
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SAR [W/kg] f [MHz]

measured calculated

900 0,12 0.11 -8%
1740 0,41 0,43 5% 

900 0,06 0,054 -10% 
1740 0,4 0,386 -3,5%
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Abstract – The aim of this paper is to describe a software tool dedicated to the design of electromechanical 

devices. It is based on a serial implementation of an analytical and a numerical procedure. The first one, from 

datasheet specification give a raisonnable preliminary structure. The second one uses a finite element 

calculation, associated to a sensitivity analysis and optimization method. For the sensitivity analysis, useful 

fractional factorial designs are performed to identify the most influential factors and to determine an initial 

configuration for the optimization procedure.

I. Introduction

This paper presents a development of a new approach of a software tool dedicated to design 

electromechanical devices, by taking into account datasheet specifications. This tool is organized in 

two complementary procedures [1]. The first one is based on an analytical model with simplifying 

assumptions [2]. The second one is a numerical analysis which is based on finite element calculation 

[3]. It deals with local quantities and gives much more accurate results. As shown on figure 1, each 

step of the design progression (analytical and numerical) is associated with optimization procedures. 

The results obtained with the analytical model give a reasonable structure, which is used as an initial 

design to start the study with the numerical one. To reduce computation time, a sensitivity study is 

performed by using factorial fractional designs. This allows the choice of influential parameters to be 

used in optimization process. 
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expected ?
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Fig. 1: Synoptic of the complete design process

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)

IOS Press, 2006
© 2006 The authors. All rights reserved.

40



II. Numerical Analysis

The numerical analysis is based on a magnetic vector potential formulation, which consists in 

solving the differential equation: 
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is the magnetic potential vector, 
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the remanent induction of magnets, σ the 

conductivity of material and 
0

J

r

the density current and ν the reluctivity. The electrical circuit 

(converter) is composed by a voltage source U, a resistor R, an inductor L (witch can represents the 

flux leakage) and a non linear element γ(I) (semiconductor switches). Solving (2), we obtain the 

current in each phase. 
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This system, composed by (1) and (2) is descretised and resolved in the time domain by application 

of Euler time scheme. So, a symmetrical matrix is obtained by multiplying the second row by the -Δt/λ
factor. Finally, we have to solve the following coupled system [2]: 
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Moreover, the non linearities of materials are taken into account, and the non linear system (3) is 

solved by applying a Newton-Raphson method . 

III. Sensitivity Analysis And Optimization

The approach, using finite element method associated to optimization techniques, to satisfy an 

objective function, is gready on  computational time, particularly when the number of parameters is 

important with a wide interval of variation, or/and when stochastic methods are used. To reduce 

computation time for optimisation, the main idea consists in guiding the designer in order to choose 

the most influent parameters to be taken into account. 

So, a "Sensitivity Analysis" module, which has been developed and integrated in the software tool, is 

used before the optimization step, as shown on figure 2. 

Choice of 

parameters 

Sensitivity Study
Finite Element 

calculation

choice of influential 

parameters 

Optimization
Finite Element 

calculation

END

fig. 2: Sensitivity study and optimization process for numerical analysis 

III.1. Sensitivity study step

This study consists in evaluating the influence of several parameters on objective function. The 

developed method is based on two-level factorial design [4] (FD), where each factor has two levels, 
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respectively 1 and 2, corresponding to their minimum and maximum values. FDs allow to determine 

every factors effects and every interactions effects [4]. The term interaction is used when the influence 

of a factor depends on the level of one or several other(s) factor(s). An interaction between n factors is 

named interaction of order n. Effects mesure the influence of the factors and interactions on objective 

function. In the following, the name action is used to designate a factor or an interaction. The notation 

A-B refer to  the interaction between factors A and B. 

For a lot of parameters, the number of experiments (finite element calculations) becomes prohibitive. 

For example, 10 factors with 2 levels need 2
10

 = 1024 experiments. In order to evaluate the influence 

of the parameter set, fractional factorial designs (FFD) can be used with a limited number of 

experiments [4]. FFDs result from FD with less experiments. Therefore, all effects can not be evaluate, 

but only some of them. So, the difficulty is how to choose the experiments to keep and then to draw 

the conclusion from this partial results. The fact of having less experiments than FDs creats “alias”. 

An alias is a superimposing of the effects of two actions. 

We use the Taguchi method which gives help to the problem about FFDs mentioned above. Two 

assumptions are considered: 

- all interactions of order greater than two are neglected, 

- all interactions of order two are neglected, except some of them perfectly indentified by user. 

This method gives several FFDs which some of them are accompanied by an “interaction triangle”. 

This one gives informations about alias. For example, L
8
(2

7

) (an eight experiments Taguchi standard 

tab issus from a seven-factors two-levels FD) is shown in tab 1 with its interaction triangle shown in 

tab 2. 

N° column

N° experiment 

1 2 3 4 5 6 7

1 1 1 1 1 1 1 1

2 1 1 1 2 2 2 2

3 1 2 2 1 1 2 2

4 1 2 2 2 2 1 1

5 2 1 2 1 2 1 2

6 2 1 2 2 1 2 1

7 2 2 1 1 2 2 1

8 2 2 1 2 1 1 2

tab 1 :   Taguchi tab L
8
(2

7

)

N° column

N° column 

2 3 4 5 6 7 

1 3 2 5 4 7 6 

2  1 6 7 4 5 

3   7 6 5 4 

4    1 2 3 

5     3 2 

6      1 

tab 2 :  Interaction triangle for L
8
(2

7

)

In table 1, In each column a factor can be placed. The numbers 1 and 2 correspond to the two levels: 

high and low corresponding to their intervals of variation.  

The table 2 gives the column number which represents the interaction between two others columns. 

For example, let f be an application depending on factors A, B and C. If A is placed in column 1 and B 

in column 2, their interaction will be present in column 3 (see tab 2, column 2 and row 1, in bold 

zone). So, if one place C is this column 3, an alias is crested. This is a problem only if AB is not 

negligible.

So, it is necessary to determine a priori the negligible interactions. Therefore, there are two 

difficulties for using Taguchi method: choosing an adapted standard tab for a given application and 

placing all factors without creating alias. 

These two steps has been automated in the module "Sensitivity Analysis". So, the user has only to 

input the factors to study and the non negligible interactions. 

The results of the FFD allows the identification of the most influential parameters, which will be 

considered for the optimization step. Moreover, among the performed experiments, the best value of 

the objective function gives the initial value of the parameters. 
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III.2. Optimization step

This step is based on on the use of optimization procedures as determinist and stochastic. 

The simplex method converges very slowly if the number of parameters is important and if the initial 

point is far from the solution. The use of this algorithm is possible for two reasons. On one hand, the 

number of studied factors is limited thanks to the use of the FFD. On the second hand, the initial point 

is close to the solution thanks to accurate preliminary sizing and the FFD. Indeed, from this last is 

extracted the nearest experiment to the optimum among those carried out. 

IV. Application

The studied structure is a three phases surface mounted permanent magnet synchronous machine. 

The analytical analysis gives a solution shown on figure 3, used as initial design for numerical model. 

For this application, the torque is optimised. The objective function is given by the following 

expression:

∑
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where Cimp is the imposed torque, Ci the calculated torque and N the number of points during 

rotation. Cimp is equal to 3,2N as specified in datasheet. N is equal to 60. 

 fig. 3 : Initial design of the machine  fig.4: definition of studied parameters 

We choose for this study five parameters: lib, ea, eb, hcr, defined on figure 3, and bi the ratio between 

pole length and magnet length. Thirty-two experiments would be necessary with a two-levels factorial 

design. We suppose that only lib - eb and lib - ea interactions cannot be neglected. So, only eight 

experiments are necessary with a fractional factorial design, as shown on table 3. 

These experiences allow calculating the effects of the five chosen factors, as shown on figure 5. We 

can see that the hcr factor has quasi no effect on objective function, and eb has the most important 

influence. lib, ea and bi factors have approximatively the same effect. 

N° l
ib

e
b

b
i

e
a

h
cr

Objective function

1 1 1 1 1 1 2.09

2 1 1 2 2 2 13.9

3 1 2 1 1 2 15.6

4 1 2 2 2 1 19.0

5 2 1 1 2 1 1.19

6 2 1 2 1 2 6.20

7 2 2 1 2 2 7.37

8 2 2 2 1 1 2.84

Tab 3 : The used fractional factorial design and the objective function 
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fig.5 : Effects of chosen factors in sensitivity study vs factor levels. 

 fig. 6 : Interaction effects of chosen factors in sensitivity study vs factor levels 

For each interaction effect, lib - eb and lib - ea, there are four points because both factors have two 

levels. Figure 6 shows that interactions are of the same order than factor effects. Moreover, interaction 

effects have quasi the same values. 

For the optimisation step, lib and e
b
 factors are chosen due to their important influence on objective 

function and also their interaction effects. Furthermore, the fifth experiment is the best solution, 

because it minimizes the objective function. The corresponding parameter levels are given at this line 

and are used as initial point to perform optimisation. 

For the geometries issue from the analytical analysis, the fifth experiement of FFD and the simplex 

method optimisation, torque has been simulated. On figure 6, the torque versus rotor position is 

plotted.
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The mean torque value of initial design is 5.1N. The fifth experiment of FFD is near optimum, with 

a mean torque equal to 4.2N. From optimisation process, the obtained result is corresponding to a 

torque with a mean value of 3.6N, and with minimal ripple. 

fig.7 : Torque obtained for analytical study, fractional factorial design (experiment n°5) and optimization. 

V. Conclusion

In this paper, an optimization methodology using a software tool, based on finite element method, 

coupled with fractional factorial design (FFD) and an optimization process is described. The FFD 

analysis gives the most influential parameters which are chosen as optimisation variables. Among the 

performed experiments with the FFD, the best value of objective function gives the initial values of 

parameters and varaibles. Thus, a fast simplex method optimization is performed.  

A complete description of fractional factorial designs procedure has been described. 
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Abstract – Our goal is to describe a comprehensive procedure to determine the radiation of a mobile phone 
take into consideration the influence of the presence of a human head hard by. In the course of our 
calculations we have been concerned chiefly with the physical effect, namely the influence of the head on 
radiation characteristic and efficiency. We applied variational principle method and supplied boundary 
conditions with using R-functions.

Motivations

It is well-known for a long time, that several electromagnetic radiations make interactions with living 
organism and these interactions could not be investigated successfully even today. Especially the 
research of the radiation caused by cellular phones became of the greatest importance owing to the 
vast spreading of mobile gadgets. Since the 1950s generations of cellular phone systems have got in 
current use and became eliminated on and on. Today there are almost 1.5 billion subscribers in the 
world. None of the recent scientific results have led to the conclusion that the radio-frequency field 
originating from the phones would have any kind of damaging sanitary consequences. But considering 
the huge number of phone-users even less disadvantageous biological effects can be the cause of 
significant side-effects. Our goal is to describe a comprehensive procedure to determine the radiation 
of a mobile phone take into consideration the influence of the presence of a human head hard by. First 
we shortly summarize the general information related to radiation caused by cell phones special regard 
to GSM 900 system. Then we describe the attributes of the chosen model and the applied numerical 

Radiation Properties

During investigation connecting to biological effects caused by mobiles, first we have to know the 
nowadays usual cellular phone systems, the working gadgets and antennas. Second generation of 
cellular phone systems (GSM, DECT, TETRA,.UMTS) developed in the framework of international 
collaboration are applied world-wide scale. Through these digital data can already be sent too. 
Parameters considered of the each other completing GSM 900 and DCS 1800 systems, general in 
Europe, can be summarized as following. Transmitting frequency bands are 890-915 MHz or 1710-
1785 MHz, TDMA/FDMA multiplexing with 8 time hole pro RF carrier and cells can be formed with 
35 km (GSM) or 10 km (DCS) maximal radius. 

computation method. At last we appraise numerical result and give conclusions. 
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Radiophones are low-capacity transceivers in radio frequency, they beam by antennas belonging to the 
gadgets. Output power can be controlled in compliance of current wavetravelling conditions by 
adaptive power regularity controlled by the basis station. Therefore the average power of handies is 
much lower than the peak-power, near to 20-25% of the nominal, about 20 mW. So gadgets consume 
less and minimize interferences. Basic requirement to antennas of mobile gadgets is easy to manage, 
for this purpose direction of development, beside keeping radiation characteristics, head to 
miniaturization. Using of monopole antenna with quarter wavelength and its reduced-quality version 
became possible by introduction of digital cell phones. Significant proportion of mobiles has been still 
equipped with this. But nowadays integrated planar antennas (BIFA, PIFA), placed inside in the 
handy, are used more and more, they are suitable for advantageous radiation qualities beside of easy 
handling.  

Composition

The modelling of the human organism is an exceptionally difficult task, the attitude of biological 
materials in an electromagnetic field has not been mapped completely so far. Computations attaining 
the required accuracy are complicated because of their inhomogeneous and nonlinear nature, while the 
consideration of active and passive human thermoregulation makes the determination of the local field 
components even more complex. The simplest delineations neglect the inhomogeneity inside the 
organs and the tissues, in which way several layer-models emerge. During investigating the interaction 
of electromagnetic field and biological tissue it is indispensable to know macroscopic quality and 
structure of material. Biological materials can be considered non-magnetic tissues, namely relative 
magnetic permeability is approximately 1 and independent of frequency. Contrary to this electric 
permittivity and conductivity shows intensive dispersion and dependence of temperature.. Because of 
the low emitted power the radiation of a mobile phone only makes observable interaction with its 
immediate surroundings. It follows that in modelling the person using the cell phone it is enough to 
take the head and the hand holding the phone into consideration. Other parts of the body find place so 
far, that the power reaching them can be ignored, but they can exert an influence on the working 
radiation characteristic of the phone.

Figure 1. : Approximating surfaces in symmetry planar 
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Applied model

Our model was created on the basis of photo series taken of cross-sections (Visible Human Project - 
http://www.meddean.luc.edu/lumen/MedEd/GrossAnatomy/vhp/Visible.htm). In compliance with the chosen 
numerical method we tried to approximate the certain organs by the possibly best boundary surfaces. 
To create boundaries we fit second-ranged surfaces, mostly ellipsoids, to 4650 measured points, 
considering sagital symmetry (Figure 1). We only examined relatively large-sized and contiguous 
organs, so our model includes the following tissues: skin, fat, bone (brain-skull, cheek-skull), muscle 
(facial muscle, tongue), brain and cavities (frontal sinus, nasal cavity, facial cavity, eyes). Since in 
both examined frequency band respectively permittivity variation is less than 1% and conductivity 
variation in all the tissues is less than 5%, we can consider them independent of frequency and 
simulate without dispersion. Used dielectric parameters are in Table 1.  

Table1.: Parameters of human tissues 

We modelled the cell phone with monopole antenna with quarter wavelength functioning in a GSM 
900 system; it is situated in vertical position near the ear. We ignored the influence of the gadget on 
radiation. In our computations the emitted power was substituted by 20 mW based on the average 
power. GSM system applies pulse-modulation on 217 Hz (less than 1 MHz), so the SAR induced by 
electromagnetic wave can be approximated with the character of the carrier. Thus we have simulated 
the output signal of the antenna with sine curve in the middle of the transmitting frequency band, 
namely on 902.5 MHz. Only far field component of radiation has been regarded because experiments 
supported that SAR (Specific Absorption Rate) and absorbed power induced by far field component is 
significantly higher. 

Calculation Method

Basic equations of electromagnetic fields can be summarized in Maxwell equations, or partial 
differential and integral equations deduced from them. Maxwell equations provide the relationships 
between the field quantities and the source elements. Using these, any kind of electromagnetic 
problem can be solved. The equations given in general form can be simplified in special cases, making 
it considerably easier to apply them. Introducing electric vector potential ( D = “μF ) and applying the 
Lorentz gauge, we can deduce the following partial differential equation from Maxwell equations. 
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Boundary conditions valid to electric flux density are satisfied by the help R-functions. R-functions 
have been elaborated by the Russian mathematician V. L. Rvachev. When applying them to the 
description of boundary surfaces we have to find a geometrical function that follows the simple 
requirement to produce positive value inside, negative value outside and zero along the boundary 
surface of the realm. Boundary surfaces with a complex geometrical description can always be 
constructed with several subregions, using R-conjunction, R-disjunction and R-negation applying. 
Important advantage of the method is that normalized R-functions can be generated easily, which 
gradient defines normal-vector of the surface. 

nwn            (2) 

Duly Ritz-method vector potential can be approximated by a variety of functions. We have chosen 
Tschebisev polynomials multiplied with normalized R-function describing boundary surface. 
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The solution can be obtained by minimizing the following functional. The partial derivatives of the 
functional give the first variation as per a coefficients, that produces zero by extreme value. 
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Finally we get a linear equation system, which can be solved easily by using MATLAB. 

Computation Results

Calculations have been executed with the model reviewed, changing distance between the head and 
the antenna, inclination angle and transmitting frequency. All results are compared with one basic 
composition, in which vertical antenna is placed 2.5 cm away from the head and radiating in the 
middle of the transmitting frequency band of GSM 900 system, namely 902.5 MHz (Figure 2.).

Figure 2: Basic composition 
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Changing radiation efficiency can be followed in Table 2, basic case is extracted. 

Table 2.: Radiation efficiency depending of antenna position, inclination angle and frequency 

From the results it can be determined that radiation efficiency is growing with distance, but 22.09% of 
the power is absorbed even if 30 cm distance. In case of monopole antenna greater part of radiation is 
absorbed in vertical position than in horizontal position. Using higher transmitting frequency 
absorption of biological tissues is growing, but in DCS 1800 system lower radiation power is 
necessary, so total effects are less intensive. Because of using higher and higher frequencies is general 
tendency, third generation of cellular phone systems, whose connection performance exceeds GSM by 
about 4 dB, have to be mentioned also. Beside its lower operating power we should also consider 
multimedia applications, since using them mobile gadgets can be accessible to users for a longer time. 
Besides absorption rate have to be reduced for the sake of protecting health, for mobile-designers it is 
important to describe changing of radiation characteristic, by managing cellular systems. Modified 
characteristic have been illustrated in case of basic composition in Figure 3.

Figure 3: Radiation characteristic 

Open air characteristic of a monopole is an ideal toroid, which distortion is obtrusive. We signed with 
red color the directions slitting the head, transmission can be with even more than 20 dB worse here. 
Obviously phone systems are ready to manage this loss. But we have to notice that in case of crowd or 
in closed shielded places (like elevator or garage) radiation power can be much higher to achieve 
adequate transmission. And at that time big part of radiation is absorbed in human organs. 
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Conclusion

This field of researches is extraordinary ramifying, the presented questions cover only a little part of it. 
There are many problems we have not engaged in, but we are planning to, like biological effects. Or it 
can be possibly to search for hot points. It can be interesting to reveal the influence of special 
appurtenances also, like a headset or mobile shield, or simulating radiation absorbed in children head. 
In the foregoing we summarized necessary information to investigate radiation emitted by cell phones, 
while supporting the theory with numerical computations. Computations are only demonstrations, 
since resulted values exactly because of applied simplifications. But it completely serves the 
theoretical conditions expounded in the foregoing and it characterize well the evolved electromagnetic 
field. In the course of our following studies we would like to state precisely our computations, by 
approximating boundaries of tissues with higher degree surfaces, and taking into consideration other 
organs and the hand too. We are going to execute calculations with the radiation of other kind of 
antennas (integrated planar antennas). 
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Abstract - The evolution in the field of modeling software, especially in numerical simulation, leads to the 
complication of its organization. Thus, the needs of data structure optimization are also growing progressively. 
This paper describes an approach to what may be called implementing business rules in an object-oriented 
model applied to a multi-physics numerical simulation software. Thanks to this proposition, the complexity of 
data model manipulations may be reduced. 

I. Introduction

Multi-physics applications can be looked at as a linkage of varied analyses performed iteratively. In 
reality, the multiplicity of physics obviously increases the complexity of data model. In order to obtain 
a satisfactory performance, the data model of the software needs to be well-organized and extensible. 
The aim of this paper is to suggest a combination of logical and oriented-object programming 
language to execute the rules implemented on data model. This provides the possibility of managing 
data structure complexity in a multi-physics simulation software. 

II. Database Structure Of The Physics Description

Our approach was originated in the need of data model organization in our multi-physics solver 
structure [1]. The solver contains two parts: the description of physics and the description of 
resolution. Considering the first part, it involves a sophisticated database structure composed by many 
entities serving to describe the physics. 

The figure 1 shows a simplified global structure which contains the most important objects (study, 
discipline, region, domainType, material and property) of our model. A study related to a discipline 
contains one or more regions, each of them relates to a domain type and has a material, which, at last, 
includes one or more properties. In fact, this model is common to all physics and should be extended, 
by inheritance mainly, to describe one or more physical disciplines. 

Figure 1 - Simplified global structure of the physics description 
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Let us consider the example of the magneto-static case. The entities related to this physics will be 
introduced as subclasses. An advantage of this type of classification is that the subclasses can inherit 
all properties of their abstract classes. The figure 2 presents the data model with inherited objects in 
our example. 

Figure 2 – Data model with added classes in magneto static case 

III. Constraints Integrated In Database Structure

As a next step, consider now two physics: the magneto-static and the thermal with its new entities 
(shaded objects in the figure 3). 

Figure 3 -  Data structure in the two-physics case with constraints implementation 

While the software development leads to an unavoidable increase of the structure complexity, the 
global organization of the data model is not modified. In fact, the number of realizations of these 
abstract structures may be important. For example, there are about 5000 terminal classes in Flux [10]. 

On the other hand, such an application needs a consistency checker to ensure that any command or 
object construction is valid [4]. For example, a magnetic region needs material with at least one 
magnetic property. This is not expressed by the data model that allows a mix of thermal regions with 
magnetic properties for instance. Thus, some constraints will be imposed over the data model. Let us 
consider for instance the magnetic aspects. 

In order to implement these rules, the chosen language is naturally an international standard: Object 
Constraint Language (OCL [5]) which has been developed to enhance the Unified Modeling Language 
(UML) with constraints.

Two examples of rules, associated to the figure 3 diagram in the magneto-static case, implemented in 
OCL will be presented. These rules ensure the validation of a choice when being in the magneto-static 
study. 
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(1) The discipline of study must be of type disciplineMagStat and all regions must be of type 
domainMagStat:
context study def:
 let caseDomain(d:OclType,t:OclType):  
 Boolean = (d=disciplineMagStat and t=domainMagStat) 
 let validAllType(d:discipline,t:domainType): 
 Boolean = caseDomain(d.type,t.type) 
 or t.type.supertypes->exists(type:OclType|caseDomain(d.type,type)) 

context study inv typeOfDomain:self.regions->forAll(r:region|validAllType(self.discipline,r.type))

(2) The region must be of type domainMagStat and among the properties of the region's material; at 
least one is of type propertyMag.
context region def:
 let caseProp(t:OclType,p:OclType):  
 Boolean = (t=domainMag and p=propertyMag) 
 let validProp(t:domainType,p:property): 

Boolean = caseProp(t.type,p.type) 

context region inv propertyOfMaterial: self.material.props->exists(p:property|validProp(self.type.type,p.type)) 

However, OCL is not a programming language so we need to use either coding or a logical 
programming language like PROLOG [6],[7],[8],[9]. Indeed, to reduce the simulation software 
designer task, the consistency management should not require any hand coding. Moreover, PROLOG 
offers the possibility of inversibility. These are the main reasons explaining our translation of the rules 
formalism into a PROLOG clause. 

First of all, two requirements on the implementation of the rules in the model will be presented: 

(1) The rules management must be as simple as possible and independent of the code. This aspect 
concerns the maintenance point of view. 

(2) The rules have to be not only evaluatable but also invertible. This will allow not only the 
validation of the rules for any input entered by the end-user but also the proposition of valid 
choices to the end-user if required. 

These two requirements also explain the reasons why we have chosen to couple Prolog, a 
logical and declarative programming language, to the object-oriented language. In order to 
translate OCL expressions into PROLOG predicates, we have defined for each OCL syntactic element 
an equivalent Prolog predicate. If we turn back to the two examples of the previous section regarding 
the magneto-static case, they are now expressed in PROLOG. 

(1)
 caseDomain(disciplineMagStat,domainMagStat). 

 validAllType(Discipline,Domain):- 
  isTypeOf(Discipline,DisciplineType), 
  isKindOf(Domain,DomainType), 
  caseDomaine(DisciplineType,DomainType). 

 inv(typeOfDomain,'study',Study):- 
  getField(Study,'discipline',Discipline), 
  getField(Study,'regions',Regions), 
  forall(Regions,R,(getField(R,'type',DomainType),      
  validAllType(Discipline,DomainType))). 
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(2)
 caseProp('domainMag','propertyMag'). 

 validExistProp(Domain,Prop):- 
  isKindOf(Domain,DomainType), 
  isKindOf(Prop,PropType), 
  caseProp(DomainType,PropType). 

 inv(propertyOfMaterial,'region',Region):- 
  getField(Region,'type',Type), 
  getField(Region,'material',Material), 
  getField(Material,'props',Props), 
  exist(Props,P,(validExistProp(Type,P))). 

From this point, we just need to add some lines of rules for each new physic. For example, in the case 
of thermal physics, just some rules lines should be added:

 caseDomain('disciplineTher','domainTher'). 

 caseProp('domainTher','propertyTher').

Otherwise, PROLOG, with its capacity of invertible queries, gives us the possibility of not only 
validation (initial aim of OCL rules) but also proposition and explanation for input data:

-- Data input by users will be checked for the validation. For instance, in our magneto-static case, the 
discipline and the domain type of a given study are verified by applying the rules to assure their 
compatibility. 

-- When a field is not filled in, the potential field values will be proposed to complete the object 
creation. For example, if we haven't chosen a domain type for a region, two potential domain types 
will be proposed. In our magneto-static case, they are domainMagStatMagnetic and 
domainMagStatAir.

-- We have added a predicate ‘why’ in order that the errors would be explained. We consider two 
examples: 

 (1) If the discipline of a study is not given, the error will be notified by a message: 

 why(typeOfDomain,'study',Study,Why):- 
  getField(Study,'discipline',null), 
  Why=[‘Field discipline of study is not filled','\n']. 

 (2) If the discipline of a study is not given, the error will be notified by a message: 

 why(typeOfDomain,‘study’,Study,Why):- 
      getField(Study,'discipline',Discipline), 
      Discipline\== null, 
      Why=['Study discipline and domain type are not compatible','\n']. 

Considering a simple example described in the tables below, we have three regions with their domain 
type and material. In the second table, we have three studies with their regions and their discipline 
defined by user. We will try to verify these studies and let the engine proposes potential values for 
incomplete or incorrect fields.

region domainType material 
air domainMagStatAir vacuum 
circuit domainMagStatMagnetic steel 
core domainTher steel 
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study regions discipline 
Study MagStat air,circuit Discipline MagnetoStatic 
Study Ther core X 
Study Ther_1 core Discipline MagnetoStatic 

-- Verifying the validation of Study MagStat 
?-check(‘study’,’Study MagStat’,Obj). 

Study MagStat is valid.
Obj=study(‘Study MagStat',[regions=[region(air),region(circuit)],  discipline=disciplineMagStat('Discipline 

MagnetoStatic')])

-- Verifying the validation of Study Ther 
?-check(‘study’,’Study Ther’,Obj). 

Field discipline of study is not filled.
Obj=study(‘Study Ther',[regions=[region(core)], discipline=null])

-- Proposing the incomplete field 'discipline' of Study Ther 
?-propose(‘study’,’Study Ther’,study(‘Study Ther', [regions=[region(core)], discipline=Discipline])). 

Discipline= disciplineTher('Discipline Thermic')

-- Verifying the validation of Study MagStat_1 
?-check(‘study’,’Study Ther_1’,Obj). 

Study discipline and domain type are not compatible.
Obj=study(‘Study Ther',[regions=[region(core)],discipline=disciplineMagStat('Discipline MagnetoStatic')])

-- Proposing the incorrect field 'discipline' of Study MagStat_1 
?-propose(‘study’,’Study Ther_1’,study(‘Study Ther_1',[regions=[region(core)], discipline=Discipline])). 

Discipline= disciplineTher('Discipline Thermic') 

Once completely constituted, the rules need to be implemented in the software. Figure 4 presents the 
process of database treatment with rules implementation. The entry data through data input user 
interface is stored temporarily before the checker verifies data validation. The validation checker is 
described with more details in the figure 5. 

Figure 4 - The database treatment process with the implementation of rules 

Thanks to a database of OCL operators written in PROLOG, a rules interpreter establishes the 
communication between Graphical User Interface (GUI) and the business rules in OCL. Inside the 
rules interpreter, a parser helps us to transform PROLOG rules into OCL business rules. These rules 
will be applied over the data model. 
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Figure 5 - Rules integration in database structure – Validation checker description

We have implemented the rules created to support the description of our simulation software FLUX. 
The constraints integrated will verify the validation of objects construction. It is believed that this 
approach will give a possibility to manage the structures which contain complex entity relationships. 

IV. Conclusions

We have proposed a solution for managing the complexity of the data model in a multi physics solver 
by implementing a set of rules into the data model of a physics descriptor in our multi-physics solver. 
We have translated the unambiguous syntactic belonging to the standard object-oriented UML and 
OCL into Prolog, a logical programming language. Hence, the proof-mechanism is reusable for any 
model described with this standard. 

The goal of this proposition is to permit developers to efficiently manage, modify and execute the 
software data model. The use of Prolog allows us to satisfy the requirements on the rules 
implementation in our model: the simplicity and the code independence. As a result, the time spent to 
describe a physical problem is reduced. Besides, the rules permit to establish a well-organized data 
structure, which naturally simplifies the work of a physicist who wants to add a new discipline in the 
global structure without modification. 

This approach can be developed by reaching to a dynamic business rules implementation with 
adaptive object-models, as proposed in [2],[3]. 
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Abstract – The effects of the kinetics of polarization switching in ferroelectrics, taking into account the 
spatio-temporal fluctuations of the polarization field, given by the Langevin and Fokker-Planck equations, are 
studied. A Fokker-Planck equation is derived, which describes the polarization reversal in terms of Fourier 
amplitudes. A monotone and stable exponential-type finite volume difference scheme is elaborated to solve this 
equation numerically in a spatially homogeneous case, where the equation is one-dimensional. The temporal 
behaviour of the polarization probability distribution is calculated in presence of a sinusoidal field and white 
noise. The resulting hysteresis of the mean polarization is discussed for different noise intensities.  

                                                                Introduction

The stochastic description of collective phenomena like phase transitions is a key destination in solid-
state physics. The problems of this kind are nontrivial and usually are solved by means of the 
perturbation theory [1-3]. Here we study the kinetics of polarization switching in ferroelectrics, taking 
into account the spatio-temporal fluctuations of the polarization field, given by the Langevin and 
Fokker-PLanck equations [4-5]. The problem has been studied earlier [6-7] by means of the Feynman 
diagram technique. The resulting thermal noise controlled relaxation has also been studied in [8-9] by 
using symplectic integration. Now we derive the Fokker-Planck equation in the Fourier representation 
and solve it numerically in the simplest spatially homogeneous case, where only the zero-vector mode 
is retained. 

                                                            Basic Equations

We consider a ferroelectric with the Landau-Ginzburg Hamiltonian: 

xxxxxx dtPtPcPPH ,,
242

242  ,   (1) 

where tP ,x  is the local polarization and t,x  is the time-dependent external field. Only those 
configurations of the polarization are allowed which fall below the cut-off k  in the Fourier space, 
with a/ , where a  is the lattice constant. It is most appropriate to approximate Hamiltonian (1) 
by a sum over discrete cells, where the size of one cell can be even larger than the lattice constant, 
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with subsequent Fourier transformation of the polarization. Each of N cell is a small domain with 
almost constant polarization. Thus, the Hamiltonian of a system with volume V reads 

x
xxxxx tPtPcPPVH ,,

242
242  ,  (2) 

where NVV  is the volume of one cell, and the coordinates of their centres are given by the set 

of discrete d-dimensional vectors dRx .
The stochastic dynamics of the system is described by the Langevin equation: 

t
P
HtP ,,

.
xx ,     (3) 

with the white noise: 
'

,
''

'2,, tttt xxxx .    (4) 

In the case of the Gaussian white noise, the probability distribution function 

tPPPf N ),(,),(),( 21 xxx

is given by the Fokker-Planck equation [5] 

x xxx )()()(
1

P
ff

P
H

Pt
f

.   (5)

In the equilibrium we have a vanishing flux which corresponds to the Boltzmann's 
distribution Hf exp  with Tk B .
Assuming periodic boundary conditions, we consider the Fourier transformation 

.)(

,)(

2/1

2/1
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kx
k

k

kx
k

x

x

i

i

ePNP

ePNP
     (6) 

The Fourier amplitudes are complex numbers kkk PiPP . Since )(xP  is real, kk PP and

kk PP  hold. It is supposed that the total number of modes N is an odd number. It means that 
there is the mode with 0k and the modes with mkkk ,,, 21 , where 21Nm is the 
number of independent nonzero modes. According to this Fourier transformation, the Fokker--Planck 
equation for the probability distribution function 

tPPPPPPPff
mm

,,,,,,,,,
2121 kkkkkk0

reads

k kkkk kk
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ff
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ff
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, ,      (7) 
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where 00 PP ,  is the set of m independent nonzero wave vectors, and  includes also 0k .
Here the Fourier-transformed Hamiltonian is given by 

k
kk

0kkkk
kkkk

k
k

2k PtPPPPNPcVH )(
42

1

4321
4321

12 . (8) 

Some of the variables in Eq.(8) are dependent according to kk PP  and kk PP , and 
)()()( titt kkk is the Fourier transform of ),( tx . The Fokker--Planck equation (7) can be 

written explicitly as 

k k
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where

kkkkk
kkkkkkk

4321
321321

31 PPPPPPNS ,   (10) 

kkkkk
kkkkkkk

4321
321321

31 PPPPPPNS .  (11) 

The simplest case is spatially homogeneous polarization when only the 0k  mode is retained in (9) 
with spatially homogeneous external field )sin()(),( ttt 0x . In this case we have a one-
dimensional Fokker-Planck equation [5,10]:  

0

3
00

0
sin1

P
ftAPPVf

Pt
f .   (12) 

For simplicity we have omitted the vector notation for the subscript index of the amplitude 0P .

                                                            Method of Solution

In order to solve (12), a monotone, exponential difference scheme is developed by using a special 
exponential-type substitution for the distribution function tPf ,0 :

0

00

3
00 sinexp),(),(

P

P
dPtAPPVtPwtPf ,

where ),( 0 tPw - is a normalization function and 00P - is a real number. As it was shown in [11], 
both these quantities should not affect the final coefficients of a difference scheme. By using the 
method for elaboration of exponential, monotone, finite volume difference schemes proposed in 
[11,12], the difference scheme for equation (12) is constructed. It reads:  
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0101 2
1, ,   Mi0 , ...2,1,0l ,

 and i , l are space and time indices, respectively. 

Elaborated difference scheme (13)-(17) has a first order truncation error in time and a second order 
truncation error in space )( 2hO for 0 . In the limit , so that transport is advection 
dominated, when 0 , the difference scheme (13)-(17) has first order truncation errors )( hO  in 
time and space.  

In order to prove stability features of the scheme (13)-(17), we will consider the case , or 
advective dominated transport. The case of 0  can be reduced to central difference scheme for a 
diffusion equation. The absolute stability features of this scheme are well known [13]. For the limit 
case, when 0h , the difference scheme (13)-(17) can be written with )( hO  precision as:
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il
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fffftAPP

h
V 1
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1
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3
0 sin , , Mi0 ,   (18)

and
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i
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fffftAPP

h
V 1

11
10

3
0 sin , , Mi0 .   (19)

By using von Neumann method for difference equations (18)-(19) it can be shown that the elaborated 
difference scheme (13)-(17) is unconditionally stable. 

                                                            Results and Discussion

Equation (13) has been solved numerically within 0P [-2; 2] for the parameter values 

1V , 1 , 309.0A , 310  at three different values of the noise 
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intensity: 01.0 , 05.0 , and 1.0 . The zero flux boundary conditions and the initial 
condition: 

                  2

2
0

2

2
0

0 2
exp

2
exp

2
1

2
10,

PPPP
Pf ,           (20) 

have been used with 3.0 , 1P  and 1P . The calculated mean polarization 0P  which 
depends on the external field t0 , forms a hysteresis loop, as shown in Fig.1 (top), as it is observed 
in ferroelectrics. 

Fig.1 Hysteresis of the mean polarization depending to the external field (top) and the probability 
distribution over the polarization values at different time moments (bottom). The hysteresis loops 1, 2 
(left), and 3 (right) correspond to the noise intensities =0.01, =0.1, and =0.05, respectively. The 
curves 1 to 6 in the lower pictures show the probability distribution for =0.05 at the time moments 
t=0.0002, 266.68, 1600.4, 3200, 3466.7, and 4667. The corresponding values of the external field are 

81018.6 , 0.08143, 0.30886, -0.01804, -0.0987, and -0.30868. 
In the left top picture we compare the hysteresis at a relatively small noise intensity 01.0  with that 
at larger noise intensity 1.0 . In the first case the hysteresis is much more distinct. Physically, the 
reason of the hysteresis is the potential barrier which has to be overcome to change the polarization 
from positive values to negative ones and vice versa. The larger is the noise intensity the larger is the 
probability to overcome the potential barrier in a given time interval dttt;  to switch from one 

(local) minimum of the Hamiltonian 00
4

0
2

0 )(
42

PtPPVH  to another (global) 

minimum. Therefore, at very small   (curve 1) an almost jump-like switching occurs near time 
moments when the potential barrier vanishes. Since the jump almost surely occurs towards the deepest 
H minimum, the cyclical variation of the external field leads to the hysteresis. Larger noise (curve 2 ) 
reduces the area of the hysteresis loop, since the system can easily switch between both minima of the 
Hamiltonian irrespective to the previous history or direction of the variation of the external field. The 
hysteresis loop at an intermediate noise intensity 05.0  (curve 3) is shown in the upper right 
picture. The polarization reversal can be seen in more detail from the temporal variation of the 
probability distribution function ),( 0 tPf . We have illustrated it in Fig.1 (bottom) for the case 

05.0 . Curve 1 shows the probability distribution after a short time when the external field still is 
very small and the distribution consists of two almost symmetrical maxima which correspond to the 
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minima of the Hamiltonian. Further on, the external field grows with time and the minimum at 00P
becomes dominating, i.e., the maximum of the probability distribution at 00P  becomes larger 
(curve 2). At later time moments, when the external field tA sin  approaches its maximum, the 
probability density maximum at 00P  disappears (curve 3). Then the external field decreases from 
positive to negative values and the corresponding polarization reversal takes place (curves 4,5,6). It 
manifests itself in the decrease of the maximum of ),( 0 tPf  located at 00P , which is accompanied 
by the increase of the other maximum at 00P . After that the reversal occurs in the opposite 
direction, and so on. Due to the potential barrier, the maximum at 00P  still is higher than that at 

00P  at a time moment when the decreasing external field vanishes. It remains true also when the 
external field becomes slightly negative (curve 4). Obviously, the scenario is opposite for the 
increasing external field. It is the reason for the hysteresis of the mean polarization. 

Conclusions

In the present work a Fokker-Planck equation in the space of Fourier amplitudes has been derived, 
which describes the polarization reversal in ferroelectrics. In the simplest case, when only the zero 
Fourier mode is retained, the Fokker-Planck equation is one-dimensional. This equation has been 
solved numerically by the proposed monotone, exponential difference scheme, which has been 
developed by using a special exponential-type substitution. The probability distribution as well as the 
mean value of the polarization have been calculated depending on time in presence of a sinusoidal 
external field and white noise of different intensities. The mean polarization vs external field makes a 
hysteresis, observed in real ferroelectrics. The area of the hysteresis loop becomes smaller at larger 
noise intensities. 
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Abstract The paper shows the calculation mode of mathematical model parameters starting from catalogue 
data and presents the simplified mathematical model where are introduced the catalogue data as well as 
calculated parameters. This model is valuable for slow process. These parameters of the mathematical model 
can be determinated as well by experimental tests being structured in way to permit the determination of all 
the parameters. The stator resistance winding, the field winding one, the synchronous reactances longitudinal 
and quadrature unsaturated have been determinated by classic methods;  for the determination of the other 
parameters one has employed the static methods (fixed rotor) – for the direct-axis d, the system is a quadripole 
permitting by a supplying of a terminal couple two kinds of tests by short-circuiting or by no load operation of 
the two other terminals.

1. The Correlation Of The Mathematical Model With The Catalogue Data

In order to carry out the mathematical model parameters, one presents the equivalent diagrams 
in the axes d and q of the synchronous machine (Fig. 1). The resistances and reactances of these 
equivalent diagrams have significances well known. 

Fig. 1 Equivalent diagrams of the synchronous machine: a) axis d; b) axis q

As known, the catalogue data of the synchronous machine are: T’
d0, T”

d0, T”
q0, T’

d, T”
d, T”

q, xd,
xq, xmd, xmq, x’d, x”d, x”q ,J. 

These catalogue data permit to determinate the resistances and the reactances in the equivalent 
diagrams in order of this determination one has to write the expressions of the magnitudes of the 
reactances and the time constants: 
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On the basis of these expressions one calculates the electrical parameters of the equivalent 
diagrams in the axes d and q: 
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One remarks the time constant ’’
d has not be employed, that means there are more equations 

than are unknown; the time constant ’’
d being used for verifications. 

Knowing these parameters one can write the conventional synchronous machine complete 
mathematical model permitting an analysis of all the state magnitudes. This model has the 
disadvantage of being to complicate, often the physical interpretation of the results becomes difficult. 
One has to remark the simplified mathematical model gives results sufficiently exacts for slow process 
to the technical interest applications. One has to make some remarks concerning the simplified 
mathematical model whose electrical parameters are partially represented by the catalogue data and 
partially resulted by the calculation on the catalogue data basis using the relationships (2). 

2. The Synchronous Machine Simplified Mathematical Model

Taking into account the slow variations of the electromechanical model one can neglect 
derivates in regard with the magnetical fluxes time surrounding stator windings that means in these 
circuits one neglects the transformation electromove force (et = -d /dt) in regard with the electromove 
force (em = ). One can as well neglect transformation electromove force in damping circuits. By 
neglecting also the stator windings resistances one obtains: 
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where:  is rotation speed per unit, H is the inertia moment per unit, MB is the basis torque to which 
are referred all the torques of the move equation,  is the electrical angle between the axis and the 
rotation synchronous axis. 
 On the basis of the hypothesis established, one has taken into account only two inertia: the 
electrical inertia (of the field winding) and the mechanical one (of the rotor), this fact leading to 
important simplifications, resulting only two differential equations to be solved. 

In the case of the generator connected to the u0 voltage bars and to the f frequency both being 
constant, by transport lines characterized by a phase equivalent reactance xL the system (3) becomes: 
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The equations system (4) characterizes the synchronous machine simplified mathematical, 
model including the catalogue data parameters as well as the catalogue data relationships (2) 
calculated parameters. 

To the first equation in the system (4) corresponds the phasorial diagram in figure 2 on this 
basis one calculates the current Id:
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Fig.2. The phasorial diagram of the stator equation 

For transient states in electrical circuits one considers the angle  varies in restrained limits. 
Introducing the relationships (5) in the second equation of the system (4) and applying the Laplace 
transformate one will obtain: 
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For the electromove force initial magnitude e’q0 one employs the magnitudes vd and Id
corresponding to the stationary state. 
In per unit, the electromagnetic torque mG is numerically equal to the electromagnetic power pG:

dqdLqqqLGqddG ieixuixixumiip '
0q0dq cosv;sinv;vv (7)

The electromagnetic torque expression is: 
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The expression (8) is similar to that of steady state, except the magnitudes of transient state 
will appear. Because x’d < xq the anisotropic torque m”m gets opposite sign in regard with the steady 
state case. The dynamic state, for an approximately constant maintaining of the voltage magnitude e'q
the dynamic stability limit corresponds to angles  bigger than those of 900, the more bigger than the 
difference between x’d and xd is bigger. The angle m for which one obtains the torque will be: 
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Having these elements envisaged the simplified mathematical model can be used in order to 
simulate slow process in operating of a synchronous generator. 

3. Experimental Methods For Parameters Determination

Equivalent scheme on axis d has 2 access gates and only one on axis q; consequently there are 
2 supplying possibilities for axis d and one for axis q. The organization mode of the experimental tests 
is made function of equivalent scheme. R, Xdo, Xqo are defined experimentally for equivalent scheme 
of fig.1.These magnitudes refer to the stator basic impedance: Zb = Ub/Ib. The method consists in 
supplying of the access terminals of axis d with an alternating single phase voltage and a rotor 
positioning so that the longitudinal axis coincides with magnetic field axis produced by the stator 
winding (Fig.3.a). Then the rotor is positioned to 90 electrical degrees versus previous position and 
parameters determinations on transverse axis q are made (Fig.3b). 

Fig. 3. a) The scheme for axis d; b) The scheme for axis q 

Experimental determinations for the longitudinal axis are made with the field circuit both open 
and closed. Resistance and basic impedance of operating winding Re, Zeb are determined, too. Ieb-
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operating winding basic current is defined from symmetrical short circuit characteristic. The tests are 
made at low voltage, unsaturated magnetic field and the established relationships operate with 
unsaturated synchronous reactances. 

Saturated synchronous reactances are introduced in the diagram which is made on the basis of 
experimental dates and used for various calculations. It considers that the influence of saturation 
against leakage reactances can be neglected. 

For the direct-axis the experimental determinations are effected both in closed and open field 
circuits. As it results from the scheme of figure 3.a, the angle between the winding AX magnetic axis 
and the direct axis d is  = 900 and the currents and the stator voltages are: 

0;;;0 ACBCBA UUUUIIII (10)

In this case, on the basis of spatial phasors theory, one calculates the electrical magnitudes in 
the direct axis d: 

UUUUU

IIIII

CBAd

CBAd

3
1

3
4cos

3
2coscos

3
2

3
2

3
4cos

3
2coscos

3
2

(11)

The magnitudes in the axis q correspond for  = 0 (Fig. 3.b) being: 

0
3

4sin
3

2sinsin
3
2

0
3

4sin
3

2sinsin
3
2

CBAq

CBAq

UUUU

IIII

(12)

 From the relationships (11) is results that by measuring the magnitudes U, I, P, one 
determinates the equivalent scheme parameters in axis d. In this case one can effect two experimental 
determinations the first determination with open field winding (Ie =0) determining Z’M;  the second 
one with short-circuited field winding (Ue =0) determining Z”M. One determinates experimentally the 
excitation winding resistance Re and from the three-phased symmetrical short circuit characteristic, 
one obtains of basis current of the field current Ieb respectively the basis impedance Zeb. By the last 
data one can calculate the magnitude reported of the field winding resistance re = Re/ Zeb. By 
particularizing the equivalent scheme in figure 1.a, for the two cases one will obtain: 
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where notations have been done: eeeDDDdeDeD jxrzjxrzxxxjxrz ;;;
The magnitudes z’ and z” being known, the calculations being effected, one will obtain the 

following unknown parameters: 
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For the reactances x D and x e it results two solutions, the positive solutions being correct. 
For the quadrature axis q only an experimental test is possible (there are only two access 

terminals). From the relationships (12) it results by measuring U, I, P, one determines the complex 
impedance Z”Mq. From the equivalent electrical scheme in figure 1.b it will result 
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 The relationships (14) and (15) permit to determinate the parameters in the two axes. Because 
the tests are made at low voltages, it results the magnetic circuit is unsaturated reactances xd0 and xq0.
One has to remark in the equivalent scheme in figure 1 for the longitudinal reactance as well as for the 
quadrature one, their values saturated are to be introduced, xmd = ksd xmd0, xmq = ksq xmq0 (ksd and ksq 
being their saturation factors in the two axes). 
 Following the previous procedure one has experimentally determined the equivalent electrical 
scheme parameters for a synchronous machine with reference data: Pn = 3kW, nn = 1500 rot/min, Un = 
220V/380V and one has obtained the values: r = 0,0519; x  = 0,0967; xmd = 0,427; rD = 0,0947; x D = 
0,0161; re = 0,113; x e = 0.255; xmq = 0,187; rQ = 0,106; x Q = 0.87. 

4. Conclusions

1. It establishes relationships between catalogue dates and the parameters of the equivalent scheme 
both for longitudinal and transverse axis. These relationships are useful for synchronous machine 
designing.
2. One has done analysis of the simplified mathematical model permitting the study of slow process 
taking place in the synchronous machine operating. 
3. The experimental determination methods were so organized that on their basis all parameters of the 
equivalent schemes on axes d and q can be determined. The stator winding resistance, the field 
winding one, the synchronous reactances, longitudinal and quadrature unsaturated have been 
determined by classical methods, in order to determine the other parameters one has employed static 
methods (fixed rotor) for the longitudinal axis system is a quadripole permitting by the supplying of a 
terminals couple two kinds of experimentations by short-circuiting or by no load operating of the two 
other terminals. 
4. On the basis of the experimental results the catalogue dates can calculated and check., this being a 
validation method of designing. 
5. If the parameters are expressed in basis Xd and Xd, respectively and not in basis Xad and Xaq then the 
electrical equivalent diagrams on axes d and q can be organized simpler. This way the leakage 
reactance Xq disappears from schemes, the calculation relationships of synchronous machine 
parameters become simpler and additional experimental tests in order to determine the leakage 
reactance X  are not necessary. 
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ANALYSIS OF FREQUENCY DEPENDENCE OF 
MULTICONDUCTOR RESISTANCES 

            G. Martínez1, M. Sancho1, D. Méndez1 and C. Díaz2

          1 Depto. Física Aplicada III, Fac. de Física, Universidad Complutense, 28040-Madrid, Spain 
2 Centro Español de Metrología, C/ Alfar 2, 28760-Tres Cantos, Spain

Abstract – An essential step in the development of quantum Hall devices for ac metrological standards is the 
frequency characterisation of multiconductor resistances [1]. The needed resistance values would require the 
use of rather long wires; a proposed solution consists in folding the wire into multiconductor geometries. In 
this work we present an accurate modeling of a quadrifilar resistance in the range 0 10 kHz, using a 
transmission-line approach. Capacitances were obtained with a version of the Boundary Element Method 
optimised to treat very different length scales; inductances, eddy currents and skin effects are computed 
through analytical formulae paying special attention to the singularities occurring in the problem.

The Quadrifilar Resistor

The resistor for a metrological standard must fulfill the conditions of voltage and current connections 
proximity and compactness. One of the most commonly used systems is the quadrifilar resistor 
enclosed in a shielding cylindrical box [2]. The full characterization of such resistance would require 
the solution of Maxwell’s equations in a complex 3D geometry. A common approach is to treat the 
resistor as a uniform transmission line. This implies to neglect longitudinal field components and to 
establish a model of the system in terms of a circuit made of distributed electrical parameters. The 
approximation is reasonable since the transverse dimensions of the resistor are much smaller than its 
length. Using this approach, the main sources of variation with frequency are the capacitances between 
wires and with the shell and the corresponding inductances. Skin and eddy current effects are also 
analyzed, neglecting small contributions arising from interacting elements. 
The goal of our study is the characterization of the quadrifilar resistor Rq 1131, used as a resistance 
standard at the Centro Español de Metrología, Tres Cantos, Spain.

Geometrical and electrical characteristics

The geometry and excitation of the resistor are schematically shown in Figure 1. The resistor was 
made of Evanohm and surrounded by a cylindrical aluminium shell. The Evanohm is a low-thermal-
e.m.f. alloy that minimizes errors due to Peltier effect. The wire is folded into four smaller conductors 
occupying the edges of a square prism. The current enters through one of the ends, flows in opposite 
sense through each pair of contiguous wires and gets out through the other end. The medium filling the 
space is assumed to be air, thus ignoring shunt conductance influence. 
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Fig. 1 Geometrical and electrical parameters of the studied resistor: a = 47.5 mm; b= 7.07 mm; c = 5 mm; d = 16 
m; s = 3 mm; length of wires h = 51 cm; length of shield hs = 55 cm. Wire dc resistance Rdc=12906.403555 ,

aluminium resistivity 82.655 10a m; Evanhom and aluminium magnetic susceptibility 
7

0 4 10 H/m; terminal capacitance 144.07 10tC F.

Capacitance Coefficients

The capacitance parameters are defined as functions of the potential coefficients. For a system of N
conductors, the potential of the i-th conductor is given by 

                                                          (1) 

The matrix of potential coefficients and, due to the relative position of the four 
conductors, only three of , are independent. To obtain these coefficients, the 
charge distribution on the c puted for a set of fixed potential values.  
Given the different scales of the diameter of wires and their length, a BEM solution has proved to be 
the most efficient [3]. The conducting surfaces are divided into small subareas that have the form of 
cylindrical sectors or circular sectors so that they reproduce exactly the boundaries of the system. 
Under the assumption that the charge density is constant on each subarea, the problem is reduced to 
solve an algebraic system of equations. For the geometry represented in Fig. 1, the contours were 
divided (typically) into 5800 subareas. The coefficients of the algebraic system klA  represent the 

electrostatic potential that a unit charge density on the subarea lS  creates at the centre of subarea kS
and are expressed as, 
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They can be integrated analytically to one of the surface variables for both types of subareas. To 
integrate numerically to the second variable, an adaptive technique with adjustable accuracy has been 
used. It was necessary to perform a Taylor series development of the integrand in the case of close 
subareas in order to assure nine digits stability in the resulting value. 

Once the i jp  are computed, the capacitance coefficients can be obtained from the relations: 

Capacitance between one wire and the shield        0
11 12 13

4
2

hC
p p p

                                           (3-a)
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1 2 2

11 13 124
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                                     (3-b)
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The numerical values obtained for the studied resistor are given below. 

Self- And Mutual Inductance Coefficients

These coefficients can be obtained from the interaction energy between currents flowing along the 
wires [4]. For the mutual inductance we have, 

( ) ( )
4

i j

i j
i j i j

i j i jC C

M dv dv
I I

J r J r

r r
                                              (4) 

here i jr r  means the distance between the volume elements idv  and jdv . The self inductance is 

obtained from Eq. (4) making i j . The computation of i jM  can be performed by using a numerical 
integration routine extended to both wires; however, it is more precise to calculate its value through a 
series development. For the dimensions specified in Fig. 1, the expression is given by 

2
2 4 6 2

4 6
2 4 2 4 6

1 5 7ln 2 ln 1 1 1
2 4 192 512 4

3 12 5 2 18 30 7 ,
96 192

i jM h
            (5)

being / 2r d  the radius of the wires, and /s h , /r s  non-dimensional quantities less than 
unity, assuring thus the quick convergence of the series. The computation of the self-inductance 
includes a singularity but can also be evaluated through a series development: 

2 4 6 83 2 256 1 5 7 212ln ,
4 2 45 2 48 96 256

hL                      (6) 
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where /r h . We have taken in eqs. (5) and (6) a number of terms sufficient to assure nine digits of 
precision.

The above series developments were obtained by means of symbolic programming with Mathematica
[5]. They can be extended to any desired order.  

The effects of capacitance and inductance on the relative variation of the quadrifilar resistance 
/ 1 ,ac dcR R  are given by a coefficient 2

0 , such that 

2
2 2 22

0 1 2 0 0 1 2 0 12

1 4 8 4 240 15 8 8 16
11520

d c

d c

R
L M M C C C C C C

R
        (7)

being 1M  the mutual inductance between a pair of adjacent wires and 2M  the mutual inductance 
between a pair of diagonal opposite wires. This mechanism has a quadratic dependence on the angular 
frequency 2 f  of the applied current. 

Eddy Currents And Skin Effects

The main influence of eddy-current losses comes from the induced currents in the cylindrical shield, 
the effect of the adjacent wires being negligible. They can be modeled using the classical treatment 
[2], through the relative variation of resistance  given by: 

4
0 0

2

8 1 ;
4 2

a

d c a

m h asb m
R m a

                                         (8)

that shows a rather complex variation with .

Skin effects are due to the current distribution in the wires and can also be analytically computed as a 
solution of the corresponding Helmholtz equation. The relative variation can be expressed using a 
coefficient  that approximately depends on the wire parameters and the frequency of operation in the 
form: 

2 42 4

,
12 4 180 4dc dcr r

                                                           (9) 

where dcr is the dc resistance per unit length of he wire.

Main Results

Using the methods described in the previous section, the representative parameters of the 
resistor have been obtained. All computations were done using double precision; in the algorithm for 
calculating potential coefficients, a test with quadruple precision was also performed. The values 
obtained taking the geometrical and electrical data given in Fig. 1 as input are listed in Table 1. 
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Table 1 Capacitance and inductance coefficients of the resistor 

0  (F)C 128.95511564 10

1  (F)C 134.87006792 10

2  (F)C 133.07295360 10

 (F)qC 138.92332598 10

 (H)L 61.12260036 10

1  (H)M 73.71737424 10

2  (H)M 73.37205542 10

The above described contributions were added to give the total variation of the resistance with the 
frequency of the ac signal: 

(1 ) ;acR R                                                 (10) 

At a given frequency, for example 10 kHz, the magnitudes of these three contributions are: 
78.82183570 10 , 111.84123214 10 , 148.37376011 10 ,  which clearly illustrates the 

predominance of coefficient . Figure 2 shows the global variation of the resistance with frequency in 
the range 0  10 kHz.
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Fig. 2 Relative variation of the resistance as a function of the signal frequency 

Using the actual resistor design, if a variation of resistance less than a few parts in 107 is sought, a 
frequency of about 6 kHz should not be exceeded. More stable designs could be obtained using a 
different geometry. The method shown here could be easily adapted to simulate other prototypes. 
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We have investigated the physical factors that contribute to the variation of a quadrifilar resistance 
with the frequency. The results show that the most influent factors are capacitance and inductances. 
The total variation has been characterised from 0 to 10 kHz with an accuracy that improves the 
existing analytical approximations. New series developments for self- and mutual inductance have 
been derived. The resistance for the frequency interval studied does not differ from the dc resistance 
by more than one part in 106. The developed methods constitute a useful tool for designing resistance 
standards and optimizing possible geometries in order to minimize the deviation from unity of ac/dc 
resistance ratio. 

This work has been supported by research contract 5281779 CEM. We also acknowledge the valuable 
suggestions of G. Álvarez-Galindo and A. Muñoz. 
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COMPUTATIONAL ELECTROMAGNETICS IN AN 
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Abstract – In this paper it is presented some of the authors experience in teaching computational 
electromagnetics to students of university level in an electromagnetic laboratory . It is described the practical 
case of an E core electromagnet used to give “hands on experience” on finite element modelling of 
electromagnetic devices. 

1-Introduction

During the last two decades, under the supervision of Prof. Carlos Lemos Antunes, people at the 
CAD/CAE Lab. from the Electrical and Computer Engineering Department (DEEC) of the University 
of Coimbra, Portugal, have been involved with the development of finite element software packages 
for electromagnetic and thermal analysis, like CADdyMAG and CADdyTERM. These softwares have 
been used in academic and industrial research in many areas going from the electric field analysis in 
high voltage insulators [1] and lines [2], thermal and electromagnetic analysis of actuators [3], 
transformers and induction motors [4], eddy current losses [5-6], and Finite Element Method 
methodology [7], just to mention a few, but also as a tool for teaching and introduction to 
electromagnetic analysis and design.  
In modern applied electromagnetism courses it is important to give the students a good understanding 
of the physical behaviour of the electric and magnetic fields acting in the devices, as well as the heat 
transfer phenomena, and provide them with some knowledge on the modern design and analysis 
techniques of electromagnetic devices like the Finite Element Method (FEM). The students should 
gain experience in designing real electromagnetic devices with trial and error approaches of different 
design alternatives of the same device.  
These ideas have been successfully tested in electromagnetic laboratory classes of undergraduate 
students of university level, namely with the small electromagnet presented further on. 

2 - Test Device 

During several years a great number of electromagnetic and electrostatic devices were designed and 
analysed, under the authors supervision, using the traditional method of the electric and magnetic 
circuits analogy and the finite element method. Some of those devices have been built by students and 
can be used in electromagnetic laboratory. The example presented in this paper is a small 
electromagnet with adjustable air gap using DC excitation, shown in Fig. 1. Both the core and the 
armature are made of magnetic steel laminations with the magnetization curve presented in Fig. 2 
(points with circles were assumed by the authors as the data provided by the manufacturers was only 
for B< 1.8 T). 
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As can be seen in Fig. 1 some lead was glued to the armature in order to increase its weight to 1 kg. 
The geometry of the magnetic steel laminations is shown in Fig.3. The core and armature depth l is 
38 mm. In Fig. 4 it is shown the electromagnet in attracted position and the experimental setup used 
for DC supply. The coil has N=1798 turns of 0.6 mm diameter copper wire and its wound around a 
2.5 mm thickness plastic housing that is inserted in the core central column. 
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Fig.1 Variable air gap E core electromagnet. Fig.2 Magnetization curve of the magnetic steel used 
in the electromagnet. 

Fig.3 Dimensions of the magnetic steel 
laminations (depth l = 38 mm). 

Fig.4 Electromagnet in attracted position and  
experimental setup for DC supply. 
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3. Calculation Of The Current Required To Attract The Armature

The objective of the students was the calculation of the current needed to attract the armature at a 
10 mm distance, that is for a 10 mm air gap. They should be able to calculate this current using the 
analytical and numerical finite element approach and compare it with the experimental measured 
value.

3.1 -Analytical calculation using classical magnetic circuit analysis

According to this analogy [8-9], the reluctance R of the magnetic circuit is given by  

airgap

airgap

iron

iron
iron S

l
v

S
lv 0R  (1)  

where iron is the reluctivity of the magnetic laminations (it was considered an average value of 
100 m/H for B smaller than 1.2 T), Siron the area of the cross section of the central column of the core 
laminations stack (38×36 mm2 =1368×10-6 m2), liron is the mean length of the ferromagnetic circuit (in 
this case 0.234 m, considering the magnetic parallel of the lateral columns) and lairgap is the total length 
of the air gap equal to 2×10 mm. Sairgap was made equal to Siron, so flux fringing effects were neglected. 
For the presented magnetic circuit with the 10 mm air gap, R =Riron+Rair gap 1.711×104 + 1.163×107 =
1.165×107 A-t/Wb. From these values, it can clearly be seen the much bigger contribution of the air 
gap to the total reluctance. The magnetic force F is given by  

ironSBF
0

2  (2) 

where B is the magnetic induction. As for a 1 kg armature the force must be bigger than 9.8 N, it 
results that B>0.09488 T and  > 1.298×10-4 Wb, as  = B×Siron. Since the magnetomotive force F is

 (3) 
where i is the current in the coil, we have 3 A-t and finally i 0.8411 A. The 
inductance of the device L is equal to 0.2775 H and was calculated from its definition relatively to the 
flux coupled with the coil, 

 (4) 

The voltage supply V is calculated by Ohm’s Law, multiplying the current i by the coil resistance R.
This later can be very easily calculated by  

wire

coil

S
lR  (5) 

where  is the copper wire resistivity, lcoil is the total length of the wire in the coil and Swire the wire 
cross section (0.2827 mm2). The total coil length lcoil is given by multiplying N by the turn length 
average lav

121 )(2 baalav  (6) 
where a1, a2 and b1 are the dimensions shown in Fig. 5: 41 mm, 43 mm and 13 mm, respectively 
(plastic housing and coil external insulation subtracted). For the present device, lav=208.84 mm, 
lcoil=375.4956 m and R= 22.70 . The supply voltage has then to be bigger than 19.1 V. 

RF Ni
F =R 1.512284×10

i
N

i
L
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3.2 - Finite element calculation

For the finite element calculation of the DC current needed to attract the armature, a 2D magnetostatic 
model of the device has to be solved using CADdyMAG. In this case, due to symmetry, only one half 
of the device has to be modelled, as can be seen in Fig. 6. Air, plastic and copper have reluctivity 
equal to  and the core and armature laminations have the BH curve in Fig. 2. The Dirichlet boundary 
conditions are A=0 Wb/m (cf. Fig. 6) and the current density J to input the same F is

coilS
NiJ  (7) 

where Scoil = 15.5×49=759.5 mm2 is the area of the copper rectangle shown in Fig. 6.
The magnetic force vector F can be estimated calculating the line integral of the Maxwell Stress 
Tensor T [10]. For a 2D problem in the xy plane F and T are given by  

STF d1 ;
22

22

2
1

2
1

B

B
T

yxy

yxx

BBB

BBB  (8) 

where Bx and By are the x and y components of the B vector, AB . One important point is that 
the line integral has to be calculated only over air finite elements and at least at two finite element 
layers from the iron; otherwise, there will be important errors (due to the large imprecision in the 
tangential components of B in the elements bordering the boundaries between materials of different ).
The mesh has to be very refined in this area in order to increase the precision, as in Fig 7. 

a 1

a 2

b 1

lav

Fig. 5. Coil dimensions (top view). 

Fig. 6. FE model (10 mm air gap). 

y = 29.379x2 - 45.027x + 18.176
R2 = 0.9989

0.9

0.95

1

1.05

1.1

1.15

1.2

0.78 0.8 0.82 0.84 0.86
i (A)

F 
(k

g)

i=0.78-0.86 A 
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Fig.7. FE mesh and magnetic flux lines in the 
electromagnet for 10 mm air gap (i=0.8173 A).

Fig.8. FE calculation of the current to attract the armature at 
10 mm air gap. 
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The inductance of the device can be calculated from the flux coupled with the winding  or from the 
energy stored in the magnetic field, W, that lead to the same result only in the linear behavior zone of 
the laminations magnetization curve 

2i

dSJAl

i
L S ;

2
2
i
WL   (9) 

The problem was solved for five different values of i around the 0.8411 A value given by the 
analytical approximation: from 0.78 A to 0.86 A. For these values of i the force was calculated using 
(8). It was verified that the results could be very well fitted by a 2nd order polynomial equation, as can 
be seen in Fig. 8, and the current needed to attract the armature at 10 mm, was calculated to be equal 
to 0.8173 A. Solved the FE problem with this current (Fig. 7), the error in the force was 0.95%. From 
now on the presented units of the force will be kg (1 kg = 9.81 N) as it is easier to see the differences 
relatively to the armature’s weight (1 kg). 

4 – Experimental Results And Comparison With Analytical And FE Results

The device was experimentally tested in Electromagnetics Laboratory. The minimum measured values 
(cf. Fig. 4) of i needed to attract the armature are shown in Fig. 9 for each one of the represented air 
gaps (to keep the armature attracted, i=5 mA). The forces calculated by the FEM using the Maxwell 
Stress Tensor for those currents are represented in Fig. 10 by the curve “F_MaxwellT_iexp”. As can 
be seen, there is a certain difference to the 1 kg value (the average difference in the force is 10.5%), 
specially for 0.5 mm air gap. At this point, a recall can be made to the students to the unavoidable 
accuracy problems and measurement errors. As can be seen, the minimum attraction current can be 
very well fitted by a linear function (Fig. 9). Using the corrected values of the current calculated by 
this linear fitting, better, and specially more regular, results can be obtained (curve 
“F_MaxwellT_iLinInterp”, Fig. 10), now with an average difference of 9.31 %.  
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Fig. 9. Measured DC currents to attract the armature 
and linear fitting. 

Fig.10. Forces calculated by the different 
methodologies. 

“F_VirtualWork” represents the force calculated by the two step Virtual Work Principle, by the 
quotient between the difference of coenergies for two meshes with the armature nearby the intended 
point (with i for this point) and the displacement of the armature, between these two positions [3]. For 
the air gaps bigger than 1 mm, the virtual work presents slightly better results. “F_Analit_iLinInterp”, 
represents the force calculated by the analytical approach.  
Again for air gaps bigger than 1 mm, the discrepancies between the FE calculated forces and the 
armature weight are mainly due to two factors: errors in the current measurement (it were used several 
multimeters as ammeters and one oscilloscope: this one presented slightly bigger values of the current 
than the ammeters – leading to bigger forces – but the ammeters values were chosen due to the 
approximate concordance among them); the second one is that in a 2D FE software, the end effect (3rd
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dimension) is not considered.  
For attracted position (“0” mm), the 8.93 kg presented by “F_Analit_iLinInterp” is due to the fact that 
it was calculated considering the interpolated current i=3.69 mA for 0 mm. However, in attracted 
position the air gap is not exactly “0 mm” due to insulation and imperfect contact. With the same 
i=3.69 mA but with a microscopic 29 m air gap, the force would be 1 kg. For “F_VirtualWork” the 
problem is similar, as the coenergy for the attracted position was calculated for 0 mm air gap.  
The attraction force for i=0.78 A (value needed to attract with 10 mm air gap) is presented in Fig. 11. 
The average of the measured resistance Rmeas=V/i was 22.36 , quite near the calculated 22.7 .
Finally, the students can change the setup and supply the electromagnet with AC current through a 
autotransformer. First, they will verify that the armature vibrates a lot but is not attracted, even, for 
example, with only 1 mm air gap and 240 V rms. This is due to the fact that the force vanishes each 
time that the alternating flux is zero. To avoid this behavior, the AC electromagnets must have copper 
loops surrounding part of the core poles, called shading coils, which is not the case. Nevertheless, as in 
AC the electromagnet is very nearly a pure inductance, the inductance can be calculated from the 
measured values by V 2 fLi. In Fig. 12, it is presented the experimental inductance values 
“L_exp_AC” together with the values calculated analytically and by FE using the W and the . It can 
be clearly seen that the FE results are much better than the analytical ones, especially when the air gap 
is important or when saturation is attained. 
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Fig. 11. Forces calculated by Maxwell Stress Tensor 
for constant i=0.78 A. 

Fig.12. Inductances calculated by different approaches: 
experimental, FE and analytical. 

5 - Conclusions
This simple “home made” device allows the students to have a good insight of the finite element 
method utilization in the design and analysis of electromagnetic devices as well as to recall some cares 
and critical spirit needed regarding the measured values and the experimental setup. 
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Abstract – In this paper, a microwave imaging technique for reconstructing the shape of two-dimensional 

perfectly conducting scatterers by means of the particle swarm optimization algorithm is proposed. The 

reconstruction is based on scattered field simulated measurements derived by transverse magnetic 

illuminations. Two different implementations of the particle swarm optimization algorithm, namely the 

synchronous and the asynchronous one, are considered. Furthermore, the robustness of the algorithm with 

respect to different initial particle populations is investigated. Finally, the performance of the technique in the 

case of noisy scattered field data is examined. 

Introduction

Microwave imaging is related to the reconstruction of the electromagnetic properties of unknown 

scatterers and it is of significant interest due to its numerous applications, such as biomedical imaging, 

nondestructive testing, and geophysical exploration. This inverse scattering problem is nonlinear and 

ill-posed and it is usually solved by means of iterative optimization algorithms and regularization 

schemes [1]. A particular problem of this kind is the estimation of the location as well as the shape of 

perfectly conducting scatterers [2], [3]. Previously, deterministic techniques [2] have been utilized to 

cope with the reconstruction of 2D conducting scatterers, while stochastic algorithms like the 

differential evolution algorithm [3] have been proposed. 

Recently, the particle swarm optimization (PSO) algorithm [4] has attracted the interest of the 

electromagnetics community as a promising technique for the solution of optimization and design 

electromagnetic problems [5-6]. Actually, the PSO algorithm has already been applied to the solution 

of inverse scattering problems related to the reconstruction of dielectric scatterers [7-8]. 

In this paper, the PSO is applied to the reconstruction of the shape of perfectly conducting 

scatterers. The objective of the PSO is to minimize a cost function that describes the discrepancy 

between the measured and estimated scattered field data. In particular, the estimation of the scattered 

field data is based on the integral formulation of the direct scattering problem, while the contour of the 

scatterer is described by a parametric model utilizing cubic B-splines [9]. 

Description of the Problem

Our goal is to reconstruct the contour of the 2D perfectly conducting scatterer, given a set of 

monochromatic transverse magnetic (TM) scattered field measurements. Concerning the direct 

scattering problem, if C  is the contour of the scatterer, then the scattered field at any position r , on 

the surface or outside the scatterer domain, is given by the closed line integral 
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( ) ( ') ( ' ) '

4
C

E r J r H k r r dr

ωμ

= − −∫�  (1) 

where ( ')J r  is the equivalent surface current density. Since the total field on the surface vanishes, 

( ')J r  is derived by the solution of the integral equation 

(2)0

0 0
( ) ( ') ( ' ) ',

4

i

C

E r J r H k r r dr r C

ωμ

= − ∈∫�  (2) 

where ( )
i

E r  is the known TM incident field. Given the incident field, in order to compute the 

scattered field, we solve (2) with respect to ( ')J r  and then we substitute the solution into (1). The 

equivalent surface current density can be computed by applying the method of moments [10] to the 

integral (2). 

Cubic B-Spline Representation of the Scatterer

The contour of the scatterer is described by a parametric model utilizing closed cubic B-splines [9] 

with N  control parameters 
0 1 1

, ,...,

N

p p p
−

. According to this approach, the contour is assumed 

smooth, since its second derivative is continuous, while its third derivative is piecewise continuous. In 

particular, the contour is written as 

( ) , [0,2 ]

2

N

C Rθ θ θ π

π

⎛ ⎞
= ∈

⎜ ⎟

⎝ ⎠

 (3) 

where the curve ( )R τ , (0 )Nτ≤ ≤  is composed of N  curve segments ( )
n

r t , i.e., 

1

0

( ) ( )

N

n

n

R r nτ τ

−

=

= −∑ . (4) 

Each curve segment ( )
n

r t  is a linear combination of four cubic polynomials defined in the normalized 

domain [0,1]t∈ , i.e., 

1 0 1 1 2 1 3

( ) ( ) ( ) ( ) ( ), 0,1,..., 1
n n n n n

r t p Q t p Q t p Q t p Q t n N
− + +

= + + + = −  (5) 

where
1 1N

p p
− −

= ,
0 N

p p= ,
1 1N

p p
+

= , while the cubic polynomials are given by 
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Q t t Q t t t Q t t t t Q t t= − = − + = − + + + = .

Therefore, the contour C  is described by the N -dimensional vector, 
0 1 1

[ , , ..., ]
N

p p p
−

=p , of the 

control parameters associated with the B-spline representation of C .

A significant advantage of the cubic B-spline representation of the scatterer contour is that the 

cubic polynomials are nonnegative. Thus, the reasonable constraint ( ) 0C θ ≥  can be simply imposed 

by requiring all control parameters 
n

p  to be positive. Actually, this approach of imposing the 

constraint ( ) 0C θ ≥  is based on the property 

0 1 0 1

min ( ) max , 0
n n

n N n N

p R p Nτ τ

≤ ≤ − ≤ ≤ −

≤ ≤ ≤ ≤ . (6) 

Inverse Scattering

Let us assume that the scatterer is illuminated by a number of incident fields and that for each 

incidence the scattered field is measured at a set of measurement positions around the scatterer 

domain. The objective is to estimate the scatterer contour from the total set of measurements. To cope 

with this inverse scattering problem, we define a cost function representing the discrepancy between 

measured and estimated scattered field. In this study, the shape of the scatterer is reconstructed by 

minimizing the cost function 
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where I  is the total number of incidences, M  is the number of measurements per incidence, 
d

E

denotes the measured scattered field and 
e

E  is the estimated one. Actually, since the contour is a 

function of 
0 1 1

[ , , ..., ]
N

p p p
−

=p , (7) is minimized with respect to p .

Particle Swarm Optimization Algorithm

In this study, the minimization of the cost function (7) is carried out by the PSO algorithm. 

Initially, a randomly generated set of K  candidate solutions { : 1,2,..., }
k

k K=p  compose the swarm, 

where each solution is a position in the N -dimensional solution space. Moreover, each particle 
k

p

has its own velocity 
k

v , which is also initially randomly selected. The particles of the swarm are 

allowed to travel in the solution space searching for better solution positions in terms of their 

performance with respect to the cost function. A particular position of a particle is considered better 

that another if the corresponding value of the cost function is lower. Each particle remembers its best 

position
k

f  ever visited, while the best position g  among all particles, namely the global best, is 

communicated to all particles. 

After the initialization step of the PSO, the algorithm enters an iterative process where all particles 

update their velocities and positions. In particular, during each iteration of the PSO, the velocities and 

the positions are updated according to the scheme 

1 1 2 2

( ) ( )
new old old old

kn kn kn kn n kn

v A v B r f p B r g p= ⋅ + ⋅ ⋅ − + ⋅ ⋅ −  (8) 

new old new

kn kn kn

p p v= +  (9) 

where 1 k K≤ ≤  and 1 n N≤ ≤ . In (8), A is the inertia, 
1

B  the cognitive, and 
2

B  the social parameter, 

while
1

r  and 
2

r  are random numbers uniformly distributed between 0 and 1. The inertia parameter A

describes the tendency of the particle to travel along the same direction it has been traveling [11]. A 

large inertia value allows wide range search in the solution space, while a small one facilitates local 

exploration. It is generally accepted that a large inertia is suitable for the beginning of the PSO 

algorithm, while its value should slowly decrease as the iterations of the algorithm proceed. The 

cognitive parameter 
1

B  controls the attraction of a particle toward the best position it has ever visited, 

while the social parameter 
2

B  tunes the attraction of the particles toward the global best position [11]. 

According to the updating scheme described by (8) and (9) it is possible for all particles in the swarm 

to profit from their individual as well as the swarm community discoveries about the solution space. 

Finally, if the new position of a particle is better than its best position ever visited, then its current 

position is considered as the individual best one.  

It has to be mentioned that the positions updating scheme (9) may result in candidate solutions that 

are not feasible. For example (9) may give negative values for the control parameters of the cubic B-

spline representation. In such a case, the particle position is corrected by placing it back into the 

admissible solution space. This can be done by applying the “reflecting wall” boundary condition [5]. 

There are two basic approaches in the way the global best position g  is communicated to all 

particles, namely the synchronous and the asynchronous mode. According to the synchronous mode, 

the global best is found and communicated after the updating procedure has been carried out for all 

particles and their performance with respect to the cost function has been evaluated. In the 

asynchronous mode the global best position is evaluated and communicated whenever a particle has 

reached a better position compared to the current global best. In general, the asynchronous mode may 

speedup the convergence of the PSO, since it is more elitist. However, the synchronous mode may 

allow the search of wider regions of the solution space. 
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Numerical Results

As a first application example of microwave imaging by means of the PSO algorithm, we have 

considered the reconstruction of the contour of a single 2D perfectly conducting scatterer. The 

scatterer, whose original contour is shown in Fig. 1, is illuminated by 7 TM plane wave incidences, 

uniformly distributed. The maximum radius of this particular scatterer is approximately 1.5λ , where 

λ  is the wavelength of the monochromatic incidences. For each incidence, the scattered field is 

measured at 32 positions, uniformly placed around the scatterer at a distance from the scatterer center 

equal to 10λ . These measurements were simulated by means of the method of moments. For the 

reconstruction of the scatterer shape, the contour has been represented by 10N =  control parameters 

of the cubic B-spline model. 

The population size, K , of the particle swarm was selected equal to 40. The initial values of the 

components of the particles that correspond to the control parameters were chosen randomly 

(uniformly distributed in the range [0, 2] ). The initial values of the components of the particle 

velocities were also chosen randomly (uniformly distributed in the range [ 1, 1]− ). Then, 200 iterations 

of the PSO algorithm have been completed, following the synchronous mode implementation. For all 

iterations, the cognitive and the social parameter were kept constant (
1 2

0.5B B= = ) [11], whereas the 

inertia parameter was initially 0.9A =  and dropped linearly to 0.7 after 200 iterations. The value of 

the cost function after the completion of the optimization process was lower than 
3

5.8 10

−

× . The 

reconstruction result is shown in Fig. 1, where the original shape of the scatterer and the finally 

reconstructed one are illustrated. In addition, Fig. 1 depicts the best contour estimate, which was 

included in the randomly generated initial swarm. 
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Fig.1. Shape reconstruction result. Original contour (circles), best estimate included in the initial swarm 

(diamonds), best estimate after 200 iterations (crosses). 

To quantify the accuracy of the shape reconstruction, we define the reconstruction error given by 
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where ( )
d

C θ  and ( )
e

C θ  stand for the original and the estimated contour (radius function) of the 

scatterer. In (10), L  is the total number of distinct points along the contours, where the original and 
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the estimated radius are evaluated. Actually, the corresponding angular coordinates of the distinct 

point are (2 / )
l

L lθ π=  with 1,2,...,l L= . In the application examples, L  was selected equal to 60. 

The reconstruction error after 200 iterations was lower than 
2

2.9 10

−

× . The cost function and the 

reconstruction error versus number of iterations are illustrated in Fig. 2. 
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Fig.2. Results related to the reconstruction of the scatterer shown in Fig. 2. Cost function (a) and reconstruction 

error (b) versus number of iterations of the PSO algorithm.  

In the second application example of the PSO algorithm, we compare the synchronous and the 

asynchronous mode of implementation. We consider 30 different realizations of perfectly conducting 

scatterers. Each scatterer has been reconstructed by applying both the synchronous and the 

asynchronous mode of the PSO. All the parameters related to the second application were set as in the 

first application described above. Along the 30 realizations examined, the minimum, the maximum, 

and the mean values of the cost function and the reconstruction error, after 200 iterations of the PSO 

algorithm (for the case of the synchronous and asynchronous mode) are shown in Table I. It is clear 

that the asynchronous implementation of the PSO outperforms the synchronous one. However, it 

should be noted that a parallel implementation of the asynchronous mode is not advantageous. From 

Table I we can also conclude that the PSO is efficient in reconstructing the scatterer contour for 

various particle swarm initializations. 

TABLE I 

Cost Function and Reconstruction Error after 200 Iterations of the PSO Algorithm. 

Minimum, Maximum, and the Mean Values along 30 Realizations 

for the Synchronous and the Asynchronous Mode of the PSO Algorithm. 

PSO Mode Cost Function, ( )F C  Reconstruction Error,

 Min Max Mean Mean

Synchronous 
8

3.7 10

−

×

2

2.0 10

−

×

4

9.1 10
−

× 3.

Asynchronous 
8

2.1 10

−

×

2

1.7 10
−

×

4

8.5 10

−

× 2.

Finally, the robustness of the PSO in the presence of noisy scattered field measurements has been 

examined. In particular, a circular perfectly conducting scatterer, with radius equal to λ , has been 

considered and reconstructed following the same measurement and PSO setup as in the first 

application. The measurements have been corrupted by additive white Gaussian noise, while the 

performance of the algorithm for different signal-to-noise ratio (SNR) levels has been tested. The SNR 

level in dB is given by 

5

8 10

−

×

2

4.8 10

−

×

3

3.8 10

−

×

5

8 10

−

×

2

5.3 10

−

×

3

4.2 10

−

×

Min Max 

CE( )
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where
2

σ  is the variance of the Gaussian noise. In Table II, the cost function and the reconstruction 

error after 200 iterations of the asynchronous PSO algorithm are shown, for different SNR levels. 

From Table II, we can conclude that the PSO results in accurate reconstruction (
3

( ) 5.0 10E C

−

< × )

even for SNR level equal to 15dB. 

TABLE II 

Cost Function and Reconstruction Error after 200 Iterations of the Asynchronous PSO Algorithm. 

Results for Various SNR Levels of the Measurements. 

SNR (dB) ∞ 25 20 15 10 5 

( )F C
7

4.27 10

−

×

4

1.08 10
−

×

3

9.03 10
−

×

2

2.69 10

−

×

2

9.35 10
−

×

1

2.45 10
−

×

( )E C
4

1.05 10
−

×

3

8.42 10
−

×

3

2.45 10

−

×

3

3.53 10
−

×

3

7.83 10
−

×

2

1.51 10

−

×

Conclusions

A microwave imaging technique based on the PSO algorithm has been proposed for the 

reconstruction of the shape of 2D perfectly conducting scatterers. Numerical results show that the PSO 

is an efficient and very promising algorithm for microwave imaging applications. Both the 

synchronous and the asynchronous modes of the PSO have been examined. The asynchronous mode 

seems to give more accurate results (for the same number of iterations) compared to the synchronous 

one. Furthermore, the PSO algorithm is robust in the presence of noisy scattered field measurements. 
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NEW DYNAMICAL HYSTERESIS MODEL  
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Abstract: In this paper a new dynamical hysteresis model is introduced that based on the second 

derivates of the measured reversal curves.  The advantages of the model are its easy identification, past 

memory representation and numerical simplicity. The accommodation property of the model can be 

ensued from the construction philosophy of the model. The feasibility of the extrapolation is defined by 

the boundary conditions. The convenience of this model is its efficiency in reduction of the calculation 

time. The parameters can be determined from the measured data points. Reported results prove the 

accuracy of the model.

Introducion

However, there exist several approaches of the hysteresis it is not easy to select the most suitable 

model for an engineering application. Three main types of scalar hysteresis models exist in the 

literature. The Preisach approach is an attractive one because of its wiping-out property, it has 

stable minor loops, but for the identification many experimental data is needed (discretised first 

order reversal curves or symmetric minor loops) [1]. For proper accuracy many measured points 

are needed and the prehistory of the material must be stored in broken line [6]. On the other hand 

some other models like analytical ones are simple, resulted in differential equations and can be 

calculated quickly. However but sometimes they have sticklers with the accurate identification. 

Third type of the hysteresis models are constructed on domain behavior [2-4] [7]. 

The hysteresis model presented below is introduced by a modification vector field ψ , that can 

be derived from ascending and descending measurement loops. Introducing  this modification 

vector field the next ( )B i t+ Δ  point on the hysteresis can easily be calculated from the actual value 

of the magnetic field ( )H i  and from the required differential permeability 
�

( , )
i idiff

H Bμ  as the past 

local memory representation of the model. The hysteresis characteristic can be determined as 

, , ( , )
m m m

B

B H H B

H

∂⎧ ⎫= ⎨ ⎬∂⎩ ⎭

H ψ (1)

where
diff

B

H

μ∂ =
∂

is local differential permeability and ( , )
m m m

H Bψ  can be calculated from the 

measured ascending and descending reversal loops and m  represents the actual measured 

point. H is the magnetic field strength and B is the magnetic induction. Without accommodation an 

inner ( , )
x x

H Bρ  point in the hysteresis loop can be achieved only from the direction that is defined 

by
,

,

diff x
H H B B

x x

B

H

μ
= =

∂=
∂

. This represents the memory of the hysteresis in this model. 
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Identification of the Model

Denote
� { }2 2

( , ) : , ( , ), 1..
i i i idiff

H B S S S H B i Z→ ⊂ = =� �μ where Z  is the number of  

measured points and ( , )
i i

H Bρ  represents the measured data. From the measured points of the 

first-order reversal curves the local differential permeability vectors 
�

( , )
xxdiff

H ⋅μ  can be calculated 

along
xx

H const=  lines as

�

( , ) ( , )
i i i idiff

H B B H= Δ Δμ , (2) 

where H is the magnetic field intensity and B is the magnetic flux density while 
1i i i

f f f −Δ = −

specifies the segment of validity. If
�

( , )
i idiff

H Bμ  and 
�

1 1

( , )
i idiff

H B+ +μ  values are known the 

modification vector ψ  can be defined and calculated from the measured points

( )
1 1

( , ) 2 ,2
i i i i i i

H B H H B B+ += Δ − Δ Δ − Δ
m

ψ  . (3)

If the measured ( , )
i i

H Bρ  are equidistant in H  then the 

[ ]
min max min

, ( ) / , 1, ,
k

H H k H H K k K k

+∈ = + − ∈ ∈H � � vector is defined where K is the number of 

the equidistant points in H . The limiting points are specified as 
0

,

sat K sat

H H H H= − = . Let 

introduce in matrix form the measured of the flux density

[ ] [ ]2

,
, : ( , ), , 1, , 1,

k n i i i i

B B H B H k K n Nρ + +∈ = ∃ ∈ ∈ ⊂ ∈ ⊂B H� � �  (4) 

where N is the number of the first order reversal curves. Applying this nomination the .k  rows in 

B  means the .k  assignment in H and the .n  column means the .n  ascending or descending curve. 

The
m

•
ψ  must also be stored in the same sequence as above. From the negative reversal curves 

, ,

m

− − −
B ψH , from the positive loops , ,

m

+ + +
B ψH  can be defined. To the simulation of the 

hysteresis loop at ,

j j
H B  point any 

,

,

k k n

H B

• •∈ ∈BH  measured points can be found as 

,

min, min
k j k n j

k n

H H B B

• • • •− = − = , and then 
,

( , )
m k k n

H B

•
ψ  can be determined for ( , )k n pairs with 

[ ],•∈ + − . So 

2 2

: , ( , ) ( , ) : min, min
j j k k k j k j

k n

H B H B H H B B

• • • • • • •→ = − = − =ψ
m

ψ ψ� � . (5) 

The direction of the change in H  can be determined as ( )
j

sign H• = Δ . In the other hand 

( , )
j j

H B

•
ψ  can be interpolated if 

j
H

•∉H .

If
•

H  contains equidistant elements, 
1

0
i i

H H+Δ − Δ = , then from the measured values 

1 1

( , ) ( ,2 )
i i i i i

H B H B B

•
+ += Δ Δ − Δ

m

ψ  where [ ]
1

: 2,
i z

H H z Z

+
+Δ = Δ ∈ ⊂ �  so [ ]( , ) 1

i i

H B const

• =
m

ψ .

Calculating the required 
i

B  value

[ ]
1

( ( , ) 2 ) / 2
i i i i

B H B B

•
+Δ = + Δψ  (6) 

so

[ ]
1

( ( , ) 2 ) / 2
i i i i i

B H B B B

•
+ = + Δ +ψ . (7) 

On definition [ ]( , ) 2
i i

H B

•
ψ  means the second scalar component of the modification field vector 

( , )
i i

H B

•
ψ , that is equal with the change of the vector in B . The prehistory of the material is 

represented by the local 
�

( , )
i idiff

H Bμ  vector. It is supposed that without accommodation a 

( , )
k k

H Bρ  inner point can be achieved from a ( , )
j j

H Bρ  point only with one curve that can be 

represented by 
�

( , )
k kdiff

H B

•
μ . Using this model and get a ( , )

k k

H Bρ  inner point the next point 
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1 1

( , )
k k

H Bρ + +  will definitely be different if two differential permeability vectors 
�

( , )
k kdiff

H B

•
μ  are 

applied during the simulation as memory representation. Three different simulated results can be 

seen in Fig. 9. that shows different behavior of the hysteresis applying three local differential 

permeability vectors as memory representations. In other hand the algorithm is recursive, changing 

any past ( , )
k z k z

H Bρ − −  points different 
1 1

( , )
k k

H Bρ + +  points would be resulted. Fig. 1. shows the 

vector representation of the hysteresis model. The modification field vector ( , )
i i

H B

•
ψ  is 

calculated from 
�

( , )
i idiff

H Bμ  and 
�

1 1

( , )
i idiff

H B+ +μ  vectors. The measured grid points for the 

identification can be seen in Fig. 2. The negative modification vector field is showed by Fig. 3. 

1 1
( , )

i i
H B− −

( , )
i i

H B

1 1

( , )
i i

H B+ +

1+Δ
i

B

Δ
i

B

�

( , )
i idiff

H Bμ

�

1 1
( , )

i idiff
H B+ +μ

( , )
i i

H B

•
ψ

Δ
i

H
1+Δ

i
H

[ ]( , ) 1
i i

H B

•
ψ

[ ]( , ) 2
i i

H B

•
ψ

�

( , )
i idiff

H Bμ

Fig. 1: Representation of the model 
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Fig. 2: Measured discrete descending curves  and the 

calculated points for identification 

Fig. 3: The modification field 
m

−
ψ  vectors derived 

from  the ascending loops 

Application of the Model 

Generally if 
•

H is equidistant 
j

H

•∈H , any 
j

B  magnetic flux density can be calculated from 

1j
B − , and from the local measured 

�

1 1

( , )
j jdiff

H B

•

− −μ  and determined from 
1 1

( , )
j j

H B

•
− −ψ :

[ ]
1 1 1 1

( ( , ) 2 ) / 2
j j j j j

B H B B B

•
− − − −= + Δ +ψ . (8) 

Simulating a hysteresis loop if 
j

H

•∉H and
j

HΔ  is different from the measured 
i

HΔ  data then 

[ ]
1 1

( , ) 2
j j

H B

•
− −ψ  must be scaled with a scalar as [ ]

1 1

( , ) 2
j j

H Bη − −⋅ •

ψ , i.e. 

[ ]
1 1 1 1

( ( , ) 2 ) / 2
j j j j j

B H B B Bη •
− − − −= ⋅ + Δ +ψ . (9) 

The scalar η is calculated from the simulated 
1 1

, ,

j j j
H H B− −Δ  and from the measured 
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[ ]
1 1

( , ) 1
j j

H B

•
− −ψ  values: 

[ ]
1 1

( , ) 1

j

j j

H

H B

η •
− −

Δ
=
ψ

 (10) 

where [ ]
1 1

( , ) 1
j j

H B

•
− −ψ  can be calculated from the measured data according to equation (5). 

Boundary Conditions 

For the exact simulation the boundary conditions must be specified. If 
j

H

•∉H  and  

max

< −
j

H H  or 
max

>
j

H H  the hysteresis loop is in saturation condition,

2

2

max

0

±

∂ =
=∂

B

H HH

 and

max±

∂ =
=∂

B

const

H HH

. (11)

If in the model 
max

( , ) :
j j

H H H

• ⋅ >ψ then from equation (9) 
1j j

B B −= . When the magnetic field 

excitation H has local maxima or minima then sign( )
j

H• = Δ is changing.  The reversal loops are 

measured from the local maxima. Because at the first point of the reversal loops 0
i i

B HΔ = Δ =  it 

means that ( , ) ( ,0)
i i i

H B H

• =ψ  defines the reversible permeability in that points. This cannot be 

expressed as a function from the field intensity because of it depends on the domain confiuration 

that comes from the past field history. The most important thing is this reversible permeability 

vector cannot be calculated as the opposite of  the differential permeability reached the reversal 

point. As well as in saturation case in the demagnetized state there is no difference between the 

direction of the reversible permeability in the ascending and the differential permeability in the 

descending loops [5]. Fig. 4. shows the vector field B  components [ ]( ) 2
+ +

B
+

ψ H ,  without 

boundary values. The boundary conditions are specified above and can be seen in Fig. 5. 

Fig. 4: [ ]( ) 2
+ +

ψ B
+

H ,  vector field without boundary conditions 
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Fig. 5: Boundary conditions of [ ]( ) 2
++

ψ B
+

H ,  vector field 

Validation of the Model

The investigated material is structural steel (C19). The amplitude of excitation current is: 

0.4
p

I =  A and the frequency is f=1 Hz. Number of turns of the excitation and the measuring coils 

are identical, N=70. The average magnetic length of the ferromagnetic ring is 173 mm. The area of 

ferromagnetic material's cross-section is 
2

=20  mmA . The measured data and the points on the 

descending curves, calculated by the new model are shown in Fig. 2. 

Properties of the Model

After the 
m

•
ψ  modification vector fields are derived from the ascending and descending curves the 

simulation results show the accuracy of the model. Fig. 6. shows the simulated and measured 

points. If the boundary conditions are defined well the accommodation property of the hysteresis 

curve can be ensued from the construction philosophy that can be seen in Fig. 7. The  identification 

was calculated by 40 reversal curves. Fig. 8. shows the simulation with 11 reversal curves that is 

ensured by a measurement. 
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Fig. 6: Simulation result and measurement data of 

concentrical loops 

Fig. 7: Accommodation property 
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Conclusion

In the presented model the differential permeability 
�

diff
μ and the vector fields 

•
ψ  can be obtained 

from the positive and negative reversal loops. In spite of its simplicity the model can be prove the 

accommodation property (Fig.4.). Because of in the practice it is not realistic to measure a large set 

of reversal curves an interpolation technique is recommended for determination of  modification 

field ( , ) :
j j j

H B Hψ • •∉H . From { }
1 1

, , , , , ,

i i i i

H B H B

• • •
− −Δ ΔB ψH  the next 

i

B  can be determined. 

Defining the boundary conditions, the extrapolation is possible when 
max

,

j j
H H H

•∉ >H . In the 

model the relations between the field intensity H and the flux density B  are simulated, however 

several cases the relations are defined between the field intensity H  and the magnetization M .

The identification steps and the algorithm is similar, because of the magnetic induction is equal 

with
0 0 0
( )B H M H Mμ μ μ= + = + , where 

0
μ  is the permeability of the vacuum. The relation 

between ( )M H  and the ( )B H  curve the vector field 
•

ψ  is proportional to the relation because of  

the relation
0

1

B M

H H

μ∂ ∂⎛ ⎞= +
⎜ ⎟∂ ∂⎝ ⎠

.
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Abstract – Finite element modelling is used to investigate and optimise the radial stiffness of a levitated disc 
thereby improving its radial stability. The disc is to be used as a bearing for high-speed micro-machines such 
as micro-motors and micro-turbine generators. Particle Swarm Optimisation is used to find the optimal 
geometry and excitation which yield the best radial stiffness while maintaining strong and uniform axial 
support.

Introduction

Micro Electro-Mechanical Systems (MEMS) emerged from efforts to integrate miniaturised sensors and 
actuators into a single package using batch fabrication techniques derived from the micro-electronics 
industry. In particular, researchers have devised micro-scale equivalents of conventional machinery, such as 
micro-motors and micro-turbines (referred to as micro-machines [1]). However, scaling laws imply that the 
ratio of surface-area to volume increases as dimensions shrink, so that contact forces (such as stiction) 
dominate inertial forces. This has obvious detrimental effects on the performance of micro-machines which 
use hub bearings to provide radial and axial support for the rotor. The dominating friction forces not only 
cause loss of power but also mechanical wear which reduces the lifetime of the device. Non-contact bearings 
are therefore essential in micro-machines such as micro-turbines [2], micro-motors and micro-gyroscopes [3], 
which must achieve very high peripheral speeds.  In this paper, the optimisation of the stiffness and load 
capacity of an electromagnetically borne micro-motor is presented. 

Electromagnetic Bearing

The function of the bearing is to restrain axial and radial movement of the rotor whilst allowing unrestricted 
rotation. Important characteristics for bearings include load capacity, stiffness, static and dynamic stability, 
power required to operate, losses and dynamic response [4]. Among the possible methods of levitation, 
electrostatic and magnetostatic techniques are inherently unstable in at least one degree of freedom without 
feedback control, according to Earnshaw’s theorem [5]. Work by Williams et al. [3] has shown that a rotor 
can be stably levitated by induction without feedback by careful selection of the micro-motor geometry. The 
micro-motor consists of a conducting metallic rotor supported vertically and constrained laterally by 
electromagnetic forces generated by time varying currents in two concentric stator coils (see Fig. 1). 
However initial investigations [3] have shown that the angular speed of the rotor is limited by radial vibration 
modes resulting from weak radial stiffness at low speeds. Use of electrostatic forces between the stator and 
rotor has been proposed as a means of improving the radial stiffness [3], but such forces act predominantly in 
a direction normal to the rotor (except where fringing occurs) and are inherently unstable. Instead, the radial 
stability at high angular speeds can be improved by optimising the radial stiffness against geometrical and 
electrical parameters.  
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Geometrical parameters 
Rotor radius R 250 μm  
Coil inner radius r 185 μm * 
Coil gap g 10 μm * 
Track width tw 67 μm * 
Rotor thickness thr 15 μm
Coil thickness thc 20 μm

Electrical parameters 
Current density Jin, Jout See text 
Frequency F 15 MHz 
Phase in, out 0°, 90° * 

(*) optimised values 

Fig. 1 Micro-motor geometry Tab. 1 Geometrical and electrical parameters 

Modelling and Optimisation

Modelling and Calculation

The topology and dimensions of the motor are illustrated in Fig. 1. The rotor is made from a highly 
conducting material such as aluminium (μr=1, =37 S.m-1) or copper (μr=1, =58 S.m-1). The thicknesses of 
the coils and disc are limited by fabrication constraints to approximately 20 μm. This in turn determines the 
optimal frequency of excitation: if the frequency is too low, insufficient current is induced in the rotor; if the 
frequency is too high, the skin depth decreases and the rotor appears to have increased electrical resistance, 
incurring greater power losses. Previous investigations [6] have shown 15 MHz to be optimal.  

If the current density is kept constant for different coil geometries, coils of larger volume produce a relatively 
greater force and dissipate more power. Conversely, if the total current is kept constant, coils of smaller 
volume produce a relatively greater force but also dissipate more power, as verified by numerical 
simulations. To achieve a balanced comparison of different rotor geometries, the current density is adjusted 
so that the same power is dissipated for all coils – the datum configuration was arbitrarily chosen to have a 
track width of tw0=40 μm with a sinusoidal current density of 2mA/μm2. To maintain the same power loss in 
a coil of track width tw, the current density must be modified according to: 

μm40andmμmA/2where

1
1

0
2

0

00
0

twJ

twtwtw
JJJ outin      (1)

The large surface-area per unit volume of micro-devices improves the heat dissipation and affords the use of 
such high current densities. The quasi-static approximation holds because the wavelength of the excitation is 
much larger than the physical dimensions of the device. 

The electromagnetic forces on the conducting rotor are calculated by the three-dimensional finite element 
method (FEM) using the Maxwell stress tensor. The coils, rotor and air are modelled respectively as reduced 
scalar potential, vector potential and total potential regions. The radial stiffness is approximated by 
differentiating the radial force with respect to rotor displacement. In this case, the coil is moved relative to 
the rotor in order to keep a constant mesh, so the force is differentiated with respect to the negative of the 
displacement. 

Objective Function Formulation

Improving the radial stiffness without sacrificing the axial load capacity is a multi-criteria optimisation task 
which consists of building a suitable objective function as a linear combination of the design objectives. The 
task can be complicated if the design objectives are contradictory and depend on the same design parameters 
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(namely the coil geometrical and electrical properties). When conflicting objectives are optimised 
simultaneously, there may be several compromise solutions, corresponding to different weightings of the 
objectives. Initially equal weights are attributed to each criterion.  

The quality of the radial and axial support can be measured by several criteria, illustrated in the force-
displacement characteristics shown in Fig. 2. 

Fig. 2 Radial and axial force-displacement characteristics 

From symmetry considerations, it is intuitive that the rotor is at radial equilibrium when centred above the 
coils (x=0). The slope of the radial force-displacement characteristic at the origin determines the stability of 
this equilibrium, while the magnitude of the slope gives the radial stiffness. Therefore the optimisation of the 
radial stiffness can be expressed by the following objective function: 
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Unstable solutions are filtered out by limiting the objective function to zero if the slope is positive.  

The ability of the radial support to overcome large disturbances can be measured by the magnitude of the 
restoring force and the work done by the radial force over the restoring range. Therefore, the following 
objectives should also be considered for optimisation:  

minimisedbetomin2 xx
F    (3) 

minimisedbetomin:,0

0 003 x

xx

x xxx FxFxdxF    (4)

To optimise the radial support while maintaining the best possible axial load capacity, the axial force Fz when 
the rotor is centred (x=0) should be maximised: 

maximisedbeto01 zF    (5) 

Ideally, the vertical position of the rotor should remain constant over the allowed range of radial 
displacements, so the deviation of the axial force from its value at radial equilibrium (Fz(0)) should be 
minimised:  
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The radial and axial qualities expressed in equations (2)-(6) are to be optimised against a combination of 
geometrical and electrical design parameters. The geometrical parameters include the inner coil radius (r), the 
coil track width (tw) and the coil gap (g). The electrical parameters are the magnitudes of the excitation 
current densities (Jout, Jin), the excitation frequency (f) and the phase difference ( = in out) between the 
coil currents. The excitation current density and frequency are fixed as explained in the previous section, so 
only the remaining design parameters form the control variable vector v:

,,, twgrv        (7)

Since unstable force-displacement characteristics are filtered out, the objectives in equations (2), (3) and (4) 
are all negative and bounded by zero, so the radial objective function can be formulated as: 

vvvv
v 321

ˆˆˆmin       (8) 

where normalisation, denoted by the ^ symbol, ensures that each term within the objective function has the 
same weight, as previously mentioned. 

Similarly, the objectives in equations (5) and (6) are both positive and are bounded by zero, so the axial 
objective function can be formulated as: 

vvv
v 21 ˆ1ˆmax (9) 

Fabrication and geometric limitations are taken into account by constraining the gap (g) and inner radius (r)
to be greater than 10 μm and 50 μm respectively.  

Particle Swarm Optimisation

Particle Swarm Optimisation (PSO) is a robust stochastic algorithm that imitates the individual and social 
behaviour of swarming species seeking the optimum location in a search space [7]. Each coordinate of the 
search space corresponds to a design parameter and the fitness of a point in space is given by the objective 
function evaluated with the corresponding design parameters. The first iteration (or generation) of individuals 
(or particles) is initialised with random positions and random velocities in the search space. At each 
generation the new velocity of each particle is calculated based on its own “personal best” and on the 
swarm’s “global best”, and integrated to yield the new position, enabling the swarm to converge towards the 
“global optimum”.  
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Fig. 3 Particle Swarm Optimisation of the combined radial and axial objective functions 
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The PSO algorithm was chosen for its simplicity of implementation, and was applied to the optimisation of 
equations (8) and (9), first separately and then as a combined product, subject to the constraints mentioned 
previously. The PSO implementation used 10 particles, with “acceleration constants” of 1.49, and an “inertial 
weight” factor decreasing linearly from 0.9 to 0.4 over 100 generations [7]. The axial and radial forces 
required for evaluation of the objective functions at each iteration were calculated by running the FEM 
software [8] in parallel on ten computers. 

To graphically confirm that the PSO algorithm has correctly converged to the optimum, the trajectory to the 
optimum was plotted against contour lines delineating the search space, as illustrated in Fig. 3 a) for the 
particular phase difference  = 270° for the combined product of equations (8) and (9). The search space was 
outlined by evaluating the objective function at discrete points and interpolating between these points, 
requiring over 20,000 FEM simulations in total.  As shown in Fig 3. b), PSO converges in 60 iterations, each 
requiring seven simulations (one for each coil displacements) per particle, a total of 4,200 FEM simulations. 

Results and Discussion

Tab.2 summarises the results for the optimisation of the radial objective (8), the axial objective (9) and the 
combined product of the two objective functions. The results show that the best compromise between strong 
axial support and uniform axial support is obtained when the coils are fed with in-phase currents, while the 
optimal radial stiffness and strongest radial restoring force require the outer coil current to lead the inner coil 
current by 90°. The optimal geometry is summarised in Tab. 1.  

r g tw Objective function 

Radial  189.0 μm 10.0 μm 65.8 μm 270°  -0.85 

Axial 108.9 μm  52.1 μm 80.0 μm 0° 0.56 

Radial and axial 185.0 μm 10.0 μm 66.8 μm 270° -0.24 

Tab. 2 Summary of optimisation results 

Fig. 4 Verification of radial optimum Fig. 5 Verification of axial optimum 
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The data collected to outline the search space was used to further verify the PSO results by plotting the 
design objectives against two of the design parameters, as illustrated in Figs. 4 and 5. The surface plot in Fig. 
4 shows that the optimal radial stiffness of 5x10-3 N/m is indeed obtained for  = 270° and that the lateral 
support becomes more compliant as the gap between the coils increases. The surface plot also confirms that 
the radial stiffness can by dynamically adjusted by changing the phase difference between the coil currents 
and that the equilibrium x=0 can also become unstable. The contour plot in Fig. 4 also shows that the 
restoring force does most work when  = 270° and the coil gap is small. Fig. 5 indicates that axial support 
strength and uniformity are mutually exclusive objectives: the axial support is most uniform near  = 270° 
and g=15 μm, where the average axial force is almost at its weakest. However the deviation of the axial force 
over the range of stable lateral displacements is below 10% of the force at equilibrium. 

Conclusion

PSO can be successfully used to find the geometric and electric parameters that yield the optimal radial 
support of the induction levitated disc. PSO can also save computation time: whereas tens of thousands of 
FEM simulations were needed to investigate the entire search space, PSO found the optimum configuration 
with just over four thousand FEM simulations. 

The optimal configuration found in this investigation yields 5.0x10-3 N.m-1 radial stiffness, an order of 
magnitude better than that reported in [3]. The results show that the radial stiffness is significantly improved 
by supplying the outer coil with current leading the inner coil current by 90°. Controlling the phase 
difference between the coil currents could be used to dynamically improve the response of the bearing under 
different loading conditions or to compensate for manufacturing imperfections. 
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Abstract - The calculation of the power losses in a ferromagnetic is often executed with the utilisation of  
analytic dependence. This dependence was marked on the basis of the Maxwell equations. So, it accepts the 
ferromagnetic material as devoid of the magnetic domains. The domains behaviour in external magnetic field 
is imitated with help of the magnetic permeability. However, when in a real ferromagnetic two field 
harmonics coexists ( the fundamental harmonic which establish the magnetic work conditions and the higher 
order harmonic with  small amplitude ), the computed power  loss values can be unreal. The authors of this 
paper show the  dependence of the power losses ( the power losses caused by higher order harmonic  ) in 
relation with the temporary shape of the wall ( the temporary shape is connected with the temporary value of 
the fundamental harmonic field integrated over a cross section ).

Introduction

The problem of the power loss calculation and distribution of the magnetic field quantities in 
ferromagnetic has been well known for many years. There are many methods enabling the calculation 
of the ferromagnetic power losses. The analytical methods [3,4,5] use dependence of the power losses 
from the values of the flux density, the frequency and the material parameters. The accuracy of these 
formulas has been confirmed for many kinds of electrotechnical steel sheets. To solve this kind of 
problem many different models were built, but results of power losses obtained from them can differ 
from values obtained during the measurements. In such conditions the numerical models are very 
useful [6]. Among them, the Dynamic Preisach Model deserves special attention [2]. The authors of  
this paper are especially interested in the power loss calculation executed for the small flux density 
values ( up to some dozen mT) and frequencies up to some kHz. 

The  Numerical Models And The Power Losses

The classical ferromagnetic model bases on the Maxwell equations. On this basis the numerical model 
which uses the Poyting’s vector to calculate the power losses, inside the ferromagnetic material. The 
numerical simulation was carried out at considerably simplified assumptions:  

isotropic and non-linear character of the environment, 
the excitation is of an electromagnetic polarised flat wave character, 
the simulation was limited to a single steel sheet. 

The ferromagnetic model is described by Maxwell equations (see eq.1) 
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t
curlHcurl BE;J      (1) 

A value of magnetic permeability D based on measurements, was used to take into account the 
occurrence of hysteresis phenomenon [6]. The numerical model were presented in difference form of 
equation (2) with DuFort-Frankel scheme (3). 
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The main problem was the power loss value – the power losses caused by the flow of the eddy 
currents in a conductor of  conductivity with respect to the hysteresis phenomenon. The temporary 
value of these losses pt and mean value P were estimated with the formula (4). 
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The value of the Joule losses P was calculated using the average value of power loss pt and next 
compared with the results taken from 2D model. The 2D model is based on the Pry and Bean model 
with moving domain wall. The magnetic domain has been applied into account in model proposed by 
Pry and Bean a few years ago. Every such area consists two of elementary areas magnetised to 
saturation Bs. External magnetic field penetrates all area of magnetic domain and causes the shift of 
the Bloch wall. Assumption of this method is that eddy currents are mainly induced by the shift of 
Bloch wall. Induced eddy currents change the field distribution near wall what causes the deformation 
of the wall shape. Thus for investigated model the electromagnetic equations to be satisfied are: 
In each domain 

0Jdiv;0Jcurl      (5) 

In each domain wall 

0Jdiv;
dt
dBJcurl     (6) 

The boundary conditions are: 
- the component of electric current normal to the sheet plane vanishes at the surface, 
- the component of electric current normal to each domain wall is continuous through the wall, 
- the difference in the tangential component of the electric current across any domain wall is 

t
x

x
B

x
J y      (7) 

Accepting, that in the domain area  the field strength vector has only Z component is possible to write 
the following equation (8) 
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This equation was represented in final difference form with help of  the DuFort-Frankel scheme (9) 
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where:
= y2/( x2 + y2),    
= x2/( x2 + y2),
x2 – the square of the distance between the mash nodes along the X axis, 
y2 – the square of the distance between the mash nodes along the Y axis, 

Hi,j
k+1 – the field strength (the  Z component ), determined for the specified node of the 2D mesh.  

Using described above 2D mathematical model, the ferromagnetic power losses P was calculated (see 
Figs. 1 -2). In Fig.1 the power loss results are presented, calculated for the different sheets.  
The EP 600 50A sheet is practically isotropic and the EP 470 50A and the ET 122 30 sheets are 
anisotropic. In Fig.2 the same problem was analysed with respect to the domain width. The symbol aa 
visible in this figure, describes the half of the domain width – see Fig.3. The simulations were carried 
out for the ferromagnetic width d=0.3 mm. The domain widths were chosen from very small value – 
0.005 mm to the value, which exists in a real material – 0.5 mm. The results comparison were carried 
out for the 2D model, in refer to the results obtained from calculations for domain with aa=0.005 mm. 
The results obtained for the parameter aa=0.005mm  was accepted as results for the classic model ( the 
skipping existence of  the magnetic domains  ). 

0 1000 2000 3000 4000

f [Hz]
0

0.2

0.4

0.6

p [W/kg]
EP 600 50A 

26 mT

EP 600 50A 
17 mT

EP 470 50A 
17 mT

ET 122-30
25 mT

500 1000 1500 2000 2500 3000

f [Hz]
0

0.05

0.1

0.15

0.2

0.25

0.3

P [mW/m]

aa=0.025

aa=0.1

aa=0.25

aa=0.5

the ferromagnetic width 0.3 mm

.

Fig.1 The specific power losses vs. frequency. Fig. 2 The specific power losses vs. frequency. 
aa – the half of the domain width 
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Fig. 3 The domain view. The symbol indication used during the calculation process.
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Fig.4 The factor of the power loss increase vs. the BDC bias and domain width. 

The coefficient of the power loss increase presented in Fig.4, was computed as relation of the power 
loss in case of the skew wall to the power loss calculated from the classic model. As classic model 
authors uses the 2D model with introduced value aa=0.005 mm , accepting into this way the absence 
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of the magnetic  domains in studied material. In introduced figures is visible that for the small relation  
aa/d  ( in this case for aa=0.1 mm ), the influence of the initial shape of the wall onto the coefficient 
value is small. It is completely different for the case of the wide domain ( in this case aa=0.5 mm ). It 
is clear visible the influence of the skewed wall. This skew can represent the temporary position of the 
Bloch wall, caused by fundamental field harmonic. So, is possible to apply passed investigation results 
to the analysis of the power loss in case of coexistence two harmonics of the magnetic field. 
The differences between the values of the coefficients result from the field strength distribution inside 
the magnetic domain. In studied model, authors skipped the power losses generated by changing 
external magnetic field. The power losses are mainly generated by moving Bloch wall. In applied 
model is possible to regard the currents induced by external changing field.  
Then we have to add a new element in equation (8). The different field distributions generate the 
different power loss value. To compare the power loss values obtained for different domain width, we 
have to express them as specific loss in the volume. 
The sample field strength distributions calculated for the specified temporary moment are presented in
Fig. 5-6. Presented results concern magnetic domains with size from 0.005 mm to 0.5 mm. Introduced 
examples of calculations show unambiguously, that with the width domain change, the area in which 
the eddy currents flow is completely different. With the growth of the domain width, the influence of 
the induced eddy currents onto itself is completely different. Therefore, the flow of currents across 
domain is possible ( the flowing currents do not cancel each other ). This is perfectly visible on the 
field strength distribution - see Fig. 5-6. 
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Fig.5 The temporary fields strength distribution. The field frequency – 500 Hz,  

the ferromagnetic width – 0.5 mm. Model bra-ket 6/100. 
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Fig.6 The temporary fields strength distribution. The field frequency – 4000 Hz, 

the ferromagnetic width – 0.5 mm. Model bra-ket 6/100. 

Conclusions

Presented results of the power loss calculation have to be completed with the excess power loss value. 
The models used during the calculation process, make possible the calculation of the so called 
classical power losses. Presented results show the essential differences in the power loss values with 
respect to the skew of the Bloch wall. It can be the cause of the mistakes during the "classical" 
calculations, where we skip the domain structure of the ferromagnetic. The results obtained from the 
numerical models are useful to rapid power loss calculations, in deformed flux conditions also ( in this 
case it is possible use the results with help of the special procedure ). 
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Chapter B 

B.0 Introductory remarks 

The problems of how to improve the efficiency, accuracy and ability of numerical models are 

the essence of the chapter. As it has already been mentioned, the problems are relatively new 

as at the very beginning of computer modelling the effort of researchers was focused on build-

ing computer programs and discussion on what numerical method is better. The followers of 

each particular method, FEM, FDM, BEM and mixed, quarrelled with passion trying to prove 

the advantages of their favourite method. Nowadays, these problems are mostly out of interest 

for the majority of researchers but their activities are focused on improving efficiency, accu-

racy and ability of the software (sometimes it is impossible, as software has a mainly com-

mercial nature and is not open for any intervention). The papers gathered in the chapter also 

show some specific contributions to the existing solvers.  

The papers in the Chapter can be grouped as follows:

• new approaches and software,

• modelling of electrical devices and systems, 

• modelling of magnetic structures, 

• computational electromagnetics in physical and biological media.  

The papers that show new approaches and software may also be treated as those of fun-

damental nature (Chapter A) and their presence in Chapter B has been dictated by the need to 

emphasize their computational aspect. They are particularly involved in the following prob-

lems:

• coupling between Finite Element and Element-Free Galerkin methods which appear to 

be advantageous when part of the analysis domain is subject to deformations - La-

grangian multipliers are used to treat the interface between the two regions, 

• effective methods for computing electromagnetic field sensitivity in time domain ver-

sus conductivity perturbations in finite elements, 

• problem of fixed and moving parts of a linear actuator which are discretised by Finite 

Integration Technique (FIT) at two independent Cartesian grids, 

• new approach to designing simulation software that on one hand minimizes both de-

velopment and maintenance costs, and on the other helps the designer to deal with the 

growing complexity of the simulation process, 

• new 3D finite element scheme for non-destructive eddy-current testing (ECT) prob-

lems concerning perturbation technique applied to magnetodynamic h−φ formulation. 

The next group of papers, also very important and deeply rooted in the ISEF tradition, con-

centrates on the following subjects: 

• numerical simulation of electromagnetic devices with motion by finite element 

method which requires some method to couple the fixed and moving parts,

• improvement of accuracy/speed in induction motor optimization based on reduction of 

the number of variables involved by first finding similarities between different geo-

metrical shapes in magnetic circuit, 
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• performance analysis of an axial flux PM motor based on finite element analysis 

(FEA),

• comparison of numerical results obtained by using different couplings of electromag-

netic field formulations in different conducting or non-conducting, magnetic or non-

magnetic regions for transverse flux induction heating analysis, 

• two-dimensional (2D) multi-slice finite element (FE) modelling of squirrel-cage in-

duction motors having one or more broken bars,

• 3-D finite element analysis of static characteristics of thrust and torque actuator sys-

tem oscillating with both linear and rotational motion,       

• new, control-oriented, nonlinear modelling methodology for a series of DC motors,

• algorithm for coupled field-circuit simulation of transients in a three-phase, three-limb 

power transformer, 

• optimization procedure using Response Surface Methodology (RSM) to determine de-

sign parameters for reducing torque ripple,  

• operating strategy for variable reluctance motor based on sequential excitation of 

phase windings aiming at achieving acceptable system performance with simple archi-

tecture and minimal hardware. 

The third group is devoted to modelling of magnetic structures and covers the following prob-

lems:

• approach enabling to deal with different models for anisotropy in grain-oriented steel 

sheets with nonlinearity, anisotropy and hysteresis,   

• material representation and theoretical method to derive macroscopic matter-field 

equations from microscopic scale including extra-losses and dynamic hysteresis occur-

ring within soft magnetic materials, 

• model of polar magnetization in small motor with permanent magnet rotor.    

At the end we have the subgroup of papers which evokes new activity in computational elec-

tromagnetics, namely electromagnetic field analysis in various media, either biological or 

physical. The papers deal with:

• effect of presence of human head in proximity of a mobile source which is investi-

gated by innovative numerical procedure, called Robin Boundary Condition, 

• nested evolutionary algorithm to automatically designed rectangular unequally spaced 

grounding grids; the algorithm consists of internal genetic algorithm to find maximum 

touch voltage generated by grounding grid and external genetic algorithm to find the 

two optimized values of compression ratio, 

• finite element method analysis of grounding grid and how this method is utilized to 

assess the influence of additional substance on the following grounding system pa-

rameters: ground potential rise, earth surface potential, touch voltage, step voltage, and 

grounding resistance, 

• ELCID (Electromagnetic Core Imperfection Detector) test used for testing of inter-

lamination insulation in stator cores of large electrical generators and motors, 

• 2D computationally-efficient scheme, which combines the finite element method 

(FEM) with a Padé approximation procedure, 

• higher-order (2,N) (second-order temporal and Nth-order spatial) FDTD scheme with 

perfectly matched layer (PML) absorbing boundary condition (ABC) for long-distance 
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and/or time-prolonged electromagnetic (EM) wave propagation in Debye and Lorentz 

media of arbitrary number of poles, 

• Mode Stirred Chamber excited by wires  analyzed by using Transmission Line Model-

ling (TLM) method.  
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Abstract
The numerical simulation of electromagnetic devices with motion by the finite-element method requires some 
method to couple the fixed and moving parts. Improvements in automatic meshing techniques have enabled a 
gap remeshing method to be included in the finite-element analysis package OPERA-3d/CARMEN to achieve 
this coupling. This method allows devices, such as motors, with complex air gap geometries to be modelled 
and has some advantages over other techniques which can be employed. The gap remeshing approach is 
demonstrated for an axial flux permanent magnet motor where the open circuit back e.m.f. characteristics of 
the motor are presented. 

Introduction

The numerical simulation of 3d eddy currents induced by motion is an important aspect in the design 
of electromagnetic devices. For many years the OPERA-3d/CARMEN analysis package [1] has 
proved to be a useful tool for the study of rotating machines. CARMEN is a finite-element time 
domain analysis package which uses a reduced edge vector A, V formulation. The formulation and use 
of the reduced / total vector implementation is described in [2-3].  

An important feature of any motional analysis is the method by which the moving parts are coupled 
together. Until now CARMEN has relied on a lock-step method. The elements on a slip surface are 
defined to have a constant subtended angle and the mesh is rotated at each time step by this angle. The 
continuity of the mesh on the slip surface is maintained at the expense of having to work with a 
discrete time step and consequently a constant speed governed by the mesh density at the slip surface. 

Other methods for examining motional problems exist. For example, boundary-element/finite-element 
methods have the advantage that only the active sections require to be modelled. This removes the 
need to maintain a volume mesh between these parts and they are therefore free to move with respect 
to each other. The method can suffer from the computational effort required to store and solve the 
fully populated matrix formed by this type of analysis. Another approach, Lagrange Multipliers [4], 
allows the finite-element mesh to be discontinuous on slip surfaces within the model. This method has 
recently been extended to include an overlapping finite-element scheme which increases the flexibility 
of the method by removing the need to specify a fixed slip surface [5]. 

The gap remeshing approach of this paper introduces an interface layer of elements between the 
moving sections of the model. The gap layer of elements is remeshed whenever the positions are 
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updated and this ensures that the finite-element mesh remains continuous and valid for all 
configurations. 

Gap Remeshing

When the model is constructed it is divided into a number of sections of which there are two types; 
component parts and gap regions. The component parts represent the structure of the model and are 
free to move as the analysis progresses. The gap regions provide a buffer between the component parts 
and as the component parts move the continuity of the finite-element mesh is maintained by rebuilding 
the set of elements within the gap regions. The connectivity of the mesh within the component parts 
remains unaltered throughout the entire analysis.  

The remeshing step is performed in two stages. Gap regions must have no internal structure and are 
therefore defined by a set of bounding faces. The first stage is to rebuild the surface mesh on faces that 
have become invalid by the movement of the component parts. These faces can be identified because 
they either lie on the boundaries of the finite-element model or specify the interface between two 
adjacent gap regions. Once a valid set of surface meshes has been constructed, a mesh of tetrahedral 
elements is generated using a Delaunay technique with a conforming step to match the volume mesh 
to the bounding surface meshes. The key aspect of the technique is that the volume meshing algorithm 
generates a conforming mesh. This means that the non gap region sections of the mesh remain 
unaffected. Figure 1 shows a simple model with one gap region allowing the free rotation of the inner 
section of the model. 

Figure 1. Model geometry showing the use of a gap region to buffer the rotating inner part from the static outer 
section. Left, initial configuration. Right, configuration after several time-steps. 

There are several advantages to this approach. The gap remeshing technique allows the component 
parts to move to any position enabling the motion to be accurately controlled as a function of time. A 
significant improvement over the discrete movement inherent in the lock-step method; the moving 
parts do not need to rotate at a constant speed.

With a new mesh, with a different connectivity, in the gap regions, sections of the finite-element 
matrix need to be reformed after every update. The matrix, however, retains it sparse characteristic 
which allows the use of efficient algorithms to solve the system of equations. Furthermore, the number 
of elements in the gap regions of the model tends to be small compared to the number of elements in 
the complete mesh. This allows the reuse of large section of the mesh during the analysis and helps to 
limit the amount of storage space required. To save a configuration only the gap region meshes need to 
be saved along with a transformation to give the orientation of the component parts. 

Gap region 
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Another advantage is the ability to represent a wide variety of gap region geometries. At present, 
however, CARMEN is limited to the study of radial machines with gap regions similar to the shape 
shown in figure 1 or to axial machines as illustrated in the figure 2, shown later.  

A problem with this approach, however, is the reliability of the volume meshing algorithms. If the gap 
region cannot be remeshed the analysis must stop. This problem can be exaggerated by the types of 
gap region geometries that are found in rotating the machines. Generally, these regions tend to be thin 
in relation to their overall size. One approach to overcome this, is to specify a fine mesh around the 
gap region so that the region can be meshed with near regular tetrahedral. In addition, the geometry of 
the gap region can be analysed to identify axial gap structures that can be expanded before being 
remeshed and then returned to their original dimensions. This has the advantage of allowing these very 
thin gap regions to be remeshed reliably. Gap expansion is possible for axial gap region geometries 
but not for radial gap regions. 

Through the study of some devices it has been observed that the time required to perform the 
remeshing is relatively small compared to total run time of the analysis. It should be noted that the 
remeshing time can vary significantly from one model to another depending on the complexity of the 
gap region. Apart from the overall size of the gap region, the remeshing time depends heavily on the 
thickness of the gap region relative to the size of the elements. If the meshing algorithm is required to 
form distorted elements to fill the region then it is generally more difficult for it to capture all the 
surface facets present on the bounding surface meshes of the region. 

Application : 14-Pole Axial Flux Permanent Magnet Motor

Initial tests of the gap remeshing method have started on a 14 pole, 3-phase, permanent magnet 
synchronous axial flux motor as shown in figure 2. The device being studied has a diameter of 420mm 
with a height of 114mm. The rotor consists of 14 poles and the stator has 84 slots. The rotor and stator 
sections have a relative permeability of 1000. The magnets have been defined to have an coercivity of 
-700000 Am-1. One set of the three windings in the stator section is shown. The gap region has a 
thickness of 3 mm.

Figure 2. 14 pole, 3-phase, permanent magnet synchronous axial flux motor. 1 set of 3 windings shown. 

The first step in motor analysis is to evaluate the open circuit back e.m.f. waveform of the stator 
windings. The motor of figure 2 was analysed at a speed of 2 /7/0.02 rads-1. With 14 poles the rotor 
has 7 fold rotational symmetry, the rotation speed corresponds to the rotor moving 1/7th of a 
revolution in 0.02 seconds. The open circuit voltage induced in the windings was measured as a 
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function of time, graph 1. The voltage was logged at 0.0005 second intervals. The fundamental pole 
rotation frequency of 50Hz and the higher order harmonics created by the slots can be identified. 

The model consists of around 500000 elements of which approximately 30000 are present in the gap 
region. The above analysis was performed in 494 minutes on a standard desktop computer of which 63 
minutes were spent performing all the remeshing steps. For this model the remeshing operation 
accounts for 12.7% of the total run time.  
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Graph 1. Open circuit back e.m.f. in windings of 14-pole axial flux motor of figure 2.  

Conclusion

A new gap remeshing algorithm in the OPERA-3d/CARMEN analysis package has been presented. 
The method has been successfully applied to several rotating devices and results for an axial flux 
permanent magnetic motor have been presented. With help form the KONE Corporation trials are still 
in progress and some developments are still ongoing. 

With future developments it is hoped that the gap remeshing scheme can be extended to exploit 
periodicity in models and to study eccentric rotations. It is also planned to develop this method to 
study problems involving linear motion. 
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Abstract– In this paper a contribution to the improvement of accuracy/speed in induction motor optimization 
is presented. It is based on the reduction of the number of variables involved by first finding similarities be-
tween different geometrical shapes in the magnetic circuit. Therefore, a prior filtering of the „shapes” to be 
computed is performed, allowing the use of accurate optimization algorithms with a reduced number of spe-
cimens to be tested. This allows the use of more accurate optimization procedures that conventionally have 
been limited in their scope due to the time required to simulate every single motor (for instance, finite element 
analysis). 

Introduction

Redesign of induction motors so that better efficiency is achieved is a continuous practice in motor manufactur-
ing. Actually, around 60% of the industrial energy consumption is due to these devices, and therefore maximiza-
tion of their efficiency is nowadays regarded as a goal. Motors have improved in efficiency by an average of 3 
percent over the last decade 
While USA and Canada have introduced the EPAct as a way to specifically compel improvements in motors 
ranging from 0.75 to 150 kW, the EU is working with CEMEP (European Committee of Manufacturers of Elec-
trical Machines and Power Electronics) to expand the use of high efficiency motors. In this latter case, the Euro-
pean Commission and EU motor manufacturers have agreed on the EU/CEMEP motor efficiency classification 
scheme, based of three bands of efficiency, for standard TEV, 2 and 4 pole, squirrel cage induction motors in the 
power range of 1.1 to 90kW. 
The redesign of the induction motor searching for an optimal has been approached by a number of authors, ac-
cepting that the problem is a multivariable and multiconstraint one. The problem in fact is faced as a general 
nonlinear programming problem, in which a vector nxxx ,...,, ,21x  composed of n motor geometric vari-
ables must be found, so that an objective function (for instance efficiency) is minimized (or maximized), and 
some constraints are complied with. The constraints sometimes must be equalled (for instance the starting torque 
to rated torque ratio be equal to 1.6) or, giving a greater freedom degree, not exceeded (for instance the stack 
length be less than 200 mm for given frame size and power rating, or the efficiency be not less than 89.8%). All 
around this mess, the model adds further complexity to the task, since a balance must be accomplished between 
closed-form design methods (with low accuracy, but fast search capability) or numerical design (higher accuracy 
with reduced computation speed). 
In order to account the nonlinear multi-objective optimization task, several methods have been proposed in the 
literature. For instance, in [1] three ways two face the problem are proposed. Liuzzi et al. and other authors (such 
as [2]) claim that the problem must be simultaneously solved for several objective functions (namely, for in-
stance, efficiency, starting torque,…). Hooke-Jeeves search routine has been used as a deterministic option for 
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design optimization in several works [1, 3, 4]. It has the desirable quality of avoiding first order derivatives (note 
that this is a pursued advantage due to that an explicit mathematical depiction of the objective and constraints 
functions is not accessible). But as an important drawback, the final solution may stop trapped in the neighbour-
hood of a local optimum, without the ability to find new optima. A possible solution to this problem is ap-
proached in [5], where the search is done by first introducing random starting points and afterwards performing a 
deterministic search within the neighbourhood. A variant and enhancement of this methodology is presented in 
[6], where niching genetic algorithms are used. The proposal in this latter work is to find regions of global op-
tima with the aid of evolutionary strategies, and then switch to a conventional deterministic search, using a modi-
fied Hooke-Jeeves algorithm, to search for local optima. Niching algorithms are also presented in [7] as a means 
of finding multiple optimal profiles instead of deriving an only optimal solution. This way, the designer’s prefer-
ences can be met since a number of possible choices are allowed. Kim et al. argue that multiobjective functions 
optimization can lead to a trapped solution into a local minimum [8].  With the aid of a proposed change in the 
production of offsprings by reproduction, the authors claim to get around the local minimum using this tech-
nique. More about evolutionary algorithms can be found in [9]. Idir et al. base their search algorithm in an itera-
tive minimization of the difference (error) between objective function and the maximum limit of the objective 
function, within a feasible range of values [10]. This is performed employing quadratic penalty functions, which 
add more weight on the error function when constrains are violated.  
Above, a short literature review has been presented, with the aim of providing an insight on optimization proce-
dures. It is obvious that all the references at least have as a common denominator a recognition of the multivari-
able feature. Two additional papers about optimization are detailed here. The first one is the paper by Nurdin et 
al. [11]. An interesting proposal about a motor design philosophy is presented in their work. Along with a com-
prehensive analysis of variables involved in motor performance, they introduce a useful viewpoint about some 
key concepts during design stages, based on the definition of primary variables, equality constraints, and itera-
tive analysis. It is remarkable their investigation on the division of the information into “numerical” and “fuzzy” 
information.  Their work has been further followed and analyzed by some other authors [12-16]. As a result a 
reduction in the final problem dimension is obtained but, as a drawback, considering significant simplifications 
about the motor calculation. Nonetheless, the idea presented in [11] about motor “synthesis” prior to optimiza-
tion is of valuable help to assist in the motor design process, since it reduces the computational burden an accel-
erates the convergence speed during optimization. A second paper of interest for the purposes of the present 
work is presented by Fei et al. in [17]. In his paper Fei focuses on the visualization in planes of a relatively re-
duced number of input and output variables, so that prompt relations can be obtained. 
In this paper, also a correlation method is searched. It is the aim of the work to provide a fast visualization 
method based on artificial neural networks, so that optimization methods can be improved. The idea is to provide 
a  means to correlate design variables (inputs and outputs) so that a reduction in the number of variables involved 
in the design can be obtained. Thus, the relations obtained allows to drastically reduce the number of computa-
tions needed to optimize, and therefore allows to attain better accuracy by using iterative numerical models to 
account non-linear magnetic phenomena instead of closed-form models. 

Theoretical Background

Data classification

In this paper Self Organizing Maps (SOM) are used to obtain relationships among the large number of variables 
involved in the motor design. The following explains the reasons why SOM can be advantageously applied in 
order to simplify the analysis of the variable relations. 
As an unsupervised learning artificial neural network, SOM presents classification and interpolation-like proper-
ties. SOM maps the input data space in Rn onto a discrete two-dimensional lattice of neurons in a topologically 
ordered fashion [18, 19]. For each neuron, a codebook vector mi is associated. Each input vector is compared 
with the codebook vectors, and the input is mapped to the location of the best matching unit c. A usual way of 
doing the comparison is minimizing the Euclidean distance as follows: 

ii dc mx,minarg  (1) 

Where x is the input vector. 
In the learning process the codebook vectors are restructured according to the input vectors x as follows: 
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 (2) 

In this expression hci is the neighbourhood function and t is the learning time step. During the learning process, 
the learning rate and the neighbourhood radius are reduced. The learning process leads to a smoothing effect on 
the codebook vectors in the neighbourhood. 
This defines the SOM mapping which has the following properties:  
1. The SOM mapping performs a dimensionality reduction as it takes an n-dimensional point x from the input 
space and maps it onto a low-dimensional (usually 2D) visualization space.  
2. It provides a good approximation of the joint pdf (probability density function) of the input data in the sense 
that its nodes are distributed in the same manner as the input examples, allocating more nodes in regions with a 
high density of input vectors.  
3. It gives a topology-preserving mapping, since input vectors that are close in the input space, are mapped into 
close points of the visualization space. 

Network training, data projection and analysis

Let us assume a motor with input variables a1 and b1 (geometrical dimensions) and an arbitrary output variable c1
(for instance, efficiency or slot permeance). The goal is to modify these variables so that a feasible and optimum 
motor can be obtained. 
Let the sets A and B be two arbitrary sets of input data including all of the possible values of the input variables 
(within a finite space), and C an arbitrary set of output data, being the elements of such sets Aai , Bbi ,
and Cci , where subscript i is the order of the motor after an iterative process. 
Let us define the subset AV, so that: 

1,/ aaAaAA iviv  (3) 

Where a1, as stated before, is the value of the input variable represented by the set A for the first motor (the ini-
tial motor to be optimized). Similar subsets Bv and Cv can be defined comprising the values of the input variables 
of set B that are not equal to the value of the first motor, and the corresponding values of the output variables of 
set C.
If the training procedure of the neural network follows the condition ceteris paribus (i.e., an input variable 
changes when no other input variable changes), advantages can be achieved, as it is going to be shown. 
SOM projection results in different planes for every involved variable. For a given motor of order i, a pair of 2D 
coordinates (xi ,yi) is obtained, so that a suprayective application is found for every point in the 2D planes. That 
is, the coordinates (xi ,yi) for the element {ai} in the projection plane corresponding to set A, and the (xi ,yi) coor-
dinates for the element {bi}in the projection plane corresponding to set B are exactly the same. The same conclu-
sion is applied to the output set C.
Due to the ceteris paribus training procedure, a condition is obtained so that: 

vivi BbAa  (4) 

Once more, it must be remarked that the element {ai} and the element {bi} are projected on their respective 
planes with the same 2D coordinate (xi ,yi), and a 3D plot of every projection plane can be obtained. 
So, if gradient is computed for the elements of sets A, B, and C, new sets GA, GB, and GC are obtained respec-
tively. I.e., if elements of set A are plotted as a 2D function F(x,y), the gradient can be computed as 

ji,
y
F

x
FyxF  (5) 

Now let {gai} be the modulus of the gradient, yxF , , for an element of set GA. If  

1 ttthtt iiciii mxmm
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then a correlation is demonstrated between elements {ai} and {ci}. That is, a correlation is found between the 
variable corresponding to set A and the output values. This procedure allows to clearly trace the borders of sig-
nificant clusters. 

Results Analysis Using The Unsupervised Neural Network

The procedure can be observed in Fig. 1. Values of the slot width nearest the air gap, bs11, and of the slot height , 
hs1, (say elements of set A and B, for instance) are represented in two projection planes, in a 2D coordinate sys-
tem. As output plane, the slot permeance is presented in the third map. A motor is defined by a unique pair of 
values x and y in the planes. Values ranging from 3.2 through 7.2, with a first value (initial motor) of 5.13 are 
represented for the slot width. The line labelled as 5.13 (in fact 5.1316) represents the set of motors in which the 
value of the variable has been kept to the value of the first motor, while the rest of variables can be changed 
(ceteris paribus). The yxF ,  vectors, are represented for a number of motors. Sudden variations are thus 
indicated when large values of the vector moduli are represented, corresponding to well defined clusters. 
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Fig. 1. Projection of the stator slot width, height, permeance, and the teeth maximum flux density. 

These projections have been obtained by training the network with 250 motors. Although for simplicity only two 
input and an output maps are presented, a plane or map was obtained for each of more than 300 variables (inputs 
and outputs) involved in the motor performance computation. 
Once the cluster is obtained, by comparison of maps, it is also obtained an inverse relation between these two 
variables. This inverse relation is readily obtained from the fact that the slot permeance can be calculated as: 
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Where ks1 is a coil pitch correction factor and F1 a factor accounting the saturation mainly in the teeth tips. Rest 
of the variables are geometrical dimensions. This complete expression of the slot permeance shows the inverse 
influence of the slot width on the slot permeance (neglecting the last squared root term due to the skewing of 
slots).
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Fig. 2. Sort of strongest relations between geometric dimensions, magnetic variables and motor performance 
variables, as obtained from the proposed method. 

More correlations obtained for a computed problem according to the proposed methodology are represented in 
Fig. 2. In this Figure direct (solid lines) and inverse (dashed lines) relations are presented. Most noticeable rela-
tions are represented according to the data processed following the above discussed methodology of data classi-
fication and cluster identification. Sixteen variables have been processed using sixteen projection planes.  Input 
variables: slot widths (bs11 and bs12), and heights (hs1, hsc1 and hso1); output variables: slot permeance ( s1), flux 
densities in yoke and teeth ( By1, By2, and Bt1), core and copper losses, rated slip (sn), and efficiency ( ). It must 
be pointed that these sixteen variables are a reduced number of the variables used in the calculation of the motor 
performance. Although the numerical integration method involves more than 300 variables, for the sake of clar-
ity just these sixteen has been represented. Observe that some relations are obvious, while some others remain 
more obscure. Lines represent the strongest relations found. However, syllogism rules must be applied in order 
to obtain relations between two variables not directly connected. That is, if there exist a direct relation between 
the stator slot total height (hs1) and the slot permeance ( s1), and an inverse relation between the permeance and 
the flux density in the stator teeth (Bt1), then an inverse relation between hs1 and Bt1 is obtained. 
Moreover, when direct or inverse relationships are accepted following this procedure, a convenient reduction in 
the dimensionality of the problem can be conducted, observing that an effect (output value) can be caused by a 
number of causes (values of input variables). It is to be remarked that this is possible if (i) the abovementioned 
ceteris paribus neural network training rule is conducted, and (ii) if the SOM suprayective projection for every 
plane is carried in the way discussed in this paper.  
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Fig. 3. Comparison of two similar slots, with data obtained form finite element simulations. 
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A reduction in the dimensionality is obtained if, for instance, the slot of Fig. 3 is reduced using this method to a 
cipher, representing all the embedded geometric information that gives as a result the slot permeance. Although 
both slots are quite different in their dimensions, their permeance is the same. A previous assessment of the slot 
cipher would avoid to simulate the two cases, thus implying a reduction of the computational time.  

Conclusions

A method to reduce the number of motors to be simulated during optimization processes has been presented in 
this paper . The reduction implies a consequent reduction of computation time, what in turn allows to introduce 
more accurate simulation methods  (numerical iterative methods that account for nonlinear magnetic calcula-
tions). Based on SOM classification and analysis a ceteris paribus training procedure of the neural network , a 
methodology for detecting correlations prior to clusters definitions has been developed . Strong and weak corre-
lations are found by this method , therefore allowing to define similarities between, for instance,  different slot 
shapes. As a conclusion, computation time required for an optimization batch is reduced after this prior filtering. 
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Abstract. – The great development of Large Variable Speed Wind Turbine Generators has caused a new 
interest in the Brushless Doubly-Fed Induction Machines (B.D.F.I.M) because they could be a feasible 
alternative to Wound Rotor Induction Machines (W.R.I.M). The B.D.F.I.M. has two different stator windings 
and a rotor cage that make it more robust than the W.R.I.M. The operation of the B.D.F.I.M. is possible due 
to the two stator magnetic fields couple each other through the rotor cage which has a special configuration. 
This paper studies these coupling mechanisms comparing simulation results, obtained with a Finite Element 
(FE) Model, and experimental result, obtained with a Prototype of B.D.F.I.M. 

Introduction

The Brushless Doubly-fed Induction Machine (B.D.F.I.M.) concept has been developed since the 
second half of the XXeth century. Nowadays, the interest in B.D.F.I.M has grown because it is a 
possible alternative to the Wound Rotor Induction Machine (W.R.I.M.) in Large Variable-Speed Wind 
Turbine Generators. 

Basic configuration and operation principle of B.D.F.I.M are presented now. 

Basic Configuration

The B.D.F.I.M. has two isolated stator windings, called power winding and control winding. Each one 
has a different pole-pair number, and they are connected to sources with different amplitude and 
frequency. The power winding has pp pole-pair and it is directly connected to the electric network; the 
control winding has pc pole-pair and it is connected to a variable frequency electronic converter. 

The rotor electrical circuit is composed of short-circuited bars making closed loops which are grouped 
among each other making up some nests. The number of nests (N) depends on the number of pole-pair 
in the stator windings (N = pp+pc). Fig. 1 shows a diagram of a B.D.F.I.M: 

Fig. 1.  B.D.F.I.M. diagram 
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Operation principle

For each frequency value of the currents in the control winding, there is a rotor speed at which the 

fields created by both stator windings, cH  and pH , rotate at the same speed with respect to the 
electrical conductors fixed in the rotor. That speed is according to the next expression: 

cp

cp
r pp

ff
2       (1)

where fp and fc are the frequencies of the power and control windings, respectively [1]. 

In the rotation speed conditions given by (1), pH and cH  induce currents with the same frequency in 
the rotor conductors. These induced currents create a magnetic field spatial distribution in the air gap, 
which has components of pp and pc pole-pair. The magnetic field components generated by the rotor 

currents couples with the stator fields pH  and cH [2]. Fig. 2 shows a simple scheme of these 
magnetic couplings: 

Fig. 2. Magnetic coupling mechanism 

This paper means to show, with a FE model and a real prototype, the magnetic coupling mechanism 
that has just been described. First, the characteristics of the final prototype have been defined by 
means of a FE model. Second, it is presented the prototype. Third, it is shown the tests that allow 
evaluating the rotor field component that guarantees the cross-coupling mechanism. Finally, the 
results obtained with the prototype and the FE model are presented and compared. 

Finite Element Model

From the structure of a conventional machine with 36 slots in the stator and 28 slots in the rotor, and 
taking into account the low speed that the wind turbines need, the following parameters have been 
chosen: 5 pole-pair (pp) for the power stator winding, 2 pole-pair (pc) for the control stator winding 
and 5+2=7 nests (N) for rotor winding. The choice of the number of pole-pair is the result of a 
theoretical study presented in [3]. 
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Following the recommendations made by several authors [4], [5], a double layer configuration has 
been chosen for power and control stator windings. Each winding is distributed in all the stator slots, 
occupying them partially. The number of turns of both windings has been chosen calculating the 
induction level that they produce in the magnetic circuit. Each winding must produce the half of the 
total induction level. 

A similar structure to the one present in [4], without any short-circuit ring, has been used for the rotor. 
Each nest is formed by two concentric loops. In the FE model (2D) all loops have been represented 
like zero value voltage sources, including the end of the loop in the total impedance value. 

Prototype Description

The same parameters determined by the FE model have been repeated in the prototype. Fig. 3 shows a 
photograph of the stator, as well as a detailed diagram of the windings disposition in the slots. 

    a) Power and control winding distribution. Phase U  b) Prototype 
Fig. 3. Stator Configuration 

Related to the rotor, the 14 loops are made of copper strap mechanized with the same shape as the slot. 
All of them are electrically isolated from the rotor core with several insulating paper layers. Fig. 4 
shows a photograph of the rotor and a diagram of its electric circuit.  

             a) Nest distribution         b) Rotor loops scheme  c) Prototype 
Fig. 4. Rotor Configuration 
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Results

In both cases, with the FE model and the prototype, the main goal to be achieved through the tests is 
evaluating the rotor field component that allows the cross-coupling between the stator windings and 
guarantees the B.D.F.I.M. operation. The tests have been carried out connecting the power winding to 
a constant amplitude 50 Hz source, with the rotor running at constant speed. In the experiments with 
the prototype the speed is fixed by a direct current motor. 

The voltage (e.m.f.) induced in the control winding is registered and its amplitude and frequency are 
measured at open circuit. The frequency depends on two variables: the pole-pair number in the rotor 
field component that establishes the cross-coupling, theoretically pc (fig. 2), and the speed, according 
to the following expression: 

pcp
r

p
cp

rc fppnf
pp

f )(
602

   (2)

In order to clearly identify the pole-pair number in the rotor field components, the tests are repeated at 
different speeds with the prototype and the FE model. Besides, the analysis of the cross-coupling 
component, with pc pole-pair, at those speeds allows evaluating the prototype behavior. 

As an example, the result of the tests at 522.5 and 364.5 rpm are presented. 

FE model results

If the power winding is supplied with a voltage level of 174 V and 50Hz, with the control winding at 
open circuit, appears a field distribution showed in fig. 5: 

   a) n = 364.5 rpm    b) n = 522.5 rpm 
Fig. 5. Field distribution

The inducted voltages in the control winding and their spectra are presented in fig.6. 
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a) 364.5 rpm 

b) 522.5 rpm 

Fig. 6. Simulation Results of the induced voltage in the control winding.

Prototype results

With the same simulation conditions, several tests have been done in the prototype. Fig. 7 shows the 
registers of the inducted voltages in the control winding and their spectra. In these figures, positions 
X1 and X2 have been used to identify the main frequencies for each spectrum. 

              
a) 364.5 rpm 
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b) 522.5 rpm 

Fig. 7. Register and spectrum of induced voltage in the control winding 

Analysis

First, the cross-coupling component of the rotor field is evaluated by the comparison between the 
theoretical frequency and the main frequencies of the spectra, in FE model and prototype, for each 
speed. Table 1 shows the frequencies in all cases: column 2 presents the theoretical values according 
to eq. (2), column 3 presents the values obtained with the FE model and column 5 presents the values 
obtained with the prototype. 

Table 1. Main frequency vs theoretical frequency. 

It is observed, in columns 4 and 6, that the errors between the theoretical values and the values in the 
FE model and the prototype are smaller than 7 per cent. Therefore, the special rotor which has been 
implemented in the FE model and the prototype, justifies the cross-coupling mechanism that appears 
in the B.D.F.I.M. 

In the spectra presented in fig. 6 and fig. 7, other components appear in addition to the component 
induced by the cross-coupling component of the rotor field. Table 2 presents the 2 main components 
of the induced voltage (e.m.f.) in the control winding. Columns 2 and 3 present the principal 
component (cross-coupling component) in the FE model and the prototype. Column 4 and 5 presents 
the second component in amplitude. 
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Table 2. Main components of the inducted voltage spectra. 

It is observed a good correlation in the values of amplitude and frequency between the FE model and 
the prototype. 

Column 5 shows that the frequency of the second component depends on the speed (nr) and therefore it 
can only be induced by a rotor field spatial component. Analyzing these frequency values, a 
component of 12 pole-pairs has been identified in the rotor field. Other rotor field components, that are 
not present in the bibliography, appear in the B.D.F.I.M. The detailed identification of all these rotor 
field components is shown in [6]. 

Conclusions

It has been demonstrated by means of a FE model and a prototype that the rotor configuration, with 
concentric copper loops isolated from the rotor core, is suitable for the B.D.F.I.M. operation because 
causes the cross-coupling mechanism. 

In the analysis, rotor field components different of cross-coupling component have been detected. As a 
consequence, it is necessary to develop a new formulation that, based on the algorithms that determine 
the magnetic coupling between the windings, finds the relationship between the pole-pair number in 
the stator and rotor windings, and justifies the appearance of all the rotor magnetic field experimental 
components. 

Due to these components are not useful for the B.D.F.I.M. performance they might be reduced in 
future B.D.F.I.M. designs. Considering the goods results obtained in the cross-coupling evaluation, the 
FE models can be important tools for the optimization of the B.D.F.I.M. desing. 
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Abstract – In this paper, the effect of the presence of human head in proximity of a mobile source is 
discussed, in terms of radiation pattern. An  innovative numerical procedure, called Robin Boundary 
Condition
Iteration (RBCI) [1], is used for the solution of electromagnetic radiation problems in open 
boundary domains. From spherical near field values, the radiation field is then decomposed in a 
finite series of spherical harmonics, by resorting to Wacker  Method [2]. The decomposition 
coefficients are used to compute the transmitted power and to efficiently store the far field profile. 

Introduction

The study of interaction of electromagnetic waves with objects is a complex task for computational 
electromagnetism, dealing with an unbounded domain with radiation boundary conditions imposed at 
infinity. To front this problem, several numerical methods have been devised [3], the most 
representative of which are the hybrid finite-element/boundary integral (FE-BI) methods [4], the 
absorbing boundary condition (ABC) methods [5] , and the artificial absorber (AA) methods [6]. 
In all these methods, a fictitious boundary is introduced to truncate the unbounded domain to a 
bounded one, where the finite-element method is applied. The methods differ in the way in which the 
unknown boundary condition on the fictitious boundary is treated. 
In the FE-BI methods, the condition on the truncation boundary is generally a Neumann one and is 
specified by means of an integral equation on the boundary itself, which requires the radiation 
condition to be satisfied. This method does not introduce any approximation besides that due to the 
discretization, but the resulting linear algebraic system is no longer symmetric or sparse. Moreover, at 
high frequencies, there is the problem of interior resonance, which can produce an almost singular 
system. 
In the ABC methods, the condition on the truncation boundary is an approximated local one derived 
from the asymptotic expansion of the radiated solution or numerically. From a physical point of view, 
ABC uses an homogeneous boundary condition, which tries to absorb the scattered waves, minimizing 
the reflection toward the scatterer. The locality of the condition preserves the sparsity of the FE matrix 
and limits the complexity of the building procedure; some kinds of ABC lose the symmetry of the FE 
matrix , whereas others maintain symmetry . The main drawbacks of ABC are the introduction of a 
truncation error in the solution, whose size is not known a priori, and the necessity to discretize a large 
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domain outside the scatterer because the absorbing boundary must be placed in the radiation zone to 
be effective. In the AA methods, the reflectionless truncation boundary is a metal-backed dielectric, 
whose geometrical and constitutive characteristics are chosen in such a way as to minimize the 
reflection coefficient in the case of plane wave incidence. Although good results can be achieved using 
anisotropic dielectrics [the so-called perfectly matched layer (PML)], AA suffers from many of the 
same drawbacks as ABC. 
Inthis paper, the finite-element solution of the electromagnetic problem is performed by resorting to 
Robin Boundary Condition Iteration Method [1] in which the condition on the truncation boundary for 
the interior problem is an appropriate nonhomogeneous Robin (mixed) condition, that is specified by 
means of an integral equation—the integration being performed on a closed surface different from the 
truncation boundary. 
The computed field is decomposed in a finite series of vector spherical harmonics using the technique 
described in [2] that is an adaptation of the Wacker's method for antenna measurements to numerically 
computed electromagnetic fields. The portrayal of the radiated field by means of the coefficients of the 
vector spherical wave decomposition allows a compact and accurate description of the radiation 
properties. In fact, from these coefficients it is possible to compute the radiation pattern of the antenna 
with arbitrary angular resolution and also to compute the radiated power. Also, they contain 
information about the phase of the scattered field. Their storage does not requires large amount of 
memory, because only those up to a limited order (generally up to order 6) are significant. 

Formulation

The radiation problem is set up in terms of electric field, satisfying the vector Helmholtz equation, 
inside a bounded domain. On the fictitious boundary, enclosing the scatter, the termination condition 
is expressed, assuming a nonhomogeneous  Robin boundary condition: 

n E+jk
0
n n E U            (1) 

where n , is the outward normal to the truncating boundary, k0 is the free-space wavenumber and U
is an unknown vector that is initially guessed as: 

U0 Uinc n E+jk0 n n Einc .            (2) 

Then the closed differential problem is solved and using the dyadic Green's integral U  is 
recomputed. The procedure is repeated until convergence takes place. It has been shown that this 
iterative procedure converges to the correct solution in less than ten steps if the fictitious boundary is 
placed at 10 or more from the scatterer. 
From the computed near field on a spherical surface SR of radius R enclosing the radiating system 
(antenna and human head), the coefficients of  the vector spherical harmonics are obtained as: 

slm

1
f sl kR SR

E r X
slm

dS      (3) 

where f sl and X
slm  describe the radial and angular dependency of the harmonic of order slm,

respectively. The surface integral in (2) is computed by decomposing the field and the vector spherical 
harmonics as a superposition of elementary trigonometric functions by means of an FFT, and then by 
analytically computing the resulting integrand function, that is in turn composed by elementary 
trigonometric functions. 
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Numerical Results

In the following the influence between a mobile antenna and an human head is evaluated in terms of 
modification of the antenna radiation pattern. 
For the model of the cellular telephone antenna, at the frequencies of 900 and 1800 MHz, an hertzian 
dipole antenna has been used. 
For the head, two kinds of models have been taken into account ; a first one consisting of four 
meaningful tissues, muscle ( , C=1.38 S/m), bone ( , C=0.1 S/m), cerebro-spinal fluid 

(CSF) ( , C=1.67 S/m) and brain ( , C=0.57 S/m) [7] and a second homogeneous head 
model suitably characterized. It is worth noticing that the dielectric permittivity and conductivity of 
human tissues are not known with great accuracy because they depend on different subjective 
properties.
In a second set of simulations, where an homogeneous head model has been adopted, the dielectric 
permittivity and conductivity has been computed as a weighted mean of the above values, using as the 
weights  the volumes of the  tissues. The obtained values are very close to the electrical property of the 
muscle. By comparing the results with the two model, it can be determined if an homogeneous model 
gives accurate results, thus allowing easier and less time consuming analysis. 
For each model the antenna was placed on the left side of the head, close to the ear and oriented along 
the direction of the z  axis. The face, i.e. the frontal part of the head, points toward the positive x
axis.

Fig.1 Radiation pattern of a dipole antenna in the presence of a human head at 900 (left) and 1800 (right) Mhz 
– Non uniform (4-tissues) model. 

Fig.2 Radiation pattern of a dipole antenna in the presence of a human head at 900 (left) and 1800 (right) Mhz – 
Uniform (1-tissue) model. 
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The figures above show the three-dimensional radiation patterns at 900 MHz and 1800 MHz for the 
non-homogeneous and homogeneous models, with a 5 degrees resolution. It is clear that to estimate 
the effect of the human head an homogeneous model is satisfactory. In order to give a more detailed 
picture of the differences between the non-uniform model and uniform model, in Fig. 3 the radiation 
patterns on the horizontal plane are reported along with the (constant) radiation pattern of the dipole 
antenna.

Fig.3 Radiation pattern of a dipole antenna on the horizontal plane in the presence of a human head at 900 (left) 
and 1800 (right) Mhz – full line: non-uniform (4-tissues) model; dotted line: .uniform (1-tissue) model; 

horizontal line: dipole antenna in free space 

Conclusions

The effect of the human head on the radiation pattern of a cellular phone like antenna has been 
determined by means of the finite element technique known as the RBCI method and the spherical 
wave decomposition technique. The analysis shows that an homogeneos model gives almost the same 
results of a non-homogeneous one. 
Since the former model is much simpler and  less time consuming with respect to the latter, its use 
appears more appropriate in similar contexts, while the homogeneous model  still remains necessary in 
other kinds of problems, for example for  SAR analysis.
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Abstract: A numerical approach to the resolution of a class of electromagnetic problems, based on the 
coupling between Finite Element and Element-Free Galerkin methods, is discussed. Such coupling reveals 
advantageous when part of the analysis domain is subject to deformations. To take the best advantages from 
both formulations, the analysis domain is subdivided in two regions, each treated with the most suitable 
method. Lagrangian multipliers are used to treat the interface between the two regions. A simple application 
is presented  with the aim of highlighting features and performance of the approach. 

Introduction

The Finite Element Method (FEM) is a widely used method in different scientific areas, thanks to its 
effectiveness in terms of accuracy and efficiency [1]; further advantages of this method are the flexibility and the 
robustness, so that nowadays this is the reference tool to numerically solve a huge number of scientific and 
technical problems in different application areas. Unfortunately, as typical in all tessellation-based approaches, 
FEM requires a suitable meshing of the domain of interest, and the quality of the results strongly depends on the 
“quality” of the mesh. This reveals particularly critical in the treatment of problems involving geometric 
deformations of the analysis domain, such as mechanical or coupled problems [2], and shape optimization 
applications [3]. In these cases multiple re-meshing of the domain may reveal mandatory, impacting on the final 
computer burden.  
A different class of numerical approaches, allowing to avoid this difficulty, was introduced some years ago in the 
field of structural mechanics, under the name of Meshless Methods (MM) [4]. The main benefit of this class of 
methods is that no reticulation of the domain is required, but just a distributed set of nodes is called for, to obtain 
the discrete model of the problem. MM present also a number of drawbacks, some of them being intrinsic to the 
method, e.g. the treatment of the boundary conditions, that requires a Lagrange Multipliers approach, while 
others show up when adopting MM to solve other class of problems than structural mechanic ones, e.g. the high 
degree of smoothness of the functions used to represent the unknown quantities, that in some cases may lead to 
unphysical results (just think of the normal component of electric field across a surface separating different 
materials).  
The most diffuse MM are the Element-Free-Galerkin Method (EFGM) [4], the Reproducing Kernel Particle 
Method [5], and the Radial Bases Weighted Method [6]. 
Recently, the interest of the scientific community in the possibility of applying MM for electromagnetic 
problems has been steadily increasing [7], and limits and advantages of such methods are becoming evident. As 
discussed above, the natural framework for MM to show their capabilities is in the treatment of moving domain. 
However, in most cases, just a small part of the complete domain is supposed to change. Therefore, to pursue the 
best effectiveness, other methodologies could be applied in the “fixed” part (e.g. FEM, where they give their 
usual high performance), while MM could be used in the “changing” part of the domain (where the mesh-free 
approach does its best). 
In literature, several techniques to couple different numerical methods have been presented, examples being 
FEM coupled with Boundary Element Method [1], or FEM coupled with Element Free Galerkin Method [8]. On 
the basis of such strategy, in this paper a suitable combination of FEM and MM, in particular EFGM,  will be 
considered. 
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Of course, when coupling different methods, suitable congruency relationships must be enforced at the 
separation interfaces among the various subdomains, together with the boundary conditions at the external 
boundaries, assigned by the problem itself. To enforce the required conditions in coupling FEM and MM, it’s 
possible to use two different approaches; the first one requires a transition region between the two subdomains, 
where a transition function is chosen to combine the trial functions of the two numerical methods [9]; the second 
technique, used in this work, is based on the use of the Lagrange multipliers, similarly to what done to apply the 
boundary conditions.  
In order to show an example of FEM-MM coupling, the discussed formulation is applied to a classical 
electrostatic test problem in 1D simplified geometry.  

Mathematical Model

As discussed in the previous section, MM were first proposed in the fluid dynamics area, and their original 
formulation inherited some of the characteristics peculiar to those applications. Nevertheless, the application of 
MM in different sectors, although requiring some “translational” effort, may reveal particularly fruitful in the 
treatment of moving geometries. In order to show the advantages of coupling MM and FEM for the treatment of 
electromagnetic problems, for the sake of exposition, the discussion will be focused on the classical electrostatic 
problem in linear isotropic media: 

x x x x (1) 

where x is the coordinate vector of a point in the open domain , eventually subject to deformations,  is the 
scalar potential,  is dielectric permeability, and  is the electric charge density. Suitable boundary conditions 
must of course be added on , together with continuity conditions on possible interfaces among different 
media.  
A generalization of (1) can be obtained by means of an integral formulation and of the application of Green’s 
formulae: 

( )d d d
n (2) 

where  is a test functions set with suitable properties. If assuming that only a part of , say MM, is interested 
by deformations, it is profitable to numerically solve (1), or its integral counterpart (2), by adopting MM in the 
moving part of the domain, and FEM in the complementary, fixed part of , say FEM (See Fig. 1).  
In each subdomain, the unknown function (x) will be approximated by using a different expansion, in terms of 
specific basis functions: 

1

FEM

FEM FEM FEM FEM
i i

i

N

x = x x , (3) 

1

MM

MM MM MM MM
j j

j

N

=

x = x x (4) 

where NFEM is the number of nodes in the FEM mesh used to discretize the subdomain FEM, while NMM is the 
number of nodes in the subdomain MM; i

FEM and j
MM are the shape functions for the FEM and MM 

respectively, the latter ones obtained by means of the MLS (Moving Least Square) approximation method. 
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Fig. 1: Geometrical configuration of domain problem 

The way to obtain the basis functions j
MM used for the expansion (3) through Moving Least Squares algorithm 

is a standard technique for MM using Element Free Galerkin (EFG) approach. Details can be found in [10]. 
If substituting the approximations (3) and (4) into (2), and assuming = i

FEM, j
MM i=1,..,NFEM, j=1,..,NMM,

the original problem can be solved in weak form using the Galerkin approach. From the mathematical view 
point, this reduces to solving the following set of equations: 

i' i i' i'
i 1

d d  0
FEMN

FEM FEM FEM
i in

j' j j' j'
j 1

d d  0
MMN

MM MM MM
j in

(5a) 

(5b) 

The cross terms in (5a) and (5b) are cancelled, either thanks to the compactness of the support of FEM basis 
functions, or by defining MM basis functions in such a way that they vanish outside of MM. Boundary 
conditions could be simply enforced on FEM using standard techniques thanks to the delta-Kronecker property 
verified by FEM, while they must be enforced using the Lagrange Multipliers on MM. Anyway, in this work, 
boundary conditions have been enforced on both boundary sections using Lagrange multipliers to get similar 
discrete systems for both subdomains. The final discrete formulation will be composed of two systems, one for 
each domain: 

=FEM FEM FEMK f
=MM MM MMK f

(6a) 

(6b) 
In order to get coherent solutions in the two subdomains FEM and MM, suitable continuity conditions must be 
enforced on the separation surface SEP. As told above, in this work the Lagrangian Multipliers technique is 
adopted to enforce MM= FEM at each node on SEP, with the further hypothesis that for each FEM mesh node a 
MM node is available on the other side. This is not a necessary condition, but slightly simplifies the problem 
formulation. In this way a single algebraic equation system is obtained, representing the discrete formulation of 
problem (1), with related boundary conditions. 

      

FEM

MM

FEMFEM FEM

MMMM MM

sep

FEMFEM
FEM FEM

MMMM MM MM

T TFEM MM

K 0 H 0 G f
0 K 0 H G f

H 0 0 0 0 q

0 H 0 0 0 q
0G G 0 0 0

(7) 

FEM
MM

FEM MM

FEM MM SEP
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where H’s are the matrix used to enforce the boundary conditions, GFEM and GMM are the matrices used to 
enforce the interface conditions (one matrix for each subdomain),  the terms  represent the unknown Lagrange 
Multipliers used to enforce the various conditions, and finally q FEM and q MM are the vectors containing the 
boundary conditions. 

Application Example

The exposed approach represents an efficient technique to exploit the best suited formulation in each subdomain, 
and it is quite generally applicable to a large number of problems in mathematical physics. As anticipated, the 
main interest in this work is to highlight the advantages of FEM-MM coupling for the resolution of shape-
deforming electromagnetic problems, and in this perspective the exposition has been limited to electrostatic 
problems. In this section, a very simple example of application is discussed, keeping the complexity of geometry 
and material properties to a minimum, yet keeping the basic features in order to show the properties of the 
coupled approach. 
The example considered here is a simple 1D problem [2], consisting in the determination of the electrostatic 
potential between two parallel conducting plates, connected to the terminals of a DC voltage source. The 
capacitor is filled with two different dielectric materials, separated by a mobile septum (see fig.2 for a schematic 
view of the device). The septum position xa varies with time (but no force balance equation is considered here), 
so that a very simple moving geometry problem appears. This 1D test problem allows to compare the numerical 
result with analytical solution [2]. The mathematical model for the direct problem includes the Laplace equation 
for the electric potential (x), valid in each subdomain, the usual continuity constraints at x=xa, and finally a 
suitable set of boundary conditions; in this particular example, Dirichlet boundary conditions (0)=0 and (h) = 
100 are assumed, where h = 1m . The left part of the capacitor is analyzed by means of FEM, FEM=[0,xa), while 
the right part is analyzed by means of MM, MM=(xa, h]. The separation surface in this case reduces to just one 
point ( SEP=xa) Note that at the interface between the two media, if using expansion (4) with standard basis 
functions, MM would provide continuous electric field components.  
It is therefore necessary to modify (4) in order to get the correct discontinuities on the electric field normal 
component. From the mathematical point of view, this amounts to introducing a “jump function” a in (4) [4], 
able to take into account the “jump” in the derivatives of showing up at x =xa:

1

x x, x
MM

MM MM MM MM
j j a

j

b x
N

=

x = (8) 

where b is the amplitude of the jump (in this case, the ratio between 1 and 2), xa is the position of the 
discontinuity point, while is the jump function that generates the discontinuous derivative. Examples of useful 
jump functions are cubic splines, and ramp functions. In this work a triangular jump function has been used. The 
solution of the problem is performed with the coupled FEM-MM approach using NFEM = 7 evenly spaced nodes 
in the domain FEM  and NMM = 5 nodes in the domain MM. The relative dielectric constants for the two media 
are 1 = 1, and 2 = 2 respectively. 

Fig. 2: Geometry of the 1-D test problem 
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The sparsity pattern of the global system matrix is reported in Fig. 3 (a dot indicates a non-vanishing entry). 
From fig. 3, the structure of the system can be easily compared to (7). Note that the amplitude of the 
discontinuity in the electric field normal component is known in advance, so the contribution of jump function 
does not appear in the system matrix, but rather in the known term.  
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Fig. 4: Plot of the shape functions 
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In fig.4 it is reported an example of linear profile of the shape functions for both methods, in particular the 
classical triangular shape function for the FEM of the FEM subomain, and a trapezoidal shape function for the

MM for the meshless subdomain.  
In fig. 5 it is reported the profile of the scalar potential , while in fig.6 it is reproduced the profile of the electric 
field normal component E (other components vanish in this elementary geometry), showing the expected 
discontinuous behaviour. Finally, in fig.7 it is reported the profile of the mean error function defined as: 

1

( ) ( )1
( )

N
exact num

i exact

i iMEAN ERROR
N i (9) 

for various number of nodes N, in order to assess the convergence properties. Three cases are considered: the 
solution obtained using FEM only, that one obtained using MM only, and that one obtained using coupled 
method. In the latter case, the ratio between NFEM and NMM is kept fixed. The mean error increases when 
increasing the number of nodes N due to the enforcement of boundary conditions by means of the Lagrange 
Multipliers Method. It’s important to observe that the node to the interface is considered in each subdomain with 
the aim to assemble the two discrete systems. 
The convergence of the combinations of the MM and the FEM is dominated by the FEM discretizations; in 
particular the convergence for the coupled method can even be slower than the convergence for the FEM in this 
particular case.   

Conclusions

Meshless methods represent an interesting approach for the analysis of physical problems on moving domains, 
typical of structural mechanics applications, but show some drawbacks with respect to finite elements for the 
study of fixed domains. A possible approach, combining the advantages of both methods, has been discussed in 
the paper and demonstrated for the resolution of electromagnetic problems. The combined approach takes 
advantage from the most appropriate method by subdividing the domain into a fixed part, where finite elements 
are used to discretize the governing equations, and a moving part, where a meshless method can be applied. The 
approach has been discussed with reference to a simple electrostatic problem, but its range of applicability is 
much wider. A very simple example has been presented to highlight the properties of the system matrices 
obtained after coupling the two partial ones.  
Possible applications of the combined approach are in the analysis of coupled mechanical-electromagnetic 
problems, and in shape optimization problems. 
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PERFORMANCE EVALUATION OF AN AXIAL FLUX PM MOTOR 
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Abstract – In this paper a performance analysis of an axial flux PM motor based on finite element analysis 

(FEA) is presented. The quasi-3D method which is adopted for this analysis is consisted of a 2D FEM 

calculation of the magnetic field in the three dimensional radial domain of the disc motor. The magnetic 

field distribution is calculated at different armature current and different rotor displacements for all five 

segments of the motor. Using the results from the FEA the electromagnetic and electromechanical 

characteristics are going to be presented and a performance evaluation of the motor will be carried out.

Introduction

The determination of the motor parameters for the performance evaluation is a procedure that needs to 

be done as accurately as possible especially if the motor is in a developing stage. Therefore it is 

necessary to calculate the motor parameters with methods that will give the most adequate results. The 

Finite Element Method  (FEM) is such a method that gives very accurate results when compared to the 

measured ones. 

In order to have sufficient data for the calculation of the motor parameters there is a need of 

computing the magnetic vector potential in the whole three-dimensional domain of the motor. Due to 

the complex form of the analysed motor a quasi-3D magnetic field calculation is performed. The 

quasi-3D method consists of a 2D FEM calculation of the magnetic field in the three dimensional 

radial domain of the disc motor. The 2D FEM analysis is very suitable for this type of geometry and 

has a lot of advantages over the 3D calculation, such as lower memory storage and reduced time 

computation. The results of the numerical computer calculations of the magnetic vector potential in 

the post-processing stage are used to determine the parameters of the motor. The accurately calculated 

values of the motor parameters can be used for further motor analysis or as an input data for static and 

dynamic motor analysis. 

PM Disc Motor Description

The modelled motor is a brushless three phase synchronous permanent magnet disc motor, with rated 

torque 54 Nm and speed 750 rpm@50 Hz, fed by a pulse width modulated (PWM) inverter and 

rechargeable batteries or fuel cell. The PMDM is a double sided axial field motor with two laminated 

stators having 36 slots and a centred rotor with 8 skewed neodymium-iron-boron permanent magnets 

with B
r
=1.17 T and H

c
=-883 kA/m. The real side view test rig of the prototype permanent magnet disc 

motor is given in Fig. 1.  
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Fig. 1. Permanent magnet disc motor test rig 

PM Disc Motor FEM Modelling

In order to be able to get the necessary data for the PM disc motor, a calculation of the magnetic field 

has to be performed. The 2D analysis is very suitable for this type of geometry and has a lot of 

advantages over the 3D calculation, such as lower memory storage and reduced time computation. The 

quasi-3D method [1] which is adopted for this analysis consists of a 2D FEM calculation of the 

magnetic field in a three dimensional radial domain of the axial field motor. For this purpose, a 

notional radial cut through the two stators and one rotor of the disc motor is performed and then 

opened out into linear form, as shown in Fig.2. By using this linear quasi three-dimensional model of 

the disc motor, which is divided into five segments, it is possible to model the skewing of the magnets 

and also to simulate the vertical displacement and rotation of the rotor. Due to the symmetry of the 

machine the calculation of the motor is performed only for one quarter of the permanent magnet disc 

motor or for one pair of permanent magnets.

a) motor b) radial cut c) segments 

Fig.2. Radial division of the motor into 5 segments 

Finite Element Analysis

After the proper modelling of the PMDM and the adequate mesh size refinement, especially in the air 

gap a magnetic field calculation is performed for each segment separately, for different current loads 

and different rotor displacements. As an example the magnetic field distribution of the motor at no 

load and one rotor position for the 1
st

, 3
rd

 and 5
th

 segment, as specific ones, is presented in Fig 3a, 

Fig.3b and Fig. 3c, respectively. On the other hand the magnetic field distribution of the motor at rated 

current load at the same rotor position, for the 1
st

, 3
rd

 and 5
th

 segment, is presented in Fig 4a, Fig.4b 

and Fig. 4c, respectively. 
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a) 1
st

 segment b) 3
rd

 segment c) 5
th

 segment 

Fig. 3. Magnetic field distribution at no load 

a) 1
st

 segment b) 3
rd

 segment c) 5
th

 segment 

Fig. 4. Magnetic field distribution at rated current load 

PM Disc Motor Parameter Determination

The calculated data from the FEM magnetic field analysis in the postprocessor mode could also be 

used to estimate certain magnetic and electric parameters [2] necessary for further investigation and 

performance evaluation of the permanent magnet disc motor. Due to the complexity of the analysed 

motor model, such as specific geometry and proper modelling for the FEM calculation, certain 

modifications of the standard equations for parameters calculation using FEM data are made.  

Air Gap Flux Density Calculation

An interesting and very important parameter that can be used for further motor analysis is the average 

value of the air gap flux density and its distribution under different current load conditions. The air gap 

flux density is calculated by using the results of the FEM magnetic field calculation, applying them in 

equation (1) and solving it numerically by the same programme: 

B = curl A                  (1)

The distribution of the air gap flux density is calculated and presented for no load and for rated load 

for the 1
st

, 3
rd

 and 5
th

 segment in Fig. 5 and Fig. 6, respectively.  
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Fig. 5. Air gap flux density distribution at no load 
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Fig. 6. Air gap flux density distribution at rated current load 

Air Gap Flux Linkage

The numerical calculation of fluxes is based on the field theory, applied on a bounded and closed 

systems. If the calculations are performed per pair of excited poles, it is: 

∫∫∫
ΣΣ

⋅=⋅=⋅=Φ Srd

C

g
ddSrot BAA      (2)

In this paper the air gap flux linkage for different rotor displacements at various current loads is cal-

culated, and its distribution in relation to the current load and rotor displacement is presented in Fig. 7. 

0

0 .002

0 .004

0 .006

0 .008

0 .01

0 .012

0 .014

0 .016

0 .018

0 0 .25 0 .5 0 .75 1

Current load  [p.u.]

A
i
r
 
g

a
p

 
f
l
u

x
 
l
i
n

k
a

g
e
 
 
[
W

b
]

θ=0°
θ=−10°
θ=10°

θ=−20°
θ=20°

Fig. 7. Air gap flux linkage for different current loads at various rotor displacements

Inductance and Reactance Calculation

The direct and quadrate axis synchronous inductance and reactance are very important in steady state 

performance of a synchronous machine. Based on the FEM data the value of the direct axis inductance 

and reactance using the modified equation, due to the specific motor geometry, is calculated by the 

following equations: 

2/

)(

mI

pARRN

L
dio

d ⋅
⋅Δ⋅−⋅

=    
dd

LX ⋅= ω    (3) 

where: R
i
-inside radius of the stator, R

o
-outside radius of the stator and W-number of turns per phase.  
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The quadrate axis synchronous inductance could be calculated in the same manner, as it was the direct 

axis inductance. Based on the FEM data the value of the direct axis inductance and reactance using the 

modified equation, due to the specific motor geometry, is calculated by the following equations: 

2/

)(

mI

pARRN

L

qio

q ⋅
⋅Δ⋅−⋅

=
qq

LX ⋅= ω    (4) 

The values of the direct and quadrate axis inductance and reactance calculated by using FEM data and 

the measured ones are presented in Table 1. 

TABLE 1. Direct and Quadrate Axis Inductance and Reactance 

Parameter FEM calculated Measured 

L
d

 [mH] 16.33 16.14 

X
d

 [Ω] 5.13 5.07 

L
q

 [mH] 14.26 14.59 

X
q

 [Ω] 4.48 4.58 

Electromagnetic Torque Calculation

The torque represents significant information about the motor that needs to be known as accurately as 

possible, often as a function of the rotor position, as well. There are several methods for calculating 

the torque using Finite Element Method (FEM) data, but for this research the Maxwell stress method 

has been adopted [3].  This method has been selected, since with it the torque can be calculated very 

easy by using the data from the quasi three-dimensional calculation of the magnetic vector potential. 

The necessary data for the determination of the torque by the Maxwell stress method is provided by 

calculating the magnetic vector potential for different current loads and for different rotor 

displacements. The Maxwell stress method (MSM) is based on the Faraday-Maxwell's theory on 

electromagnetic forces interacting on a closed surface, in this case that is the air-gap between the rotor 

and the two stators, where the net force is produced on the rotor. The force produced on the rotor for 

each segment and different rotor displacement, in the postprocessor stage, is calculated by the 

Maxwell stress method (MSM) described with the following equation: 

( ) ( ) ( )[ ]nBHnHBnBHdF ⋅−⋅+⋅⋅=
2

1

     (5)

The calculated force for each segment and different rotor displacements is than implemented in (6) in 

order to calculate the total electromagnetic torque produced by the motor for different rotor 

displacements. 

( )( )
iostxx

x

emMSM
RRNpRFT −⋅⋅⋅⋅=∑

=

5

1

     (6) 

The calculated values of the total electromagnetic torque in relation to the different load angles for the 

analysed PM disc motor  are presented in Fig. 8. Based on the assumption that the characteristic of the 

electromagnetic torque in relation to the load angle is sinusoidaly distributed, the load angle can be 

calculated as: 

max 

/sin
emem

TT=δ       (7) 

where: T
em

 - rated value of the electromagnetic torque and   T
em max

 - maximum value of the 

electromagnetic torque. The calculated value of the load using FEM data and the measured one at 

rated electromagnetic torque T
em

=60.515 Nm are presented in Table 2. 
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TABLE 2. Load angle 

Parameter FEM calculated Measured 

δ [°] 21.38 22.22 
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Figure 8. Electromagnetic torque for SMC strip slot closure topology 

Performance Evaluation of PM Disc Motor

The Finite Element Analysis enables to evaluate the magnetic field properties in the whole 

investigated domain of the motor. From the air gap flux density distribution presented in Fig. 6 the 

influence of the armature reaction on the main PM excitation field is quite evident in comparison with 

the distribution presented in Fig. 5. Using a particular FEM calculation the reactance along the d, q 

axes are determined. By using them, the phasor diagram of the PMDM of the motor at rated load 

conditions could be constructed and valuable data could be determined from it about the performance 

of the motor. From the presented data it was justified that the presented methodology for calculation 

performance characteristics of the PMDM is quite accurate and correct. Consequently, it can be 

recommended for similar calculations of any type of synchronous motor. 

Conclusion

A parameter and performance evaluation procedure for PMDM using FEM data is presented and 

performed. Due to the specific geometry of the motor a proper modelling of the motor and an adequate 

mesh size refinement, especially in the air gap, has been performed and presented.�The proposed 

methodology by implementing different methods for calculation of steady-state characteristics under 

different operating conditions, enabled the authors to carry out a deepened performance analysis of the 

PM disc motor, and an evaluation of its behaviour at various loads. 
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Abstract – A nested evolutionary algorithm to automatically design rectangular unequally spaced grounding 
grids is proposed. The arrangement of the conductors of the grid along the two sides of the rectangular grid is 
done according to an exponential regularity by means of two adequate values called compression ratios. The 
algorithm proposed optimizes both these values. It consists of an internal genetic algorithm to find the 
maximum touch voltage generated by a grounding grid and an external genetic algorithm to find the two 
optimized values of compression ratio. The external genetic algorithm studies the dependence of the 
maximum touch voltage generated by each grounding grid on both the compression ratios by means of a two-
variable objective function. An exhaustive comparison with the other methods given in literature is made and 
the results prove that the algorithm proposed competes, in terms of safety and calculation times, with the 
other methods.

Introduction

The problem of the grounding grid design has been intensively discussed over the years and several 
approaches have been proposed. In the latest years, in particular, the unequally spaced structures have 
been turned out to be more efficient, in terms of low values of touch voltages, than the equally spaced 
ones [1]. Although some automatic methods and formulas have been proposed in [1-8], the problem of 
how to arrange the conductors has not yet been solved by general formulas and rules. An arrangement 
according to an exponential regularity has been proposed in [9-14] and the problem of the grounding 
grid design has been formalized as the choice of two adequate parameters defined as “conductor 
compression ratios” (or simply compression ratios). This problem has been solved, in literature, 
according to considerations based on experience (i.e. by empirical formulas) [10], or assuming that a 
grounding grid can be represented by only one compression ratio obtained by means of graphical 
considerations (see [9], [14]) or simple iterative methods [13]. In this paper the Authors prove that the 
choice of the two optimal compression ratios in the design of rectangular grounding grids is not trivial 
and that an empirical approach is not, in general, reliable. The Authors, therefore, propose here a 
Nested Evolutionary Algorithm (NEA) to simultaneously determine both the compression ratios which 
guarantee the minimum value of touch voltage. 

Correspondence Between A Rectangular Grounding Grid And Two Compression Ratios
Let us consider a meshed rectangular grounding grid having Nx conductors running perpendicular to a 
side (x axis) and Ny conductors running perpendicular to the other side (y axis). Let us indicate with  Lx
and Ly the length of the sides arranged along the x and y axes, respectively, and with Nx and Ny the 
number of conductors perpendicular to the x and y axes, respectively. 
Let us briefly refer to the conductors arranged according to any of the two directions, and so let us 
indicate with Nc and Lc the number of conductors and their length, respectively; as a consequence, the 
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arrangement of these conductors according to the exponential regularity from the centre of the 
grounding grid is given by [9-10]: 

Dn =Dmax  Cn                                                                    (1) 
where: Dn  is the distance of the nth conductor from the (n-1)th conductor, n=1, 2, …, Nc/2  if Nc is even; 
n=1, 2, …, (Nc-1)/2  if Nc is odd; C is the compression ratio related to the axis under examination. It 
defines the arrangement of the conductors along this axis and varies in the interval ]0, 1[.  
As can be seen from (1), the distances Dn are the terms of a geometrical progression having C as the 
ratio between two generic contiguous terms and D1=Dmax·C as a first term; the distance of the first 
conductor from the centreline of the grid is equal to D1 if Nc is odd, and to D1/2  if Nc is even. 
As to Dmax, it can be obtained in the following way. We can impose: 

if the number of conductors Nc is even: 
/ 2 / 2

max
max

1

1
1 2 2

c cN N
c

n
n

L DCD D C C
C

                         (2) 

or if the number of conductors Nc is odd: 
( 1) / 2 ( 1) / 2
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                               (3) 

From (2) and (3) it is possible to get Dmax for Nc even and Nc odd, respectively: 

max / 2

(1 )
(1 2 )c

c
N

L CD
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          max ( 1) / 2

(1 )
2 (1 )c

c
N

L CD
C C

                          (4) 

From what said above, it is clear that to each value of C corresponds an arrangement of conductors for 
each axis, and the problem concerning the design of rectangular grounding grids consists therefore in 
determining two compression ratios Cx and Cy along the two axes x and y, respectively. So, once the 
number of conductors of the rectangular grid perpendicular to the x and y axes, their length, cross-
section and burying depth are fixed, to each couple of compression ratios corresponds a rectangular 
grid that we will indicate with G(Cx , Cy) where G stands for grid [9-10]. 

Formulation of the Min-Max Problem

The problem concerning the design of grounding grids consists in finding the couple (Cx, Cy) of 
compression ratios which ensures minimal values of touch voltages. More formally the problem 
consists of the following: 

Minimize UTmax (Cx, Cy)    in ]0, 1[  ×  ]0, 1[                                           (5) 
where UTmax (Cx, Cy) is the maximum value of touch voltage generated by the rectangular grid 
G(Cx, Cy). In other words, for a fixed number of conductors, we have to find, among all the possible 
configurations of grounding grids G(Cx, Cy), the one which guarantees the best performances in terms 
of safety. 
This Min-Max problem has been solved by our Nested Evolutionary Algorithm (NEA). Briefly, NEA 
consists of two nested genetic algorithms: the Internal Genetic Algorithm (IGA), and the External 
Genetic Algorithm (EGA). 

Description of the Algorithm
For each grid G(Cx, Cy) the touch voltages in the soil surface points 
are calculated by the Maxwell’s subareas method [15] and, 
consequently, an Internal Genetic Algorithm (IGA) finds the 
maximum touch voltage UTmax(Cx, Cy).  Fig. 1 shows an example of 
trend of touch voltages obtained through a computationally 
expensive calculation of the UT(P) made on a big number of the 
soil surface points by means of the Maxwell’s subarea method. Fig.1 Trend of the touch voltages 

generated by an unequally spaced 
grounding grid G(Cx, Cy)
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The Internal Genetic Algorithm is a steady-state algorithm [16], which works only on a population of 
NIGA points P of the soil surface. These points are initially sampled pseudo-randomly. Each point 
P(x, y) is an individual having x and y as chromosomes. Since the touch voltage is a continuous 
function in each point P of the soil surface, a real encoding has been chosen. In consideration of the 
rectangular shape of the grounding grid and therefore of the rectangular shape of the decision space 
the arithmetic crossover technique has been chosen [17]. The naïve elitist selection [16] has been 
performed and the probability of random mutation [17] has been set on 0.1. The algorithm is stopped 
when at least one of the two following conditions occurs: 1) the difference between the maximum 
touch voltage and the average value among all the touch voltages UT k (P) calculated in the generic k th

iteration is smaller than a pre-arranged value of accuracy IGA; 2) the number of iterations Niter
IGA

reaches a pre-arranged value Niter-max
IGA.

The External Genetic Algorithm is a steady-state algorithm [16], which uses the values of the 
maximum touch voltage UTmax(Cx, Cy) generated by the various grounding grids G(Cx, Cy) and 
calculated by the Internal Genetic Algorithm.  UTmax(Cx, Cy) is considered as a fitness function to find 
the two optimal compression ratios Cx

opt and Cy
opt, that is, to find the configuration G(Cx

opt, Cy
opt) of the 

grid which generates the minimum value of the maximum touch voltage. 
Each individual of the population is a grounding grid 
G(Cx, Cy) and the population is made up of NEGA grids.
Each grid (individual) has a genotype composed by two 
compression ratios that are two real numbers, each 
belonging to the interval ]0, 1[. The arithmetic 
crossover technique and the random mutation with a 
probability set on 0.2 have been chosen and the 
tournament selection of the individuals has been 
performed [17]. The stop criterion follows the same 
logic as that chosen for the IGA. 
Fig.2 shows a graphical representation of the algorithm 
proposed.

Numerical Results

The Nested Evolutionary Algorithm (NEA) has been implemented in three different cases and it has 
been compared with some practical problems found in literature. Table I and II show the algorithmic 
parameters for both the internal (IGA) and the external (EGA) Genetic Algorithm. 

Table I  IGA algorithmic parameters to find UT max Table II  EGA algorithmic parameters to find Cx
opt and Cy

opt

Population Size NIGA 200  Population Size NEGA 50
Mutation Probability pmut

IGA 0.1  Mutation Probability pmut
EGA 0.2 

Crossover Probability pcr
IGA 1  Crossover Probability pcr

EGA 0.8 
Maximum No. of Iterations Niter-max

IGA 250  Maximum No. of Iterations Niter-max
EGA 250 

Accuracy IGA 0.01 Accuracy EGA 0.0001 

Fig.2 Graphical representation of the NEA

EGA: finds Cx
opt and Cy

opt, that is it finds 
the minimum value of UTmax(Cx, Cy) on the 

basis of a population made up of N EGA

grids G(Cx, Cy)

IGA: finds UTmax(Cx, Cy) for 
each grid G(Cx, Cy) on the 

basis of a population made up 
of N IGA soil surface points Returns 

UTmax

Returns 
Cx

opt Cy
opt
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First case: comparison between NEA and a method based on empirical formulas
A criterion for designing unequally spaced grounding grids has been proposed in [1]. Table III gives 
the parameters of the problem. The empirical method proposed in [1] determines the proper number of 
conductors to be used (in this case Nx = 21 and Ny = 14) and arranges these conductors by means of 
empirical formulas. 
For the same problem, using the same conductors Nx = 21 and Ny = 14, our NEA has been applied and 
the results have been compared with the ones obtained by the method proposed in [1] (see Table IV). 
The arrangement of the conductors is expressed in terms of distance in meters between each couple of 

subsequent conductors (for the method proposed in 
[1] ) and in terms of compression ratios (for our 
NEA). As the results show, the solution given by 
NEA outperformed the one obtained by the method 
proposed in [1] since it generates a lower value of 
UTmax using the same amount of conductors. 

Table IV Comparison between NEA and a method based on empirical formulas 

Method Arrangement of the conductors UTmax [V] 
[1] [1.1, 2.4, 3.4, 4.4, 5.3, 6.1, 6.7, 7.4, 7.9,8.4]    [1.6, 3.5, 5.1, 6.3, 7.2, 8.0, 8.6] 966.6517 

NEA Cx
opt = 0.8750 Cy

opt = 0.8875 943.0464 

A Discussion about Grounding Grid Designing Methods

The problem concerning the design of grounding grids has been discussed over the latest years and 
several methods have been therefore proposed in literature. These methods can be distinguished in two 
groups (see Table V):
1) methods based on the optimization of an objective function without geometrical assumptions [5-8]; 
2) methods based on the compression ratios [9-14]. 
The main difference between these two approaches is that the decision space is discrete for the 
methods of group 1) while it is continuous for the methods based on the compression ratios. Obviously 
this difference is extremely significant as concerns the implementation of the optimization methods. 
Group 2) takes into account an infinite set of configurations of grounding grids but it assumes that the 
conductors are arranged according to an exponential regularity and symmetrically with respect to the 
centrelines. These assumptions allow the description of a grounding grid by only two real parameters; 
consequently they reduce the computational complexity but they obviously lose the generality of the 
search. The methods of group 1) do not make, in general, any assumption about the arrangement of the 
conductors but they discretize the decision space considering a big number of possible configurations 
of grounding grids.  
Table V shows an analysis of both the features of several methods belonging to group 1) and those of 
the methods based on the compression ratios. In this Table the assumptions and the cardinalities of the 
decision spaces have been highlighted. 

Table V Comparison between methods based on the compression ratio and other methods 

Method Objective  Assumptions Decision Space 
[6] Cost  Symmetry 2

222
LyLx

[7] Touch voltage None NyNx LyLx )1()1(
[8] Touch voltage None 

!!
)!(

!!
)!(

LyNy
LyNy

LxNx
LxNx

Compression Ratios Touch voltage Exponential regularity and Symmetry Continuous 

Table III Parameters of the first case 

Fault Current IF 5280 A 
Resistivity 500 m
Area under study As 107 m x 72 m 
Cross-Section of the conductors Sc 85 mm2
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Second case: comparison between NEA and other designing optimization methods

A numerical comparison among the methods proposed in Table V has been carried out for the set of 
parameters shown in Table VI. The numerical results of this comparison are shown in Table VII. 

Table VI Parameters of the second case 

Fault Current IF   5000 A 
Resistivity   100 m
Area under study As   80 m × 60 m 
Cross section  Sc   69 mm2

Burying depth hd   0.5 m 
Conductors perpendicular to the x axis Nx   7 
Conductors perpendicular to the y axis Ny   5 

Table VII Comparison between NEA and other designing optimization methods 

Method Arrangement of the Conductors UTmax [V] Decision Space Calculation Time 
[6] [0,6,22,40,58,74,80][0,10,30,50,60] 818.2894 4.7224x1021 6h 41min 
[7]  [0,7,22,40,58,73,80][0,10,30,50,60] 801.5457 1.9322x1022 8h 12min 
[8] [0,7,22,40,58,73,80][0,10,30,50,60] 801.5457 4.8265x1016 3h 28min 

NEA Cx
opt = 0.5833     Cy

opt= 0.5333 810.1916 Continuous ]0, 1[ × ]0, 1[ 36 min 

The arrangement of the conductors is expressed, for [6], [7] and [8], in terms of distances of each 
conductor from the reference axes, the origin of these reference axes being in the lower left corner of 
the grounding grid. As concerns NEA, the arrangement of the conductors is obviously expressed in 
terms of compression ratios. 
As to the values of UTmax, the results in Table VII show that NEA leads to slightly better results than 
[6]; moreover, as shown in Table VII, NEA leads to slightly worse results than [7] [8] since our 
method considers the exponential regularity while [7] and [8] don’t make this assumption. On the 
other hand, the NEA calculation times needed for the design are much lower than those obtained from 
the other methods. 

Third case: comparison between NEA and other methods based on compression ratios

NEA has been compared also with other methods which make use of the compression ratios to design 
the grounding grids. In [10] the optimal compression ratio is obtained by an algorithm based on 
empirical formulas. In [9] it has been assumed that, for a rectangular grounding grid, the optimization 
can be performed on only one value of compression ratio by assuming Cx = Cy and so an analytical 
study of the dependence of the maximum touch voltage on this compression ratio has been carried out. 
The parameters related to this third case are given in Table VIII. The optimization results are given in 
Table IX. 
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Table VIII Parameters of the third case 

Fault Current IF      1000 A 
Resistivity      100 m
Area under study As      100 m x 60 m 
Cross section  Sc      85 mm2

Burying depth hd      0.5 m 
Conductors perpendicular to the x axis Nx      11 
Conductors perpendicular to the y axis Ny      7 

Table IX Comparison between NEA and other designing methods based on the compression ratio

UTmaxMethod Optimal Compression 
Ratios (Cx

opt , Cy
opt) [V] %GPR 

[9] (0.6,  0.6) 105.4768 17.60 
[10] (0.72, 0.74) 110.8938 18.36 
NEA (0.6938, 0.6625) 91.5869 15.28 

The last two columns of Table IX give the values of UTmax for each couple of compression ratios; these 
values are expressed in absolute value as well as in percentage of GPR, where GPR stands for Ground 
Potential Rise [18]. The results show that the design carried out by NEA as minimization of the two-
variable function  UTmax(Cx, Cy), leads to significantly lower values of touch voltages. Consequently, 
using the same amount of conductors, the method proposed leads to a significantly better design in 
terms of electrical safety. 

Conclusions
In this paper a Nested Evolutionary Algorithm to design rectangular grounding grids has been 
proposed. This method, unlike the methods given in literature, studies the dependence of the 
maximum touch voltage on both the compression ratios, simultaneously. A two-variable objective 
function has been formalized and its minimization has been performed in a proper decision space. 
NEA offers a numerical approach for the problems concerning the design of grounding grids without 
making use of any empirical formula but analyzing, by means of two nested genetic algorithms, the 
behaviour of the touch voltages on the soil surface. The numerical results show that NEA leads to 
better results than other methods based on compression ratio or on empirical formulas. As expected, 
the methods which do not make geometrical assumptions, such as the exponential regularity, can lead 
to slightly better results than NEA, since they in practice consider more possible configurations of 
grounding grids. On the contrary, these methods are not competitive at all with NEA in terms of 
calculation times. 
Finally, it is also important to notice that the application of NEA, for the three cases shown in Tables 
IV, VII and IX, leads to three couples of compression ratios which are quite different among them. 
This result has to be considered as a further confirmation that the values of the optimal compression 
ratios could vary significantly with each problem under study and therefore they cannot be efficiently 
established a priori, according to consideration based on experience. 
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Abstract – Based on the comparison of the numerical results obtained by using different couplings of the 
electromagnetic field formulations in different conducting or non-conducting, magnetic or non-magnetic 
regions, this paper establishes which is the most convenient model of electromagnetic field computation in 
transverse flux induction heating analysis. 

Introduction

One of the most effective technologies in continuous induction heating of metallic sheets is the 
Transverse Flux Induction Heating (TFIH) that can be distinguished by a high electric efficiency at 
relatively low frequency operation [1]. A TFIH system, Fig.1, consists mainly of one or several pairs 
of coils, magnetic cores and a moving metallic sheet passing through the middle of the inductor air 
gap. The magnetic field produced by the coils, normally oriented in the symmetry plane of the air gap, 
determines eddy currents and consequently, the sheet heating. Such a system represents the physical 
support for the study of different 
couplings of electromagnetic field 
formulations in this paper. 

The coils of a transverse flux 
inductor, of stranded conductor 
type, where the current - source of 
the electromagnetic field is known, 
are non-magnetic and non-
conducting regions (1) and the 
magnetic cores are no-source, 
magnetic and non-conducting 
regions (2). 

The sheet to be heated is a no-
source, conducting, magnetic or 
non-magnetic region (3). 

The air surrounding the 
inductor and the sheet, which has 
the properties of vacuum is a no-
source, non-conducting and non-
magnetic region (4). 

Coil  

Moving      
magnetic core 

Fixed
magnetic  

core

Moving  
sheet

Fig. 1. Geometry of a TFIH system 
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Couplings of Electromagnetic Field Formulations

The field models are couplings between different formulations of the electromagnetic field in 
regions with different physical properties [2-3]. The following three models are studied: 

(a) T - - red model, which is the coupling of T formulation, in electric vector potential T and 
magnetic scalar potential  in the eddy current and no-source region (3), of formulation in the 
magnetic, non-conducting and no-source region (2) and of red formulation, in reduced magnetic 
scalar potential in the non-conducting, non-magnetic and source region (1) and in the non-
conducting, non-magnetic and no-source region (4).  

o The T formulation is characterized by the following equations expressed in potentials: 

rot [(1/ ) rotT ] - grad [(1/ p) divT] + j (T - grad ) =  0                       (1)
div [ (T - grad )] = 0                           ,                                                     (2) 

where -grad [(1/ p)  divT] is a penalty term by which the Coulomb's gauge divT = 0 is imposed, 
,  are the magnetic permeability and the electric conductivity of the region and  is the field 

pulsation.
o The  formulation is characterized by the equation:  

div [ (- grad )] = 0                                                         (3) 

o In case of red formulation the magnetic field source, H0 , generated by the coils regions, where 
the current density Jex is given, is computed using the Biot – Savart formula. The equation 
associated with this formulation is:  

div [ 0(- grad red  + H0)]  =  0,                                                   (4) 

where 0 represents the magnetic permeability of the vacuum. 
(b) AV-A- model, which is the coupling of AV formulation, in magnetic vector potential A and 

electric scalar potential V in the eddy current and no-source region (3) and of A formulation in the 
other three regions (1), (2) and (4). 

o The AV formulation is characterized by the following equations expressed in potentials: 

rot [(1/ ) rotA] - grad [(1/ p) divA] + (j A + gradV) = 0                          (5)    
div [ (j A + gradV)] = 0                        ,                                                     (6) 

where - grad [(1/ p) div A] represents the penalty term by which the Coulomb's gauge divA = 0 is 
imposed. 

o The A formulation is characterized by the equation:  

rot [(1/ ) rotA] - grad [(1/ p) divA]  = Jex                                         (7)

(c) AV- - red model, which is the coupling of AV formulation, in magnetic vector potential A and 
electric scalar potential V in the eddy current and no-source region (3), of formulation, in the 
magnetic, non-conducting and no-source region (2) and of red formulation in reduced magnetic 
scalar potential, in the non-conducting, non-magnetic and source region (1) and in the non-
conducting, non-magnetic and no-source region (4). The equations in potentials of this model are 
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(5), (6), (3) and (4). 
The boundary conditions, Fig. 2, associated to the T - - red model, are as follows: 

 / n = 0, red / n = 0 and T n = 0, on boundaries where B n = 0,  
 = constant, red = constant and T x n = 0, on boundaries where H x n = 0,

The boundary conditions associated to the AV-A-A model, are the following: 
A x n = 0 and V = constant, on boundaries where B n = 0,
A n = 0 and V/ n = 0, on boundaries where H x n = 0. 

The boundary at infinity of the electromagnetic field open boundary problems is modeled in the 
FLUX3D software by a particular region named infinite box, which represent an inverse 
transformation of the real unbounded region in parallelepiped layers. 

Numerical Results with the Three 
Field Models

The numerical applications consider 
the following data:
- inductor with two pairs of coils, pole 

pitch length 465 mm, magnetic core 
height 235 mm,  

- non-magnetic steel sheet, thickness  
1 mm, electrical conductivity             

=1e-6 S/m, 
- linear magnetic cores with relative 

magnetic permeability r = 1000, 
- current flowing through each coil 

14,000 A, 
- frequency supply 1000 Hz. 

Two values of the sheet width 2b are 
considered, 1000 mm, case (1), and  
1500 mm, case (2). For each case the 
number of finite elements and the 
number of nodes is the same for all three models of electromagnetic field computation. 

The main interest of electromagnetic field computation in TFIH systems is represented by the 
induced current and power densities in the sheet. The color shaded plots in Fig. 3 emphasize a strong 
non-uniformity of the induced power density distribution that entails a certain transversal non-
uniformity of sheet heating. 

a) b)
Fig. 3. Chart of the induced power density  

a) case (1); b) case (2) 

Fig. 2. Computation domain and boundary conditions 

H x n = 0 

B n = 0

Infinite 
box 

H x n = 0 
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The transversal non-uniformity of the sheet heating is very well reflected by the transversal profile 
P(y/b) of the induced power density integrated along the sheet and on the sheet   thickness [4]. The 
transversal profiles in Fig. 4 show that the three electromagnetic field models offer very close results, 
both in case (1) and in case (2). The relative differences with respect to the average between the results 
obtained using the three electromagnetic field models, Fig. 5, increase toward the sheet edges and are 
larger in case (1) than in case (2). The numerical results of AV-A-A model are under the average of 
the results of the three models and the results of T - - red and AV- - red models are over the 
average. Consequently, the differences between the results related to the transversal profile of induced 
power density obtained with the three models of electromagnetic field computation being so small, the 
choice of one or of the other must be established by other results or characteristics of the numerical 
simulations that are further discussed. 
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Fig. 4. Transversal profile of induced power density 

a) case (1); b) case(2) 
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Fig. 5. Relative differences of induced power density profiles with respect to the average of three profiles 

a) case (1); b) case (2) 

Based on the results in Tables 1 and 2, related to the power P2 induced in the sheet, power losses 
Pm in the magnetic cores, maximum value J2max of the induced current density, minimum and 
maximum of the transversal profile function P(y/b), memory requirements and computation time, the 
following remarks can be formulated: 

Globally, the differences between the results of the three models are small; 
The results obtained using the T - - red model and AV- - red model are practically       
identical;
Concerning the quantities P2, Pm, J2max, Max_profile, Min_profile, the results of AV-A-A model 
are slightly smaller than the results obtained using the other two models;  
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The T - - red model is the most economical as number of equations and CPU time; compared to 
the AV-A-A model this model needs 5.78 less CPU time in case (1) and 6.74 less CPU time in 
case (2). In comparison with the AV- - red model, the T - - red model needs 3.7 less CPU time 
in case (1) and 5.58 less CPU time in case (2); 
The AV-A model is the most expensive regarding the number of equations and CPU time; indeed, 
the use of magnetic vector potential A in the non-conductive regions entails six unknowns per 
node compared to two unknowns per node in case of  or red formulations. 

Table 1. Results, memory requirements and computation time on a Pentium IV, 3GHz - case (1) 
Elmg. field 

model
P2

[kW] 
Pm

[kW] 
J2max

[A/mm2]
Max_profile 

[%] 
Min_profile

[%] 
No. eq. CPU time 

[s]
T - - red 311.00 12.25 136.0 197.78 0 64535 116 
AV-A-A 297.68 11.82 132.7 191.63 - 0.01 179137 671 

AV- - red 311.00 12.25 135.9 197.90 0 75216 429 

Table 2. Results, memory requirements and computation time on a Pentium IV, 3GHz - case (2) 
Elmg. field 

model
P2

[kW] 
Pm

[kW] 
J2max

[A/mm2]
Max_profile 

[%] 
Min_profile

[%] 
No. eq. CPU time 

[s]
T - - red 432.87 10.37 115.5 23.07 - 10.36 80496 169 
AV-A-A 413.35 10.06 112.7 20.17 - 12.55 212817 1139 

AV- - red 432.87 10.37 115.2 23.14 - 10.36 97825 943 

Consequently, it is very clear that the T - - red model is the most convenient between the three 
models. 

Influence of the Computation Domain Meshing on Results

The optimal design of electromagnetic devices based on finite element analysis needs typically to 
solve an important number of applications piloted by an optimization algorithm in order to find the 
best solution [4]. The minimization of computation time in such researches supposes field models able 
to fulfil two contradictory criteria: accurate results and short CPU time. The trade-off between these 
criteria imposes to use the most economical field model (a) and finite element discretization (b) of the 
computation domain. This section explains the meaning of (b) attribute by using the T - - red model 
of TFIH analysis, case (1).  

The results in Table 3 emphasize the influence on numerical results of mesh refining in the sheet 
region. The quantities J2max and B2max are the maximum values of induced current density and magnetic 
flux density in this region.  

From Mesh1 application to Mesh5 in Table 3, the mesh of the sheet region is more and more 
refined and consequently the number of equations and the computation time are more and more 
important. The smallest mesh point applied to the points defining the sheet region decreases from a 
size equal to the skin depth of the sheet material for Mesh1 application, to five times smaller than the 
skin depth for Mesh5 application.

Table 3. Influence of mesh size on the numerical results 
Application P2

[kW] 
J2max

[A/mm2]
Bmax
[T]

Max_profile 
[%] 

Min_profile
[%] 

No. eq. CPU time 
[s]

Mesh1 432.95 115.9 0.1489 20.55 -10.43 39245 76 
Mesh2 432.70 116.5 0.1533 22.75 -10.41 51007 100 
Mesh3 432.87 115.5 0.1462 23.07 -10.37 80496 169 
Mesh4 432.59 115.2 0.1439 23.00 -10.42 230395 544 
Mesh5 432.64 115.2 0.1480 23.03 -10.40 340364 841 
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Since the comparisons between the 
numerical results of the five applications in 
the first five columns of Table 3 are not so 
relevant for the influence of mesh 
refinement, the sum of square differences 
between the successive transversal profiles 
P(y/b) was considered. Thus, the step 1 of 
mesh refinement in Fig. 6 represents the 
comparison between the Mesh2 and Mesh1
applications, the step 2 the comparison 
between the Mesh3 and Mesh2 applications 
etc. The graph shows that the step 1 of 
mesh refinement has a very strong impact 
on the result accuracy in comparison with 
the following steps. Taking into account 
this finding on the one hand, and the 
increase of the computation time and 
memory requirements on the other hand, we 
can state that the best mesh configuration is 
that of Mesh2 application. 

Conclusions

Extrapolating the result of TFIH finite element analysis with three models of electromagnetic field 
we can conclude that the T - - red model is the best for eddy current magneto-harmonic problems. 
There are no relevant differences between the global or local numerical results obtained with  
T - - red, AV-A-A or AV- - red models, but the computation time and memory requirements are 
drastically increased when the last two models are used. 

The study of the influence of the mesh refinement on the numerical results shows that a good 
numerical model needs the research of the optimal mesh that corresponds to the compromise between 
the accuracy of the simulation results on the one hand and the computation time and memory 
requirements on the other hand. 
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Fig. 6. Sum of square differences between successive 
transversal profiles for different mesh refinement steps 
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Abstract – This paper presents effective methods for computing electromagnetic field sensitivity in the time 

domain versus conductivity perturbations in finite elements. The resultant gradient information may be used 

for solving inverse problems such as the identification of material conductivity distributions. The algorithms 

described are based on known methods from established circuit theory - incremental circuit and adjoint 

circuit, these have been expanded to apply in electromagnetic field theory.

Introduction

The usual purpose of sensitivity evaluation methods is the design of electromagnetic devices, 

however it may also be used for the determination of materials parameters through inverse iteration. 

Electrical parameters may be tested using the eddy-current method. In this work, we consider the 

application of impulses generated by non-harmonic excitations. Material testing with this technique 

depends on the excitation of an alternating field around the sample, the positioning of the sample and 

the processing applied to the output signal from the measurement sensors (coils). The data gathered is 

employed as the basis for obtaining the inverse problem solution. By establishing the material 

parameters distribution, a numerical simulation can then be back-fitted to the measurement results. To 

carry out this inverse job, a large number of electromagnetic field distribution measurements are 

necessary. This problem suits the impulse method very well. The excitation coil may be driven with 

relatively long impulses; this makes it possible to identify surface shape as well as being able to 

penetrate into the conducting material. The inverse job is solved by iteration so, for faster 

convergence, the gradient information derived from sensitivity analysis is necessary.  

In this work only two-dimensional cases in linear, isotropic media were considered. Two effective 

methods for sensitivity analysis of a magnetic vector potential in the time domain are described.  

Finite Element Method in the Simulation of Pulsed Eddy Current Testing

In describing the magnetic field with the vector magnetic potential A, the transient field of eddy-

currents may be discretized using the generalized time stepping scheme theta described in [1,2]. 

Dividing the time range (0, T) into n time steps of length Δt = T / n, the two level scheme can be 

shown as follows: 
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where [K] and [M] are the stiffness and mass matrices of finite elements containing the material 

parameters and geometric properties of the simulated sample, {A
i
} is the vector of the desired node 

values and {R
i
} is the discretized excitation for time steps i · Δt, with i = 1,...,n, and the parameter Θ 

determines the time stepping scheme [1]. The numerical formulation used for the calculation of the 

induced voltage (emf) in the measurement coil by means of magnetic vector potential A given in [3] 

has been adopted. 

Sensitivity Analysis in the Time Domain through the Finite Element Method

The sensor sensitivity versus conductivity γ
(e)

 in single finite element e is defined for the time step 

i · Δt as: 
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where: Ωc is the cross-section of the measurement coil. For the purposes of the sensitivity calculation 

in the time domain, two equivalent techniques might be applied, i.e. the incremental system method 

and Tellegen's method of adjoint system.

The Incremental System Method

This method calls for the differentation of equation (1) versus the electric conductivity in element 

e γ
(e)

[4]. The stiffness matrix [K] and the excitation vector {R
i
} do not depend on conductivity, so for 

the nodal sensitivities,  
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the following sensitivity equation may be obtained: 
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This equation is solved step-by-step with zero initial condition {S0,(e)} = {0}. In this manner the 

vectors of nodal sensitivities for all time steps are obtained. The sensor sensitivity is derived by 

integrating nodal values over the cross-section of the coil. 

The Adjoint System Method 

This method is based on the Tellegen theorem which is well known in circuit theory [5,6]. The 

application of this method in field theory for the frequency domain was shown in [7]. It has been 

extended by the authors of the this paper for application in the time domain [8,9].  

Neglecting displacement currents, the following sensitivity equation was obtained: 
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where E is the electric intensity vector, H is the magnetic intensity vector, J
S
 is the excitation current 

density, μ is the magnetic permeability and γ is the electric conductivity. The symbol (
+

) means the 

value referred to in the adjoint system, the remaining parameters belong to the original system. Both 

systems are analyzed for the same area Ω with the boundary Γ. The original system is analyzed at time 

t and the adjoint system at time τ = T – t, where T is the time of the sensitivity evaluation. In the 

sensitivity equation (5) one can find the component L
+

S
 which can be interpreted as a magnetic current 

density vector and is equal to zero for all physical models.

The sensitivity equation (5) determines how to construct the adjoint model. Assuming the same 

material parameters for both models μ = μ
+

 and γ = γ
+

 simplifies this equation. The boundary integral 

in (5) may be eliminated assuming appropriate boundary conditions in the adjoint model. The 

excitation in the adjoint model can be chosen so that the sensitivity for the desired area, e.g. the coil, 

can be calculated directly. While assuming excitation only with an electric current and calculating 

versus electric conductivity, the sensitivity equation simplifies to: 
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Comparison of the Methods

 

Numerical calculation with both methods involves the analysis of the original model followed by 

analysis either of an incremental model or an adjoint model. Both models employ the same stiffness 

and mass matrices. While using the constant time step Δt, the matrices remain unchanged during the 

calculation. If the model of the measurement coil consists of m finite elements, the sensor sensitivity 

with the adjoint model can be calculated immediately, and, with the help of the incremental circuit, as 

much as m calculations are necessary (there is no need for any additional factorization of the 

matrices). 

Inverse Problem

Sensitivity analysis can be applied to both shape recognition and the identification of material 

parameters such as conductivity distributions. When the simulated field distribution (time function) 

agrees with experimental measurement, it is assumed that the conductivity distribution is correct. As 

the discrete goal function F for optimization of the quadratic error is assumed: 
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where: Ai

p

 is the magnetic vector potential for the time step i = 1,...,n, and for the position p of the coil 

p = 1,...,q, and Ai

p

 is the referenced value from experimental measurement. 

For optimization, the Gauss-Newton algorithm with truncated singular value decomposition of 
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the sensitivity matrix was used [10]. The process starts with initial configuration, for example, with a 

conductivity distribution without cracks. In successive iterations, the sensitivity is calculated and then 

the conductivity corrections Δγ in finite elements. The iterations are repeated until the error F is 

minimized. 

Numerical Example

Let us consider the following example for sensitivity evaluation. Three coils have been placed 

inside a long conducting pipe, (Fig.1). The coil in the middle is used for measurement, other two are 

excited differentially. Excitation is in the form of a half sinusoidal wave (Fig.2). 

 

Fig. 1. Three coils inside the pipe 
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Fig. 2. Excitation shape 

 

The model exhibits cylindrical symmetry and can be analyzed using a 2D formulation. The zero 

Dirichlet condition was assumed along the axis of symmetry and the zero Neumann-conditions on the 

remaining boundaries. The area was divided into 2304 finite elements with 1201 nodes (Fig.4). 

 

Fig. 3. Simulated model  Fig. 4. Finite element mesh 

 

The analysis in the time domain was carried out with a backward Euler scheme, with a constant 

time step of Δt = 20 μs.  

Sensitivity Analysis

The sensor sensitivity (2) will be evaluated using a modified vector potential U = A
φ
r versus 

conductivity in the search area (Fig.4) consisting of 320 elements with 100 time steps, i.e. 

320 · 100 = 32 000 sensitivity values were calculated. 

The distribution of the modified potential U in the original model for three values of t is shown in 

Fig.5. The penetration of the magnetic field into the pipe wall can be observed. Fig.5 shows that the 

time step Δt was chosen correctly for the transient analysis.  
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For the adjoint model build and analysis, the excitation was assumed to be in the form of a Dirac 

impulse driven into the finite elements of the measurement coil [9]. The field distribution for the 

adjoint model is shown in Fig.6. 

 

 

Fig. 5. Modified vector potential U distribution for: a) t = 200 μs, b) t = 400 μs, 

c) t = 1000 μs obtained with FEM on original model 

 

 

Fig. 6. Modified vector potential U distribution for: a) t = 200 μs, b) t = 400 μs, 

c) t = 1000 μs obtained with FEM on adjoint model 

 

On the basis of the above field distributions for the original and adjoint models, the values of 

sensor sensitivity versus conductivity were calculated (Fig.7). 

 

 

Fig. 7. Sensor sensitivity versus conductivity for:  a) t = 200 μs, b) t = 400 μs, c) t = 1000 μs 
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Inverse Job

This example shows the exploitation of sensitivity knowledge to identify the conductivity 

distribution inside the pipe wall. The eddy-current probe, consisting of three coils, moves inside the 

pipe with increments of  2.5 mm. In each position, the probe is excited and the voltage impulse in the 

measurement coil registered. For the purposes of simulation, this is equivalent to 17 locations for the 

probe (q = 17). The measurement was simulated with the help of FEM adding random 1% relative 

error. The search area consisted of 64 elements with a conductivity of γ = 2·10
7

 S/m (Fig. 8a). This 

means that, in every iteration step, there were 17 · 64 · 100 = 108 800 sensitivity values calculated 

providing gradient information for iterative Gauss-Newton with TSVD algorithm. The conductivity 

distribution, as well as crack shape, was correctly identified after 8 iterations. 

 

 

 

Fig. 8. Identification process: a) assumed distribution of conductivity, b) initial distribution of conductivity, 

        c) recognition of conductivity after 2 iteration, d) after 4 iteration, e) after 6 iteration, f) after 8 iteration 

Conclusions

The convergence of numerical identification algorithm described in the paper depends strongly on 

exact measurement of magnetic flux density (it’s time function). The authors have simulated the 

measurement using finite element model with additional noise. While using real measurement data the 

results of identification would be worse. 

A very good choice is the solution of over-determined equation systems for the case of excess of 

measurement data. For identification of real cracks the application of data filtering and TSVD 

regularization of Gauss-Newton algorithm is necessary.  

To analyze the wide class of real cracks the three-dimensional analysis should be applied. For 

3D-formulation a new form of sensitivity equations has to be obtained. It will be aim of future work. 

The three dimensional algorithm will consume much more computation time, so it must be optimized 

carefully. 
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Abstract – This paper deals with the finite element (FE) modelling of squirrel-cage induction motors having 
one or more broken bars. A two-dimensional (2D) multi-slice FE model allows to consider the position of the 
bar breakage (at one of the endrings rather than in the middle), the skew of the rotor bars and the interbar 
(IB) currents. The latter are effected by resistances distributed in the electrical circuit that connects the 
different slices of the cage. The multi-slice model is applied to a 3kW induction motor. An order-ofmagnitude 
estimate of the IB resistance follows from a short-circuit test (with healthy rotor). Next the effect of a broken 
bar and of the IB currents on the stator current spectrum is studied. 

Introduction

The existence of inter-bar (IB) currents in cast cage rotors of small induction motors is due to 
the absence of perfect insulation between the cage and the core [1]. These parasitic currents, which 
flow from bar to bar through the iron rotor core, are limited by the high but finite bar-core contact 
resistance rather than by the resistivity of the steel laminations. The accurate measurement of the IB 
resistance is by no means trivial. Some measuring methods and results of extensive experimental work 
are discussed in [1, 2]. Nominally identical rotors can have significantly different IB resistances, even 
when manufactured at the same plant, using the same equipment, and on the same day. Therefore, 
order-of-magnitude estimation of “the” bar-to-bar resistance may be thought to be sufficient [1]. 
Enhanced per-phase equivalent circuits of (healthy) induction motors show that IB currents are 
strongly promoted by rotor skew and may have a significant effect on their starting performance [2]. 
At load their influence is usually much less pronounced. Skew and IB currents can be taken into 
account more precisely when using a multi-slice FE-model. In such a model, the IB currents are easily 
effected by inserting lumped resistances in the electrical circuit of the cage [3, 4]. 

When one or more rotor bars are broken, the IB currents are locally promoted, attenuating the 
magnetic disturbance due to the broken bars and thus rendering their detection more difficult [5, 6, 7, 
8]. Indeed, depending on the finite IB resistance, current continues to flow into the broken bar from its 
healthy side, through the laminations and toward the adjacent bars. A simple analytical expression for 
the axial current distribution in the broken bar(s) can be derived [5, 6]. This paper is concerned with a 
detailed multi-slice FE analysis of this effect. After a brief discussion of the multi-slice FE model, its 
application to a 3kW induction is detailed. Particular attention is paid to the frequency spectrum of the 
stator phase currents in the presence of skew and a broken rotor bar.
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Multi-Slice FE Model With IB Currents

A multi-slice FE model of a machine of total axial length lz (along the z-axis) consists of nsl

unskewed slices of axial length )(i
zl (1   I · nsl ), in which the rotor position, denoted by )(i

rot , is 
shifted with respect to the average rotor position rot . An approximation with three slices is shown in 
Fig. 1. 

Fig. 1. Multi-slice model: approximation of skew by  Fig. 2. Electrical circuit of rotor cage with three FE 
means of three slices of equal length   slices and distributed IB resistance 

In each slice a 2D magnetic field is assumed and the same FE discretisation is commonly 
adopted in stator and rotor [3, 4, 9]. The layer of finite elements connecting stator and rotor mesh, the 
so-called moving band, is rotor position dependent and thus varies from slice to slice. Denoting the 
length and the rotor position of the i-th slice by )(i

zl and )(i
rot  respectively, the discretisation of the 

skew can be defined by means of the dimensionless coefficients (i) and (i):

where sk is the skew angle, and with (i) = 1 and -1 < (i) < 1. A uniform discretisation is 
commonly used [3]: 

Alternatively, a classical 1D Gauss integration scheme can be adopted [9]. Herein the position 
(i) and the weight (i) of the nsl evaluation points in the reference interval [-1,1] are such that the 

numerical integration is exact for all polynomials of degree 2nsl -1. The Gauss scheme allows 
significant savings as for a given accuracy less slices are required. 

In a single-slice FE model, the stator windings are each modelled as a so-called stranded 
conductor whereas the rotor bars are each modelled as a so-called massive conductor (thus ignoring 
and allowing for skin effect respectively) [10]. The series connection of the corresponding conductors 
in the nsl slices of a multi-slice model, their connection to the endrings, and the voltage supply of the 
stator windings are effected through electrical circuit equations. The endwindings and endrings are 
taken into account by means of lumped resistances and inductances. One thus obtains a large system 
of differential equations in terms of the nodal vector potential values and bar voltages of each slice, 
and a number of loop currents [10, 3, 4]. 
The electrical circuit of the rotor cage is easily extended with a view to the approximate inclusion of 
the IB currents. The latter are indeed allowed for by 2nsl resistances 2RIB= (i) distributed over the nsl
slices and between each pair of adjacent bars, as is shown in Fig. 2. Directly connected in parallel, 
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these 2nsl resistances amount to the IB resistance RIB . Note that each segment of the upper and the 
lower endring is shunted by a resistance RIB/ (1) = RIB/ sln . The generic FE and electrical circuit 
equations remain valid, but the number of independent current loops in the cage circuit now depends
on both the number of rotor bars and the number of slices. 

Application To A 3kw Induction Motor

We consider a 4-pole 220V 50 Hz 3kW induction motor. The commercial version of the rotor 
has 32 closed and skewed slots ( sk = 12.4 ). Three other rotors having open and/or unskewed slots 
have been constructed for research purposes. Using a single-slice and a multi-slice FE model, the 
stator current waveforms at noload and at full load, and with either of the four different rotors can be 
calculated with a satisfactory precision [9]. The effect of the IB currents on the short-circuit and load 
operation has been studied in [4]; this study was limited to the (healthy) rotors with open slots. 

Which is also the case in this paper. It has been observed that the IB currents have minor 
effect (e.g. on torque output and losses), whereas the skew effectively reduces slotting harmonics and 
results in a decrease and increase of copper and iron losses respectively.  

In this paper we focus on the combined effects of the IB currents and a broken rotor bar. 
A FE discretisation having 6000 first order triangular elements per slice is used. The stator and 

the rotor iron are separated by three layers of elements, the middle one being the moving band. A 
typical flux pattern at load is shown in Fig. 3. 

                  
Fig. 3. Cross-section of 3kW induction motor – flux   Fig. 4. Locked-rotor motor reactance (with skew) 
pattern at full load               as a function of IB resistance 

IB resistance estimation from locked rotor test

From the contact resistance value of 0:04 mm2 found in [2] and the dimensions of the 3kW 
motor at hand (core length 127mm and rotor bar periphery 31 mm), a rough order-of-magnitude 
estimation follows: RIB = 10 . By way of comparison, the endring segment resistance and 
inductance values (see Fig. 2) are Rers = 0.87  and Lers = 4.8 nH respectively; the rotor bars have a 
DC resistance of 107 .

An estimate of the IB resistance may also be obtained through short-circuit measurements and  
calculations considering the rotors without and with skew (at reduced 50 Hz voltage supply) [4]. 
Measurements learn that the skew brings about an increase of the short-circuit motor reactance of 
0.4 . Ignoring completely the IB currents, the increase can be estimated from the magnetising 
reactance and the skew factor of the fundamental 4-pole field [2], which produces a short-circuit 
reactance increase of 1 . This value agrees well with the increase predicted by means of the FE model 
if the IB currents are not taken into account(see Fig. 4). Assuming that the difference with these two 
values can be attributed to the IB currents, multi-slice FE simulations with different values of the IB 
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resistance RIB are carried out. By comparison with the measured reactance, RIB should be in the range 
from 10  to 100 , as can be concluded from Fig. 4.

Load operation with healthy and faulty rotor

Time-stepping simulations at load under rated sinusoidal voltage supply are carried out. The 
stator phases are delta connected. For taking into account the skew a multi-slice model with 4 slices 
and Gauss distribution is used. The skewed cage is either healthy or has a broken bar (breakage in the 
first slice, i.e. near one of the endrings). The IB currents are either ignored (RIB = ) or considered 
(RIB equal to 10  or 100 ). In order to reduce the computation time, magnetic saturation is 
ignored and a 10% slip (1350 rpm) is imposed. By simulating 25 fundamental time periods (with 150 
steps per period) and by performing the Fourier analysis on the 20 last periods, i.e. [0.1s,0.5s], neat 
frequency spectra are obtained. 

Fig. 5 shows the frequency spectrum of the stator phase currents for 3 cases without IB 
currents. The origin of the frequencies found can be explained by means of the rotating field theory 
[11]. Indeed, the airgap flux density can be written as a series of travelling waves: 

where kB , fk and Kk are the complex representation, the frequency and the spatial order respectively 
of the k-th induction component; is the angular coordinate in mechanical radians with respect to a 
stator reference frame, and j = 1  is the imaginary unit. 

Assuming an integral-slot stator winding with normal phase belt width (60 ) and in series 
connected coil groups, the frequencies fk and spatial orders Kk of the induction components that may 
occur in a three-phase induction motor having Np pole pairs and Nr rotor bars, under sinusoidal voltage 
supply of frequency f0, and at slip s are given in terms of the integer parameters , l, s , d, and g:

where g is related to the stator m.m.f. harmonics and slotting, l is related to the rotor m.m.f. harmonics 
and slotting, s to the static rotor eccentricity if any, d to the dynamic rotor eccentricity or one or more 
broken bars if any, and to iron saturation [11]. An induction component (fk, Kk) induces a sinusoidal 
voltage and current of frequency fk in the stator windings only if the order Kk can be written as  
Kk= (i+6m)Np, with m integer and i equal to 1, 3 or -1; if fk > 0, these three values for i result in a 
direct, homopolar and inverse voltage and current component; if fk < 0 this is inverse, homopolar and 
direct. (Note that the parameter g having coefficient 6Np does not affect the fulfilment of this 
criterion.)

For the motor and operation under study (Np = 2, Nr = 32, f0 = 50Hz, s = 0.1, = 0, s = 0), the 
fundamental frequency f0 = 50Hz (l = 0, d = 0) is only slightly affected by skew and the broken bar, 
whereas the first rotor slotting and m.m.f. harmonics (l = 1, d = 0), at 670 Hz (inverse) and 770 Hz 
(direct), are significantly reduced thanks to the skew; the latter harmonic practically disappears. 

The harmonics due to the broken bar correspond to values of d that are multiples of 4. For 
instance, the lowest (direct) harmonic at |1 - 2(1 - s)|* f0 = (1 - 2s)f0 = 40 Hz is produced with l = 0 and 

d = -4; d = 4 gives the homopolar 140 Hz. l = 0 and d = 8 produces 230 Hz (inverse) and 130 Hz 
(homopolar). l = 0 and d = 12 produces 320 Hz (direct) and 220 Hz (inverse). This way all the other 
frequencies in Fig. 5 can be traced as well. 

Fig. 6 evidences the attenuating effect of the IB currents on the magnetic disturbance due to a 
broken bar: the associated harmonics diminish as the IB resistance is decreased. The significant 
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reduction of the (1 - 2s)f0 frequency is of particular interest as this may hamper broken-bar detection 
relying on the appearance of this harmonic [5, 12]. Note that a broken bar results in an additional 2sf0
torque harmonic, which may produce a speed variation, which in turn will create a harmonic (1 + 2s)f0
in the stator winding currents [12]. One may expect the latter harmonic to be attenuated by the IB 
currents as well. 

Fig. 5. Frequency spectrum of stator phase current at 
10% slip in the absence of IB currents – influence of 
skew and a broken bar

Fig. 6. Frequency spectrum of stator phase current at 
10% slip with skew and 1 broken bar – influence of 
the IB resistance

The distribution of the current in the rotor bars when one bar (bar number 16) is broken is 
depicted in Fig. 7. Thanks to the finite IB resistance, current continues to flow into the broken bar 
from its healthy side. The current in the adjacent bars on either side increases, especially in slice 1, in 
which the bar breakage is situated. Note that in the current in bar 15 is greater than the one in bar 17. 
This symmetry is also reported in [7]. Note also the slight oscillation of the current profile further 
away from the broken bar. The simple analytical expression for the bar current profile given in [5, 6] 
does not feature this oscillation as the coupling of the rotor cage with the stator windings is not taken 
into account.  

Conclusions

This paper has dealt with multi-slice FE modelling of squirrel-cage induction motors in the 
presence of IB currents and a broken bar. The multi-slice model has been applied to a 3kW induction 
motor for which different rotors were available. An order-of-magnitude estimate of the IB resistance 
was obtained by means of a short-circuit test with healthy rotor (unskewed and skewed version). Next 
the effect of a broken bar and of the IB currents on the stator current spectrum is studied. The origin of 
the harmonics has been explained and the attenuating effect of the IB currents on the magnetic 
disturbance due to a broken bar has been evidenced.  

Fig. 7. Amplitude of the fundamental sf0 component of the currents in the 32 bars and the 4 slices, with bar 
number 16 broken in slice 1 and RIB = 100 
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Abstract – In this paper we examine the finite element method (FEM) analysis of grounding grid and how 
this method is utilized to assess the influence of an additional substance on the following grounding system 
parameters: ground potential rise, earth surface potential, touch voltage, step voltage, and grounding 
resistance. The innovation of this work is in the expansion of FIELD_GS program code in such a way that 
the local non-homogeneity, which has been caused by adding the electrolytic substance into the soil around 
the grounding grid, can be taken into account. Different soil structures and various volumes of soil layers 
impregnated with an additional substance have been analyzed.  

Introduction

A primary goal of embedding metallic structures (conductors) into earth is to provide a conducting 
path of electricity to earth and to create a grounding system, which ensures the safety of people or 
animals and prevents damage to all installations during normal or abnormal (fault) conditions. To 
provide safety and to assure correct operation of electrical devices, the grounding resistance of 
properly configurated grounding system must be low enough to assure sufficiently low voltage drops 
under all conditions. Sometimes, due to geo-electrical characteristics of the soil, the assurance of 
required low grounding resistance, without any additional interventions into soil surrounding the 
grounding system, is practically impossible. In such cases the use of additional grounding expedients 
like bentonite or Sanick gel can be of enormous help to improve the grounding resistance. Placing 
these low resistivity electrically conducting grounding substances into soil surrounding the grounding 
system, the resistivity of the soil in the immediate vicinity of the grounding system and the contact 
connection between the grounding system conductors and the surrounding soil are improved, 
consecutively the grounding resistance is decreased. Thus, not only building interventions but also 
building expenses can be considerably reduced. 
Besides grounding expedients mentioned above, within the calculation region in the ground, a 
presence of an additional substance volume e.g. arbitrary type of soil, concrete, water, etc., with 
different resistivity than the immediate environment, can be possible. For the sake of calculation 
accuracy such local non-homogeneity has to be taken into account. Referring to this fact, we have 
expanded the program package FIELD_GS in the way that the actual non-homogeneity volume is 
replaced by the equivalent brick volume with sides parallel to the coordinate system axes (x, y, and z).
To implement this innovation into the model, the equivalent brick dimensions and position of bricks 
corner (marked with  in Fig. 1a) regarding the coordinate system origin, as well as the resistivities (or 
conductivities), have to be entered into the program code. By this means our program become capable 
to evaluate the effect of local non-homogeneity, where not only isotropic but also anisotropic 
properties of the material can be taken into account, on the grounding system performance. 
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As mentioned above, the aim of this paper is to study the influence of additional electrolytic substance 
on the grounding grid properties. The grounding grid presented in Fig. 1a is buried 0.8 m deep 
horizontally under the earth surface and it consists of five conductors in x-axis and five conductors in 
y-axis. The distance between conductors is 4 m (16 m by 16 m grounding grid). The grid is connected 
to a conductor carrying current of 1000 A from space above the earth surface. We supposed that by 
adding of additional substance, the resistivity of impregnated soil near the grounding grid is improved 
to the level of 50 m. In order to verify such influence, an analysis of following grounding grid 
parameters: ground potential rise, earth surface potential, touch voltage, step voltage, and grounding 
resistance at different soil resistivities and different volumes of soil layers impregnated with an 
additional substance was carried out. For this purpose we have studied three different kinds of soil 
structure models: two single-layer (uniform) soil models with resistivities of 200 m and 800 m
respectively (Fig. 1b), and two-layer soil model with first-layer resistivity (from earth surface to the 
depth of 4 m) of 200 m and second-layer resistivity of 800 m (Fig. 1c). The problem was solved 
numerically by using the program package FIELD_GS designed for 3D current field calculations of 
the grounding system by FEM. 

For the analysis of the grounding system the problem is described by the Laplace’s equation:

0  (1) 

The current field in the space  is entirely described by (1), when the boundary conditions (2) on 
boundary are known. 

0 ( ), 0 (on theearth surface)r
n

 (2) 

By applying the Galerkin’s formulation of FEM [1], the additional transformation of the "semi-infinite 
space" [2-3], the 3D finite elements for soil and local non-homogeneity discretization, and the 1D 
finite elements for the grounding system [4-5], the following equations are obtained. 

The equation of a twenty-node isoparametric 3D finite element (second-order hexahedron) in the 
transformed and non-transformed domain: 

3D

20

i j j
1

d 0 ,
j

N N  (3) 

The equation of a three-node 1D finite element (second-order line element) in the grounding 
system domain: 

1D

3

1D i 1D j j
1

d 0 ,
jl

S N l N  (4) 

Fig. 1. Grounding grid and additional substance in soil: a) physical situation of the analyzed domain;  
b) scheme of a uniform soil model; c) scheme of a soil model with two horizontal layers. 

Numerical Model
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Where N represents interpolation function, 3D the volume of 3D finite element in the transformed and 
non-transformed domain. S1D, l1D, and 1D denote the cross-section, the length, and the conductivity of 
the grounding system element modelled by 1D finite elements respectively. The final form of the FEM 
equation is given by (5). 

A B  (5) 

Results of Analysis 

When a fault current is injected into the grounding system, its potential becomes different than zero. 
We shall refer to this potential as the ground potential rise (GPR). In Fig. 2 the influence of additional 
substance thicknesses, and of surface ratios Sadd/Sgrid between the surfaces of soil layers impregnated 
with an additional substance and surface of the grounding grid on the GPR for all of the three soil 
structure models is shown respectively. 

Fig. 2. 3D plot of the additional substance thickness and surface ratio influence on the ground potential rise in 
case of: a) uniform soil model 200 m; b) uniform soil model 800 m; and c) two-layer soil model 200/800 m

It is not hard to see that most important design parameter of a grounding system is the GPR. Since the 
GPR depends, among other parameters, on the grounding resistances, an investigation of the GPR 
requires knowledge of the grounding resistances. Note that the electric currents are proportional to the 
GPR, thus a grounding resistance can be computed as the ratio of the GPR over the total earth current. 
In Fig. 3 the calculated results of grounding resistance R, obtained for different thicknesses and 
surfaces of soil layers impregnated with an additional substance, are shown respectively. In the 
following figures with index 0 all cases without the presence of additional substance are numerated. 
With index 1 all cases whit the surface of impregnated soil equal to the surface of grounding grid are 
numerated. Finally, with index 2 all cases with the surface of impregnated soil 30 m by 30 m are 
numerated. The thickness of impregnated soil of 0.25 m corresponds to the presence of additional 
substance of 0.2 m above and 0.05 m below the grid, and the thickness of impregnated soil of 0.55 m 
corresponds to the presence of additional substance of 0.4 m above and 0.15 m below the grid. 
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The voltage to which the human body is subjected in case a person is touching a grounded structure, 
which has a potential that is different from that of the point of earth at which the person is standing, is 
called the touch voltage. The voltage, which is experienced between human beings feet in case a 
person is walking on the earth surface, is called the step voltage. Thus, what we need most in the 
analysis of grounding systems is the step and touch voltage profile in the area of interest, for which we 
previously need the distribution of the potential on the earth surface. For a grounding system to be 
safe, the maximum touch and step voltage should not exceed the maximum allowable values defined 
in the standards. In Fig. 4 the earth surface potential distributions, as well as touch voltage, and step 
voltage distributions along a diagonal of the grounding grid are shown respectively. 
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Fig. 4. Distribution of: a) earth surface potentials; b) touch voltages; c) step voltages along a diagonal of the grid 
for different volumes of soil layers impregnated with an additional substance in all three soil structure models. 

Conclusion

The results of the analysis confirm the applicability of the grounding expedients in the immediate 
vicinity of the grounding grid, since an additional substance decreases the grounding resistance and 
the potential of grounding grid. Therefore, touch and step voltages are decreased as well. The decrease 
varies in a wide range, depending on soil structure characteristics and the volumes of soil layers 
impregnated with an additional substance. In this way much safer and effective protection against 
lightning or overvoltages in protection of people from injuries and buildings or devices from damage, 
as well as much more stable and safer operating conditions in electric power or communication 
systems, are also achieved. As mentioned above, the additional electrolytic substance can be 
applicable in technical manner for achieving small enough grounding resistances, as well as in 
economical manner for reduction of building expenses in construction of grounding systems.  
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Abstract: In this paper, we propose an actuator system oscillating with both of linear and rotational motion at 

the same time. Static characteristics of the thrust and torque are computed using the 3-D finite element 

method (FEM). Furthermore, dynamic characteristics of amplitude and rotation angle are confirmed through 

the dynamic simulation and the measurement. Both results show good agreement. 

1. Introduction

In designing electromechanical devices, multi-dimensional movements have been usually accomplished by 

employing movement conversion gears in conjunction with traditional rotary motors. However, this movement 

conversion system has typically demonstrated unfavorable characteristics including significant vibration, noise, 

size constraints and limitations on operating speed. As a result, alternatives to the rotary and gears model to 

achieve multi-dimensional movements are a topic of great interest [1], [2], [3], [4]. 

This paper proposes a two-dimensional electromagnetic actuator system reciprocating along the linear and rotary 

directions. The operation of this actuator has been verified using the 3D-FEM [5] and a prototype model has 

been built and tested, demonstrating two-dimensional operation. The results of both dynamic simulation and 

measurement are in good agreement.  

2. Basic Structure

Fig.1 shows the basic structure of the actuator, which mainly consists of mover, stator, and the resonance spring. 

The stator has three coils for linear and rotational motion. The mover has six ring-shaped magnets radially 

magnetized as shown in this figure, having four magnets at the top and bottom for linear motion and two 

magnets at the center for rotation. The stator has two couples of yokes; one is for linear motion, the other is for 

rotation. The magnetization of the magnet is 1.4 T. The gap length is 0.25 mm. 

*Advanced Technologies Development Laboratory, Matsushita Electric Works, Ltd., 1048, Kadoma, Osaka 

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)
IOS Press, 2006
© 2006 The authors. All rights reserved.

179



3. Operating Principle

3-1. Linear Motion

Fig.2 shows the operating principle of linear motion. When the coils are not excited, the magnetic flux by the 

magnet flows along the solid line, and the mover is balanced. After the coils are excited as shown in Fig.2 (a), 

the magnetic flux by the current flows along the dashed line. Then, the mover is forced to move by the attractive 

and repulsive forces shown in Fig.2 (b). This actuator can be reciprocated by changing the excitation direction. 

3-2. Rotation

Fig.3 shows the operating principle of rotation. Cross section of A-A' and B-B' is illustrated in Fig.1. When the 

coils are not excited, the magnetic flux by the magnet flows along the solid line, and the rotor is balanced. After 

the coils are excited as shown in this figure, the magnetic flux by the current flows along the dashed line. Then, 

the rotor is forced to rotate by the torque. This actuator can be rotationally reciprocated by changing the 

excitation direction. 
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Fig.1� Basic structure.

Fig.2� Magnetic circuit for linear motion. 
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4. Static Characteristics

4-1. Thrust Characteristics

Fig.4 shows the computed thrust characteristics employing the 3-D FEM as compared with measured ones when 

this actuator is operated by varying the mover position from –1.0 to 1.0 mm in steps of 0.2 mm. Both results 

show good agreement. It is found that this actuator has linear thrust characteristics between the stroke of -0.4 

mm and 0.4 mm, and has the stable point at the stroke of 0.0 mm. The average thrust constant is 1.68 N/A.  

4-2. Torque Characteristics

Fig.5 shows the computed torque characteristics when this actuator is operated by varying the rotor position from 

–5.0 degree to 5.0 degree in steps of 1 degree. It is found that this actuator has linear torque characteristics 

between the rotation angle of –5.0 and 5.0 degree, and has the stable point at the rotation angle of 0.0 degree. 

The average torque constant is 2.78�10
-3

N�m/A.

5. Dynamic Characteristic Analysis

The dynamic characteristics of the multi-motion are computed by coupling the motion equation and circuit 

equation employing Runge-Kutta Method [3].  
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Table 1� Analyzed conditions. 

2.40

28.30

3.44×10
-7

Coil1 40

Coil2 80

Coil3 40

Coil1 0.60

Coil2 1.00

Coil3 0.60

Coil1 0.11

Coil2 0.70

Coil3 0.11

Applied voltage[V]

Rotar

Coil

Number of turn[Turn]

Resistance[Ω]

L[μH]

Mass[g]

Inertia[N�m�s
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]
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d
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Where R is the resistance, L is the inductance of the coil, � is the magnetic flux by the magnet, M is the mass 

of the mover, F
s
 is the frictional force, F

z
 is the thrust obtained by 3-D FEM, I is the moment of the inertia, T

s
 is 

the friction and T
m
 is the torque obtained by 3-D FEM.  

The analyzed conditions are shown in Table 1.

Figs.6 and 7 show the computed frequency characteristics of amplitude, rotation angle and average current for 

linear motion and rotation, respectively when the input voltage of 2.4 V is applied. It is found that this actuator 

has resonance frequencies of 210 Hz for linear motion and 265 Hz for rotation, and has the high quality factor. 

The average current almost keeps constant against the frequency change under the operation of rotation. 
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Fig.6 Computed frequency characteristics (linear 

motion). 

Fig.7 Computed frequency characteristics (rotation). 

6.Measurement of Prototype

Figs.8 and 9 show the measured frequency characteristics of amplitude, rotation angle and average current for 

linear motion and rotation, respectively when the input voltage of 2.4 V is applied. It is found that this prototype 

has resonance frequencies of 220 Hz for linear motion and 260 Hz for rotation, and has the amplitude of 1.16 

mm (peak to peak) and the rotation angle of 10.8 degree (peak to peak). The measured results are in good 

agreement with the calculated results mentioned above. The resonance spring is the common part for both 

rotation and linear motion. Next, the mutual influences between linear motion and rotation are investigated. 

Fig.10 shows the measured frequency characteristics of the amplitude and rotation angle when the operating 

frequency of linear motion is varied with the constant rotation frequency of 267 Hz. The influence of rotation on 

the amplitude is very small, but the rotation angle decreases when the operating frequency of linear motion 
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approaches resonance frequency. Fig.11 shows the measured frequency characteristics of the amplitude and 

rotation angle when the operating frequency of rotation is varied with the constant linear motion frequency of 

221 Hz. The rotation angle of 3 degree increases because of rotation, but the amplitude of the linear motion is 

not influenced by the operating frequency. Fig.12 shows the computed and measured trajectory of the 

multi-motion (frequency of the linear motion is 221 Hz; frequency of the rotation is 267 Hz). Both results are in 

good agreement. 
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Fig.8 Measured frequency characteristics (linear motion).

0.0

2.0

4.0

6.0

8.0

10.0

12.0

180 230 280 330 380

Frequency �Hz)

R
o
t
a
t
i
o
n
 
A

n
g
l
e
 
(
d
e
g
r
e
e
)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

A
v
e
r
a
g
e
 
c
u
r
r
e
n
t
 
(
A

)

Rotation angle Average current

Fig.9 Measured frequency characteristics (rotation).

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

160 185 210 235 260

Frequency (Hz)

A
m

p
l
i
t
u
d
e
 
(
m

m
)

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

18.0

R
o
t
a
t
i
o
n
 
a
n
g
l
e
 
(
d
e
g
r
e
e
)

Amplitude (without rotation)

Amplitude (with rotation)

Rotation angle (with linear motion)

Fig.10 Mutual influences of linear motion frequency.

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

180 230 280 330

Frequency (Hz)

R
o
t
a
t
i
o
n
 
a
n
g
l
e
 
(
d
e
g
r
e
e
)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

A
m

p
l
i
t
u
d
e
 
(
m

m
)

Rotation angle (with linear motion)

Amplitude (with rotation)

Rotation angle (without linear motion)

Fig.11 Mutual influences of rotation frequency.

Y. Hasegawa et al. / New Electromagnetic Actuator with Multi-Motion 183



7. Conclusions

In this paper, we proposed an actuator system oscillating with both of linear and rotational motion at the same 

time. Static characteristics of the thrust and torque were computed using the 3-D finite element method (FEM). 

Furthermore, dynamic characteristics of amplitude and rotation angle were confirmed through the dynamic 

simulation and the measurement. Both results were in good agreement. 
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Abstract – The fixed and the moving part of a linear actuator are discretised by the Finite Integration 
Technique (FIT) at two independent Cartesian grids. Both parts are coupled at a common surface (sliding 
surface) in the middle of the air gap. Two coupling techniques are compared: locked-step interpolation and 
linear interpolation. A comparison of the generated forces calculated with the Maxwell stress tensor and by a 
local analytical solution carried out by 2D Fast Fourier Transforms is presented. 

Introduction

Three dimensional models are important for many machine configurations when a 2D plane is not 
sufficient, e.g. for disk-type electrical machines. When it is necessary to calculate the model with a 
relative displacement between stator and rotor, it is convenable to use 2 separate meshes coupled 
through a common interface. In this way the two meshes can be moved relatively one from another in 
tangential direction at the contact surface. Examples are electrical machines and actuators. In this 
paper only actuators with linear motion are considered. 

The fixed and the moving parts of a linear actuator are discretised at two independent, Cartesian grids 
by the Finite Integration Technique (FIT) [1]. Such approximation of 3D models coupling has been 
proposed in [2] and [3]. Fig. 1a) presents the model, where the fixed armature is considered to be the 
master part and the moving armature is the slave part of the model. The slave part can be displaced in 
x and z-direction, but not in the y-direction. This approach allows considering displacement without 
remeshing the models, which leads to a reduction of computation time especially in the pre- and post-
processing phase, but necessitates the numerical coupling of the degrees of freedom at the interface 
between both model parts. The degrees of freedom (DOFs) at the slave side of the interface will be 
interpolated from the corresponding DOFs allocated at the master side of the interface. 
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a)

Coil
Fixed armature

Moving armature

80 mm
b)

1 2 3 4 5 6

1 2 3 4 5 6

Dirichlet BC

Dirichlet BC

Fig.1 Linear actuator a) and test example with boundary conditions b) 

In [4] three coupling techniques are compared for a rotating machine modelled in cylindrical 
coordinates: the locked-step approach, linear interpolation and trigonometric interpolation. The mesh 
at the interface is equidistant in both tangential directions. The locked-step interpolation is only exact 
for a rotation with a multiple of the mesh angle. The linear and trigonometric interpolations are more 
flexible and allow an arbitrary rotation angle. 

Interface Coupling Techniques

A master mesh that contains the fixed armature and excitation coil and a slave mesh that contains the 
mobile armature are connected at a common plane situated in the middle of the air gap. A 
magnetoquasistatic formulation based on the magnetic vector potential A is used: 

JA)( ,          (1) 

where J is the current density applied in the coil and is the reluctivity. The partial differential 
equation (1) is discretised at a dual-orthogonal grid pair GG ~, . The fields are represented by integrals 

over simplices. As quantities in the simulation, the vectors a and j  which are integrals of A  and 
J over edges of G and facets of G~ respectively, are used. The coefficients are combined with metric 
information in a diagonal material matrix M  [1]. The discretisation of (1) by the FIT reads: 

fK

jaCMC~ ,             (2) 

with C  and C~ the curl matrices at G  and G~  respectively. The magnetic flux is kept within the 
model, which corresponds to the application of Dirichlet boundary conditions (BCs) at the model 
boundaries. Due to the relative displacement, additional boundaries appear at which also Dirichlet BCs 
are applied (Fig. 1b). 

For locked-step interpolation the grid is discretised equidistantly. At the sliding surface, the magnetic 
vector potential distribution at the slave side is brought into correspondence with the field distribution 
at the master side by: 

pmst
hs

shiftpslv aka ,
5.0/

, .         (3) 
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Here, pslva , are the unknowns allocated at a set ps of edges tangential to the slave side of the interface 
and pmsta , are line-integrated magnetic vector potentials allocated at a set of edges tangential to the 
master side of the interface (Fig. 2). The set of edges ps  contains all edges at a certan position 

},{ xzq  perpendicular to the direction of motion },{ zxs . The interpolation is carried out for all 
sets independently. s represents the distance of the translation, h is the distance between two 
adjacent grid lines and the operator [] takes the integer part of a real number. The shift operator shiftk ,
for the displacement reported in Fig. 1b) (6 grid lines on the model in the coupling direction, 

hs 2 ) with Dirichlet BCs, for the uncoupled nodes at the slave side, is the Toeplitz matrix: 

000000
000000
100000
010000
001000
000100

]5.02[
shiftk

 .           (4) 

The locked-step interpolation has restricted possibilities of relative movement and imposes constraints 
to the mesh but does not require interpolation and therefore preserves the maximal accuracy attained 
by the FIT models. 

In order to have more flexibility and in order to eliminate geometrical limitations to the mesh, the 
DOFs at the slave side of the interface are interpolated from the DOFs at the master side of the 
interface. Then, slave nodes can be situated between master nodes and a uniform grid meshing at the 
interface plane is not necessary. 

x

y

z

s
direction of motion

s1 s2 s3 s4 s5

set of edges 

Fig.2 Set of edges 

The linear interpolation between slave and master DOFs corresponds to: 

pmst
hs

shiftpslv akka ,
/

, ,         (5) 

where hs /  represents the integer part of the displacement and hshs //  is the 
fractional part of the displacement between the standstill and the moving part, for the case of an 
equidistant mesh. In the case of a non-equidistant mesh, the nmmm xxx ...,, ,21  are the coordinates of the 
master grid lines in the x-direction and nsss xxx ...,, ,21  are the coordinates of the slave grid lines in the 
x-direction. Then, the fractional displacement for the node i is defined as: )()( )1( immiimjsi xxxx ,
where j is the node at the slave side situated between nodes i and 1i at the master side. In this case, 
the interpolation operator k , for the situation depicted in Fig. 3a), with Dirichlet BCs, reads: 
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The interpolation method connects each DOF at the slave grid to the neighbouring DOFs at the master 
side (Fig. 3a). For the z-direction, the interpolation procedure is similar. 

a)

master

1 2

air-gap

slave

11 221 2 3

     b)          

master

1 2 air-gap

slave

A B1 1

2 2

Fig.3 Linear interpolation for non-equidistant mesh a) and dangling nodes b)  

In the case of a non-equidistant and highly non-uniform mesh, a staggered distribution of the master 
and slave grid lines as reflected by two-diagonal structure of (6) is not longer guaranteed. Then, the 
interpolation operator is unstructured but remains sparse. Moreover, in this general case, dangling 
nodes can occur: some of the nodes at the master side remain uncoupled with the slave nodes (Fig. 
3b). Such DOFs will automatically experience natural BCs, which in this case are “magnetic BCs” and 
correspond to a boundary with an infinite permeability. This would cause large and unphysical 
magnetic fluxes at those boundary parts. To overcome this, the DOFs for those nodes are linearly 
interpolated from DOFs of neighbouring coupled nodes. In this way some nodes found at the master 
grid are transformed into slave nodes. The decoupled system of equation obtained by discretising both 
FIT models independently reads:  

f

slv

mst

j

slv

mst

a

slv

mst

K

slv

mst

f
f

j
j

a
a

K
K

0
0

,         (7) 

where mstK and slvK are stiffness matrices, msta and slva are unknowns at the interface, mstf and slvf  are 

the right hand side, mstj and slvj are surface currents at the sliding surface, which represents the 
influence of both models upon each other. The vector of line-integrated magnetic vector potentials a
does not obey the sliding-surface interface conditions. The interpolation procedure described above is 
equivalent to a projection aPaproj  upon the vector satisfying the sliding-surface interface 

conditions. As explained in [5], the surface current surfj  vanish under the projection by TP , i.e., 

0surf
T jP . The coupled system to be solved is: 

fPKPuP HH .     (8) 
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Force Calculation

On the FIT grid, the components xB , yB and zB of the magnetic field density are allocated at facets 
of the grid (Fig. 4a). These have to be interpolated upon a common set of facets in order to use the 
classical Maxwell stress tensor approach:

2

2
1

4
1 BBBT ijjiij ;

S
ijdSTF  .        (9) 

The classical Maxwell stress tensor approach requires all three components of B available in a 
number of integration points, for example in the points where yB is defined. These points are located 
on the primary faces, which coincide with the integration plane. 

The results of the simulations are the line-integrated magnetic vector potentials a . From a , the area 

integrated magnetic flux density vector b is obtained by aCb . This vector is discomposed in the 

components xb , yb and zb , from which xB , yB and zB are obtained by dividing through the facet 
areas. The components xB and zB are brought at the same position as yB by bilinear interpolation. In 
the case of an equidistant grid, the force can be calculated at the interface using 2D Fast Fourier 
Transforms. For calculating the force, the field is discomposed in its Fourier coefficients, the Maxwell 
stress tensor constructed and the interpolation is carried out analytically. In practice, the process 
consists of the identification of the coefficients ,a  and ,b  of a semi-analytical solution for the 
magnetic scalar potential calculated between two mesh planes situated in the air gap region (Fig. 4b): 

ybyazyx zjxj sinhcoshee),,( ,, ,        (10) 

where Txi )1(2 , Tzk )1(2  and 22 . xT  and zT  are the model dimensions in the
and z -direction and i and k are the harmonic orders. Equation:  

zyx
BBBB zyx 000 ,,),,(         (11) 

is evaluated at two distinct planes in the air-gap: 0y  and y and are written as function of Fourier 
coefficients ),( kid y (Fig. 4b): 

zjxj
yy eekidkiB ),(),( .          (12) 
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These Fourier coefficients ,a  and ,b  are identified from the Fourier coefficients 0yd  for the 
magnetic flux densities yB  at the plane 0y  and from the Fourier coefficients yd  for the plane 
y :

0

0
.

yd
b  ,

)sinh(
)cosh(

)sinh(
,

0
,

bd
a y .    (13) 
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Fig.4 Magnetic flux density vector applied in FIT and interpolated a) and analytical model domain b) 

The Maxwell stress tensor is then integrated analytically. The integration requires local values of the 
tangential and normal values of B  [6]. In integral form, the equations are 

x zT T

tnt dxdzBBF
0 0

*

0

1 ,
x zT T

ttnnn dxdzBBBBF
0 0

**

02
1 .     (14) 

To apply Fast Fourier Transforms, a periodic field is necessary. Due to the fact that the model is not 
periodic, the magnetic field must be mirrored. In this way, the number of points is increased by four. 
The Maxwell stress tensor is integrated in the x and z-direction only at a quarter of the domain: 

' '

2

0

2

0

)'('*
',',0 '
Tx Tz

zjxj
x dzedxebajF ,       (15a) 

' '

2

0

2

0

)'('*
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zjxj
z dzedxebajF .       (15b)

In case of a periodic model, the sums can be simplified up to: 

TxTzaaaabbFy
*
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02
1
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.      (15c)
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The force calculation with Fast Fourier Transform must be carried out on an equidistant mesh. For a 
non-equidistant mesh of the model, the force can be interpolated on a virtual equidistant grid. 

The magnetic flux for a displaced actuator is presented in Fig. 5a). A comparison was made between 
the generated forces calculated both by the Maxwell Stress Tensor and the Maxwell Stress Tensor 
approach with Fast Fourier Transform for a displacement of the mobile armature in the x-direction
(Fig. 5b). 
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Fig.5 Magnetic field in a displaced actuator a) and force comparison b) 

Conclusion

Two independent meshes are used for calculating electromagnetic devices with moving parts. Then, 
the mesh has to be generated just once, which speeds up the calculation process. The two meshes have 
a common interface, at which the degrees of freedom are coupled. Both the locked-step approach and 
a technique with linear interpolation are implemented. Coupling anomalies, such as dangling nodes on 
the master side require a special treatment.  

Supplementary to the classical Maxwell stress tensor force formulation, an alternative Maxwell stress 
tensor approach is proposed. A semi-analytical solution of the magnetic scalar potential function is 
determined from the numerical results in a fraction of the air gap. The alternative procedure based on 
the discrete and therefore requires that the magnetic field is periodic. A non-periodical magnetic field 
is made periodical by mirroring. For the alternative integration of the Maxwell stress tensor approach, 
four imbricate sums substantially decrease the computational efficiency of the method (Eq. 15a,b). 
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Abstract - This paper presents a new, control-oriented, nonlinear modeling methodology for a series DC 
motor. Orthonormal basis functions are effectively employed in a nonlinear, block-oriented systems 
approach to provide a computationally efficient strategy for adaptive identification of the motor under highly 
demanding, nonlinear time-varying operating conditions. 

1.  Introduction

Modeling (and control) of nonlinear dynamical systems may present, in general, a real 
computational and numerical challenge. Seeking for computational simplicity usually demanded in 
adaptive control applications, we have turned our attention to modeling of the so-called nonlinear 
‘block-oriented’ systems [8] and a number of new effective results have been obtained [4-7]. 
    Nonlinear block-oriented systems basically involve Wiener, Hammerstein and feedback-nonlinear 
systems [8]. Simple structures of nonlinear Wiener and Hammerstein models make them attractive in 
control applications [3-8]. Therefore, Wiener and Hammerstein systems as well as more challenging 
feedback-nonlinear systems have been given a considerable research interest (see [3-8] and references 
therein). However, many elegant estimation methods are computationally involving and can hardly be 
used in the adaptive control environment, especially for 'fast' systems requiring frequent sampling. 
This also concerns the interesting techniques involving the inverse static nonlinearity [8], still 
suffering from the bilinearity problem. Recently, an attractive, adaptive least-squares, Wiener 
modeling method has been introduced [4,7], which employs the inverse static nonlinearity concept 
combined with orthonormal basis functions (OBF) in order to separate linear and nonlinear submodels 
to get rid of the bilinearity issue. On the other hand, it turns out that employing our new inverse OBF
model concept [4-7] to a linear dynamic part of both Hammerstein and feedback-nonlinear models 
can, again, lead to submodel separation in the linear parameter estimation problem. We emphasize the 
capital role of separation of linear and nonlinear submodels in effective, bilinearity-free, OBF-based 
modeling of nonlinear block-oriented systems [4-7]. 
    For illustration of our new, OBF-based, nonlinear modeling methodology we have chosen a 
challenging electromechanical system, which is a series DC motor. Problems in modeling and control 
of a series DC motor as a nonlinear system have been given a remarkable research interest [1,2,7].  
Up-to-date results, which will be referred to as to a ‘conventional’ model of the motor [1,2], have all 
been based on the assumption that the load torque of the motor is constant and linearly dependent on 
the angular speed. The assumption has led to relatively simple modeling and control strategies for the 
motor. However, some applications, to mention “cruise control” for electric cars, may motivate a more 
sophisticated approach to the modeling task, in which the load torque is admitted to be time-varying 
and nonlinearly dependent on the angular speed. Such a challenging problem is tackled and effectively 
solved here via OBF-based, nonlinear block-oriented models. It is essential that incorporating the 
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time-varying and nonlinear effects into the conventional model of the motor would be extremely 
difficult, if feasible at all. 

2.  OBF-Based Modeling of Nonlinear Block-Oriented Systems

2.1. Wiener System

In a single-input single-output Wiener system, a linear dynamic part is cascaded with a nonlinear static 
element. The discrete-time output y(t) can be expressed as y(t)=f[G(q)u(t)+eW(t)], where f is a 
nonlinear function, the transfer function G(q) (in the shift operator q) models a linear part and eW(t) is 
the error/disturbance term. Under the standard assumptions [3,4], the output )(ˆ ty of the Wiener model, 
or the system output predictor, can be calculated as [4-7] 

)]()(ˆ[ˆ)(ˆ tuqGfty                                                             (1) 

where the estimate of a transfer function of a linear part is given in terms of an OBF model  
M

i ii qLcqG
1

)()(ˆ , with Li(q) and ci, i=1,…,M, being orthonormal basis functions (or filters) and 

weighting parameters (to be estimated), respectively [4-7]. Advantages of using OBF, in particular 
simple Laguerre functions, have been widely documented both for linear and nonlinear systems [4-7].  
    Since a nonlinear static characteristic is assumed invertible we can rewrite equation (1) in form 

)()(ˆ)](ˆ[ˆ 1 tuqGtyf           (2) 

    When using the output error-structured OBF model, unlike with ARX, the linear and nonlinear 
submodels are thus separated from each other, which contributes to essential computational savings. 
    The function )](ˆ[ˆ 1 tyf  can be approximated with e.g. a polynomial expansion 

)(ˆˆ...)(ˆˆ)(ˆˆ)](ˆ[ˆ 2
21

1 tyatyatyatyf m
m         (3) 

    It is worth mentioning that the approximation with e.g. cubic spline functions or radial basis neural 
networks may sometimes be more useful in case of specific forms of the inverse nonlinear function 

)](ˆ[ˆ 1 tyf . Still, polynomial expansion approximation is often used in practice [4]. 
    Without loss of generality, the leading coefficient can be put equal to unity. In fact, the gain of a 
linear contributor to the polynomial approximation can be estimated from a linear dynamic part of the 
Wiener model. Combining equations (2) and (3) while replacing, in the standard manner, parameter 
estimates with parameters themselves and the model output with the system output itself (wherever 
appropriate) we arrive at the linear regression function [4-7] 

m

j

j
j

M

i
ii tyatuqLcty

21

1 )()()()(ˆ                                                   (4) 

which can be presented in the familiar form )()(ˆ T tty , with T = [c1 c2 ... cM a2 a3 ...am] and 
)(T t = [v1(t) v2(t) ... vM(t) –y2(t) –y3(t) ...–ym(t)], where vi(t)=Li(q-1)u(t), i=1,...,M, with q-1 being the 

backward shift operator. The unknown parameter vector  can now be easily estimated using e.g. 
linear regression tools. 
    Recall that in case of a similar, ARX-based Wiener modeling approach of Janczak [3], facing the 
bilinearity issue (that is products of parameters of linear and nonlinear parts unnecessarily appear in 

), a large number of parameters have to be estimated, of which only a part is finally utilized in the 
ARX-based model (1) of the Wiener system. In fact, the remaining parameters are ‘needlessly’ 
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estimated, thus increasing dimensions of the covariance matrix and so the variance error of a 
parameter estimator. In contrast, essentially lower number of parameters have to be estimated in the 
output error-related model of the OBF-structured Wiener system, and all these estimates are included 
in the model (1) [4-7]. Moreover, numerical conditioning of the OBF-based Wiener estimation 
problem is essentially better than that for the ARX-based one [4,7]. 

2.2. Hammerstein System

In the Hammerstein system, a nonlinear static part is cascaded with a linear dynamic element. The 
discrete-time output of the system can be given as y(t)=G(q)[f(u(t))+eH(t)], where eH(t) is the 
error/disturbance term. Assuming e.g. a polynomial approximation of the nonlinear part, the 
output )(ˆ ty of the Hammerstein model can be expressed as [4-7] 

)()(ˆ)(ˆ
1

tuaqGty i
m

i
i                                                              (5) 

which can be rewritten in terms of the inverse OBF model [4-7] 

)()(ˆ)(ˆ
1

1 tuatyqG i
m

i
i                                                              (6) 

thus obtaining the separation of linear and nonlinear submodels. 
    Without loss of generality, the coefficient a1 can, again, be put equal to unity. One can immediately 
bring equation (6) to the inverse OBF-related form )()(ˆ tty T , where T =[c1 ... cM 1 ... m] and 

)(T t =[-v1 ... -vM u(t-d) u2(t-d)... um(t-d)], with vi(t)=Li(q-1)y(t), i=1,...,M, and 1= 1
0r , i= 1

0r ai,
i=2,…,m, where r0 is the leading coefficient of R(q)= )(ˆ 1 qG . Notice how the bilinearity involved in 
e.g. ARX-based Hammerstein modeling [8], or even OBF-based modeling [7], is avoided here thanks 
to the separation resulting from our inverse OBF approach. Again, this can offer essential 
computational savings and higher performance in terms of lower variance errors. The above inverse 
OBF-based method constitutes a new, effective analytical solution to the parameter estimation 
problem for the Hammerstein system.  

2.3. Feedback-Nonlinear System

When the output from a linear dynamic block is fed (negatively) back through a nonlinear static 
element f(.) we have y(t)=G(q)[u(t)-f(y(t))+eF(t)], where eF(t) is the error/disturbance term. Modeling 
and estimation of feedback-nonlinear systems is a real challenge. It is well known that without certain, 
sometimes unrealistic assumptions it is not possible to accurately reconstruct properties of the two 
blocks from input-output measurements only [8]. For example, an assumption on knowledge of a gain 
of the linear subsystem enables to estimate parameters of models of the two blocks. The problem is 
that such a knowledge is rather seldom available. Here we present a new, effective, inverse OBF-based 
solution to the problem of modeling and estimation of feedback-nonlinear systems.     
    The system model output is [4,7] 

))](ˆ()([)(ˆ)(ˆ tyftuqGty                                                             (7) 

or, employing the inverse OBF approach and assuming e.g. the polynomial approximation  

)()()(ˆ)(
1

tyatutyqR i
m

i
i                                                            (8) 

K.J. Latawiec et al. / A New Control-Oriented Modeling Methodology for a Series DC Motor 195



thus yielding, again, the separation of linear and nonlinear components of the model. However, the 
problem still remains how to discriminate between the gains of the two blocks (or between the 
parameters weighting )(ty or )(ˆ ty at the two sides of equation (8)). One possible specific solution is to 
exclude a linear component from the polynomial approximation. Then we can arrive at the linear 
regression framework and, under the inverse OBF-based modeling approach, we have )()(ˆ tty T

where T =[c1 ... cM 0 2 ... m] and )(T t =[-v1 ...-vM u(t-d) -y2(t-d) ... -ym(t-d)], with 0= 1
0r ,

i= 1
0r ai, i=2,…,m, and vi’s driven by y(t). The exclusion of the linear component might be motivated 

by possible (indirect) presence of y(t-d) in the inverse OBF-related part of the regressor (or direct 
presence when FIR is employed). However, such a solution was found in our simulations not to 
provide a sufficient estimation accuracy and the reason is the aforementioned inability to discriminate 
between the gains of the two blocks. 
    Another solution, which we advocate here, is to fix the linear gain parameter a1 of the nonlinear 
block to some constant value. Then we can easily obtain  

)()(ˆ)()( 1
01 tertydtyty F                                                       (9) 

with )(ˆ ty  as above. With properly fixed a1 (or 1= 1
0r a1), parameter estimation accuracy was found in 

simulations very high. However, the assessment of a correct 1 may be an issue, at least in on-line 
identification experiments. Possible trial and error assessments may be burdensome. We suggest to 
off-line estimate 1 using a standard minimization procedure based on e.g. the least squares criterion 
and then to fix 1 to the obtained value, even in adaptive estimation schemes under time-varying 
parameters. The procedure for the assessment of a proper fix to 1 can be essentially simplified, with 
still increased estimation accuracy for 1ˆ , when an identification experiment with a low-range input 
signal is feasible, in which case only the linear mode of a plant is excited. In such a case the problem 
size can be reduced (all nonlinear components can be neglected).  

3. Conventional Model of the Series DC Motor

Under simplifying assumptions, a nonlinear model of a series DC motor is usually presented in a state-
space form [1,2] 
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         (10)

where x1= , x2=I, u and L are the angular speed, motor current, input voltage and load torque, 
respectively, D is the viscous-friction coefficient, J is the mass moment of inertia, Km is the 
torque/back EMF constant, R= Ra+Rf and L= La+Lf are the resistance and inductance of the equivalent 
circuit, with the subindices ‘a’ and ‘f’ related to the armature and field windings, respectively. 
    Assuming that the load torque is constant (and linearly dependent on x1), effective, single-loop, 
speed control strategies have been proposed on a basis of the model (10) [1,2].  

4. New Model Concepts for Nonlinear Adaptive Control

However, those classical modeling and control strategies may be inefficient when the load torque is 
time-varying and nonlinear vs. the speed. In such a case, the motor current can be used as a 
measurable disturbance in order to quickly detect possible changes in the load torque. Thus, a two-
loop, cascade control strategy can be proposed according to Fig. 1. The main, speed controller C1 
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would then produce a reference signal for the auxiliary, current controller C2. The problem is to model 
the two nonlinear parts of the motor, that is M1 and M2.  
    It is well known that in a series DC motor there is an internal, nonlinear feedback from the angular 
speed to the input. Having rearranged a classical (simplified) block diagram of the motor, one can 
observe the feedback-nonlinear structure both in M1 and M2, in addition to the inherent (but known) 
nonlinearities as in (10) (of course, we have to be cautious when transforming block diagrams for non-
linear systems). The time-varying feedback nonlinearity is related to the load torque. Now, we propose 
the basic model structure for M1 as in Fig. 2. The part M11 of the model will be estimated as in 
Section  2.3,  with  the 1 parameter  fixed  separately  off-line  (or  scheduled  depending  on  ). The 
function f(.) models a nonlinear behavior of the load torque vs. angular speed. In simulations we 
assume f( (t))=A atan[ (t)], with A being either constant or slowly time varying.  

M1
I ref

Iref

Motor

M2u

C2 C1

I

M11

( . )2 G(z)

f ( . )

Fig.1. Cascade speed control of the motor. Fig. 2. Structure of model for M1.

    The structure of a model for M2 is shown in Fig. 3. Since the known construction parameters R, L,
Lf and Km can be assumed constant, the estimation problem is reduced to the one for M1. Additionally, 
substituting the measurement (t) for the estimate )(ˆ t  brings the M2 model to the simple form: 
I(t)=[-KmLfI(t) (t)+u(t)/L]q-1/[1+(-1+R/L)q-1]. Anyway, modeling (and control) of the auxiliary loop is 
no longer an issue. 

Fig. 3. Structure of model for M2. 

5. Comparative Analysis of Nonlinear Block-Oriented Models

In a comparative analysis we use a simulated model of the motor, whose load torque is possibly time-
varying and nonlinear with respect to the angular speed. In addition to the basic, Laguerre-based 
feedback-nonlinear (LFN) model, we examine alternative models for M11, that is the Laguerre-based 
Wiener (LW) and Laguerre-based Hammerstein (LH) models of Section 2 as well as the nonlinear 
Laguerre-based Volterra (LV) model of order 3 [4,7]. A classical adaptive least-squares (ALS) 
parameter estimation scheme is used, combining the recursive LS estimator with the exponential 
forgetting mechanism. The ALS loss function })()({min

1
2N

t
tN teV , where  is the forgetting 

factor (set to 0.98), is used as the estimation performance index (V), with the number of input-output 
data taken as N=500. Results of the comparative analysis are presented in Table 1. As expected from 

L
1

1
1

z

L
R

M1

u

ˆ

fm LK

I

K.J. Latawiec et al. / A New Control-Oriented Modeling Methodology for a Series DC Motor 197



the physical relationship indicated above, it is the LFN model who has proved to provide the highest 
estimation accuracy, in terms of the minimum of the performance index. Observe that the LV model is 

output  of the simulated motor vs. the (discrete-time) model output ˆ  when M11 is feedback 
nonlinear-structured. The input voltage is multiple step-wise. The estimation accuracy can be 
considered excellent. Quite similar performance is obtained under the least mean squares (LMS) 
estimation method, with still lower computational burden [7]. 

Table 1. Comparative analysis of 
estimation performance. 

Model LFN LW  LH LV
V 10-4 

1.234 64.1 60.6 37.2 

model for the feedback-nonlinear submodel 
of M11.

6. Conclusions

A new methodology for control-oriented modeling and adaptive identification of a series DC motor 
has presented. The methodology has effectively employed new OBF-based modeling tools in the 
nonlinear block-oriented modeling environment. The OBF-based framework provides both numerical 
and computational effectiveness, in particular in terms of getting rid of the bilinearity issue plaguing 
the up-to-date modeling of nonlinear block-oriented systems. Parameters of a cascade model of the 
motor have been adaptively estimated under both time-varying and nonlinear load conditions of the 
motor. The feedback-nonlinear model has been recommended for the main part of the motor and its 
usefulness has been confirmed in a comparative simulation analysis.  
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the second best, but quite close comparable with Wiener and Hammerstein models. Fig. 4 presents the 

Fig. 4. Outputs of the simulated motor and its 
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Abstract – Since the interlamination short-circuits in stator cores can cause major damage to electrical 
machine a great emphasis is placed to detect such faults. One of the methods is ELCID (Electromagnetic 
Core Imperfection Detector) test [1], which is nowadays often used for testing of interlamination insulation in 
stator cores of large electrical generators and motors. To investigate this relatively young method a laboratory 
model of stator core was built, which enables measurements and analyses of intentional short-circuits in the 
core. Interlamination faults were also simulated and analysed using FEM. Both investigation results were 
compared and presented.

Introduction

 A traditional method for detection of interlamination faults is the High Flux Ring Test, often 
referred to as a Thermal Loop Test. The rotor is removed from the machine and the stator core is 
magnetically excited by a high voltage high current temporary winding. Magnetic flux produced in 
stator yoke should be near to that normally applied in service. Hot spots are detected by a variety of 
means including thermal cameras. Because of the required dismantling of the machine, high voltage 
excitation winding, high power source, that method is not very convenient. 
 The main advantages of the ELCID method are that the core is excited with just 4% of the rated 
flux and detection of damaged areas is sometimes possible even when the rotor of the machine is not 
removed. Positions and strength of the faults are determined with a measurement of leakage fluxes 
produced by the fault currents. 
 Investigation of the test method on a real working machine is difficult or almost impossible to 
perform, moreover the faults cannot be generated on purpose. To investigate the influence of the fault 
position and strength on measurements we performed several simulations of interlamination faults 
using FEM and compare them with measurements on a laboratory test core.  

Laboratory Test Core

 To verify the results obtained using FEM and to test different sensing coils we carry out 
measurements on a real model of stator core (Fig. 1, 2). All measurements were performed without a 
rotor in a stator bore. Since the model consists of separated sheets which are not welded together or 
fasten with building bars, the interlamination faults can be simulated using short-circuit turns. 
 In Fig. 3 an electrical scheme of the laboratory model is shown. It is similar to short-circuit of a 
transformer but in this case only a part of the core is short-circuited. Separated sheets and short-circuit 
turns enable also the investigation of the fluxes in the core, since every part of the core can be 
embraced with a test winding.   
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A length and position of the short-circuit turn can be arbitrary chosen, while the value of the fault 
current can be determined using an external resistor. Furthermore, the fault current can be simply 
measured and used as a reference value for results of a testing device. Introducing of artificial shorts at 
different places on the test core has been already presented in [2] where the core was intentionally 
irreversibly damaged. In such case the fault current could not be directly measured or changed. 
 Using a pick-up coil the induced voltage is measured. The positioning of the pick-up coil on 
stator teeth is shown in Fig. 4. If the short-circuit turn exists, the measured voltage should be 
proportional to the fault current in the turn [4]. 

A

R

A

~

Ie

It

Short-circuit turn Excitation

It

U It

Fig. 3. Electrical scheme of the laboratory model. Fig. 4. Position of pick-up coil on 
stator teeth

FEM Model

 Since the interlamination fault is a genuine 3D problem, a 3D FEM model would be adequate for 
simulation. In spite of that the investigation of ELCID core testing was performed using a 2D FEM 
model. The geometry of the model was simpler and the calculation of parametric analyses was not 
time consuming. Before the FEM model is introduced let us get familiar with the problem definition. 
Figure 5 shows the structure, which has to be calculated using FEM (figure does not include the 
excitation). Short-circuit turn does not embrace the whole cross-section of the core. Length of the core 
is lc, while lt is length of the short-circuit turn. The total magnetic flux in the core  can be written as 

Pick-up coil

Short-circuit
turn

Fig. 1. Test core for investigation of interlamination short-circuits 
for different positions and strength.

Fig. 2. Short-circuit turn at the top of the 
tooth and pick-up coil.
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the sum of a turn flux t and remaining core flux c. Since the excitation is sinusoidal, all mentioned 
magnetic quantities are complex. 
 Considering some negligible simplifications a magnetic circuit of such magnetic structure is 
shown in Fig. 6, where can be noticed a flux source f in a branch t, which represent a flux produced 
by a short-circuit current It. Having the magnetic circuit in mind a FEM model can be introduced. 
Figure 7 shows the geometry, material properties and boundary conditions of the model. The material 
properties were linear and eddy-current (AC) solver was used. Instead of the whole iron core only 
slots around the fault were included in the model. Since the fault (short-circuit turn) can have a 
variable but specific length, two parallel ferromagnetic branches were introduced also in the model 
geometry. The first branch (lower core) represents the core embraced with the short-circuit turn, while 
the second (upper core) represent a remaining stator core.  
 As can be seen the geometries of both branches are equal. Furthermore, the model does not 
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Fig. 5. Problem definition of interlamination short-circuit for 
FEM simulation. 
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Fig. 6. Magnetic circuit of core model with 
interlamination short-circuit turn. 

Fig. 7. FEM model with boundary conditions and 
material properties. 
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change if the length of the short-circuit turn changes. Different cross-sections of both magnetic 
branches are considered with applying appropriate permeability for the second branch. Permeability 
that defines the magnetic property of the real ferromagnetic core is assigned for the first branch, for 
the second branch a new fictitious permeability c has to be calculated:

1c
c

t

l
l

 (1) 

where lc is the length of the whole core and lt is the length of the short-circuit turn. In such a way only 
permeability c has to change when we analyse conditions at different fault lengths. Because the FEM 
model is two dimensional, different fault lengths can only be used to analyse the core fluxes and fault 
current values but not to find the influence of the length to induced voltage in the pick-up coil.     
 Excitation of the model was not a sinusoidal current source but a prescribed sinusoidal magnetic 
vector potential A at the lower boundary of the model (see Fig. 7). Considering relation B = curl A, the 
magnetic vector potential A for a specified magnetic flux density Bc is:  

cA B h  (2) 

where h is the height of the stator core (see Fig. 7). Using such boundary condition it was assured that 
the flux through the core is constant what is also the case in a real core.  
 Interlamination short-circuits were modelled as short-circuit turns at different positions and with 
different material properties. The FEM model consists of 10 conductors at different positions and one 
outer conductor as return path outside the core. If we would like to simulate a real interlamination fault 
the position of the short-circuit turn should be at the edge but in the ferromagnetic core. Since an 
insulated wire was used to make a short-circuit turn in the laboratory model, same position and 
properties were used also in FEM model.  
 Only one pair of conductors was included in every calculation. The pair consists of one conductor 
at specific position (1 to 10) and the outer conductor. Figure 8 shows the positions and numbers of 
conductors and the defined lines (1-2, 2-3, 3-4) along which the integrals Hdl were calculated. 
Positions and labels of the defined lines were used also for positions of pick-up coil during the 
measurements on a test core.  

1-2 2-3 3-4

1212 3
4
5
6
7
8 9 10

1 2 3 4

Fig. 8. Positions of the faults and defined lines between teeth. 

Investigation Results

Fault Position

 A fault position can be recognized by analysing the voltage induced in the pick-up coil, 
considering also results from the neighbouring teeth. Since the pick-up coil is actually a Rogowski coil 
[4] the measured voltage is proportional to derivative of the fault current. In conditions where the 
current is sinusoidal or almost sinusoidal and the frequency is constant we can simplify that and just 
say that the voltage is proportional to the current. Therefore, the results obtained from measurements 
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on the laboratory model are simply presented as voltages, while the results obtained using FEM are 
presented as integrals Hdl along the defined lines between the stator teeth (Fig. 9, 10). We just 
compared the models therefore the absolute values were not so important.  
 In both measurements and calculations the induced voltage due to excitation flux was deducted 
from the obtained signal so we could analyse only a "clear" signal caused by the fault current. The 
influence of the fault length was not included in the investigation since the FEM model was only a 2D 
model, while the faults on the laboratory model were 40 mm long and much longer than the pick-up 
coil dimensions. Therefore, the end effect was neglected.   
 Figure 9 shows that we can only determine whether the fault is at the top of the tooth (positions 
8-10) or in the slot (positions 1-7), while the exact position can not be specified. Authors [1], [3] 
describe that also the fault at the vertical edge of the slot can be determined (position 6 or 7 in the 
model, see Fig. 8), but unfortunately our calculated and measured results do not show that. On the 
laboratory model only three fault positions were examined (1, 5 and 10) and comparison of the 
measured results with the calculated values shows good agreement (Fig. 10).  

Fault Strength

 Using the FEM model the power losses of interlamination faults during the ELCID test can be 
simply calculated and investigated. The resistance of the short-circuit turn in the model represents a 

1 2 3 4 5 6 7 8 9 10
0.00
0.05
0.10
0.15
0.20
0.25

Li
ne

 3
-4

Fault position

0.00
0.05
0.10
0.15
0.20
0.25

Li
ne

 2
-3

0.00
0.05
0.10
0.15
0.20
0.25

Li
ne

 1
-2

1 2 3 4 5 6 7 8 9 10
0.0

0.5

1.0

1.5

U
3-

4 (
V

)

Fault position

0.0

0.5

1.0

1.5

U
2-

3 (
V

)

0.0

0.5

1.0

1.5

U
1-

2 (
V

)

Fig. 9. Calculated Hdl along defined lines at different 
fault positions using FEM.

Fig. 10. Magnitudes of measured voltages using pick-
up coil at different fault positions.
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Fig. 11. Magnitudes of measured voltages using pick-up 
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contact resistance together with resistance of lamination in a real stator core. The obtained results for 
different conductance of short-circuit turn were used just to show that the fault current, which can be 
recognized and evaluated by the ELCID test, can not be a measure for the fault strength (Fig. 11).  

Conclusion

 Laboratory test core and FEM model offer a lot of possibilities for investigation, evaluation and 
research in the field of diagnostics of laminated stator cores. Tests and calculations showed that the 
interlamination faults can be recognized using ELCID testing, but the fault strength can not be easily 
determined. There are possibilities to combine ELCID with additional methods, such as described in 
[5], to diminish the disadvantages of ELCID. Our goal is to develop a measuring device with the 
sensing coil which will automatically scan the whole circumference of the stator bore. The scan results 
would be used for generation of a "flux image" of the stator bore which could be an exchange for 
thermal image obtained from thermal camera at Thermal Loop Test.
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Abstract –This paper proposes a material representation and a theoretical method to derive 
macroscopic matter-field equations from the microscopic scale. It includes extra-losses and 
dynamic hysteresis occurring within soft magnetic materials and its processing introduction in 
numerical simulation tools is investigated. It is based on microscopic physical phenomena (the 
motion of magnetic domain walls) and it is easily usable with the Finite Element Method 
(F.E.M.) since it saves calculation time and memory space, required by usual methods coupling 
classical Maxwell equations to hysteretic behavior laws.

I. INTRODUCTION 
Microscopic magnetization reversal processes and related motion induced eddy currents are at the origin of 
dynamic hysteresis and extra-losses in soft magnetic materials (Fe, Ni, Co...) [1]. Actual short space variations 
are chaotic, abrupt, hard to predict and to calculate. Including these microscopic mechanisms in macroscopic 
formulations is the aim of this work. Nowadays, excess losses forecasts can only be done, for an entire device, 
thanks to post-processing calculations and „loss models” [2]. Dynamic hysteresis models [3-5] aren’t often easily 
usable in numerical simulation tools because time and memory space consuming. Our goal is to propose a 
solution, based on physical considerations, compatible with the Finite Element Method, and complying with both 
accuracy and processing speed. Instead of coupling classical Maxwell equations to dynamic behavior models [6], 
we will search for Maxwell equations, including hysteretic matter-field interactions. 

The part II is devoted to this research. In the part III, we discuss numerical implementations and recent results. In 
the conclusion and last part, we sum up, give the balance sheet and next developments planed. 

II. DERIVATION OF MATTER-FIELD EQUATIONS 

II.1 Microscopic magnetization reversal mechanisms 

We may meet an infinite number of magnetic structures and magnetization dynamics. Nevertheless, most soft 
magnetic materials have got Weiss domains and Bloch walls [7]. Knowing that the main magnetization process 
is the Domain Walls Displacement (DWD) [8,9], and despite the fact that it is possible to study other 
mechanisms sometimes relevant for vectorial fields, or with higher frequencies; we first propose a DWD 
formulation, including losses due to this microscopic phenomenon. Thus we consider a magnetic structure, with 
domains and walls, submitted to a time varying magnetic field weak enough to keep walls plane and far from 
each other. If then the field is parallel to the favoured direction of domains, the main magnetization mechanism 
will probably be the motion of these walls, surrounded by microscopic eddy currents. To illustrate, we can see on 
Figure 1, that the representation of total eddy currents j is based on a superposition of classical macroscopic eddy 
currents jM and microscopic ones j� induced around each wall at position xw. The first is smooth whereas the 
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second is a Dirac like one Γ. Knowing the motion equations of statistically independent walls [8,9], the 
distribution of microscopic Joule losses reads 

( ) ( )www tμ xxBj −ΓΝ∂Λσ=σ −− � 12221
                                                     (1) 

B is the macroscopic flux density (it comes from domains averaging procedures B= <b> ). Λ2 is a dynamic 
parameter, linked to the saturation magnetization Ms, wall mobility mw, surface Sw and volume density Νw. Since 
(∂��) is the relevant quantity, all complexity due to spatial dependencies of j� will be lumped in Λ2. It is a 
constant scalar for isotropic linear cases. From energy conservation, h being the total local magnetic field, the 
static classical macroscopic field HM, such that curl(HM)=jM, is found damped by an anti-eddy field distribution 

( ) ( )� −ΓΝ∂Λσ+= −
w wwtM xxBHh 12

                                                   (2) 

This distribution shown below on Figure 1 is the complementary of the current distribution displayed next to it. 

Figure 1: Actual (plain lines) and smoothed (dashed lines) squared eddy currents (on the left) and 

magnetic field (on the right) distributions. μ is the static permeability. < . > means to smooth and upper 
score to take the space average of the distribution as it will be developped in the following.

II.2 Smoothing procedure and power functional 

We also know thanks to both thermodynamic [10] and power flux [11] considerations that Maxwell field 
equations result from variational principles used to minimize a certain amount of energy absorbed by the system 
considered. It is the main argument besides to justify that classical Maxwell equations might be true at the 
microscopic scale (the one corresponding to domains and walls). We plan to derive again these matter-field 
equations from the microscopic scale to the mesoscopic one (the one corresponding to the inside of a 
macroscopic device) as Russakoff did from the nanoscopic scale to the microscopic one [12]. So as to do that, 
we build a power functional Π inspired from [10,11], including both total Joule losses and total magnetization 
coupling powers (microscopic and macroscopic). Besides, this power functional can also be explained by 
considering both kinetic energy of free charges and potential energy of magnetic moments. 

( )( )���
Ω

− ∂+σ=Π xdbhj t
321

                                                               (3)

Integrals are performed in the entire volume Ω of the system considered. j=curl(h), h and b are respectively the 
local current density, magnetic field and flux density at the microscopic scale. σ is the electrical conductivity. 
The microscopic part is developed thanks to previous work onto walls motion [8,9]. Actual magnetic field and 
Joule losses are quite disturbed with quick microscopic changes (Figure 1). We cannot use these distributions 
directly, we need continuous and smooth macroscopic quantities in order to use classical variational principles 
and integral transformations. Next part of the work is to apply well chosen smoothing and averaging procedures 
[12] (denoted by <.>) onto (2) and (3), in order to discard irrelevant short space variations. As a result, it can be 
expressed as a function of B, the macroscopic flux density and HM, the static macroscopic magnetic field 

xw x

h

____

bB

BH M

=

μ= −1

( )Bt∂Λσ∝ 2
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( )2121
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( ) ( )( ) ( )( )( ) xdBHBBHcurlxdhbj tMttMt
32221321 ������ ∂Λσ+∂+∂Λσ+σ=⋅∂+σ=Π −−

________________________

        (4) 

II.3 Variational principle, Euler-Lagrange equations 

We will now satisfy a stationary condition for Π with respect to well chosen variables defined in the following. 
We can choose two different sets of variables depending on the Maxwell equations we want to focus on and 
solve. In the present paper, we assume the Maxwell-Ampere law and derive the Maxwell-Gauss and Maxwell-
Faraday equations with the T-Φ formulation [13,14]. The static macroscopic magnetic field HM can be expressed 
with the help of two regular functions called the reduced electric vector potential TM and the reduced magnetic 
scalar potential ΦM: HM=TM-grad(ΦM). These potentials will be our unknown variables but it is useful to 
introduce also two other total potentials T and Φ such that the total macroscopic magnetic field is 
H=<h>=HM+σΛ2∂tB=T-grad(Φ). From (2) and (4), we can choose to link the two sets of variables as follow (μd

is the static differential permeability defined by μd=gradHM (B)T or δB=μdδHM ) 

( ) Mtd TT .∂μΛσ+= 21                                                            (5) 

( ) ( ) ( )Mtd gradgrad Φ∂μΛσ+=Φ .21                                                            (6) 

We admit that the system, constituted of both the material and the field, tends to minimize its power (4) [10]. If 
we consider a variation of Φ keeping T and σ�2∂tB constant, the stationary condition on (4) with respect to the 
magnetic scalar potential Φ yields the divergence free condition for ∂tB (div(∂tB)=0), and the continuity of its 
normal component at each border. 

( ) 0=∂ Bdiv t                                                                                   (7) 

Now we consider a variation of T keeping Φ and σ�2∂tB constant and try to attain the stationary condition for 
(4) with respect to T. A variational principle gives a continuity condition on the tangential component of vector 
E=σ-1curl(H)=σ-1curl(HM+σΛ2∂tB) and Euler-Lagrange equations describing evolution of fields in space and 
time. It is equivalent to the following matter-field equation 

( )( ) 02 =∂+∂Λ+ BBcurlEcurl ttM                                          (8) 

EM=σ-1jM=σ-1curl(HM) is the local static macroscopic electric field. Defining a modified total electric field E
such that E=EM+curl(Λ2∂tB); equation (8) takes the form of the classical Maxwell-Faraday equation. The 
essence of these matter-field equations ((7) & (8)) is to include smoothed microscopic dynamic fields in 
macroscopic ones. It allows therefore the use of single valued (or quasi-static) behavior laws: ∂tB=μd∂tHM and 
EM=σ-1jM; where μd is the static differential permeability and σ the electrical conductivity. Then (7) and (8) are 
solved to find (ΦM, TM). Unfortunately the solution of previous system is not unic. One has to choose a gauge 
condition. The Coulomb gauge div(TM)=0 [14] seems appropriate here. Moreover, we have to ensure the 
continuity of the tangential component of H=HM+σΛ2∂tB in order to enforce the Maxwell-Ampere law 
σE=curl(H) at each border of ∂Ω (n is a unit vector normal to the frontier considered). The entire system to 
solve becomes 

( )( )( ) 0=Φ−∂μ MMtd gradTdiv                            (9) 

( )( )( )( )
( )( ) ( )( ) 0

1
1

21

=Φ−∂μ+σ−

Φ−∂μΛσ+σ
−

−

MMtdM

MMtd

gradTTdivgrad

gradTcurlcurl .
                         (10) 

( ) ( )( ) continueisngradT MMtd ×Φ−⋅∂μΛσ+ 21                         (11) 

This formulation includes the physics of domain walls and it saves memory space and time computation. It may 
be used for two dimensions problems with currents into plane, and for three dimensions problems. 
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III. NUMERICAL IMPLEMENTATION OF THE FORMULATION 

Set of equations ((9), (10) & (11)) is compatible with Finite Element T-Φ [13,14] formulations. We will first 
implement this TM-ΦM formulation and put it to the test onto simple geometries (Figure 2) 

III.1. Implementation of a TM-ΦM Finite Element formulation 

Three dimensions formulations for transient and harmonic problems have been written and put to the test with 
the Finite Element Method (F.E.M.). The Galerkin and Newton-Raphson [15] methods for the projection of (7) 
and (8) on a shape functions space {αp,γp=αp [[1]]} ([[1]] is the identity matrix) are an approximation of the 
formulation obtained by minimizing (4) and give the following residual and matrix equation in order to find TM

and ΦM at each node p. 

( )
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III.2 Results, validation of the formulation 

Figure 2: Geometry of some test cases studied, the limit constraints are given for the cylinder. They 
are similar for the bar and the metal sheet. 
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The formulation has been firstly applied onto test cases (one or two dimensions problems computed in three 
dimensions): an „infinite” iron sheet, cylinder or bar (Figure 2). 
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Linear harmonic: Using the Fourier theory, we solve complex equations corresponding to (13) with the Finite 
Element Method (F.E.M.) (we just replace 1/dt with j2πf) and plot the average flux density within the section as 
a function of the frequency f on Figure 3. 

Figure 3: Module and phase of reduced mean flux within section of the cylinder. 

Linear and non-linear transient: Some measurements with several induction (for μ and Λ) and frequency (for Λ)
levels have been carried out in order to identify the characteristic transient variations of the properties μ(B) and 
Λ(B,f). We can fit the experimental data thanks to a surface which describes evolutions of walls population and 
mobility (Figure 4, left, standard deviation is for the moment around 50 μm). We then solve (13) with the Finite 
Element (F.E.M.) or Difference Method (F.D.M.), one step after one, onto the one dimensional problem 
corresponding to the Epstein experiment. We hope to be able to simulate with accuracy the flux density response 
expected to be triangular as it was firstly imposed during the experiment (Figure 4, right, the maximum relative 
error is for the moment around 8%). The dynamic hysteresis due to both classical macroscopic eddy currents and 
microscopic ones will be taken into account thanks to the formulation previously proposed. No static hysteresis 
has been introduced. It can be done through the B(HM) or its inverse HM(B) law. 

Figure 4: Comparisons between simulations and measurements carried out onto an Epstein frame (1-D 
problem) with the SiFe NO M40050a material (left) Identification of the homogenized dynamic 

magnetic property Λ as a function of field conditions (right) Transient cycles varying both μ and Λ.

III.3 Discussion 

The low-pass filter plus dynamic hysreresis are correctly described and in accordance with observations onto 
macroscopic flux and power losses measured. Obviously, the representation is simplified and disregards possible 
irregularities, non-reproducibility in chaotic structures and static memory effects. It supposes that some similar 
average macroscopic arrangements are statistically reproduced for some identical field conditions (Figure 4, 
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left). These properties may however be independent of the macroscopic geometry and sources waveshape, which 
is quite interessant for simulation purposes. Unfortunately experimental identifications are limited in flux density 
and frequency levels because of non-linear processes. Predictions for a wide range won’t be accurate without 
improving identification procedures and investigating varying parameters μ, with the flux density B, and Λ with 
both B and its first temporal derivative ∂tB as it was initiated in the Figure 4. 

IV. DISCUSSION, CONCLUSION AND FORTHCOMING 
This representation helps us understand soft magnetic materials dynamics and make accurate its behavior 
description. As long as a linear approximation is valid, the method will introduce the dynamic hysteresis of such 
materials keeping linear the Maxwell equations. It avoids therefore Newton-Raphson loops. For non-linear 
problems, they seem to be still necessary with non-linear but single valued instead of hysteretic properties. 
Accuracy is preserved; calculation time and convergence should be improved. These formulations can be used to 
compute any large device supplied by transient signals or time harmonics within the quasi-static approximation. 
This contributes to the modeling of microscopic phenomena usable in macroscopic calculations taking accurate 
frequency power losses into account. Our goal is to provide general TM-ΦM and AM-VM formulations [14] 
compatible with the Finite Element Method, and use it for sensors and linear actuators. Further developments are 
currently under progress to widen its usefulness: 

• Procedures onto more complex magnetic structures and magnetization mechanisms should be 
investigated to provide a more general three dimensions formulation. 

• Magnetic behavior should be improved by acting on the static permeability μ and the dynamic 
parameter Λ.

• One more derivation from the mesoscopic scale to the macroscopic one will be necessary to deal with 
laminated cores and other complex inhomogenous architectures with anisotropy.
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Abstract-This paper presents a new approach for designing simulation software that minimizes both 
development and maintenance costs on the one hand, and on the other hand helps the designer to deal with 
the growing complexity of the simulation process. It is mainly based on meta modeling technique coupled to a 
reusable framework programmed at a meta level , sometimes called “adaptive object models” . A design tool is 
presented. The whole approach is used to model and build a new generation of simulation software.

Introduction

Numerical simulation is now widely used in all companies that design electromagnetic 
devices. However, in the long run of technological improvements and reduction of costs, electrical 
devices tend to become more and more compact and complex. Multi-physics and multi methods 
analysis is often required for thorough sizing of the device. Thus, simulation software is becoming 
more and more complex, and their maintenance is a heavy task. Therefore, the designers of 
simulation software have recently moved to object oriented language, so as to increase the quality 
and minimize maintenance [1] [2]. 

In the computer science recent works, it can be noticed that a new information system 
landscape is emerging more model-centered than object-oriented. This seems to be a promising 
answer to the new challenge that software industry has to face in the next few years. Hence, 
following these works, it may be worthwhile to investigate the benefits for the numerical 
simulation community to move to this new approach of software design called “adaptive object 
models” [3] [4]. 

This paper presents our past few years work in that direction. In this paper, we will first 
introduce the concept of metamodeling and the simulation software developed on this technique. 
Last the main benefits of this approach will be summarized. 

From Standard Object Oriented Programming To Metamodeling

Introducing The Metamodeling Concept

To introduce the metamodel concept, consider the following partial and simplified data model of 
some simulation software, described as a class diagram in the UML notation (figure 1). In a 
conventional object oriented programming approach, the developers would design and program 
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the previous classes (Region, Formulation, Material, Property, SimulationModel …) that the end-
user will instantiate using a dedicated graphic user interface.

Fig. 1: Partial simplified class diagram of the data model of some simulation software 

Considering the simulation of a transformer for instance, the end user will in fact create 
several instances of regions: core, primary winding, secondary winding, air, as well as materials 
and he will package them all into an unnamed Simulation Model. 

Fig. 2: Geometric model of a transformer and its object diagram 

The mechanism that links an instance (Region(‘core’)) to its model (class Region) can also 
be applied to the model itself: the class Region can be seen as an instance of a metaclass Entity, 
the field formulation of class Region can be expressed an instance of the metaclass Field. Thus, 
putting all these metaclass together leads to the following class diagram called the metamodel.

Fig. 3: A basic metamodel 
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The metamodel defines a language that allows describing a data model. Instances of 
metamodel are called metadata and does define a data model since it can be translated into object 
oriented concepts such as classes or interfaces. 

This instantiation / abstraction process can indeed be carried out over and over. But in 
practice, only four levels are needed. 

Four Layer Metadata Architectures

As defined in the UML standard, the classical framework for metamodeling is based on a four 
metalayers architecture [5]. These layers are conventionally described as follows: 

- The information layer stores the data input of the end-user. 
- The model layer is devoted to the designer of the simulation software. It defines the language 

of the information level.
- The metamodel layer is designed to produce models. A metamodel is an “abstract 

language” for describing different kinds of data. 
- The meta-metamodel layer is comprised of the description of the structure and semantics 

of meta-metadata. In other words, it is the “abstract language” for defining different kinds 
of metadata.

Meta
metamodel

level

Hard wired meta 
(MetaModel , MetaClass, MetaField are coded here) 

Metamodel 
level

MetaModel(‘meta model’, 
[MetaClass(‘Entity’, [MetaAttribute(‘id’,String), MetaField(‘fields’,List<Field>)]), 
MetaClass(‘Field’,….) ] ) 

Model
level

Entity(‘Region’, [Field(‘name’,String), 
Field(‘formulation’,Formulation), 
Field(‘material’,Material)]) 

Information 
level

Region(‘air’,[ScalarFormuation, Air]), 
Region(‘core’,[ScalarFormulation, Iron]), 

Up to now, this presentation may be considered as a pure intellectual construction. But in 
fact, introducing metamodeling has brought many advantages in large software development.

From Metamodeling to Model Driven Architecture and Adaptive Object Model

Object oriented software programming consists in designing classes, with methods 
describing behaviors and fields for features. Traditionally, all developments are done at the model 
level. For instance, in class Region, the developer may need to implement a method that checks 
the material properties according to the chosen formulation.
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Fig. 4 a generic framework working at the metamodel level 

However, object oriented programming techniques are applicable at any level of the 
abstraction scale. Thus, it is possible to add methods and features on the metamodel (and consequently 
on the meta metamodel as well). At the metamodel level, the developer may program methods for the 
classes Entity, Field … Hence it becomes possible to provide generic services for all instances of the 
metamodel, namely all classes of the model : generic persistency or automatic Graphic User interface 
(GUI) are at reach relying on both metadata for type information and project instances for content. 
Further more, it is even possible to provide a comple te generic framework of (meta) classes that is 
completely “parameterized” by the data model. Figure 4 shows the main components of such a 
generic framework. 

In other words, it is no more required to program the classes of the model to provide a 
complete environment that meets the end user’s requirements: the model is merely described as an 
instance of the metamodel. This is a radical change in the way of building new applications.

Scientific Researches And Industrial Applications

Several scientific communities or companies are involved in the development of 
metamodeling. The OMG group tries to provide a standard that will help the designers to 
implement large and complex software running on several platforms from the model description; 
The main key words in that field are ‘Model Driven Architecture’ (MDA) and ‘Meta Object 
Facilities’ (MOF). Up to now, the standard is still in development and only few companies are 
heavily relying on this technology [4]. 

Independently from the OMG, Yoder and al. proposed a so called “Adaptive Object-
Model” approach that represents classes, attributes, relationships and behavior as metadata. The 
system is a model based on instances rather than classes. Consequently, the object model is fully 
adaptable; when the descriptive information is modified, the system immediately reflects those 
changes similar just like a kind of UML Virtual Machine would do [3]. 

On the whole, introducing such a generic framework and technology allows for a system 
to quickly adapt to new business needs by simply changing the meta database rather than 
changing the code. Conversely, the code programmed at the meta level is generally more 
complex.
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Meta Modeling Of A Simulation Software

In the previous section, the basis of metamodeling and its main benefits were exposed. 
However, to reach full dynamicity of data model in complex simulation software, all behaviors of 
the desktop have to be parameterized using the description of this data model. Thus, the 
metamodel needs to be much more extensive compared to what was initially presented in figure 3. 
The MOF metamodel has not been retained since we found it not totally suited to the expected 
goal: it includes aspects that were useless whereas specific aspects such as localization of the 
applic ation according the country, end user competencies description, or logical organization of 
the application were lacking. Therefore, we decided to propose our own metamodel that grows 
according to our needs.

Fig. 5 Class diagram of the Application entity and related types (part of). 

Metamodel For Static Description

Basically, the main requirements consist in modeling a kind of static class diagram, 
ornamented by some user interface information. We also need to describe the application 
behavior: the simulation process being potentially complex and extremely adjustable , it has been 
split into several “use cases” one for each aim of the simulation, a use case being itself divided 
into several steps called “contexts”. 

Figure 5 is the UML simplified class diagram of an application, a part of our metamodel. 
An Application is made of a set of Commands and Entities, grouped into a Model. Commands and
Entities are mainly composed of Fields and Arguments respectively, both being eventually set 
visible, disabled, or invisible to the end user thanks to the Filter notion. The software is made of a 
list of Uses cases (3D magnetostatics, 3D transient …). Use cases are split in Contexts (geometric 
modeler, physics, mesh …) that may be seen as modeling steps requested to achieve use case 
completion. 
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The Framework Description

Fig. 6 Basic concepts of modern user interface. 

Modern software must provide a powerful graphic interface including menus, toolbars, 
trees, 3D view … In our model driven approach, the user interface is parameterized by the data 
model: toolbars and menus can only display the commands or methods that are known from the 
data model. The tree view proposes an organized presentation of the database. The context tab 
allows reducing all commands and objects to those that are actually needed at any given step of 
the simulation: the preprocessor step will only show geometry and physics aspects, whereas post 
processor will provide its own reduce set of commands. 

All these information are described using an appropriate part of the metamodel, as shown 
on the following figure.

Fig. 7 Class diagram of the desktop model (part of). 
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The New Design Process of an Application

     Fig. 8 Snap shot of the application builder.       Fig. 9 The generic framework 

Following that approach, we have built a dedicated tool to help the designer of an application 
to model it. Figure 8 shows a snap shot of this builder. We can notice the presence of the UML static 
class diagram on the background, a tree displaying all entity types, commands … already created and 
in the front, a dialog box to input a new type. Once the designer has completely described the contents 
of its application, it is stored in a database, called meta database. 

This meta database is used to dynamically configure a reusable framework that takes in 
charge, at no additional cost, the user interface of all business concepts, the validity checking of user 
input, data persistence … The framework is made of a collection of modules (frontal, kernel …) 
plugged into a bus as shown on figure 9. Additional modules may also be plugged. For instance in the 
case of our finite element simulation software, we have plugged a solver, a geometric modeler, and 
some applicative code. 

Main Benefits An Conclusions

Full simulation software [7] has been built using metamodeling technique and a generic 
framework. At the end, more than one thousand of “classes” together with hundreds of use cases 
and commands have been described for our simulation environment, This approach was first 
studied to manage the growing complexity of simulation software. It has been tested intensively 
on our own code, with success. Adopting such a strategy brings a large number of benefits: 
-  Changing the data model is much faster than with the standard Object Oriented Programming 
   paradigm and can be done at nearly no cost 
-  Many services are built in once for all (graphic and textual user interface, desktop behavior…). 
-  Maintenance of the code is drastically reduced. 
Of course, the programmer of numerical methods and formulations still has to produce the code of 
the algorithms he needs to implement.
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Abstract – In the paper an algorithm for coupled field-circuit simulation of transients in a three-phase, 
 three-limb power transformer is presented. The transients state after the asymmetric supply voltage system 
has been analysed. The non-linearity and anisotropy of the transformer core have been take into 
consideration. The magnetic vector potential for three-dimensional magnetic field description has been 
applied. Also, the inverter fed transformer transients are considered. 

Introduction

Analysis of three-phase transformers are very often performed on the basis of the circuit model. 
However, such a model does not provide sufficient accuracy in the case of non-symmetrical or 
transient operations, especially in transformers with a non-linear magnetic core. During transients the 
non-periodic components of magnetic fluxes cause very strong saturation of some core parts (limbs, 
yokes) while other parts remain non-saturated. The reluctances of core parts may differ hundred times; 
their relations vary in time. This disrupts the symmetry of the magnetic field. Furthermore, in the case 
of a three limb transformer the magnetic field also penetrates the space surrounding the core due to the 
core saturation and to the non-periodic components of fluxes. Hence, the field, three-dimensional 
description is necessary. The transient magnetic field in transformer is usually voltage-excited, and 
this means that the currents in windings are not known in advance. Therefore, the equations of the 
electric circuits, and the equations describing connections of circuits must be included. Because of the 
nonlinearity and anisotropy, the magnetic vector potential (MVP) for 3D magnetic field description 
has been employed. Numerical implementation of the elaborated algorithm is based on the finite 
elements method. The nonlinear three-dimensional problem has been substituted with a sequence of 
two-dimensional tasks and the block relaxation method has been employed. 

Iterative Field-Circuit Algorithm For 3D Magnetic Field Calculation

Magnetic field equations

The magnetic vector potential  (MVP) approach is very convenient for 3D magnetic field modelling in 
non-homogenous, non-linear environment [2]. It is described by the equation: 

curl curlA J  (1) 

where: A is MVP vector J  is the current density vector,  is the reluctivity. 
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The MVP components xA , yA , zA , in eq. 1 are associated with one another even after imposing the 
Coulomb’s gauge [1]. Therefore, as result of the application of the finite element method, one obtains 
the set of 3 nn  equations of the form SA = F , where S  is the stiffness matrix; A  is the one-column 
matrix (vector) of nodal potentials; F  is the vector of field sources. In the proposed algorithm 
matrices S , A , F  are divided into bn  submatrices.  
The obtained set of equations can be solved iteratively. The single basic iteration consist in a 
sequential solving of bn  „smaller” sets of equations [3]: 

1

1,
1

bj n
m l l

ii i i ij j j
j j i

S A F S A A       (2) 

where m  is the number of basic iteration, l m  when i j  or  1l m  when i j , 1,2  is the 
over-relaxation factor. 

In order to include nonlinearity of the ferromagnetic core an additional iterative procedure has been 
included. This procedure is superior in relation to the basic one used for the solution of the set of FEM 
equations [5]. 
Each of sets (2) contains nb n bn n n  equations. The number wbn  is usually small enough to solve 
sets (2) by means of direct, non-iterative method. The Cholesky's method has been applied. 
The first term in the right-hand side of equation (2) represents field sources corresponding to -thi
block. Because the field is voltage-excited, at the beginning of each „non-linear” iteration, the sources 
are not known explicitly. The exact values of currents are computed on the basis of electric circuits 
equations [4,5]. The remaining terms in right side of equation (2) represent mutual connections 
between blocks. The elaborated procedure is very effective; for example it is up to four times faster 
than the ICCG algorithm.  
In order to include nonlinearity of the ferromagnetic core an additional iterative procedure has been 
included. This procedure is superior in relation to the basic one used for the solution of the set of FEM 
equations [3].  
Each of the sets (2) contains nb n bn n n  equations. The number nbn  is usually small enough to solve 
sets (2) by means of direct, non-iterative method. The Cholesky's method has been applied.  
The first term in the right-hand side of equation (2) represents field sources corresponding to -thi
block. Because the field is voltage-excited, at each „non-linear” iteration, the sources are not known 
explicitly. The exact values of currents are computed on the basis of electric circuits equations [4,5]. 
The remaining terms in right side of equation (2) represent mutual connections between blocks. The 
elaborated procedure is very effective; it is even up to four times faster than the ICCG algorithm. 
Another advantage of the method is the smaller requirement for computer memory.  

Circuit Equations

The transient magnetic field in nonlinear structures is produced under supply voltage constraint. 
Therefore, the Kirchhoff's equations of the transformer electric circuits must be included. In the 
example, it has been assumed that windings  are connected in the non-zero star scheme. The system of 
line voltages: 12u , 23u , 31u  has been forced. The voltages 12u  and 23u  have been assumed as 
independent variables. In this case, the phase voltages: 1u , 2u , 3u  and currents in the windings are not 
known in advance. In order to solve transient problem, the time-stepping algorithm has been employed 
The implicit, backward difference procedure, which is unconditionally stable, has been applied. After 
time-discretization, at the n th  time step and k th  non-linear iteration we have [5]: 

L. Nowak and K. Kowalski / The 3D Field-Circuit Model of Power Transformer 219



1
1

k k
n n n nt Ri U   (3) 

The structure of the transformer windings is described by the equation i = ki , where k  is the 
incidence matrix and i  is independent loop currents matrix. 
Currents k

ni  in k-th non-linear iteration are computed iteratively and simultaneously with the field [5].  

Power Transformer Transients

A three-phase transformer of power 160kVAnS  and voltage 20 / 0.525kVnU on no load 
operation has been investigated. The transient state after the application of the following voltage 
system: 

12 1 2 sin 100nu k U t , 21 2
22 sin 100
3nu k U t , 31 3

42 sin 100
3nu k U t (4)

has been considered.
Figure 1 illustrates current waveforms for nominal (a) and non nominal operating conditions (b, c, d). 
The current peak values and form strongly depend on the voltage amplitude and asymmetry degree. 
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The elaborated algorithm enables simulation of transformer transients supplied with the voltage 
inverter – Fig. 2 . 
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Fig. 2 Three-phase voltage inverter: a) circuit diagram, b) sequence of the switches states 

Figure 3 illustrated the time variations of the no load currents for inverter supplied transformer.  
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Fig.3 The time variation of the currents at the supply from voltage inverter:  a) d nU U , b) 0.5d nU U

Conclusions

The elaborated algorithm and computer code can be an effective tool for transient analysis of three-
phase power transformers. The computer program enables simulation of the transformer transients 
after the application of symmetric or non symmetric three phase voltage system. The analysis of 
voltage inverter fed transformer is also possible. 
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Abstract - In electromagnetic wave propagation problems, it is usually necessary to compute the fields 
quantities over a broad frequency band. In this paper we present a 2D computationally-efficient scheme, 
which combines the finite element method (FEM) with a Padé approximation procedure. The approach is 
devoted to radiation problems in unbounded space. It allows to obtain an explicit expression of the solution 
over a large frequency band. The ability of the model is shown in the analysis of the coupling between an 
electromagnetic wave and a metallic enclosure. 

Introduction

To prevent damages or for electromagnetic shielding, electronic equipments are often located within a 
metallic enclosure. Apertures on the walls permit the coupling between the internal components and the external 
fields. These apertures may be intentional for various reasons as input and output connections, control panels, 
dials, ventilation and visual-access windows. They could also be unintentional, like cracks around doors or poor 
electrical joints at exterior surfaces. In an electromagnetic compatibility analysis, the shielding effectiveness of a 
metallic enclosure has to be characterized over a large frequency band. A rigorous analysis requires to solve a 
scattering problem. Numerical methods are commonly used to describe such electromagnetic scattering 
problems. 

 The main difficulty in solving the electromagnetic problem is that the frequency band generally includes 
several cavity resonance frequencies. With a frequency domain analysis (method of moments, finite elements) 
the  unknowns are solution of a linear system whose matrix depends on frequency. If the field quantities have to 
be computed over a wide frequency band,the linear system has to be solved for each frequency of interest. This 
often leads to a huge computational cost. An alternative approach is to search for a power series expansion of the 
solution about a center frequency. The approach requires only one single matrix inversion. The radius of 
convergence is limited but it is possible to extend the interval using a corresponding Padé approximant. This 
technique is known as an asymptotic wave form analysis (AWE) and has been first combined with the method of 
moments [1][2]. Such an approach has been proposed in [3] for the finite element method in the 2D case. The 
ability of the method was demonstrated in the scattering of canonical obstacles having simple shapes. 

 In this work we present a 2D model combining the finite element method and a Padé approximation to 
study the coupling between an electromagnetic wave and a metallic enclosure. The  efficiency of the approach is 
shown in the case of the scattering over a wide frequency range where sharp resonances occur. A comparison 
with a standard approach clearly underlines the advantages of the Padé approximation. 

1. Finite Element Analysis

Let consider the 2D scattering of a plane wave by a perfectly conducting obstacle. In the TM 
(Transverse Magnetic) case the incident electric field has only one component along Oz denoted ui . The 
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scattered field is searched with only one component u along Oz depending on x and y. In the plane Oxy,   is the 
boundary of the obstacle and  the outer region. The unknown u satisfies the Helmholtz equation : 

0uku 2
0                   (1)

where ck0 is the wavenumber (  is the angular frequency and c is the speed of light). 

The scattered field satisfies the radiation condition at infinity :  

0uikn
urlim 0r

                     (2)

On  the following boundary condition holds :  
0uu i                      (3)

A computation by a finite element method is performed in a finite region which includes the obstacle and some 
of its surrounding medium. The computational domain is truncated by a fictitious outer boundary where the 
radiation condition is applied as an absorbing boundary condition: 

0uikn
u

0         (4)

A usual discretization of the domain with first order triangular elements leads to a global matrix system of the 
form : 

)(bu)(A                            (5)
where the matrix )(A  can be written as in : 

2
2

10 AAA)(A , (6)

with matrices 210 A,A,A depending on the geometry. 

2. Fast Computational Scheme Using Padé Expansion

Consider an arbitrary 0 such that A0 is non-singular, the Taylor series expansion of the matrix 

polynomial in (6), about 0 can be written as: 

2
2

0100 A)(A)(A)(A                                             (7)

where the matrices )2,1,0i(,Ai can be obtained from (6) and (7). 

The solution vector )(v  has a power series representation about 0 , given by 

0i
i0i )(v)(v (8)

The power series representation of the excitation vector )(b is written as: 

0i
i0i )(b)(b                                            (9)

 We can evaluate the coefficients of the power series of )(v by the following procedure: 

...)(bb...))(vv)(A)(A)(A( 0100102
2

0100   (10)

If we equate both sides of (10) term by term, we obtain the following iterative expression: 

     ,....1,0i,vAAbAv
2

ij,1j
jij

1
0i

1
0i (11) 

It is very important to note that only a single inverse 1
0A  is needed in the iteration procedure. 
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For each component )(vj  of )(v  a Padé approximant is a rational function of the form
)(P
)(Q

M

N , where P 

and Q are polynomials of degrees M and N respectively. The M+N+1 unknowns are obtained by identifying the 

coefficients of  in the equation 
)(P
)(Q)(v

M

Nj . The resulting Padé approximation is valid over a frequency 

range larger than that given by (8).  In the numerical computations we used the diagonal Padé approximation 
)MN( which is more accurate; in this case we have 2N+1 unknown coefficients. 

3. Numerical Results

Computation  of the scattered field in the cavity

The geometry of the studied enclosure is decribed on figure 1. All the results correspond to an exciting plane 
wave normally incident on the face containing the aperture with an electric field parallel to the z direction. 

Fig. 1 : Studied enclosure 

In this study, the dimension L will increase from 40mm to 160mm. Figure 3 shows the computed 
scattered field in the center of the cavity and in front of the aperture (160mm). It is calculated with a direct 
method (FEM method), a Taylor expansion (8nd order) and a Padé approximation [4/4] for a center frequency at 
830MHz .  

The Padé approximant gives a good approximation of the scattered field in the range of 100MHz.  So 
for the broadband study, the Padé approximation the frequency band is subdivided into 9 intervals of 100MHz. 
In each interval the Taylor series is obtained from a central frequency chosen in the middle of the interval. In 
order to increase the accuracy of the approximation, this frequency can be chosen near of a resonant peak. 
However, computations have shown that the approximation is very efficient when this frequency remains in a 
band of 20MHz around the peak. 

The power transmitted through the aperture is computed into two ways. The first one results from the 
integration of the electric and magnetic energy over the domain .  The second one is obtained from the flux of 
the Poynting vector through the aperture. Figure 7 compares the power transmitted through the aperture (160 
mm) calculated by a direct FEM method, by a Padé approximation with integration over Padé ), and by a 
Padé approximation with integration on S (Padé S). 
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Fig. 2 :  Computed scattered field 

Fig 3 :  Approximations of the power transmitted 

A very good agreement is observed when calculation of the power transmitted by integration on 
(Padé ). This can be explained since in this case all the nodal values of the computed solution u over are 
used and the numerical errors do not influence the global value. On the contrary,  in the line integral a few values 
of u are used; the numerical error has a significant influence on the result.  Also, the computation time is 
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significantly reduced. For example the ratio between the direct computation and Padé S is about 15. The 
approximation of the power transmitted with integration on S is less efficient, but the time of computation is 
really short.

Application of the Padé approximant to shielding effectivness.

The presented model was studied for the analysis of shielding effectiveness for a thick metallic screen 
having multiple apertures. Figure 4 shows the different kinds of distribution of apertures on the frontal panel of 
the cavity. Figures 5,6 and 7 show the computed power transmitted for different distributions of apertures : 2, 4 
and 8 apertures of 80 mm, 40mm and 20 mm  respectively. Results clearly show how the shielding effect is 
increased in the case of multiple apertures. In each case results from Padé approximation are very similar to 
those obtained from a direct FEM method. In particular the resonance peaks are very well recovered. Each 
resonance peak is very narrow so in order to capture the behaviour of the solution a high number of frequency 
points is required. However, since the calculation time is very short for Padé approximation, a good deal can be 
found between computation time and physics representation. 

Fig 4 : Studied geometry 

Fig 5 : Comparison between 1 aperture (160 mm) and 2 apertures (80 mm each).
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Fig 6 : Comparison between 1 (160 mm) and 4 apertures (40 mm each).

Fig 7 : Comparison between 1 (160 mm) and 8 apertures (20 mm each).

Conclusion

 A 2D model combining the finite element method and a Padé approximation was presented for 
scattering analysis in the framework of radiated electromagnetic compatibility. The technique allows to 
significantly reduce the computational time in case of  a wide frequency band analysis. The efficiency was 
demonstrated in the scattering of a plane wave by a metallic enclosure having apertures. In particular narrow 
resonance peaks are well recovered with a Padé approximation. Such an  approach can improve the efficiency of 
the  finite element method when used in optimization processes for example.
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Abstract – This paper presents an optimization procedure using Response Surface Methodology (RSM) to 
determine design parameters for reducing torque ripple. RSM has been achieved to use the experimental 
design method in combination with Finite Element Method (FEM) and well adapted to make analytical model 
for a complex problem considering a lot of interaction of design variables.

1. INTRODUCTION

The Synchronous Reluctance Motor (SynRM) has advantage such as low cost and higher efficiency than 
induction machines. However, the vibration and noise of SynRM caused by torque ripple are relatively greater 
than other machines.  
If stator windings of a SynRM are not a conventional distributed one but the concentrated one, the decreasing of 

copper loss and decreasing of the production cost due to the simplification in factory are obtained. But it is 
difficult to expect a good performance from concentrated winding SynRM without considering the defects of 
higher torque ripple, lower inductance ratio and difference (efficiency, power factor), etc. therefore, it is 
important to select appropriate combination of the design parameters to reduce the torque ripple.             

Response surface methodology is recently been recognized as an effective optimization approach for modeling 
performance of electrical devices by using statistical fitting method [1].  

A polynomial model is generally to be constructed to represent the relationship between the performance and 
design parameters in RSM. Therefore, this model can be used to predict the performance as a function of design 
variables, and design optimization can be carried out with much easily.  

The quality of the fitted model is evaluated by checking the statistics indexes based on the data of numerical 
experiments. This paper deals with optimization procedure of SynRM to improve torque performance by RSM 
[2].  

The focus of this paper is the optimum design relative to torque density, torque ripple and inductances on the 
basis of Stator slot number and open width of slot, teeth width, in order to improve performance and production 
cost problem of a SynRM.  

Comparisons are given with characteristics of normal distributed winding SynRM (24slot) and those according 
the stator teeth, open width of slot and slot depth variation in concentrated winding SynRM (6slot). By means of 
these structures, anisotropy ratios up to conventional one are obtained and the consequent torque performance 
approaches that of state of the art (distributed winding SynRM : 24Slot). 

2. ANALYSIS MODEL

2.1 Analysis model of the SynRM

Fig. 1 shows the initial design model of concentrated winding SynRM. The concentrated winding SynRM has 4 
poles and 6 slots. And its stack length is 77[mm], and a radius of the rotor is 30.1[mm]. 
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2.2 Design Variables

Design variables related to torque performance in the SynRM are slot of stator, air gap, rib of rotor and flux 
barrier as shown in Fig. 2. Among these variables, air gap, rib width and number of flux barrier of SynRM with 
6slot is the same conditions with SynRM of 24slot.  

Therefore, the open width of slot, slot depth and teeth width are variables for optimum design, which is related 
to reduction of torque ripple production in 6slot machines. And the number 24, 6slot of stator slot is considered, 
because it is limited by mechanical and electrical constraint of 3-phase motor.  

3. OPTIMIZATION USING THE RSM

3.1 Concept of Response Surface Methodology

The RSM seeks to find the relationship between design variable and response through statistical fitting method, 
which is based on the observed data from system. The response is generally obtained from real experiments or 
computer simulations. Therefore, 2D Finite Element Analysis is performed to obtain the data of SynRMs in this 
paper. It is supposed that the true response of a system  can be written as  : 

( , , , )1 2 kF (1)

where the variables , , ,2 k1
 in Eq. (1) are expressed as natural units of a measurement, so called natural 

variables. The form of true response function F is unknown and very complicated, so it is approximated. In many 
cases, the approximating function U of the function F is normally chosen to be either a first-order or a second-
order polynomial model. In order to predict a curvature response more accurately, the second-order model is 
used in this paper. The approximating function U of true response function F is 

2

0

1 1

k k k

jj j jj ij i j
j j i j

U x x x x (2)

Fig. 1  The initial design  model of the SynRM 

Fig. 2  The design variables of the SynRM 
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where  is regression coefficients, is a random error treated as statistical error. The observation response 
vector U at n data point of function U may be written in matrix notation as follows : 

XU (3)

  where, X is a matrix of the levels of the independent variables, is a vector of the regression coefficients, is a 
vector of random error.  
 The least squares method, which is to minimize the sum of the squares of the random errors, is used to estimate 
unknown vector . The least squares function L is 

2

=

= ( ) ( )
1

n

i
i

L U X U X (4)

The estimated vector ˆ  of unknown vector  must satisfy Eq. (5). 

ˆ

ˆ2 2 0
L

X X XU (5)

Therefore, the estimated vector ˆ  can be written as (6) and the fitted response vector Û  is given by (7). 
-1ˆ (X X) X U (6)
ˆˆ XU (7)

where, 'X is the transpose the matrix X .

It is always necessary to examine the fitted model to ensure that it provides an adequate approximation to the 
true response and verify that none of the least squares regression assumptions are violated. In order to confirm 
adequacy of the fitted model, analysis-of-variance (ANOVA) table shown in Table I is used in this paper. In 
Table I, M is the total number of experiments and a is the number of parameters in the fitted model [3]. 

TABLE I
ANALYSIS OF VARIANCE

Source of 
Variation 

Degree of 
Freedom 

Sum of 
Squares (SS) 

Mean Square 
(MS)

Regression a-1 SSR SSR/(a-1) 
Residual (Error) M-a SSE SSE/(M-a) 

Total M-1 SST  

  There are three residual sums which play important roles in judging model adequacy ; 
 The sum of squares of the residuals SSE ; 
 The total sum of squares SST ; 
 The regression sum of square SSR=SST-SSE 

where 2ˆSSE = Y Y( )u u
1

N

u=

; 2SST = (Y )Yu
1

N

u=

(*
uY : observed value, 

uŶ : predicted value, Y : average value) 
The coefficient of determination, R2, expressed by SST and SSR is 

2 SSR
=

SST
R (8)

 The adjusted coefficient of multiple determination RA
2 is defined as : 

2 SSE/(M )
= 1

SST/(M 1)AR (9)

It is a measure of the proportion of the estimate of the error variance provided by the residual mean square of 
the error variance estimate using the total mean square. Accordingly, adequacy of the fitted model is determined 
by R2 and RA

2 [4]. 

3.2 Design of Experiments

There are many experimental designs for creation of response surface. Among them, the central composite 
design (CCD) is chosen to estimate interactions of design variables and curvature properties of response surface 
in a few times of experiments [5].  
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The central composite design (CCD) has been widely used for fitting a second-order response surface. Notice 
that the design of experiments consists of eight runs at the corner of a cubic, plus six runs at the center of its 
faces, plus one run at the cubic center. In terms of the coded variables the corners of the cubic are ( 1, 2, 3X X X )=(-
1,-1,-1), (1,-1,-1), (-1,1,-1), (-1,-1,1), (1,1,-1), (1,-1,1), (-1,1,1), (1,1,1); the six face central points are at 
( 1, 2, 3X X X )=(-1,0,0), (1,0,0), (0,-1,0), (0,1,0), (0,0,-1), (0,0,1); and the cubic central point is at 
( 1, 2, 3X X X )=(0,0,0) as shown in Fig. 3, and the level of three design variables are shown in Table II. 

TABLE II
THE LEVEL OF DESIGN VARIABLES

The level of design variables Design
variables -1.682 -1 0 -1 1.682 

X1 Open width of slot 1.318 2 3 4 4.681 
X2 Slot depth 12.659 13 13.5 14 14.34 
X3 Teeth width 13.659 14 14.5 15 15.34 

2D FEA-based simulation is used to obtain the responses with respect to the CCD experimental design. These 
15 sets of design variables (X1, X2, X3) within the available domain are selected for FEA experiments to fit the 
second-order model. The observation data and FEA results are listed in Table III. 

4. OPTIMIZAION

 The purpose of this paper is to minimize the ratio of torque ripple for average torque of SynRM with 6slot using 
RSM. Using the estimated coefficients, the second-order predictive model can be written as follows : 

2

0
ˆ

1 1

k k k

jj j jj ij i j
j j i j

U x x x x (10)

where,
0 , , ,j jj ij

 are the coefficients, and they are shown in Table IV.
  In fitted second-order polynomial of SynRM with 6slot, R2 of 0.978 means 97.8[%] of the total variation in the 
ratio may be explained by the regression surface relating to the design variables. RA

2 of 0.959 indicates that the 
estimate of the error variation by the residual mean square is 4.1[%] of the error variation estimate using total 
mean square.  
   Accordingly, the ratio of torque ripple for average torque obtained by RSM is compared with the result of 
FEM in optimal point of each model. When open width is 3.0[mm], slot depth is 13.5[mm] and teeth width is 
15.341[mm] in optimal point of SynRM with 6slot, the ratio obtained by RSM is 111[%] and the result of FEM 
is 109.8[%] respectively. Fig. 4 shows the response surface of the ratio on the SynRM of 6-slot. 

Fig. 3 Central Composite Design for the number of three design variables 

Fig. 4 Response Surface for the Ratio of 6slot 
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Several design solutions have been found by design strategy of Fig. 5. 

5. RESULTS OF DISCUSSION

 The comparison with the optimized and initial ratio is shown in Table V. Fig. 6 shows configurations of 
optimized and initial design for 6 slot. As shown in Fig. 7, the optimized concentrated winding SynRM’ torque 
ripples is larger than those of 24 slot because of large inductance variations due to structures.  But, the values are 
smaller than one of initial 6 slot model. And considering decrease of copper loss and cost, in spite of more torque 
ripple, the optimized model should guarantee the better performance level as the conventional 24 slot model.[6] 

6. CONCLUSIONS

   This paper presents a RSM optimization technique in order to reduce the torque ripple of the concentrated 
winding SynRM. And appropriateness of RSM in machines optimization method is verified by the result of 

Fig. 6 Configurations of optimized and initial design for 6 slots 

- 1 8 0 - 1 6 0 - 1 4 0 - 1 2 0 - 1 0 0 - 8 0 - 6 0 - 4 0
- 0 .1

0 . 0

0 . 1

0 . 2

0 . 3

0 . 4

0 . 5

s 6 - d e s i g n  v a r i a l b e s  1
: T r i p ( 0 . 3 8 3 ) ,  T a v e ( 0 .2 8 )

s 6 - d e s i g n  v a r i a l b e s  2
: T r i p ( 0 . 2 7 9 ) ,  T a v e ( 0 .1 1 2 )

6 - s l o t  [ I n i t i a l  m o d e l ]
( : T r i p ( 0 .3 2 ) ,  T a v e ( 0 .1 5 7 ) )

s 6 - d e s i g n  v a r i a l b e s  3
: T r i p ( 0 . 2 2 1 1 ) ,  T a v e ( 0 . 2 0 1 3 )

2 4 - s l o t
: T r i p ( 0 . 1 0 5 ) ,  T a v e ( 0 .2 1 8 )

  2 4 - s lo t
  6 - s l o t [ I n i t i a l  m o d e l ]
  s 6 - d e s ig n  v a r ia lb e  ( X 1 )
  s 6 - d e s ig n  v a r ia lb e s  ( X 1 , X 2 )
  s 6 - d e s ig n  v a r ia lb e s  ( X 1 , X 2 ,X 3 )

           [ O p t i m i z e d  m o d e l ]

T
o

rq
u

e 
[N

m
]

m e c h a n i c a l  [ d e g . ]

Fig. 7 Results of Torque analysis 

Fig. 5 The flow chart of design procedure 
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optimized the SynRM. Therefore, RSM approach can be considered as optimization method for optimum design 
of SynRM and other machines. The decreasing of copper loss, a slight larger torque ripple characteristic as 
compared with state of the art (24 slot model) and decrasing of the production cost due to the simplification of 
winding in factory obtain the high industrial competitive power. 
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TABLE III
CENTRAL COMPOSITE  DESIGN

Design Variables Exper. 
No. X1

[mm] 
X2

[mm]  
X3

[mm] 
Trip 

[N-m] 
Tave 
[N-m] 

Ratio
[%] 

1 3.0 13.5 14.5 0.2168 0.1951 1.1109 
2 4.6818 13.5 14.5 0.2217 0.1992 1.1131 
3 3.0 13.5 15.341 0.2211 0.2013 1.0980 
4 3.0 13.5 13.659 0.2237 0.1889 1.1842 
5 4.0 13.0 14.0 0.2186 0.1933 1.1305 
6 2.0 13.0 15.0 0.2197 0.1940 1.1323 
7 2.0 14.0 14.0 0.2313 0.1868 1.2382 
8 3.0 14.341 14.5 0.2164 0.1951 1.1091 
9 3.0 12.659 14.5 0.2169 0.1952 1.1110 
10 4.0 14.0 15.0 0.2232 0.2013 1.1087 
11 1.3182 13.5 14.5 0.2388 0.1864 1.2811 
12 4.0 13.0 15.0 0.2231 0.2007 1.1116 
13 2.0 13.0 14.0 0.2305 0.1862 1.2378 
14 2.0 14.0    15.0 0.2208 0.1947 1.1345 
15 4.0 14.0 14.0 0.2197 0.1939 1.1328 

                                                 * X1 : Open width of slot, X2 : Slot depth, X3 : tooth width, Trip : Tripple, 
                                                    Tave : Taverage, Ratio : Trip/Tave[%] 

TABLE IV
ESTIMATED COEFFICIENT OF THE ANALYSIS MODEL

Estimated value Coefficients Trip [Nm] Tave [Nm] Ratio [%] 
0 2.3045 1.0359 13.2851 
1 -0.1409 0.0127 -0.8138 
2 0.0088 0.0573 0.0083 
3 -0.2644 -0.1774 -1.4521 

11 0.0047 -0.0014 0.0309 
22 -1.6283E-05 -0.0024 0.0008 
33 0.0084 0.006 0.0447 
12 -0.0002 0.0002 -0.0001 
13 0.0077 -0.0002 0.0415 
23 -0.0005 0.0005 -0.002 

TABLE V
OPTIMIZED RESULTS

Optimized 
values

Optimized 
Ratio [RSM] 

Observed
Ratio [FEM] 

X1 3.0[mm] 
X2 13.5[mm] 
X3 15.341[mm] 

111[%] 109.8[%] 
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Abstract-An operating strategy for a variable reluctance motor based on the sequential excitation of phase 
windings has been developed. The main goal is to achieve acceptable system performance with a simple 
architecture and minimal hardware. Simultaneous excitation of multiple phases is avoided in the interest of 
better current utilisation. It would seem that the best outcome is achieved when a rectangular pulse with 
smoothed rising and falling edges is used for phase excitation. This is achieved by means of a resonant circuit 
which includes the phase winding. 

Introduction

According to [1], the power output of a variable reluctance motor is higher than that of an a.c. 
induction motor of a comparable size. The absence of the induced current in the torque producing 
mechanism makes it possible for the reluctance motor to have higher energy efficiency compared to 
the a.c. induction machine [2]. 

However, it is also known that the variable reluctance motor is not without its own drawbacks. Its 
torque ripple and the radiated acoustic noise are significantly higher than other motor types [3]. There 
have been extensive efforts to mitigate these issues, particularly the torque ripple problem [4]. Some 
advanced approaches reported in the literature such as ripple reduction using intelligent techniques 
have proven to be effective [5]. 

The work presented in this paper attempts to search for yet another solution to the drawbacks by a 
global approach. Consideration is given to the structure of the motor, its intended operating strategy 
and the approach taken to achieve the proposed strategy. The system is expected to demonstrate the 
following properties: 
1)  acceptable system performance 
2)  modest hardware requirement and low cost. 

Developing an Operating Strategy

It has been shown that a major source of acoustic noise in the reluctance motor is the radial oscillation 
of the stator core along the axis of the excited pole winding, initiated at the point of commutation [6]. 
The intensity of the radiated sound depends on the extent to which the stator core is radially 
compressed before the collapse of the compression force. The work presented here began with a study 
to identify the qualitative connection between the rotor torque and the radial compression force. A 
model of a fictitious variable reluctance motor with a 2-2 structural configuration was created using 
the Finite Element Method Magnetics, version 4.0 (FEMM 4.0).  A script file in Lua language was 
written to enable the rotor torque as well as the radial compression force  acting  on  the  stator tooth to 
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 (a) (b) 

Figure 1: a) The 2-2 reluctance motor. b) Torque and radial compression force as a function of overlap. 

be charted against the rotor position. Fig. 1 (a) shows the fictitious 2-2 reluctance motor along with its 
principal data with Fig. 1 (b) giving the ensuing torque and radial force values. The upper stator salient 
pole is surrounded by a 50 μm air gap on both of its sides to facilitate the finite element calculation of 
the radial compression force. The values for the quasi-static torque and the square of the radial 
compression force (acoustic intensity is taken to be proportional to the square of the radial force) are 
given with an interval of one degree of the rotor angular position over the overlap. Overlap = 1.000 
denotes the fully aligned rotor position. 

The results in Fig. 1 indicate that the radial compression force increases with the overlap between the 
stator and the rotor tooth, while the quasi-static torque falls at an increasing rate. Hence, the torque 
demonstrates a negative correlation with respect to the radial compression force. 

Based on these outcomes, a possible phase excitation rule is to turn on the excitation early to harvest 
the reluctance torque while it is relatively steady and to switch off the excitation as early as possible, 
before the rotor pole reaches the fully aligned position so as to minimise the radial compression force. 
This presupposes an excitation strategy linked to the rotor position: stator pole is excited when the 
rotor pole starts the overlap (in Fig. 1b, overlap = 0.000), being de-energised when the leading edge of 
the rotor pole reaches just past the halfway point of the stator pole (overlap = 0.500). 

Use of Resonance Current with Experimental Setup

Once the stator-rotor interaction on the 2-2 structure was examined, the work proceeded to consider 
the issue of continuous torque generation. Since, a set of stator-rotor pole pair will only be able to 
contribute torque for a finite angular range, a structure with a suitable configuration will be required. 
On the basis of the excitation strategy discussed above, an 8-10 (stator-rotor) configuration was 
selected, using a graphical approach, for use experimental work. The topology for the motor obtained 
by finite element modelling, together with some of its key parameters, is appended to Fig. 2. as an 
inset. Fig. 2 depicts the calculated reluctance torque as a function of the overlap and phase current 
density. It is seen that the reluctance torque is more or less symmetrical around the 8-degree position, 
with the 18-degree position denoting the full overlap. J in the legend box is the current density in 
A/mm2.
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Figure 2: Reluctance torque as a function of overlap for 8-10 topology 

Fig. 2 also shows that when the current is kept constant during excitation periods, the developed 
torque is acceptably constant with respect to the rotor position. This justifies the conclusion that the 
phase excitation current should approximate as closely as practicable a rectangular shape in the 
current-time space, if torque ripple is to be kept low. However, a step-rise edge for the current is 
unrealistic. A closer examination of the process reveals that a sigmoid edge in the torque-time space 
would result if the current edge profile was a good approximation to a sinusoid. The sigmoid edges in 
the torque-time space are intended to reduce the torque ripple at the points of commutation. The use of 
LC resonance has finally been adopted since the resultant phase current is indeed a good 
approximation to a sinusoid and it is produced naturally without requiring an external current source 
with a compiled lookup table built into the control circuitry. 

Resonant Circuit Structure

The LC resonant circuit comprises the phase winding and a capacitor. The capacitor is controlled by a 
bi-directional triac which functions as an automatic cut-off switch once the magnitude of the 
discharge/charge current falls below the triac holding level. The capacitor and the phase winding are 
nested within four silicon controlled rectifiers (SCRs). The SCRs collectively function as an H-bridge 
structure so that the supply current through the phase winding can be changed alternately to match the 
voltage polarity of the capacitor. The H-bridge also serves to protect the d.c. supply from the capacitor 
when the triac is conducting and the capacitor is charged. The solid state switches are co-ordinated 
using a PIC16F84A (16 MHz) micro-controller. Fig. 3 illustrates the circuit structure. 

The ADC Pico 200 was used for gathering the current traces with the measurements made across the 
0.1  resistor. An infrared emitter-detector unit attached onto the experimental motor sensed an inkjet 
printed encoder disc to initiate the energising and the de-energising procedures shown in Fig. 4. 

Winding 
energised

Winding de-
energised

Motor diameter:  135 m
axial length      :    28 mm 
air gap              :   0.3 mm 
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Figure 3: The circuit for realising the operating strategy.  
(0.1 ohm resistor serves as a shunt for phase current measurement.) 

Figure 4 a): Energising procedure 
(Although not illustrated, the triac triggering pulse lasts for about 120 μs to ensure that its conducting current is 

established above the holding level.) 

Figure 4 b): De-energising procedure. 
(The triac trigger pulse lasts for about 160 μs to ensure that its current is properly established before its gate 

voltage is removed.) 

Once the energising procedure is completed, the power switch can be driven by a pulse width 
modulated signal (PWM) to provide a means of torque/speed control. However, a transistor embedded 
within a Wheatstone bridge (or an equivalent ensemble) should be added in series with the triac to 
ensure a proper disconnection between the capacitor and the phase winding. It has been observed that 
the phase voltage across the winding in response to the PWM signal triggers the triac into conduction 
which affects the supply current. A 50 kHz PWM signal is used in this work for the purpose of soft 
starting, particularly when the input voltage is 14 volts or higher. As expected, the output voltage 
varies non-linearly with the duty cycle with a sharp increase in the output when the on-time/off-time 
ratio is approaching unity. This is due to the presence of the capacitor in parallel with the winding. 
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Results

The resonance current develops as expected through the phase winding when the triac is triggered 
using the circuit depicted in Fig. 3, as seen in Fig. 5 and 6. The d.c. supply consists of 8 lead-acid cells 
in series (about 16 Vdc) and the speed of rotation is 1100 rpm. Fig. 5 (a) shows the phase current when 
one of the four phases is driven. Fig. 5 (b) is the same current measured at a higher resolution, 
indicating a delay in energising the phase winding. Fig. 6 (a) shows the capacitor current during 
energising/de-energising cycle. As can be seen, turning-off (i.e. the de-energising procedure) takes 
longer than turning-on (the energising procedure) because of the parametrically variable nature of the 
phase inductance. The turning on and off duration are close to predictions offered by the standard LC 
resonance equation. Interestingly, it has been observed earlier that if the rotor was kept stationary 
(inductance ~ constant) the capacitor current could only reach about 2/3 of the steady state current level 
due to energy losses within the circuit. It seems that the inductance at the point of de-energising, Loff,
and that at the point of energising, Lon, should differ by about a factor of two or more to compensate 
for the energy dissipative effect so that the capacitor current can reach the steady state level after the 
triac is triggered. Fig. 6 (b) shows the current drawn from the supply, indicating that the timing for 
switching was appropriate since it remains virtually constant through the cycle. 

The above observation allows the conclusion that the rise amplitude of the resonance current (after the 
triac is triggered) is affected by the Loff/Lon ratio. This ratio in turn depends on the level of saturation in 
the ferromagnetic core material (operating current dependent) as well as the position at which the 
energising procedure is initiated (in this work, the set position is at an alignment of 3º into the 
overlap). Fig. 7 shows the changes in the phase current pattern when the infrared emitter-detector unit 
was shifted so that the energising point would occur earlier (position < 3º) increasing the Loff/Lon ratio. 
It is observed that an increased Loff/Lon ratio causes an overshoot, both in the phase current - indicated 
by the shunt voltage in Fig. 7 (a) - and the developed torque, in this case calculated by importing the 
current values into the finite element model. Fig. 7 (b) illustrates the ensuing torque ripple behaviour 
at instances of commutation, which is accentuated due to high Loff/Lon ratio. 

Figure 5: a) Phase current. b) Phase current measured with higher resolution. 

Figure 6: a) Capacitor current. b) Battery supply current. 
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Figure 7: a) Overshoot with high Loff/Lon ratio. b) Torque ripple due to commutation. 

Conclusion

The resonance current based operating strategy has been implemented in controlling a proof-of-
concept variable reluctance motor with measurable success. It has been found that the extent of torque 
ripple is controllable by varying the angular position of the rotor at which the phase winding is 
energised. The proposed strategy holds the promise of reducing the ripple in the developed torque 
along with achieving reduced noise. The strategy proposed is attractive and merits further attention 
since it is based on a simple but effective circuit with a modest component count. 
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HIGHER-ORDER SPATIAL FDTD SCHEMES FOR               
EM PROPAGATION IN DISPERSIVE MEDIA

K.P. Prokopidis and T.D. Tsiboukis 

Department of Electrical and Computer Engineering, Aristotle University of Thessaloniki,  
GR-54124, Thessaloniki, Greece (E-mail: kprokopi@faraday.ee.auth.gr; tsibukis@auth.gr)

Abstract – A higher-order (2,N) (second-order temporal and Nth-order spatial) FDTD scheme with perfectly 
matched layer (PML) absorbing boundary condition (ABC) is proposed for long-distance and/or time-
prolongated electromagnetic (EM) wave propagation in Debye and Lorentz media of arbitrary number of 
poles. The numerical dispersion relation is derived and the dispersion errors are compared with relevant 
techniques. The accuracy and efficiency of the suggested method is demonstrated through numerical simula-
tions and comparisons to the original FDTD scheme and to the analytic solutions. 

Introduction
The conventional finite-difference time-domain (FDTD) method [1] has been extensively used to 
simulate electromagnetic (EM) wave propagation in dispersive media. Although, the FDTD algorithm 
has already found widespread successful applications, to ensure the accuracy of the computed spatial 
derivatives of the fields, a fine spatial discretisation (usually more than 10 cells per minimum wave-
length) is required, increasing the memory demands. In other words, the inherent numerical dispersion 
and anisotropy errors render the original second-order FDTD scheme improper for long distance wave 
propagation or large body problems. 

Higher-order (HO) FDTD algorithms have been proposed to improve the accuracy of the calcula-
tions for the above simulations. Several researchers [2-4] have studied general (2,N) (second-order 
temporal and Nth-order spatial) schemes only in non-dispersive media. Nevertheless, the study of EM 
propagation in dispersive media usually demands fine mesh resolutions and long time duration, ren-
dering HO methods a natural choice. Some papers, [5,6] combine HO techniques with FDTD method 
for dispersive media in order to increase accuracy and reduce dispersion error and computational cost. 
Here, we propose a novel methodology, optimized in terms of additional variables, that utilizes fourth- 
and sixth-order accurate spatial approximations and a modified version of the Auxiliary Differential 
Equations (ADE) described in [7]. The dispersion errors associated with the proposed techniques are 
also considered. In addition, we introduce fifth- and sixth-order one-sided approximations to complete 
the (2,6) scheme at the interior grid points near to the boundary. Finally, we propose a new perfectly 
matched layer (PML) that can be placed adjacent to a dispersive medium and terminate the FDTD 
computational domain.  

Higher-order Spatial Schemes for Dispersive media
The central difference operator ,N  of N -order ( N : even number) has the general form 
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, , / 2 / 2
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N n N m n m n m
m m

f c f f  (1) 

where  is one of the spatial variables ( , , )x y z  and m  is its corresponding index. Therefore, the cen-
tral finite-difference approximation to a derivative is ,/ /Nf f . The coefficients ,N mc  are 
calculated through Taylor series expansions and are given in a closed form [8] by 

1
2 2

2

, 2
2

( 1)!!( 1) , 1,3,5, , 1
( 1 )!!( 1 )!!2
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N m m

N
c m N

N m N m
 (2) 

where !!n  is the double factorial. Applying the previous formula, the coefficients 2,1 1c  for Yee’s 
scheme, 4,1 9 /8c and 4,3 1/ 24c for Fang’s fourth-order scheme, and 6,1 75 / 64c , 6,3 25 / 384c ,

6,5 3/ 640c  for a sixth-order scheme are yielded. 
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Fig.1 Complex relative permittivity of (a) a Debye medium ( 04.048 , 1 05.248s , 2 04.715s ,

1 2.386 nsec , 2 0.09 nsec ) and (b) a Lorentz medium ( 03s , 01.5 , 9
1 40 10 rad / sec ,

1 10.1 , 1 0.4G , 9
2 100 10 rad / sec , 2 20.1 2 0.6G )

The permittivity functions of a Debye medium with M  poles and a Lorentz medium with M  pole 
pairs are expressed in the frequency domain (assuming j te  time dependence) through the relations 

2

0 , 0 , 2 2
1 1

( ) ( ) , ( ) ( ) ( )
1 2

M M
sp p p

D D r L L r s
p pp p p

G
j j

 (3) 

where , s  are the infinite and static frequency permittivities, p  is the relaxation time of the pth 
Debye pole, and , ,p p pG are the pth resonant frequency, the pth damping factor and pth pole ampli-
tude of the Lorentz medium, respectively. The real and the imaginary parts of the relative complex 
permittivities for a Debye ( ,D r ) and a Lorentz ( ,L r ) medium are shown in Fig. 1. Following the 
methodology of [7], an additional variable is introduced for each FDTD cell. The update equation of 
the pQ  variable for the M -pole Debye medium is 
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t t
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and the Ampere’s law is discretised as 
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where ec  and mc  are constants involving medium parameters and t , given by 

1

( )2 2 2, , and
2 2 2 2 2

M
sp

e m
p p

tt tc c
t t t

. (6) 

The spatial derivatives of the curl are replaced by the HO accurate approximations. Similar expres-
sions for the Lorentz medium can easily be derived and are the following 
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Fig.2 The phase error as a function of frequency for the Lorentz medium with parameters of Fig. 1(b) and 

37.5μmx  and Courant number (a) 0.4Q  and (b) 0.01Q  and (c) comparison of the HO schemes for 
very small time step ( -410Q )

The HO stencils require numerical boundary conditions (except for the ABCs) at the nodes next to 
the electric field boundary node. For the (2,4) scheme we used the fourth- and third-order accurate 
one-sided approximations of [9]. However, the sixth-order stencil requires numerical conditions for 
four nodes next to the boundary. For the electric field node next to the boundary node we obtain, 
through Taylor expansions, the following fifth-order one-sided approximation 

5
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and the respective one-sided expressions for all other electric and magnetic nodes 
6
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Numerical Dispersion Relations
Suppose each field variable F  ( orE H ) is represented as a plane wave of the form 

0 numexp[ ( )]j tF k r , where numk  is the numerical wave number given by 
1

num,
num ,

, , 1( odd)

2 sin
2

N

N m
x y z m m

mk
ck a  (13) 

where a  is the unit vector in -direction. In the discretised domain, we replace / t  with numj ,

where num 2sin / 2 /t t , and  with numjk  in the medium’s system of differential equations 
in order to extract the numerical permittivity num  of the medium [10]. For the Lorentz medium with 
M poles we find 
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 (14) 

where num, cos / 2p p t . It is noted that the numerical permittivity function of (14) is identical 

to Young’s method [10]. It is also observed that in Joseph’s method [11], [6] num, cos( )p p t
whereas in the present method num, p p . For the Debye medium it is yielded that 
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Joseph’s numerical permittivity (given in [6], [10]) is given by 
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Maxwell’s equation in the discretised domain have the form 
num num 0 num 0 num 0 0 num 0cos( / 2) ,t j j j jE k H H k E  (17) 

The numerical dispersion relation is deduced from (17) and it is found to be 

num num num 0cos / 2 num numt j j k k  (18) 
In the following, we use the definition 0/t Q x c , where Q  is the so called Courant number and 0c
is the velocity of light in vacuum. In order to investigate the dispersion errors of each technique, the 
phase error phase numln Re{ }/ Re{ }e k k k  with k  the exact wavenumber, is also defined. 

In Fig 2(a) the fourth- and sixth-order Joseph’s FDTD schemes give the same phase error due to 
the high (for the HO schemes) value of the time step (the same is valid for the HO Takayama’s 
schemes). It is also noted that second-order Joseph’s and Takayama’s techniques coincide and that the 
HO schemes do not provide serious improvement. In other words, is worthless to use HO schemes if 
the time step is not very small. In Fig. 2(b), the Courant number is 0.01 (although it is very small for 
the second-order scheme) to indicate the efficiency of the HO schemes with small time steps. In Fig. 
2(c) a comparison of the fourth- and the sixth-order schemes is presented, designating the accuracy of 
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the last if very small time step is applied. Since in dispersive media numerical accuracy depends on 
how well the chosen time step resolves the shortest timescale (i.e., p  in a Debye medium), one has to 
reduce the Courant number and as a result the phase error introduced by the FDTD(2,2) scheme in-
creases. However, in HO schemes such a reduction of the Courant number does not lead to phase error 
degradation as can be observed in Fig 2. In conclusion, HO schemes with very low values of the Cou-
rant number are highly precise EM solvers in dispersive media. 

Perfectly Matched Layer for the Termination of Dispersive Media in HO Grids

Consider an isotropic, inhomogeneous, linear dispersive medium. The modified Maxwell’s equations 
in the frequency domain can be written as 

0 , ( )j j
j

E H H ET T  (19) 

where diag{ /( ), /( ), /( )}x y z y z x z x yT=  is the diagonal “material” tensor, including the PML 
conductivities and 1/[ /( )]s s s j , for , ,s x y z . The parameters ,s s  are assumed to be spa-
tially variant inside the PML following polynomial profile of order n . We also introduce two addi-
tional variables R ET  and the variable S  such that 

/ , / , /x x y x y y z y z z x zS E S E S E  (20) 

An additional variable B  is also introduced for the magnetic fields. The finite difference equations are 
derived following a methodology similar to [7]. The update equation for the variable xS  is 

1 12 1
2 2

n n n nz z
x x x x

z z z z

tS S R R
t t

 (21) 

The relations (5) and (8) can be used as the update equations of the variable R . The other update 
equations are similar to (21) and are omitted here. The efficiency of proposed PML is verified in two 
dimensional problems. We consider the 2D TE wave propagation in a three-pole Debye medium with 
parameters: 02.25 , 1 030s , 2 020s , 3 0s  and 1 9.4nsec , 2 0.1nsec , 3 1μsec .

We assume an FDTD grid with 0.01mx y  and 0.2Q  ( 2 2
0/ 1/( ) 1/( )t Q c x y ). The 

global error for the FDTD(2,2) method is depicted in Fig. 3(a) and for the FDTD(2,4) method in Fig 
4(b) for different values of PML thickness and for fourth- and second-order polynomial grading of the 
PML parameters. The global error is a function of time and is defined as 1/ 2 1/ 2 2

,num ,exact( )n n
z z

D
H H , where 

the subscript “num” denotes the solution under examination in the computational domain D  and the 
“exact” the solution obtained in a larger domain with no reflections in the boundaries. It is noted that 
the proposed PML absorbs more effectively the EM waves with a fourth-order conductivity profile 
and with increasing PML thickness. 

Numerical Results
Firstly, the proposed schemes were tested out for the wave propagation in a homogeneous muscle, 

modeled as three-pole Debye medium with parameters: 04.3 , 1 01974.3s , 2 035.1s ,

1 1/(5.2 ) μsec , 2 1/(680 )μsec , 3 1/(46 )nsec  and static conductivity 0.106 S/m. In 
our simulations, although the FDTD(2,2) grid was two times denser than that of the HO schemes, the 
solutions are almost identical as depicted in Fig. 4(a). The effectiveness of the proposed schemes is 
also demonstrated by considering the one-dimensional slab problem. The slab is 5 m thick and is mod-
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eled as a two-pole Lorentz medium with parameters: 02.25 , 03s , 1 0.4G , 2 0.6G ,
7

1 40 10 rad / sec , 7
2 80 10 rad / sec , 1 10.1  and 2 20.1 . The transmitted electric 

fields, depicted in Fig. 4(b), seem to be correctly calculated though two times coarser grids were used 
for the HO schemes. 

Conclusions

A HO FDTD technique with an unsplit field PML for the simulation of EM waves in dispersive media 
is introduced in this paper. The numerical dispersion relations are extracted and the introduced disper-
sion errors are estimated for the second-, fourth- and sixth-order schemes. Additionally, extensive nu-
merical verification in problems with multipole Lorentz and Debye media reveals the advantages and 
the efficiency of the proposed method. 
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Fig.3 Global error for the (a) FDTD(2,2) and (b) FDTD(2,4) for different PML thickness and index n. 
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Fig.4 (a) Time history of the electric field through a three-pole Debye medium at several time steps:                   

(i) 0.834μsec (ii) 1.668μsec  (iii) 3.336μsec  (b) The transmitted, exact and the computed, time-domain solu-
tions at distance 4m away from a two-pole Lorentz slab.  
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Abstract – This paper deals with a new 3D finite element scheme for nondestructive eddy-current testing 
(ECT) problems. It concerns a perturbation technique applied to the magnetodynamic h formulation. 
The unperturbed field (in the absence of the flaw) is computed conventionally in the complete domain. The 
source of the perturbation problem is determined by the projection of the unperturbed field in a relatively 
small region around the defect that depends on the work frequency. The discretisation of this reduced domain 
is adapted to the size of the defect and independent of the discretisation of the complete domain. The 
impedance change is computed by integrating only over the defect and a layer of elements in the reduced 
domain that touch its boundary. As test case, we consider the second eddy current benchmark problem 
proposed by the WFNDEC. It involves a pancake coil scanning the inner surface of a metal tube for the 
detection of flaws on the outer surface. 

Introduction

 The nondestructive eddy-current testing (ECT) problems have been extensively studied in 
recent years. The ultimate goal is to determine the position and size of defects in conducting materials 
(inverse problem). However, a fast and accurate calculation of the probe response (forward problem) 
is often required for identifying the flaws from measured data. When the excitation is time-harmonic, 
the observed quantity is usually the impedance variation due to the presence of the defect.  
Several variations of the volume integral method (VIM) have been reported in literature [1, 2]. Herein, 
defects can be represented by a distribution of current dipoles in its volume. A boundary element 
method, using VIM for describing the defect, is proposed in [3]. Only the crack is discretised. The 
calculations related to different probe positions are very fast. These techniques become extremely 
computationally expensive in case of more complicated geometries other than infinite stabs or tubes 
with homogeneous and linear material parameters. Another disadvantage of the method is the 
singularity of the Green’s kernel. 
 The finite element method [4] allows to overcome these drawbacks. However, it may require a 
dense discretisation in the vicinity of the defect resulting in a large 3D mesh for the complete problem. 
The impedance change due to the defect is calculated as the difference of the impedance values with 
and without flaw. Furthermore, calculations for different probe positions are performed independently, 
which is time consuming. 
 A 3D a-formulation based finite element scheme that calculates directly the distortion of the 
eddycurrent due to a flaw is presented in [5]. Herein, the computation is split into a computation 
without flaw and a computation of the field distortion due to its presence. The unperturbed field (in the 
absence of the flaw) is calculated in a large region taking advantage of any symmetry or analytical 
solution, and applied as a source in the flaw for the second computation. The perturbed field can thus 
be determined in a reduced domain around the defect, what allows for a discretisation better adapted to 
the defect size, usually much smaller than the rest of the considered problem. The impedance change 
is computed by integrating only over the flaw region. 
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 The present paper concerns the extension of this perturbation technique to the 
magnetodynamic h formulation. The coupling between the scalar potential  in the defect and the 
magnetic field h in the conductor is described in detail. Further, an expression for the impedance 
change is derived.

As test case, the second eddy current benchmark problem proposed by the WFNDEC [6] is 
considered. A study of the accuracy as a function of the extension of this reduced domain is 
performed.

Perturbation Method

We consider a magnetodynamic problem in a bounded domain  (boundary ) of 3. The governing 
differential equations and constitutive laws of the magnetodynamic problem in  are 

with h the magnetic field, b the magnetic flux density, e the electric field, j the current density, μ the 
magnetic permeability and  the electric conductivity. 
The eddy current conducting part of  is denoted c and the non-conducting one C

c  (  = c
C
c ).

Source conductors, with a given current density js, are comprised in s
C
c . A flaw f with boundary 

f appears in c.
 Let us suppose that the flaw has different conductivity f and permeability μf than the host 
material. It is assumed that they are linear and isotropic. Particularising (1 a) and (1 b) for the 
unflawed and flawed arrangements, we obtain 

where the subscripts u and f refer to the unflawed and flawed quantities, respectively. The source 
terms of the perturbed formulation are determined from the eddy-current distribution without defect. 
 Subtracting (2 a–b) from (2 c–d), respectively, it is easy to prove that 

where h = hf  hu and e = ef  eu are the perturbations [5] and 

are the incident electric and magnetic current densities that generate the perturbation of the field due to 
the change of  and μ, respectively.

h  Magnetodynamic Formulation

Adopting the magnetic field formulation, the general expression of the magnetic field h in  is 
h = hs + hr, with hs a source field in  satisfying curl hs = js and hr the reaction field in c. In the 
non-conducting regions C

c , the reaction field hr can be derived from a scalar potential  such as  
hr = grad .
The h  magnetodynamic formulation is obtained from the weak form of the Faraday law (1 a): 

where n is the outward unit normal vector on , part of the boundary of ; (-,-)  and -,-  denote a 
volume integral in  and a surface integral on  of the product of their arguments; Fh ( ) is the 
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function space defined on  and containing the basis functions for h (coupled to ) as well as for the 
test function h’ [7]. The trace of e is a constraint associated with  (this constraint can e.g. be 
associated with a homogeneous Neumann boundary condition or with a global quantity) [7, 8]. 
 For the sake of simplicity, a zero-conductivity defect f with same permeability as c is 
assumed hereafter for the perturbation problem. The extension of the formulation to other cases is 
straightforward.
 The unperturbed field hu (with f c) is obtained by particularising (h = hu) and solving (5). 
This field hu is then projected to a reduced domain ’  around the defect. Note that projecting only 
hu is not enough. This way the local current ju = curl hu will not be conserved. According to (4 a) with 

f = 0, the perturbation current source jsf is given by 

Furthermore, the trace of source field hsf = hu, n × hsf , on f contributes to the exterior domain  
’\ f. Indeed, the following interface condition has to be satisfied on f : 

which is equivalent to consider 

 The source of the perturbation problem in f is calculated through a projection method in the 
reduced domain ’ as 

where a gauge condition using a tree-cotree method at the discrete level in ’ is applied to ensure the 
uniqueness of the solution. The circulation of hsf on the edges of ’\ f is fixed to zero. For the sake of 
conciseness, hereafter we refer to ’ as .
The perturbation problem is completely characterised by (5) applied to the perturbation field h and 
taking into account (6) as follows: 

Calculation Of The Impedance Variation

The impedance of the exciting coil changes and this change allows to detect and characterise 
the defect. 
However, the change of the observed quantity is usually under 1% of the total value or even smaller in 
practical cases. The accurate calculation of this impedance variation Z is thus crucial. Hereafter, it 
will be proved that Z can be calculated by integrating the product of local quantities only over the 
flaw f and a layer of elements in \ f that touch the boundary f.
A suitable treatment of the surface integral term in (5) consists in naturally defining a global voltage V 
in a weak sense. We can define a global test function for h with a unit circulation along any current 
tube of the inductor so that the surface integral in (5) can be expressed as the product of a global 
voltage V and a unit global current I(curl h’)[8]. 
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Let us specify (5) for the unflawed problem, it holds 

Analogously, for the flawed problem, we can write

where we have added the term (ef , curl h’) f which is not cancelled as in the general case due to the 
imposed perturbation current in the flaw, i.e. curl h’  0 in f

C
c .

Choosing as test functions h’ = hf in (11) and h’ = hu in (12) and subtracting (11) from (12), we obtain 

where the first volume integral cancels because hf is curl-free in f and I is the real current injected in 
the inductor. 
The perturbed electric field ef is not known in the flaw but can be calculated by means of (12) with  
h’ = hsf. This way I(curl h’) = 0 and the impedance variation Z is obtained as 

where the domain of integration, at the discrete level, is actually limited to f and a layer of elements 
in \ f touching f due to the definition of hsf . 

Application Example

 As numerical example, we consider the second eddy current benchmark problem proposed by 
the WFNDEC [6]. It concerns an Inconel tube (  = 106 S/m, inner diameter Di = 19.69 mm, outer 
diameter Do = 22.23 mm) with a defect on the outer surface and a pancake coil that scans the inner 
surface (Fig. 1). The flaw is t = 1mm long in the axial direction, w = 3mm wide in the radial direction 
and its depth h varies between 20% and 60% of the tube wall thickness. The coil (400 turns, inner 
diameter = 1 mm, outer diameter = 3 mm, height = 0.8 mm) carries an imposed sinusoidal current of 
100mA and frequency f = 150 kHz. The lift-off between the center of the inferior plan of the coil and 
the inner surface of the tube is 0.8 mm.

Fig. 1. Transversal (left) and longitudinal (right) cross sections of the Incodel tube with a defect on the outer 
surface and a pancake coil inside. The angle of rotation of the coil  is also shown. 
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Fig. 2. Reduced domain ’ of size 2.7  around the flaw used in the perturbation method. The source 
field is defined in the flaw, the excitation coil is taken as air. 

 First, we study the accuracy of the proposed method as a function of the size of the reduced 
domain ’. To this purpose, we consider a 2D model of the problem and we vary the dimensions of 

’ around the defect in terms of multiples of the skin depth  = 1/ f  = 1.3mm of the tube. We 
calculate the impedance variation Z both in the conventional way (solving the unflawed and the 
flawed problem consecutively and performing the difference between two impedance values) and with 
the proposed perturbation method (integrating directly in a sub-domain of ’). 
 In order to avoid numerical errors due to the discretisation, the conventional technique 
requires exactly the same mesh for the unflawed and flawed problem. Nevertheless the proposed 
perturbation technique can be applied using too independent meshes: a mesh of the whole domain 
without considering the defect and a mesh of the reduced domain without the explicit presence of the 
excitation coil. For the sake of a fair comparison, the error is calculated using exactly the same mesh 
for the two methods (Fig. 2). In the perturbation method, the source field is given by an equivalent 
current source in the flaw itself. 
The impedance of the coil obtained for the unperturbed problem is 25.5 + i 210.75. The relative error 
(%) in the real and imaginary parts of Z is depicted in Figs. 3a and 3b, respectively. We can observe 
that in both cases the relative error is smaller than 1% when the distance between the border of the 
reduced domain and the crack is larger than 2.7 .

Fig. 3. Relative error (%) in the real and imaginary parts of Z as a function of the dimensions of ’, depending 
on a multiple of the skin depth .
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In order to validate the numerical model, our 3D results are compared with those presented in [9]. 
The locus and magnitude of the impedance change for an axial scan and different depths of the flaw 
are represented in Figs. 4a and 4b for a rotation angle  = 0  and in Figs. 5a and 5b for a rotation angle 

 = 20 . An excellent agreement between our results and those presented in [9] is observed. 

Fig. 4. Locus (left) and magnitude (right) of the impedance change Z for an axial scan with  = 0 .

Conclusions

A 3D FE perturbation technique based on the h  magnetodynamic formulation has been elaborated. 
The unperturbed field is calculated conventionally in the complete domain taking advantage of any 
symmetry or analytical solution (if available) and applied as a source in the flaw. Next the perturbed 
field is

Fig. 5. Locus (left) and magnitude (right) of the impedance change Z for an axial scan with  = 20 .

determined in a reduced domain surrounding the defect. The discretisation is thus chosen  
independently of the dimensions of the excitation coil and the specimen under study. Furthermore, the 
impedance variation due to the presence of the flaw is calculated by performing an integral over the 
defect and a layer of elements in the exterior domain that touch its boundary. 
The accuracy of the model has been evidenced by comparing the results obtained for different 
dimensions of the reduced domain to those achieved in the conventional way. The field distortion can 
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actually be neglected beyond a distance 2.7  around the defect. Finally, the solution of the 3D eddy 
current benchmark problem validates the presented perturbation scheme.
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Abstract – This paper presents a method for the approximate calculation of eddy current losses in the 

clamping plate of large synchronous machines. The approach consists of two parts. The first of which is a 

harmonic model of eddy currents on a chamfered rectangular patch in cylindrical coordinates. The eddy 

currents on this patch are driven by the time-harmonic end region field which is calculated by a classical 

Biot-Savart integration of simplified stator and rotor windings. The second part consists of several 

refinements such as the allowance for slotted clamping plates and a better allowance for generator core, 

air gap and housing by an axiperiodic Boundary Element Method. 

Introduction

Analytic loss calculations in generator end regions date back to the classical works of Richter and 

Bödefeld/Sequenz. Examples of predominantly analytic applications can be found in [1], [2], and [3],

for instance. The methods of references [4] to [11] exhibit mainly numerical characteristics. Now-

adays, loss calculations are often carried out using 3D Finite Element (FE) codes. With the advent of 

sophisticated solid modellers, the pre- and post-processing of FE models has become much less time 

consuming as it was only a few years ago. Fig. 1 illustrates the complexity of a – considerably 

simplified - generator end region. Modes of this modest complexity are usually fully parametric and 

require very little user interaction. The magnetic clamping plate shows the well-known eddy current 

pattern due to the combined fields from the stator end winding and the field winding. 

Fig. 1. Eddy current distribution on a clamping plate 

Nevertheless, the effort of creating 3D FE models in the stage of tendering is not common at all. For 

that reason, an approximate method was implemented which allows a fast estimation of eddy current 
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losses in clamping plates. The method gives answers with reasonable accuracy without resorting to 

(commercial) numerical codes. Furthermore, it allows for different levels of approximation. A very 

fast approach is available for rough estimations as well as successive levels of refinement, albeit at 

higher computational expense. Moreover, it is important that the levels do not exhibit unsteady 

behaviour between each other. Simple geometric variations of the problem topology, such as radial 

slitting of pressure plates, are dealt with by simple analytic formulas, e.g. [12]. The nonlinearity of 

materials is dealt with in an appropriate way.

Approximation of the End Region

The main data structure of the program is a Fourier-decomposition of the surface current density on a 

polar patch (Fig. 2). Stator and rotor windings are approximated as current sheets. The influence of the 

stator and rotor iron can be taken into account by either conventional mirror currents or by a 

axiperiodic Boundary Element Method. Nonlinear material characteristics are dealt with iteratively.

Fig. 2. Hydro generator clamping plate segments with simplified windings 

End Region Windings and Eddy Current Patches

In order to be computational efficient, the classical approach of end winding representation by 

individual bars and mirror currents – as it is common in the computation of circulating current losses – 

was not applied in this context.

   a)       b) 

Fig. 3. Classical approximation of the highly permeable iron core by mirror currents (a) and replacement of the 

end winding by current sheets (b). 
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Since the region of interest is relatively far away from the conductors, they can be replaced by sheets 

with sinusoidally distributed currents. The magnetic field from these sheets is calculated by Biot-

Savart integration.The main data structure behind the modelling of eddy currents on clamping plates is 

a rectangular patch in cylindrical coordinates as depicted in Fig 4.

From Finite Element calculations, it can be inferred quite easily that the eddy current distribution at 

the surface of the patch can be described by a harmonic approach. Equations (1) and (2) perform the 

linear transformation between the rectilinear local coordinate system (ξ,η,ζ) and the global system 

(r,ϕ,z).

( ) 1 2 2 1

2 1

2

2 2

r r r r

r

r r r

ξ ξ
ξ

+ − ∂ ∂
= + ⇒ =

∂ − ∂
 (1) 

( ) 1 2 2 1

2 1

2

2 2

ϕ ϕ ϕ ϕ
ϕ η η

ϕ ϕ ϕ η
+ − ∂ ∂

= + ⇒ =
∂ − ∂

 (2) 

Fig. 4. Linear transformation between the local coordinate system and the global system (a); schematic 

representation of the fundamental eddy current distribution on a three-pole-pitch clamping plate (b). 

It is assumed that the eddy current density has no component normal to the surface of the plate, i.e. the 

problem can be treated as a planar one in terms of the electric currents. This fact is expressed in (3). Jρ
is an abbreviation of rJ
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div J
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ρϕ ϕ
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∂ ∂ ∂ ∂ ∂
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In (4), the expression for the wave number is given, where ω is the angular frequency, μ stands for the 

permeability and σ for the conductivity of the clamping plate material. Higher order harmonics are 

expressed by the basic frequency ω
0
 and an appropriate harmonic number ν. Non-linearity of the 

clamping plate material is dealt with in (4) by an analytical fitting function for the relative 

permeability of the material. Of course, this requires the application of an iterative scheme. 

0

0.5 0.5k ωμσ νω μσ= ⋅ = ⋅  (4) 

The eddy current density on the surface of a clamping plate is approximated by the harmonic series 

given by (5) and (6). The axial component of the eddy current density is set to zero in the whole 

clamping plate. Only on the surface, this is exactly true; however, it makes the approximation much 

easier inside the plate. 

( ) ( ) ( ),

,

cos , sin ,

2 2

j t kzi l kz

i l

i l

J J r r e e

ω
ρ ρ

π πξ ϕ η ϕ −−= − ⋅ ⋅ ⋅ ⋅⎛ ⎞ ⎛ ⎞

⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

∑  (5) 

( ) ( ) ( ),

,

sin , cos ,

2 2

j t kzm n kz

m n

m n

J J r r e e
ω

ϕ ϕ

π πξ ϕ η ϕ −−= ⋅ ⋅ ⋅ ⋅⎛ ⎞ ⎛ ⎞

⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

∑  (6) 

From the fact that J is divergence-free, it follows that the spatial behaviour of Jρ and Jϕ is restricted by 

(7).

( )1 1

div J 0

J J i m

l nr r r

ρ ϕ

ϕ
∂ ∂ =

= ⇒ − = ⇒

=∂ ∂
⎧

⎨

⎩

 (7) 

From (5) and (6), it can be seen how the field quantities depend on z, i.e. the direction normal to the 

surface. Consequently, the z-derivative of all field components F having this variation in z can be 

expressed according to (8).

( ) ( ) ( ) ( ) ( ) ( )
0

, ,

, , , 1 , ,

j t kzkz

F r z

F r z F r e e j kF r z

z

ω ϕ
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= ⋅ ⋅ ⇒ = − +
∂

 (8) 

The magnetic field on the surface of the clamping plate is described by (9) to (11). These equations 

give the harmonic components H

m,n

 for the iterative computation of the eddy currents J

m,n

 via the 

Fourier analysis of the resulting magnetic field from the windings as well as from the eddy currents. 
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From the curl of H, the governing equations (12) and (13) for the calculation of the eddy currents can 

be found. The full development of (12) and (13) by equations (5), (6), (9) to (11) yields expressions 

for the individual harmonic components. This step, however, is omitted here for the sake of brevity. 
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Axiperiodic Boundary Element Method

It is very well known from literature, e.g. [13], that magnetic field problems can be described 

via a reduced scalar potential φ, which allows for the presence of magnetised matter, and a 

solenoidal part H
S
, which comprises the effects of all currents J

S
 in the source domain Ω

S
. In 

(14), the rotation-free source term ∇φ and the Biot-Savart can be easily distinguished. 

3

J r

H H H H

4

S

S

M S S S

d

r

φ φ
πΩ

×= + = −∇ + = −∇ + Ω∫  (14) 

From the continuity of the tangential component of H and the normal component of B, the 

interface conditions for the magnetic scalar potential φ on both sides of a magnetised body’s 

boundary Γ follow immediately, cf. (15), where t is a tangential and n a normal vector to the 

boundary.
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Green’s second identity, together with the interface conditions (15), gives two integral 

equations (16) for the determination of φ and its normal derivative. The index i=1 describes 

the situation within the magnetised body Ω
1
, i=2 yields the integral equation in air, i.e. in Ω

2
.

Green’s function is that of the three-dimensional potential problem, the magnetic scalar 

potential φ and its derivative are expanded into a Fourier series with respect to the azimuthal 

coordinate ϕ, which reflects the repetitive structure of the generator’s magnetic circuit. 
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Comparisons with 3D Finite Element Solutions

For a test set of more than 40 hydro generators, comparisons between the 3D FE solution and 

the different levels of approximations were carried out, e.g. Fig. 5.
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Fig. 5. Distribution of the clamping plate losses over pole number (a) and coarsest approximation (b). 

Conclusions

Using a harmonic decomposition of eddy currents on a clamping plate and an axiperiodic Boundary 

Element Method, it is possible to achieve reasonable accuracy in the calculation of end region losses 

of large hydro and turbine generators.
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Abstract –This paper presents a model of polar magnetization which is common in small motor with 
permanent magnet rotor. This model is based on elliptic form and equation for the field line and has been 
implemented in Flux2D (finite element method software) by means of user subroutine. Then it has been 
validated on a magnet and use to model the torque in MMT’s BLDC motor. 

Introduction

The polar magnetization (fig.1) is frequently used in small motor where the rotor is made of a bulk magnet ring. 
Actually, if you can magnetize efficiently the magnet ring, which supposes relatively small size, it has a lot of 
advantages. You do not need iron yoke neither in the rotor of your motor nor in the magnetization device. 
Moreover the field pattern may provide a higher field in the air gap (and thus a higher static torque) than with a 
radial magnetization. 
To design motors with such a magnetization and to predict static and detent torque, a good model is required. In 
fact, it is not so easy to model polar magnetization with finite element software (magneto, amperes, Flux2D …), 
which has currently not the module to describe it. Hopefully, Flux2D [1] allow the users to develop his own 
subroutine and to “link” it to the software by means of a .dll file. This routine has a specific interface and is 
written in Fortran 77. Thus a routine have been written to describe a parameterized polar magnetization and this 
model has been used on one of our BLDC motor. 

Polar Magnetization

Fig 1 : Magnetizer device and polar magnetization. 

A polar magnetization is easily obtained if you insert a ring magnet relatively thick (compare to the diameter) in 
a magnetization device without any yoke inside the magnet. The limitation is that to have a good magnetization 
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the magnetic field during the process has to be almost twice the coercitiv field of the magnet, thus as the magnet 
behave quite like air, it requires a large amount of ampere turn in the coil. This is even truer as the dimensions of 
the magnet grows and explains why it is especially applied to small size magnet (diameter smaller than 5 cm).  
Fig 1 presents such a magnetization device (on the left), for a ten pole magnetization, and the obtained 
magnetization on the right. 
Moreover for small size device (smaller than 50mm), the making process cost is more important than the 
material cost, and it may be a real advantage to have no iron yoke inside the magnet, and thus avoid a step in the 
making of the device. When the size increases the cost of magnetic material become too important to use such 
magnetization pattern, and a thinner magnet with iron yoke is economic ally better. 

Model
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Fig 2 : Model of the magnetization 
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Fig 3 : Model of the magnetization in elliptic coordinate system 
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We can easily noted in fig 1 that the field line seems to be elliptic and are “attracted” by the iron of the 
magnetization device. Moreover, in the middle of the teeth, the field is tangential to the radius of the magnet. 
Thus, the field lines in the magnet are modeled by ellipses with the same centre (fig.2).  
The parameters of the model, which can be changed without modification in the subroutine when you use the 
software, are the coercitiv field, the number of pole of the magnetization (6 for example in fig 2), and a 
parameter which is the radius of the centre of the ellipse (Fig 2), and which allows to modify its eccentricity. 
In fact, as we consider that the magnet is “perfectly magnetized”, which means the modulus of the coercitiv field 
is the same in each point and equal to Hc (module of the coercitive field depending principally of the type of the 
magnet: ferrite, NdFeb ...), we need to know  the angle between the magnetization and x axis in a point M(x,y).
The magnet may be separated in different section (Fig 2), which have the same pattern of magnetization (except 
the direction which is different for two neighbour section). The number of sections is equal to the pole number 
Np, even if each section cover half of a south pole and half of a north pole, and the angle of a section is 

p=360°/Np. Thus if you have determined the pattern of magnetization in one section, for example in section 0 
(Fig 3), you can easily know the magnetization in the other section, by means of change of coordinate system . 

Remember the equation of an ellipse centred in (xCE,yCE) is given by : 

1)()( 2222 ByyAxx CECE  ( 1) 

Where A and B are respectively semi major and semi minor axes of the ellipse.
For one section the field lines are modelled by ellipses characterised by their centre CE, and their A and B 
parameters. It is noted that CE and B are the same for each ellipses of a section and that only A is changing 
depending of the ellipse and thus of the point when you are seeking the direction of the field. 

Amax and Bmax Determination

Amax and Bmax are the parameter of the external ellipse which has the particularity to be tangent to a radius of the 
ring magnet in a point P(xP,yP) (Fig 4) situated on the outer radius of the magnet and on the border of a section. 
That means for section 0 that P have the following coordinate in the elliptic coordinate system in CE (centre of 
the ellipse): 
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 ( 2)

The tangent in P is defined by: 
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max ByyAxx pp ( 3) 

And this tangent crosses the XE and YE axis in pxA2
max and pyB 2

max , thus: 
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Thus with (3) and (4) you determine easily Amax and Bmax (respectively semi major and semi minor axis of the 
external ellipse): 
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Determination of e

Then if you work in the elliptic coordinate system, to know the magnetization in a point M(xe,ye), you need to 
know e angle between the tangent and the XE axis. 
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Knowing that M(xe,ye) belong to an ellipse of parameter A and B=Bmax :

12
max

222 ByAx ee ( 6)

Thus for a point M(xe,ye) A is defined by : 
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2
ee yBBxA ( 7)

Then with the tangent equation you define e : 
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( 8) 

Determination of the coercitive field in each point of the ring

Knowing the field and especially its direction in elliptic coordinate system, it is easy for a point M(x,y) defined 
in absolute coordinate system to know the field in that point. 
First you need to know the section to which it belongs: 

)
2

( 0

p

p
s entN ( 9) 

Where Ns is the section number, 0 is the angle between x axis and the center of the first section (section 0), 
usually equal to zéro, the angle between M and the x axis, and ent() represents the integer part of the number 
insert in brackets. 
Then its easy to determine the coordinate of the M point in the elliptic coordinate system (XE,YE): 
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Then knowing xe and ye you determine A and e for a point M(x,y), and thus the coordinate of coercitive field 
(Hcx, Hcy) for this point is defined as follow : 

For A<Amax :
If Ns is even : 
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If Ns is odd 
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For A>Amax :
0cycx HH

Where Hc is the module of the coercitive field of the magnet. 
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It is noted that outside of the biggest ellipse the coercitive field is equal to zero. 

Result for a 10 Poles Magnetization

Fig 4 presents the field lines for a ring magnet of 8.5mm radius with a ten pole polar magnetization pattern. This 
magnet is placed inside an iron cylindre, separated by a small airgap.The field lines are presented for two 
different values of RCE (25 mm and 9 mm). One should notes the importance of RCE the radius of the centre of 
the ellipses which is a parameter you can choose, and which may be adapt to fix the eccentricity of the ellipses. 
A good way to choose this parameter is to measure the field versus the angle produced by the magnet in the air, 
to simulate this field and to adjust RCE to fit the obtain curve. 
It has been noted on our magnet that RCE seems to be around 0.015 which means 1.76 times the radius of the 
magnet for a ten pole magnetization. 

Fig 4 : Model of the magnetisation in elliptic coordinate 

Application for the static torque calculation of a MMT patented motors

This model has been used for example to compare the performance of one MMT patented BLDC motors (Fig 5) 
for two different magnets (Fig 6): 

- one 4 mm thickness magnet with polar magnetization 
- one 1mm thickness magnet with radial magnetisation and 1 mm thickness iron yoke inside 

the magnet 

Fig 5 : Our BLDC Patented motor 
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4 mm magnet
With polar magnetisation

1  mm magnet
With iron yoke inside

4 mm magnet
With polar magnetisation

1  mm magnet
With iron yoke inside

Fig 6 : Magnetisation pattern 
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Fig 7 : Static torque versus type of magnetization. 

Fig 7 presents the two phase ON static torque for a 35 mm outer diameter BLDC MMT motor. The magnet has 
an outer diameter of 17 mm and a 12 mm height. The remanent induction of the magnet is about 0.65T. 
It is noted, that the static torque is higher with a polar magnetization. 
This may be easily explained by use of the classical formula of the induction in the airgap in BLDC motors. If 
the permeability of iron is supposed to be infinite, the induction Be in the airgap is given by: 

eL
LHB ce 0 ( 11) 

where L is the length of the field line in the magnet and e the thickness of the airgap. 
It is easy to understand that meaningly L is longer with polar magnetization in a 4 mm thick magnet with à 1mm 
thich magnet and a iron yoke. 
Thus this magnetization pattern may be a good solution. It needs more magnet material than the solution with 
thinner magnet and iron yoke, but as there is no iron yoke the making process is simplified. Thus the cost of the 
rotor may be approximately the same and you have a better static torque.  

Conclusion

A parameterized model of polar magnetization have been developed and implemented in Flux2D and has been 
used to simulate the static torque in one of our BLDC motor. 
This model proves that in small device such a magnetization may be efficient in term of performance and cost. 
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Abstract – A Mode Stirred Chamber excited by wires is analysed using the Transmission Line Modelling 
(TLM) method. The TLM method solves the chamber problem in the time domain and computed results are 
compared to calculations using the Finite Element Method (FEM). Agreement with previously published 
Method of Moment (MoM) results will also be shown.

Introduction

Mode stirred chambers are electrically large, highly conductive enclosed cavities equipped with 
mechanical stirring devices. When the chamber is excited with RF energy, the resulting multi-mode 
electromagnetic environment can be stirred by the mechanical tuners. The cavity is employed to 
perform electromagnetic measurements (both emissions and immunity) on electronic equipment. The 
chamber mode density and the effectiveness of the mechanical tuner determine the lowest usable 
frequency [1]. 

A different method to excite and stir the fields in the chamber at low frequencies using wires has been 
proposed in [2]. This procedure of excitation is analysed in this work using the TLM method. As 
transmission lines support TEM fields, the method not only excites the common modes but also the 
TEM mode in the chamber. This widens the range of generated frequencies below the lowest 
resonance frequency [3]. In order to validate the TLM calculations, results will be compared to Finite 
Element computations and Method of Moment results. 
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Cavity Structure

Fig. 1 shows the chamber under investigation, which is excited by two transmission lines. The lines 
are parallel to the z-axis and are located at x1 = 0.8m, y1 = 2.1m and x2 = 3.2m, y2 = 1.8m. The width, 
height and length of the cavity are given by a = 4.6m, b = 2.7m and c = 5.2m, respectively. The 
resonance frequency is determined by: 

222

2
1

c
p

b
n

a
mfmnp (1)

where m, n, p determine the mode in the cavity. There is no maximum irradiation frequency, but the 
lowest frequency is determined by the dimensions of the chamber. Transverse electric TEmnp and 
transverse magnetic TMmnp modes can be generated in the chamber. 

Fig. 1 – Chamber with two parallel wires. 

TLM Method

The Transmission Line Modelling (TLM) method is a differential technique for the computation of 
electromagnetic fields. The problem domain is discretized and the fields in a subdomain are computed 
using a Symmetrical Condensed Node (SCN), as shown in Fig. 2(a). Each port of a SCN is associated 
with two voltages, and the electric and magnetic field components are calculated from these voltages 
by: 
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respectively. i
nV  represents the incident voltage at por n,  the length of the node, and Z the 

characteristic impedance of the medium. The excitation of the chamber is implemented applying 
magnetic fields at adjacent nodes around the wires as shown in Fig. 2(b). The path around the 
conducting wire is denoted C, H  is the magnetic field at the adjacent nodes and I the current in the 
wire which is determined by Ampère’s Law: 

C
sdHI (5)
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(a) (b) 

Fig. 2 –Symmetrical Condensed Node (a) and Symmetrical Condensed Nodes around the wire (b). 

For a z-directed wire equation 8 evaluates as: 

(6)

In order to implement the boundary conditions, different reflection coefficients have to be imposed on 
the nodes bounding the problem domain. On a perfectly conducting screen, for example, where 
incident waves are reflected with a phase inversion, the reflection coefficient on a boundary node must 
be equal to (-1). The incident voltage i

k,nV 1  at port n of a boundary node at time step k + 1 is 

determined through the reflection coefficient  and the reflected voltage r
k,nV  at time k,

r
k,n

i
k,n VV 1 (7)

A more detailed description of the TLM method, its applications and computational requirements can 
be found in [4]. 

Finite Element Procedure

The finite element formulation is derived using the weighted residual method. Weighting the wave 
equation for a time-harmonic electric field E  with ej t time dependency with a set of weighting 
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functions N...i,i 1  and integrating over the cavity domain , leads after application of Green’s first 
integral theorem to:

dEnZjkdEZjkEkE iiiri
r

0000
2
0

1

N,i,dJZjk i 100

(8)

where k0 and Z0 denote the wavenumber and impedance of free space, n  the normal vector on the 
bounding surface , J  the current density in the wire, and the constitutive parameters , r, r

the conductivity, relative permittivity and relative permeability, respectively. Approximation of the 
electric field E  with a set of vectorial basis functions associated with the edges of the elements, 

N

j jjaE
1 (9)

leads to a system of linear equations, which can be solved for the unknown coefficient ja . The shape 
functions j  are chosen to be the same as the weighting functions. The cavity domain is discretized 
using rectangular parallelepipeds and linear Lagrangian interpolation polynomials are employed on the 
elements. The wire excitation is modelled as current filament since the dimensions of the chamber and 
the wires are only a small fraction of operating wavelength. The current density in a wire is described 
by z

zjk
kkk eeyyxxÎJ 0 , where (xk, yk) determine the position and kÎ  the current in wire k.

Simulated Results

Fig. 3 shows the x, y, z-components of the electric field along the z-axis at x=2.3m and y=1.0m for the 
chamber described before. The two wires are fed with sinusoidal current signals of frequency 
f=2.0MHz and phase difference  of 0o and 180o. The TLM simulations have been performed with a 
cell size of 5.0cm and time steps of 83.3 10-12 s. 

      (a)        (b) 

Fig. 3 – Electric field components along the z-axis, f = 2.0 MHz, = 0o (a) and 180o (b). 
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The Ex and Ey components display a homogeneous field distribution in the center of the chamber, 
which yields a constant illumination of the device under test, whereas their magnitudes reflect the 
dependency upon the phase shift. Good agreement can be observed between the TLM calculation, the 
finite element (FEM) computations and Method of Moment (MoM) results from [2]. This confirms the 
capability of the TLM method to accurately model the field distribution in a mode stirred chamber and 
establishes the reliability of the procedure. Fig. 4 shows frequency dependency of the y-component of 
the electric field in the center of the chamber up to f=200 MHz. Both wires were excited 
simultaneously with a rectangular unit pulse with a duration of 83.3 10-12 s. The resulting spectrum 
indicates that the lowest resonance frequency of the chamber is around 47.5 MHz. Equation 1, which 
is valid for a chamber without wires, yields a similar result for the TE101 mode, which is the mode with 
the lowest resonance frequency in the chamber. The efficient calculation of a spectrum is one of the 
advantages of the TLM method since it is a time domain method and frequency characteristics can be 
computed employing a Fourier transform. 

Fig. 4 – TLM computation of the y-component of the electric field in the center of the chamber. 

To further investigate the properties of a mode stirred chamber excited by wires, a cell of width 
a=0.6m, height b=0.6m and length c=1.2m is considered. The chamber is excited by 4 wires which are 
parallel to the z-axis, placed at (x1, y1)=(0.1m, 0.1m), (x2, y2)=(0.5m, 0.1m), (x3, y3)=(0.5m, 0.5m) and 
(x4, y4)=(0.5m, 0.5m). Fig. 5(a) shows the components of the electric field along the z-axis at x=0.3m 
and y=0.3m. The exciting currents in all 4 wires are in phase and the operating frequency is f=10 MHz. 
Fig. 5(b) displays the electric field for the case that the currents in wires 2 and 4 experience a phase 
shift of 180o. In contrast to the 2 wire cell analysed previously, the Ex and Ey components are of the 
same order of magnitude. The increase of the number of wires has led to an improvement of the field 
homogeneity in the chamber. 

D. Weinzierl et al. / An Analysis of a Mode Stirred Chamber Excited by Wires270



    (a)     (b) 

Fig. 5 – TLM Computation of the electric field along the z-axis for a cell excited by 4 wires, f = 10.0 MHz, 
1 = 2 = 3 = 4 = 0o (a) and 1 = 3 = 0 o, 2 = 4 = 180o (b). 

Conclusions

In contrast to mechanically mode stirred chambers, the wire excitation allows to set-up the TEM 
mode. The TEM mode lowers the minimum usable frequency of a mode stirred chamber below the 
lowest resonance frequency. Comparisons with FEM and MoM computations verified that the 
Transmission Line Modelling (TLM) method is capable of accurately predicting the field distribution 
in the chamber. Simulations have shown that the field homogeneity in a mode stirred chamber can be 
improved by increasing the number of wires in a cell. 
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Chapter C 

C.0 Introductory Remarks 

The third chapter constitutes the core of the ISEF conference as it is dedicated to widely 

understood applications. It does not mean, however, that the previous two chapters consist of 

the papers completely deprived of application references. The papers placed in the chapter can 

be grouped as follows: 

• electrical machines and transformers, 

• testing,

• heating and temperature field, 

• various applications. 

The first subgroup is a very classical subject and practically all the methods of numerical 

analysis started with electromagnetic field analysis in electrical machines and transformers. 

The structure of electrical machines and transformers is not too complicated so the first 

numerical approaches could have been well-tested on such structures. Of course, nowadays 

structures of electrical machines and transformers are more complex and their analysis more 

complicated but they are still simpler that those of modern applications. The particular 

subjects the papers deal with are typical for investigation of electrical machines and 

transformers, i.e. power losses, torques, end-region, skewed effect etc., thus considering them 

seems to be unnecessary. 

The second group is poorly represented in our volume as there are many other conferences 

devoted to measurements and testing in electromagnetics. For this book only one paper has 

been accepted and it concerns insulation failure which is identified by on-line monitoring 

which detected slight variation of high frequency (1-100 MHz) parameters of stator winding.

The third subgroup gathers papers describing thermal problems. The problem of heating and 

analysis of temperature field seem to be most interesting area of electrical engineering. It is 

worth quoting briefly the subjects which are touched here. They are as follows: 

• mathematical modelling of coupled electromagnetic and temperature fields for 

continual induction heating of thin non-ferrous metal strips at low frequency, 

• flat two-sided induction heater applied in hot galvanizing process,

• modelling of motor with regard to temperature dependence.

The last group is connected with various applications which can be called in Latin silva

rerum. Indeed, one can find here applications from biology to electronics. There is no doubt 

that the subjects should also be enumerated: 

• simulation of electrical effects induced in and around biological cells in microsystems, 

such as dielectrophoresis or electroporation,

• bone conduction vibrator which serves for improvement of hearing impaired people,

• non-contact gear with permanent magnet,

• computer simulation of SAR distribution in human body evoked by mobile phones,

• computer simulation of electromagnetic pump for high temperature liquid metal,

• analysis of magnetic behaviour of superconducting Nb foil in linear type magnetic 

flux pump,

• visualization of electromagnetic phenomena inside analysed objects by coloured maps,
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• design and analysis of Micro Positioning Actuator by 3-D FEM which improve its 

operating properties to a great extent, 

• electromagnetic stirrers with an inductor generating travelling magnetic field,

• grounding system influence on Lighting Protection System analysing by means of 

Constrained Decision Planning, 

• electromagnetic compatibility issue from the point of view of system and circuit 

design, component selection and Printed Circuit Board layout,

• eddy current methods of non-destructive testing for detecting defects in metallic 

structures,

• field analysis for tubular linear actuators with scaled geometries and regarding 

nonlinearity of magnetic core,

• asymmetry influence on the 1
st

, 5
th

, and 7
th

 harmonics in armature current in a 

cylindrical synchronous generator.
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ELECTROMAGNETIC AND TEMPERATURE FIELDS

IN CONTINUAL INDUCTION HEATING SYSTEM FOR THIN

NON-FERROUS STRIPS
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Abstract – The paper deals with mathematical modeling of coupled electromagnetic and temperature fields for 

continual induction heating of thin non-ferrous metal strips of the thickness comparable with the depth of 

electromagnetic field penetration. For such work-pieces it is especially effective to use  transverse flux 

induction heating system (TFIHS) which makes it possible to obtain required parameters at rather low 

frequencies of the field current in comparison with more often used classical induction heaters working with 

longitudinal magnetic field. Quite good accordance between calculation results and measurements are 

achieved.

Introduction

Continual induction heating of flat, thin non-ferrous work-pieces in some technological processes like 

annealing belongs to modern, environment-friendly, but still rarely applied technologies. It seems that 

one of the reason  for that is lack of experience in mathematical modeling and consequently designing 

of  such devices. For thin, flat work-pieces of the thickness comparable with the depth of 

electromagnetic field penetration transverse flux induction heating system (TFIHS) is applied. It 

makes it possible to obtain required parameters like uniformity of temperature distribution within the 

work-piece and high energy efficiency at rather low frequencies of the field current in comparison 

with more often used classical induction heaters working with longitudinal magnetic field.  

Mathematical Model

Let us consider mathematical model for calculation of weakly-coupled electromagnetic and 

temperature fields in a typical arrangement of the TFIHS (Fig. 1). The electromagnetic task represents 

an open-boundary 3D problem, but it can be treated as a typical boundary-value problem provided that 

we introduce artificial boundaries (shown in Fig. 1a with dashed lines) far enough from the TFIHS [1]. 

The  electromagnetic field analyzed in 1/8 of total area is modeled by means of magnetic vector 

potential A :

                                            ( )
ext

1

rot rot rot

t

γ γ
μ

∂+ − × =
∂
A

A v A J                                                   (1)

   

where µ - magnetic permeability, γ –  electric conductivity, v – velocity, J
ext

 – current density within 

the inductor.   

In case when magnetic permeability μ of the core could be considered as constant equation (1) 

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)
IOS Press, 2006
© 2006 The authors. All rights reserved.

277



transforms into form for phasor of magnetic vector potential A: 

                  ( )
ext

rot rot j rotωμγ μγ μ+ − × =A A v A J                                             (2)

where j denotes imaginary unit and ω – angular frequency of harmonic current

a)                                                                                        

 

 

 

 

Fig.1 Calculation model of coupled electromagnetic (Fig.1a) and temperature fields (Fig.1b) Ω
1=

strip,  Ω
2

–

winding, Ω
3

– magnetic core, Ω
4

= air-gap and surroundings. 1- part of the strip located in the air-gap, 2 –

remaining part of the strip being outside the inductor 

 

In sub-region 
1

Ω  (strip moving at a velocity 
x

v ) equation (2) may be rewritten as

( )rot rot j ,0,0 rot 0
x

vωμγ μγ+ − × =A A A                                            (3)

Typically velocity of the strip movement in described arrangement is not too high so the third term in

this equation can be neglected [2]. Consequently eddy current density Jeddy induced in the moving strip 

and specific Joule losses pv are expressed by relations (4):

eddy
jω γ=J A ,                   

*

eddy eddy

v
p

γ
⋅

=
J J

                                                    (4)

For planes of artificial external borders (BEFC, DCFG, EGFH) taken far enough from the heating

system  and  for the plane ABEH ( 0x = , anti-symmetry of the field current density)  condition

   = 0A                                                                                  (5)

however for both symmetry planes 0z =  (ADGH) and y = 0 (ABCD) condition

× = 0A n                                                                              (6)

 are applied. Based upon known distribution of the specific Joule losses 
v

p  the stationary temperature 

field in moving strip  is calculated by means of the Kirchhoff – Fourier equation: 
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         ( ) ( )
v

div grad gradT c T pλ ρ− = −v                                            (7)

Length of analyzed zone of the strip is bigger than length of the inductor. The equation (7) is analyzed 

only in ¼ part of the sub-region.  It is supplemented by the following boundary conditions :   

- At the artificial input plane IJJ’K outside air-gap of the inductor  

 

                             ( )
p

, ,T y z t T=                                                                      (8)

- At the artificial output plane RSTU and at the symmetry planes IRUK, KJ’TU; 

 

0=
∂
∂
n

T

.                                                                   (9)

- At all remaining planes (Fig. 1b) LMOP, IJML, OPRS, JSTJ’ 

( )
a

T

T T

y

λ α∂− = −
∂

                                                               (10)

Different values of coefficient of convective heat transfer α are put on different planes. For instance 

in the narrow air-gap of the inductor α is typically several times lower than an analogous coefficient

outside the inductor.  Due to low temperature kind of heating heat transfer by radiation is neglected.

The algorithm for calculation of coupled electromagnetic and temperature fields is shown in Fig. 2.

 

 

Fig. 2 Algorithm for calculation of weakly coupled electromagnetic and temperature fields 

 

Based upon known distribution of the specific Joule losses in the strip the stationary temperature field

is achieved. Temperature dependencies of the thermal conductivity λ , density ρ  and specific heat c

are taken into account. Electrical conductivity γ  as the input parameter for the electromagnetic

calculations is corrected when the average temperature within the strip changes more than by TΔ . 
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For 
stop

t t= the calculations finish. Some more important parameters and dimensions of the TFIHS

are collected in Table 1. 

Table1 Parameters and dimensions of TFIHS 

 

Inductor current  Iext = 1000 A, frequency f = 50 - 2000 Hz, length, width and height (one 

side) respectively li = 0.217 m, bi = 0.35 m, hi = 0,08 m, air-gap a = 0.01 m 

Magnetic 

core 

width bc = 0.25 m, relative magnetic permeability  µr = 1000,  electric 

conductivity γc = 0. 

Strip:  thickness g  = 0.0032 m, width b = 0.25 m, length taken to calculations l -= 0.34 

m, velocity of movement v = 0.02 m/s, 0.04 m/s. 

Material 

properties  at 

20
o

C 

brass Cu60 conductivity γ = 1.43
.

10
7

 S/m, relative magnetic permeability µr = 1, 

density ρ = 8600 kg/m
3

 , specific heat conduction λ = 144 W/m 
.

K , specific heat  

c = 410 J/kg 
.

K. 

Heat transfer 

parameters 

ambient temperature Ta = 20
o

C, coefficient of convective heat transfer α =20 

W/m
2

K, (in narrow air-gap αg =5 W/m
2

K). 

Distribution of the module of eddy currents at internal plane of the strip at mains frequency f = 50 Hz 

is depicted in Fig.3.  

 

 

Fig. 3. Distribution of the module of eddy 

currents at mains frequency 50f = Hz in the 

internal plane of flat brass strip for strip 

width 0.25b = m 

Table 2 Parameters describing distribution of the eddy-

currents in the strip for three various frequencies of field 

current density 

Frequency  [Hz] Module of eddy 

currents 50 200 2000 

Average  

a
J (A/m

2

) 

3.93·10
6

8.45·10
6

1.34·10
7

At strip axis 

o
J (A/m

2

) 

6.736·10
6

8.32·10
6

1.06·10
7

 

Near 

edge
b

J (A/m
2

) 

3.751·10
6

7·10
6

2.24·10
7

Coefficient of 

uniformity 
J
k (-) 

1.819 1.19 0.07 

 

 

The module of eddy current density reaches its maximum (
6

max

6.736 10J = ⋅ ) exactly in the middle of 

the strip ( 0y = ) and for
max

0.0275x = m.  Average value of the module of eddy current density is 

6

a

3.93 10J = ⋅ A/m
2

.  Let us calculate a coefficient of uniformity of eddy currents distribution 
J

k

defined as the ratio of the module of the eddy-current density in the axis J
o

and near the edge of the 

strip  J
b

characterises non-uniformity of eddy currents in the strip.

max

o

J

b
x x

J

k

J

=

=                                                             (11) 

When frequency increases, the average value of the eddy current density also distinctly increases (see

table 1). If we consider uniformity of eddy current distribution within the moving strip it could be

noticed that it changes with frequency. For f = 200 Hz the distribution is quite uniform however for
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f = 2000 Hz it becomes again non-uniform with a distinct maximum of module of eddy current density

near the edges of the strip.  Similar dependencies could be observed in case of the specific Joule losses 

produced in the strip. Particulars you can find for instance in [3-4]. Exemplary results of temperature 

distribution within the work-piece for two different frequencies are shown in Fig. 4 

a) b) 

 

 

Fig. 4. Temperature distribution on the upper plane of the moving  brass strip (v = 0.02 m/s) heated 

inductively in TFIHS supplied by the field current of frequency a)  f = 50 Hz, b) f = 2000 Hz

Experimental Part

A simplified diagram of laboratory stand for measurements of the most important parameters of 

the TFIHS is shown and the view of the stand are shown in Fig. 5.  

a)                                                                    b) 

 

Fig. 5. Block scheme of the laboratory stand: a) block scheme b) view  1 –  thyristor converter,  2 – block  

            of capacitors, 3 – matching transformer, 4 – inductor, 5 – moving strip, 6 – uncoiling drum, 7 – 

coiling drum, 8 – block of measurement panels, 9 – PC as a recorder,  10 – steering desk   

Temperature distributions along the width of the outlet ( 1.25x l= ) of the moving brass strip received 

by simulation and by measurements are shown in Fig. 6a (0.02 m/s) and in Fig. 6b (0.04 m/s).

10

 9

 8

4

6 5
7

v

 2 1

3
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Fig. 6. Temperature distribution along width of the moving brass strip heated inductively in transverse 

magnetic field at frequency of the field current  f = 2000 Hz for two different velocities of the strip movement  

a) - 0.02v = m/s, b) - 0.04v = m/s) 

In both cases quite a good accordance between computations and measurements is achieved; the 

differences do not exceed 4.8 %.   

Conclusions

 

3D weakly coupled electromagnetic and temperature fields in the TFIHS for thin brass  strips 

were analysed. The eddy currents and temperature distributions within the moving work-piece were 

determined. The shapes of temperature curves along width of the strip for different frequencies of field 

current were compared. The results were discussed in order to analyse possibilities to receive 

requested parameters of the TFIHS. For computation of induction heating of brass strips the results 

were validated on a laboratory stand and a quite good accordance between calculations and 

measurements was achieved.
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Abstract – Prediction of losses in a switched reluctance motors (SRMs) is difficult due to complex flux 
patterns in the machine. Determination of iron losses is vital for efficient motor design. In this paper, a inite 
element method (FEM) coupled with a voltage supply circuitry and a control strategy is used to determine 
spatial and temporal distributions of flux density in the motor. Posteriori, a rainflow algorithm is used to 
identify major and minor loops from the distribution in order to compute hysteresis losses.  Besides, classical 
losses are computed using a model based on the rate of change of flux density.

Introduction

The estimation of local iron losses helps to predict hot spots in the machine structure.These 
losses are normally used as heat sources when modelling thermal phenonena in the machine. Ofcourse, 
iron losses determine the overall efficiency of the machine. However, iron loss models developed 
specifically for SRMs are rare. In [1] and [2], loss models were developed based on simple triangular 
flux waveform assumptions. In [1], the total losses were estimated, while in [2] classical and hysteresis 
losses are separated; the classical loss model is based on the rate of change of the flux density and the 
hysteresis losses are determined experimentally. However, in the context of design optimization, 
where machine efficiency is the target, loss minimization becomes a design goal and such modelling 
approaches are impracticable. In this paper, a FEM coupled with a controlled voltage supply is used to 
compute both spatial and temporal flux distributions. Thereafter, the classical losses are computed 
using a model based on the rate of change of the flux density. For hysteresis losses, a rainflow 
algorithm is first used to identify hysteresis loops from the flux distribution before the hysteresis loss 
is computed. 

Finite Element Method

The motor model used in this study is a 6x4 SRM shown in Fig. 1a. The finite element method is 
based on the magnetic vector potential formulation and the field equation in the linear part of the 
motor structure is expressed in its weak form as: 
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where A and Â are the vector potential and test function respectively; 0 is the reluctivity of free 
space, B is the flux density, s,  are the source and problem domain respectively. 

In the non-linear part of the motor, the non-linearity (saturation effect) in the iron parts of the 
motor is taken into account in the field formulation with a single-valued monotonic B H curve. The 

field equation then becomes: 

The reluctivity tensor 
B
H

  is used by the Newton-Raphson iterative process to linearize the non-

linear system. This tensor is expressed as 

where H is the magnetic field, 1 is the identity tensor.

Fig. 1. (a) a 6x4 SRM and (b) a converter 

Circuit Equation

The converter shown in Fig. 1b is to supply voltage to the motor. The applied voltage uacross the 
winding of each phase is linked to the field equation by the flux linkage and is modelled through the 
vector potential as:

with Nthe total number of winding turns, lthe stack length and Sthe total winding area. 

Converter Control

In SRMs, a speed dependent control strategy is used by the converter. Current and voltage chopping 
modes are used to control the current at low speeds. At high speeds, a single mode regime is used. 
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Low Speed Operations
Chopping - Current Regulation Mode. In this work, hysteresis current control is adopted for 
low speed operations. The switches are turned on or off according to whether the current is 
higher or lower than a reference current. The current is maintained within upper and lower 
limits of the hysteresis band. Fig. 2a shows current waveforms at 500 rpm. 

Fig. 2. (a) current waveform at 500 rpm (b) current waveform at 3000 rpm 

High Speed Operations

Single Pulse Mode. As the speed of the motor increases, it becomes impossible to control the 
current based on the previous method. This is due to the effects of back EMF and the reduced 
amount of time for the commutation interval. In this mode, current control is achieved by 
increasing the conduction period and/or adjusting the firing angles. Fig. 2b shows the current 
waveform at 3000 rpm. 

Core Losses Computation

Iron losses are generally estimated at around 25 to 75 percent of the total electromagnetic 
losses (iron and copper losses) [3, 4]. In general, iron losses are divided into hysteresis, classical and 
excess (anomalous) losses. The eddy current and anomalous losses can be estimated based on the rate 
of change of magnetic flux density in the core structure [5]. However, hysteresis losses normally 
require complex and time-intensive models , which are unusable for practical problems like the design 
of electrical machines. 
Hence, simplified models are often sought. The core loss models described below require the 
determination of both spatial and temporal distribution of the flux density in the core. The finite 
element method is used in this case. 

Hysteresis Loss Model

Major and minor hysteresis loops characterize the hysteresis phenomenon. The minor loops 

appear when the rate of change of the flux density 
t
B

changes sign more than once per period. This 

is the case especially in applications using commutating power electronic inverters. Attempts to model 
minor hysteresis loops caused by distortion in the standard sinusoidal waveforms have been reported 
in [4, 5]. In [5], the minor hysteresis loops were taken into account by introducing a correction 
(distortion) factor.  
The model is expressed as follows:
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The first part of the hysteresis loss equation only takes into account the major loop and is dependent 
on the peak flux density Bp and frequency. The second part of the equation approximates hysteresis 
loss due to minor loops by summing up n flux density reversals of amplitude Bj . In both  
components, kh,  and  represent hysteresis loss coefficients;  and  are coefficients dependent on 
material characteristics. 
An assumption taken for this method is that all minor loops have the same area. In [4], it is stated that 
the problem with this method is the difficulty in determining the size and shape of Bj. To do so, one 
would require the knowledge of both the flux density and the field strength waveforms and the latter is 
not known a priori. However, here we use the model as it is valid when only the amplitudes are 
known.

Classical Loss Model

As is commonly known, most electrical machines are constructed by using laminated steel in order to 
reduce eddy current losses. In finite element analysis of magnetic field in such machines, the 
laminated core can be modelled as a solid in order to save computational time [6]. Even with such an 
approach, a lot of computational time is expended. In [5], the classical eddy current losses Pcl are 
estimated based on the rate of change of the flux density. This is a posteriori computation and takes 
relatively less time. 
The model is expressed as follows: 

Anomalous Loss Model

In coarse-grain materials, the anomalous eddy current loss, may become significant. Larger domain 
wall spacings give a non-uniform distribution of the eddy currents, causing local increases in the eddy 
current loss density and consequently resulting in increases in total eddy current losses. Generally, 
anomalous losses are estimated based on the rate of change of the flux density and are expressed as:

Here,  is the material conductivity, d the lamination thickness and ke is the excess loss constant. 
The anomalous losses should only be modelled if coarse grain, semi processed steel is used. Hence, 
the anomalous losses are neglected in this study.
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Fig. 3. (a) Rotor pole flux distribution (b) Rotor yoke flux distribution 

Fig. 4. Rainflow cycle definition 

Hysteresis Loops Extraction by Rainflow Algorithm

As stated earlier, the switched reluctance motor displays complex patterns of flux density distributions 
in different parts of the machine. Examples of such patterns are shown Fig. 3a and Fig. 3b, where flux 
density distribution in one rotor pole (a) and one rotor yoke section (b) are shown. From the above 
classical loss model, the classical losses are computed based on the rate of change of the flux density. 
However, hysteresis losses require the identification of major and minor loops.  

The rainflow method, which was first proposed in [7] and later on redefined in [8] is used 
here. It was designed to capture both slow and rapid variations of the load by forming cycles pairing 
high maxima with low minima even in the presence of intermediate extremes. 

A graphical definition of a rainflow cycle is illustrated in Fig. 4, where from each local 
maximum Mk, one shall try to proceed in the backward (left) or forward (right) directions, with as 
short a downward excursion as possible [8]. The minima l

km  to the left and r
km  to the right are 

identified and the minimum representing the smallest deviation from the maximum Mk is defined as 
the corresponding rainflow minimum rfc

km . The thk  rainflow cycle is defined as ( rfc
km ; Mk) and the 

rainflow amplitude Arfc = Mk - rfc
km  is the amplitude of the attached hysteresis loop. 

Computed Results

The results of the computations are shown in Table I and Fig 5. Only results for the range of speeds 
from 200-1200 rpm are shown here. In that range, hysteresis losses dominate.
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Fig. 5. Variation of Iron Losses with Speed 

TABLE I 
Variation of iron losses with speed 

Conclusions

A procedure for predicting core losses in switched reluctance motor has been presented. Actual flux 
distributions are used in this case unlike the approximations used in the cited models. Also, expensive 
hysteresis models are avoided and the method can be used at the design stage, especially in optimizing 
the efficiency of the motor. 
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Abstract – Cogging torque, the primary ripple component in the torque generated by permanent magnet (PM) 
motors, is due to the slotting on the stator or rotor. This article shows the reduction of cogging torque in a 
novel aixal flux permament magnet (AFPM) motor through the various design schemes. 3D finite element 
method is used for the exact magnetic field analysis. The effects of slot shapes and skewing of slot on the 
cogging torque and average torque have been investigated in detail. 

Introduction

The axial flux permanent magnet (AFPM) motor has a higher power and torque per unit weight than 
those of a conventional motor with the same size and weight [1]-[2]. Recenty, AFPM motors have 
been used increasingly for various application such as electric ship, electric vehicle, and airplaine 
propulsion [3-4].  

In general, cogging torque is a source of vibration and noise in permanent magnet (PM) machines. It 
is proportional to the PM flux and the reluctance variation, and it is independent of the load current. 
The reduction of the torque ripple has been important concern in the design of AFPM motor. The 
torque ripple contains both cogging torque and commutation torque components. Cogging torque 
occurs from the slotting on the stator or rotor of the motor, and causes the primary ripple component in 
the torque. There are various techniques for reducing the cogging torque in permanent magnet (PM) 
machines such as shoe of stator teeth, fractional pitch, change of PM magnetization shape and skewing 
[5-6]. However, there is a trade off relationship between the cogging torque and average torque [6]. 
Accordingly, it is difficult to satisfy the objectives simultaneously.  

In this article, the slot shapes and the slot skewing are some main matters which affect on the 
cogging torque and the average torque characteristics. Therefore, it must be considered in design step 
of AFPM motor. In order to investigate the various design schems of AFPM, we carried out 3-D finite 
element anlaysis of magnetic fields with the aid of ANSYS package. The effects of slot shapes and the 
slot skewing on the cogging torque have been investigated in detail.  

Axial Flux PM Motor Structure

Fig. 1 shows the basic structure of the slotted AFPM motor with double stator and single rotor. The 
rectangular-shaped teeth and fan-shaped PM in AFPM are shown in Fig. 2. Fig. 3 shows the picture of 
prototype AFPM motor. The motor has two stators with two sets of 3 phase stator winding. In the 
structure of the AFPM motor, the rotor with PM is located in the middle of the motor and the stator 
with exciting coils is attached on the both sides. To increase the power density of motor, Neodymium-
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Iron-Boron is selected due to its high energy product. Table I shows the specifications of the AFPM 
motor. We proposed the innovative teeth structure. The teeth is segmented  structure and assembled 
together with wound coils. It enables us to manufacture the motor simply and easily.  

                

z r

Permanent
Magnet

Teeth

Skew Angle

      
Fig. 1. The structure of AFPM motor with the innovated slot.        Fig. 2. Teeth and PM shape

Fig. 3. Picture of the prototype AFPM motor. 

Table I. Specifications of AFPM motor 

Stator Rotor 

Slot number                   18 Pole number                  16 
Phase                         3 Inner radius              124 mm 
Phase resistance             0.735 Outer radius               268 mm 
Turns per phase                95 Axial length of PM      12.5 mm 
Inner radius               151 mm Remanent of PM         1.2 T 
Outer radius              262 mm PM                      Nd-Fe-B 
Airgap length             2 mm Coercivity               970 kA/m 
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Reduction of Cogging Torque

Fig. 4 shows the stator teeth arrangement for the cogging torque reduction in AFPM motor. The 
teeth shapes are classified as rectangular (case 1), trapezoidal (case 2) and asymmetric skwed with 5 
(case 3), 10 (case 4), 15 (case 5) [deg], respectively.  

Fig. 5 shows the comparions of cogging toruqe between rectangular and trapezoidal teeth. 
Comparing to the rectangular shape, the peak value of cogging torque in trapezoidal shape is 
decreased to 35.3%.  

Fig. 6 shows the comparison of cogging torque accoridng to the stator skewing angle.  From the 
result, we can know that the increment of the skew angle decreases the cogging torque. Compare to 
the no skewing (case 2), the cogging torque from the case 3 to case 5 are decreased to 12%, 19.5% and 
35% respectively. 

      (a)  rectangular (case 1)                        (b) trapezoidal (case 2)                  (c) asymmetric (case 3,4,5)   
Fig. 4 Stator teeth arrangement for cogging torque reduction 

Fig. 5. Comparisons of cogging torque between rectangular and trapezoidal teeth 

Fig. 6. Comparisons of cogging torque according to the variation of the skew angle. 
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Fig. 7 shows the comparison of torque characteristics according to the change of the teeth shape. 
Table II shows the average torque and torque ripple characteristics according to the teeth shape 
variation. From the cogging torque reduction point of view, we can select case 5 for the best solution. 
However, in order to consider the average torque and the torque ripple totally, case 4 is better than case 5. 

Fig. 7. Comparison of average toruqe characteristics according to the change of the teeth shape.  

Table II. Average torque and torque ripple according to the teeth shape variation 

Average torque (Nm) Torque ripple (%)
Case 1 79.66 3.45
Case 2 79.92 1.95
Case 3 80.01 2.49
Case 4 80.11 1.86
Case 5 79.91 4.05

Conclusions

In this paper, the effect of variation of design schemes is investigated for the reduction of cogging 
toruqe and increase of average torque. The effects of slot shapes and the slot skewing on the cogging 
torque have been investigated in detail. 3D FEM is used for the accurate magnetic field analysis. From 
the results, we can improve the cogging torque and average torque characteristics. 
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Abstract – Dielectrophoresis and electroporation applications inside bio-MEMS are of growing interest and 
there is an important need for well-suited methods to simulate the multi-scale and multi-physics properties of 
those systems. In this paper, we are interested in the possibilities and limits of a hybrid analytical-numerical 
method for the simulation of electrical effects induced in and around biological cells in microsystems. 

Introduction

The application of electric fields on biological cells within micro electromechanical systems (MEMS) 
is of growing interest in the field of biological and biomedical analyses. 
The modelling of such systems can be difficult because of their geometrical and physical complexity. 
When possible, the use of simple but reliable techniques is thus desirable in order to reduce the costs 
in computation time and memory. 
This paper deals with such a method, referred to as "hybrid". After a short description of the context, 
the hybrid method is introduced and the possibilities and limits of this method are presented for some 
cellular applications in bio-MEMS. 

Context

Several electrical models exist to represent a cell in a solution. The most common model is a 
conducting sphere, representing the cytoplasm, surrounded by a very thin isolating layer, representing 
the membrane. In this article, we consider cells with an external radius R of 10 μm and a membrane 
thickness d of 5 nm, which is the order of magnitude for human red blood cells. The conductivity and 
permittivity values considered here are (fig. 1) : 1 = 1 S/m, 2 = 120*10-12 S/m,  3 = 5*10-4 S/m, 1 = 
640 pF/m, 2 = 44 pF/m, 3 = 640 pF/m. 

Fig. 1. Electrical scheme of a cell in a solution 

Different kinds of applications are of major interest in the field of bio-MEMS. Dielectrophoresis 
(DEP) describes the displacement of the cells towards the area of maximum or minimum electric field, 
according to the frequency of the field and electric parameters of cells and medium. This makes it 
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possible for example to sort different types of cells. The important parameter in these applications is 
the voltage (or the electric field) outside the cells. Electroporation is a technique which uses electric 
fields as a tool to make porous the membrane surrounding the cell and to allow the insertion of various 
elements, such as genes or other molecules. The important parameter in these applications is the 
induced transmembrane voltage (TMV). 

The hybrid method

Bio-MEMS applications are generally complex to model, because of their strong 3D character, their 
multi-scale aspects and the multi-physics couplings governing them. 
In the context of cellular applications, one of the major difficulties resides in the very thin membrane, 
that must be treated in an adequate way while limiting the amount of calculations. The traditional 
finite elements method requires to mesh the membrane, which implies a very high number of nodes 
and calculations in and around the membrane. A complete simulation of such systems being generally 
too expensive, various approaches were proposed, in order to simplify the simulations (see, for 
example, [1,2]). 
An alternative method, called "hybrid", was presented in [3] for DC applications. It is based on a 
simplification of the geometry, independently of the particular structure of the system studied, and 
which is directly compatible with a simple finite elements method. 
In this paper, we extend the study to AC systems, which is the case in all the DEP applications and the 
majority of the electroporation applications. The frequencies /2  are generally comprised between 
1kHz and 100MHz. 
Using the hybrid method, a cell with a membrane is replaced by an homogeneous one. It is assumed 
that the magnetic effects and volumic charges are negligible, which is generally well verified, and the 
electrical equation of the problem is thus the Laplace equation : 

02  (1) 

with the following conditions at the interface ij between subdomains i and j (fig.1) : 
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i j and   is the electric potential. 

In order to determine the equivalent electrical parameters of the homogeneous cell, we first consider 
an infinite tank and an homogeneous electric field E = -   at infinity, for which the Laplace equation 
has a finite solution. The equivalent electrical parameters are then computed in such a way that the 
potential on the border of the cell is the same in both models. Using the obtained equivalent 
parameters, the homogeneous problem can finally be solved with a finite elements method, without 
having to mesh the thin membrane. By doing this, the number of calculation points can be greatly 
reduced.
In 3D, the equivalent complex permittivity for an homogenized cell is computed as : 
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with a = R/(R-d). It varies between two asymptotic values in function of the frequency (fig. 2). 
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(a) (b) 

Fig. 2. Equivalent conductivity (a) and permittivity (b) in function of the frequency 

With the finite elements, chosen as a comparison tool for the study of the hybrid method, the 
resolution of the 3D problem of a cell with a thin membrane is particularly time- and memory-
consuming. We thus considered the case of an increased thickness d of the membrane. The 3D results 
for d = 500 nm are presented below for a spherical cell in a cubic tank and a ratio L/2R of 1.1 and face-
to-face electrodes with  = ±V, respectively (fig. 3). 

(a) (b) 
          

Fig. 3. 3D case : general view (a); comparison of FEM and hybrid results for (R), null frequency (b) 

The hybrid method offers excellent 3D performances, comparable with those obtained in 2D for the 
same configuration [3]. The method having proved good reliability in 2D for smaller membrane 
thicknesses, we expect comparable performances in 3D under equivalent conditions, and we limit 
ourselves, in the following, to a 2D approach. 

Results

Voltage computation outside a cell

We present below a comparison of the results obtained with the finite elements and the hybrid method, 
for various frequencies, in the case of a circular cell centred in a square tank, the two electrodes being 
placed face-to-face on the top and bottom edges of the tank. We limit ourselves to the observation of 
the voltage (R) at the edge of the cell, where one can show that the differences between both 
methods are the largest. 
Figure 4 illustrates these results for a tank with a side five times larger than the diameter of the cell. 
One observes in this case a very small full-scale range (FSR) error, at all the frequencies. 
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(a) (b) (c) 

Fig. 4. Comparison of FEM and hybrid results for (R), L/2R = 5 : real (a) and imaginary (b) parts;  
FSR error on amplitude (c) 

Figure 5 illustrates the same results for a tank of reduced size, whose side is equal to 1.1 times the 
diameter of the cell. In this case, one observes a more significant difference in the results obtained by 
finite elements and with the hybrid method. However, the orders of magnitude remain quite good. 

(a) (b) (c) 

Fig. 5. Comparison of FEM and hybrid results for (R), L/2R = 1.1 : real (a) and imaginary (b) parts ; 
FSR error on amplitude (c) 

We are now interested in a second geometry, often met in practice, where the electrodes are located in 
the same plan. Figure 6 shows that the results obtained for (R) with the hybrid method are not as 
good as in the preceding case, although the orders of magnitude are respected.  

(a) (b) (c) 

(d)
Fig. 6. Coplanar electrodes : general view (a); comparison of FEM and hybrid results for  (R), L/2R = 1.5 :  

real (b) and imaginary (c) parts ; FSR error on amplitude (d) 
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In this case indeed, the analytical model which led to the establishment of the hybrid model by 
supposing an homogeneous electric field far from the cell is quite different from the real configuration. 
However, with this last geometry, the voltage values calculated with the hybrid method at some 
distance from the cell (r = 1.5R, r = 2.5R) become very close to those observed with the finite 
elements method. This can be seen on figure 7, which presents the voltage observed, at null frequency, 
at different distances with the hybrid method and the finite element method with and without cell. One 
can observe the influence of the cell, which is taken into account in a very satisfactory way by the 
hybrid method. 

(a)                                                            (b) 

(c)

Fig. 7. Coplanar electrodes : comparison of FEM and hybrid results, f = 0Hz :  
L/2R = 1.5, r = 1.5R (a) and L/2R = 5, r = 1.5R and r = 2.5R (b); FSR error on amplitude (c) 

Transmembrane voltage computation

In order to compute the voltage at the inner side of the membrane, we extended the hybrid method in a 
complementary way, by homogenizing the external medium and the membrane, in function of the 
inner voltage of the cell. TMV can then be obtained by combining this with the results for the outer 
voltage. The dimensions of the medium being a variable parameter, the determination of the 
equivalent parameters is geometry-dependant. The quality of the results for the inner voltage with the 
extended hybrid method is thus strongly related to the geometrical dimensions. In the case of figure 
3a, at low frequencies ( 1kHz), the 2D inner voltage shows a high relative error but its absolute value 
remains low compared to the outer voltage. The error on the TMV is thus close to that on the outer 
voltage (fig. 5c and 8c). At high frequencies ( 100MHz), the membrane is almost transparent : it is not 
necessary to compute the inner voltage, which is nearly equal to the outer one. At medium 
frequencies, the influence of the inner voltage on the TMV is more important, but well evaluated by 
the extended method, as shown in figure 8a and 8b for all frequencies. 
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(a)                                                             (b) 

(c)
Fig. 8. Face-to-face electrodes, L/2R = 1.1: comparison of FEM and hybrid results for (R-d) : 

real (a) and imaginary (b) parts ; results for TMV = (R) - (R-d) (c) 

Conclusion

The results at the edge of the cell are better for smaller gradients of E near the cell, this situation being 
closer to the computation conditions of the equivalent parameters of the homogeneous cell. This 
explains the better results obtained with the face-to-face electrodes configuration. 
We have computed the TMV for  a  cell centred between two electrodes. The geometry dependence 
being important, the computation could be more hazardous for more general cases, and this study is  on the way. 
The hybrid method is well adapted for DEP applications, which are only concerned by the voltage 
outside the cells. The results for the external  voltage, at a reasonable distance from the cell (r>1.5R), 
are excellent whatever the structure. 
Using the hybrid method for more complex DEP applications, with other structures and physics, 
should allow for a substantial reduction in the calculation costs, without significant loss in quality. In 
particular, the method could be well suited for first computations in cellular bio-MEMS. 
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Abstract – In the paper, different circuit and field-circuit mathematical models of induction motors are 
presented. The circuit model with varying parameters and field-circuit models, incorporating saturation effect 
and skin effect as well, are compared with a linear model of the induction motor, widely used in the modelling 
of the transient processes of the induction motors for power controller supply in the system of soft starting.

Introduction

Linear mathematical circuit models of induction motors used often in calculations of transient 
processes in power and control systems disable the effect of the saturation of magnetic circuit and skin 
– effect in rotor bars. As it was proved in [5], such models with constant parameters give good 
engineering results for small motors, for steady state conditions, but these models have not been 
sufficiently accurate for certain large signal transient conditions such as on-line starting, for small and 
big machines. In the case, when the control of rotational speed is not required at the state rate but the 
limiting of the value of current surge and electromagnetic torque at the starting is very important, an 
electronic power controller is applied. This device makes it possible to optionally shape the rms. 
values of voltage at the terminals of the motor. The frequency of this voltage is constant and complies 
with the network frequency.   

For these calculations, it is necessary to use the field – circuit models or the circuit model of the 
squirrel-cage induction motor with the multi-circuit representation of the rotor cage, incorporating 
saturation effect and skin effect. In this paper, the multi- circuit model and field- circuit model are 
compared with test results, as well as with linear mathematical models of some induction motors. 

Mathematical  Field-Circuit Model

The field-circuit model of the motor has been constructed assuming that the field is two-
dimensional. The leakage reactance of the end connection of the stator windings has been calculated 
using circuit method. The clamping ring resistance has also been considered. The electromagnetic 
field is described, using the vector potential A and the electrical potential V in the spatial solid bars. 

Vgrad
t

A
=Arot1rot z
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 (1) 
The total current in the solid bar is determined as: 
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The field in the coil area of nc turns and the cross-sectional surface S with current i is determined as: 

S
in

=Arot1rot c
z zz 11

 (3) 

whereas the difference of potentials in the active part of the coil can be calculated from the equation: 
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where Rc  is the resistance of an individual wire of the coil. 

For each circuit, including the parts described with the field equations and external elements 
described with the resistance Rz  and inductance Lz, the circuit equation has the following form: 
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 (5) 
Applying this to the combination of the presented equations leads to the following system: 
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R and L are diagonal matrixes of the resistances and external inductances. The equations system can 
be presented in a more general form: 

BXSRX
t  (7) 

This system can be solved using differential schema with time step equal to 
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Modelling the motion of the rotor requires, at the same time, solving the mechanical equation 

oTemT
dt
dJ

 (9) 
where  is the angular rotor speed, J is the moment of inertia, To is the load torque and Tem is the 
electromagnetic torque, based on field solution using the Maxwell’s tensors method. The motion 
equation can be solved using Runge – Kutty’s method. 

The application of the field-circuit method to the modelling of the magnetic field distribution 
in an induction motor, taking into account the movement of the rotor, required the introduction of a 
special element to the model, which properly joins the unmoving and moving parts. In the applied 
module RM of the software packet Opera 2D, this element took the form of a gap-element. For proper 
modelling of air gap field distribution, which is very important due to the torque calculation using 
Maxwell Stress technique, three layers of elements were used in the air gap.  
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Mathematical Circuit Model

Linear circuit model of induction motors used often in calculations of transient processes in power and 
control systems disable the effect of the saturation of magnetic circuit and skin – effect in rotor bars. 
Such the constant parameter mathematical model, expressed in u-v co-ordinates is in the form: 

d
dt

A

M p
k

X
d
dt

p
J

M M

e k
r

ss
ur vs us vr

e m

u

3
2

( )

( )
 (10) 

As it was proved in [5], for these calculation it is necessary to use the varying parameters circuit 
model of the squirrel-cage induction motor with the multi-circuit representation of the rotor cage, 
incorporating saturation effect and skin effect, in the form [10]: 
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where: U ( , , ..... , )U s
T0 0 - vector voltage, I ( , , ,....., )I I I Is r r rN

T
1 2 - vector current 

 [M], [R] - inductance and resistance matrices of the motor,  
[1]  = diag (1,1,.....,1) - identity matrix, [K] = diag (0,1,1,....,1)  

S – synchronous angular speed,   - rotor angular speed. 
The presented model can be used to calculation of the transient processes of the induction motors for 
power controller supply in the system of soft starting. In these cases the circuit model takes into 
account the real shape of rms voltage curve. The voltage curve can be approximated through different 
methods.

Object Of Investigation

The objects of investigation were two different types of the three-phase squirrel-cage motors:  
big power induction motor Sf 400Y6 with a rated voltage of 6 kV (star connected), rated output 
power 400 kW, rated rotational speed 990 rpm 
small power induction motor type Sg 90L-4 with a rated voltage of 380 V (star connected), rated 
output power 1,5 kW, rated rotational speed 1415 rpm.  

Soft-Starting Of The Big Power Induction Motor

The results of calculation for linear voltage increase in rms value during starting time for the big 
power induction motor are presented in the Figures 1 and 2 for time of grow to rated value 0,05 s (case 
a - left figure) and 0,5 s (case b - right figure). In Figure 1 the curves of the current versus time and in 
Figure 2 the curves of the torque versus time during soft starting have been compared for the circuit 
and field-circuit models with and without saturation and skin effects. The differences in the first 
amplitude of the current values between different models are about 27% for case a and 17% for case b. 
Much bigger differences can be observed in the torque versus time curves, presented in Figure 2. The 
conventional model gives results that are about 30% smaller in the amplitude and its shape 
considerably differs from shapes calculated using multi-circuit method and field-circuit method. In 
Figure 3 the speed versus time curves are shown. We observe that neglecting of saturation and skin-
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effect has a strong influence (up to 5 times for case a) on the time of the starting of the motor. To 
recapitulate, it is obvious that this simplification cannot be used for the modelling of soft-starting 
processes of induction motors.  
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Fig. 1. Phase current versus time during soft starting for different circuit and field-circuit models of the induction 
motor Sf 400Y6 

Fig. 2. Torque versus time during soft starting for different circuit and field-circuit models of the induction motor 
Sf 400Y6 

0

200

400

600

800

1000

1200

0 0,2 0,4 0,6 0,8 1 1,2

time [s]

rotor speed [rpm]

multi-circuit model non-linear with skin-effect

non-linear field-circuit model

circuit model linear 
without skin-effect

field-circuit model linear without skin-effect

0

200

400

600

800

1000

1200

0,0 0,2 0,4 0,6 0,8 1,0 1,2 1,4 1,6

time [s]

rotor speed [rpm]

multi-circuit model non-linear with skin-effect

non-linear field-circuit model

circuit model linear 
without skin-effect

field-circuit model linear without skin-effect

Fig. 3. Speed versus time during soft starting for different circuit and field-circuit models of the induction motor 
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Soft Starting Of The Small Power Induction Motor

For the small power induction motor, type Sg 90-L4, the results of calculation for: linear voltage 
increase in rms value during starting time for time of grow to rated value 0,1 s (case a - left figure) and 
measured on test for time of grow to rated value 1,6 s (case b – right figure) are presented in the 
Figures 4,5 and 6. The tests have been done at no-load. 
In order to input as data, the required curve of voltage for case b was applied to polynomial 
approximation, which represented a real curve with sufficient accuracy.  
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Fig. 4. The curves of the rotational speed vs. time for linear increasing of the voltage during of the time 0,1 s 
and for polynomial approximation of the rms. value of phase voltage vs. time. 

-30
-25
-20
-15
-10

-5
0
5

10
15
20
25
30

0 0,05 0,1 0,15 0,2 0,25 0,3 0,35

time [s]

current [A]

non-linear multi-circuit model

linear circuit model

-30
-25
-20
-15
-10
-5
0
5

10
15
20
25
30

0 0,1 0,2 0,3 0,4 0,5 0,6

time [s]

current [A]

measured

non-linear multi-circuit model

linear circuit model
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Comparison of presented results with test confirm the correctness of the used circuit and field-circuit 
models. The results for circuit and field-circuit models without saturation and skin effects differs 
significantly due to problems with creating field-circuit model without skin effect. For this purpose 
special field-circuit model with reduced high of the rotor bar and equivalent conductivity has been 
included. Considerable differences between constant parameter model and models incorporated skin 
effect and saturation can be observe likewise for big power motor. However the differences for small 
power motors are smaller than the big one. 

Conclusion

The two examples of induction motors have been used to illustrate the application of different 
models of induction machines in modelling the soft-starting processes. It has been demonstrated that 
models with constant parameters should not be used for this task especially for big power machines. 
Only the circuit model with varying parameters or field-circuit models, incorporating saturation effect 
and skin effect as well, can be used successfully for this purpose. Proper modelling of starting 
processes is crucial from the practical point of view even for small power machines.  
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Abstract – The torque developed by induction dielectric motors depends on the properties of the motor 
materials as well as on the shape of the stator. The paper reports experimental measurements of torque and 
speed and results of numerical shape design, which can be used to improve the construction of prototypes. 

Introduction

It is known that in induction dielectric motors the torque is due to the interaction of the rotating 
electric field impressed by the stator electrodes with the lossy dielectric material at the surface of the 
rotor. Moreover, it is known that there is a dependence of the torque on the electrode shape, for a 
given power supply. The dependence of the torque on the electrical properties of the lossy material 
was studied in [1]; the effect of the motor geometry on the torque is investigated, here.  

The Device

The device under investigation is represented in Fig. 1. 

Fig. 1 – The experimental apparatus, including the 
device under investigation. 
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The stator is a hollow cylinder made of insulating material (polyvinile chloride, PVC), having an 
internal diameter of 57.5 mm and an axial length of 94 mm. The stator supports, on its internal surface, 
72 copper electrodes with their long sides parallel to the cylinder axis and immersed in a layer of 
Nomex, an insulated material. 
The rotor is a hollow PVC cylinder, coaxially located with respect to the stator. A paper sheet is fixed 
in contact with the inner surface of the rotor [2].  
The 72 electrodes are sequentially connected to a three-phase power supply, of frequency equal to 
50 Hz; the RMS-value phase voltage is 950 V. 
From the experimental viewpoint, it has been seen that the electrical properties of the paper sheet 
influence both velocity and torque of the motor. In particular, the motor developed a bigger torque and 
was able to reach the steady-state speed when the humidity of the paper sheet was increased.  

Measurements

Experimental measurements have shown that this motor can develop a maximum torque of 789 Nm 
depending on the degree of humidity conferred to the paper sheet; the moment of inertia I of the rotor 
is 1.558 10-6 kgm2, the viscous friction coefficient B is 2.525 10-7 kgm2s-1 and the static friction T0 is 
1.4 10-5 Nm. The latter was measured in the following way. A small pulley (radius 5 mm) was fixed to 
the motor axle. Across the pulley a thin silk rope was wrapped and, at the ends of the rope, two small 
containers were fasten, each containing some small lead shots in order to maintain the rope stretched 
and insure that the rope does not slip over the pulley. Starting from an equal number of lead shots in 
the two containers, the number in one of the two was increased until the pulley started to rotate. From 
the difference in the masses of the two containers the torque T0 was determined. 
In Fig. 2 one out of the ten measured curves of the angular speed vs. time is represented. At t = 0 the 
power supply is switched on and the rotor reaches the steady-state speed equal to 13.1 rad s-1 in about 
2 s. At a first glance, the speed transient can be approximated by a linear dependence on time. 
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Fig. 2 – Experimental data: angular speed vs. time after switching the power supply on. 

Assuming the Newton equation 

0T)t(BI)t(T      (1) 
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for modelling the transient behaviour, it is possible to approximate the mechanical characteristic of the 
motor, i.e. the torque-speed curve, using the measured values of the angular speed (t) and 
knowing and In Fig. 3 motive torque T and resistive torque B + T0 are represented, the 
intersection of the latter with the steady-state speed gives the operating point of the motor (marked by 
a square); in turn, the starting torque is marked by a circle. 
One should be conscious that the results shown in Fig. 3 are affected by the experimental error in 
measuring T0, I and t) and by the numerical error in evaluating .
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Fig. 3 – Mechanical characteristic of the motor obtained by measurements. 

The linear dependence of the torque vs. the angular speed is in agreement with the theoretical 
behaviour given by [2] 

22
a

a
a 1
)(T       (2) 

for 1a ; where fa  ( f angular speed of the field and  angular speed of the rotor) 

and time constant of the rotor material. In the case considered, at the start up of the motor, one 

has 2
fa 10 .

Field Analysis And Shape Design

To simulate the behaviour of the motor a 2D finite-element model of its cross section was considered. 
In Fig. 3 a detail of the finite element mesh is represented; the whole grid mesh is composed of 60,744 
triangles with linear variation of potential. The electric field analysis in time-harmonic conditions was 
developed and the starting torque acting on the rotor was evaluated by means of the Maxwell stress 
tensor. To this aim, a cylindrical surface passing through the air gap and coaxially located with respect 
to the rotor was taken as the integration surface. A typical value of the electric field inside the paper 
layer in between two adjacent electrodes is 3.6 105 V m-1.
In order to maximise the starting torque, two design variables are meaningful, concerning the rotor and 
the stator, respectively: 

P. Di Barba et al. / On a Class of Small Dielectric Motors308



1) the thickness of the paper layer; 
2) the shape ratio of the electrodes, i.e. the ratio of the angular width of the electrode  to the electrode 
pitch ( see Fig. 4).  
Finally the shape design problem could be stated this way: let the electrical properties of the materials 
of the motor and its power supply be known; starting from the geometry of the experimental prototype, 
find the geometry that maximises the starting torque. 

Fig. 4 – Detail of the finite element mesh.  

Since in dielectric motors the torque is determined, among many factors, by the interaction of the 
rotating electric field with the charges induced on the rotor, it is clear that the behaviour of this kind of 
motors will depend mainly on the extension of the rotor surface rather than on its volume. To give an 
evidence to this, motors with up to five rotor disks on the same axle and stators equipped with comb 
electrodes were built and tested [3]. In this paper, the dependence of the motor torque on the thickness 
of the paper layer was simulated.
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Fig. 5 – Dependence of the motor torque on the thickness of the paper layer. 
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In Fig 5 the dependence of the motor torque on the thickness of the paper layer is represented, after 
repeated finite element simulations. The relative permittivity of the paper is 3.3, while its electrical 
conductivity is assumed to be 10-8 Sm-1; a starting torque comparable with that obtained from the 
experimental results (see Fig. 3) follows.  
The shape ratio of the electrodes is 0.6 and the thickness of the paper layer is increased from 0.1 mm 
(prototype) to 2 mm. Up to 1 mm of thickness, the torque increases of about one order of magnitude, 
then, there seems to be a saturation effect. Basically, the dependence of the torque on the volume of 
the lossy dielectric is a secondary effect that can be appreciated for small thicknesses and there is not 
evidence of a maximum point within the range considered. 
From a practical point of view, the changes in the thickness of the paper layer are easy to realize. A 
commercial paper sheet is 0.1 mm thick; for a thickness of 0.2 mm one can put a second sheet 
coaxially with the first and so on for the other thicknesses. 
As far as the shape design of the stator is concerned, it is known from literature that in this kind of 
motors the torque developed is sensitive to the shape ratio of the angular width of the electrode  to 
the electrode pitch  (see Fig. 4) and there is an optimum value for this ratio. 
The motor torque is strongly dependent on the electrical conductivity  of the paper, as it was 
discussed in [1]. This property is affected by uncertainty because the degree of humidity of the paper 
cannot be controlled accurately. In Fig 6 the curve of the torque vs.  with the relative  permittivity 
of the paper layer equal to 3.3, which is a reasonable value for the paper, is reported. 
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Fig. 6 – Dependence of the motor torque on the electric conductivity of the paper layer for r = 3.3. 

Considering the order of magnitude of the measured torque, it was decided to take into account the 
following values for : 10-7, 5 10-8, 2 10-8, 10-8, 10-9 S m-1. In Fig. 7 the results of the simulations of 
motors with different shape ratio are reported, for the aforementioned values of . The relative 
permittivity is equal to 3.3 and the thickness of the paper layer is 0.1 mm. The shape ratio goes from 
0.1 to 0.9, because of technical bounds. 
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Fig. 7 – Finite element results: torque vs. shape ratio of the electrodes. The prototype corresponds to -1=0.6.
The points of maximum are marked by a circle. 

Each curve exhibits a point of maximum, but it does not occur always for the same shape ratio when 
the conductivity is varied. Nevertheless, it can be noted that the points of maximum tend to 
concentrate for high values of the shape ratio ( 9.07.0 1  for > 10-9).

Conclusion

In this paper a prototype of dielectric motor was studied. It was characterized from the 
electro-mechanical viewpoint on the base of experimental measurements. Then, an investigation about 
the shape design, based on repeated finite element simulations, was developed; accordingly, some 
guidelines to realize more performing prototypes are pointed out.  
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Abstract –  Nowadays, the increasing availability of powerful calculation tools makes it possible the numeri-
cal solution of very complex electromagnetic problems: nevertheless, the analytical methods present interest-
ing advantages, both during the design and for the operation analysis of the electromechanical components.  
In the paper, an analytical method is presented for the evaluation of the air-gap flux density distribution in 
the electrical machines: this approach, particularly devoted to the analysis of slotted, salient pole synchro-
nous machines, allows to take accurately into account the stator winding distribution, the air-gap anisotropy 
and the slotting field effects.

Introduction

Presently, the increasing availability of powerful hardware and software tools makes it possible the numerical 
solution of very complex electromagnetic problems, generally with acceptable levels of accuracy and computing 
resources: thus, these opportunities have made less frequent the use of analytical approaches, usually considered 
difficult to be managed and suitable just for the analysis of simple configurations.  
Nevertheless, the analytical methods present interesting advantages, in terms of deep insight into the electro-
magnetic phenomena, and as concerns their synthesis and accuracy features, both during the design and the op-
timisation of the electromechanical components and also for their operation analysis.  
In a previous paper [2], an analytical method has been presented for the evaluation of the air-gap flux density 
distribution in slotted electrical machines with constant air-gap, equipped with distributed windings: with this 
approach, the active conductors distribution and the slotting field effects have been taken into account. 
In the present paper, the method is revised and extended to slotted electrical machines, whose air-gap has a non 
constant width: particular reference is made to salient pole synchronous machines. 
For the analysis, the following hypotheses and aspects have been considered: 

as assumed in the investigation of the constant air-gap machines, also in this case the core saturation has been 
considered negligible: even if we are confident in the possibility of successfully removing this limitation, for 
now it will be maintained, thus allowing to better concentrate the attention to the air-gap field; 
the presence of the rotor damper winding is not considered; 
in order to model the rotor and stator m.m.f.s and the anisotropy effects due to the air-gap non-uniformities 
(rotor saliencies, stator slotting), suited field functions are defined (basically consisting of particular p.u. flux 
density functions); these functions depend on winding structure, machine geometry and rotor position;  
as known, completely analytical expressions can be obtained for some of these field functions (Carter’s theory 
of slotted structures; interpolar field of constant air-gap half-pole [1, 2]): however, also considering that the 
analytical solutions are known just for some particular air-gap geometries, here a different approach will be 
adopted, based on selected magneto-static Finite Element Method (MS-FEM) 2D simulations [3]; 
the field functions will be evaluated along the circumference at half-width of the minimum air-gap: in fact, 
various FEM tests have shown that this is the best choice in terms of local and global waveform fidelity; 
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as well known, the two-axis theory is the typical approach for the analysis of the air-gap field in the salient 
pole machines: here, no a priori d-q decomposition of the armature m.m.f. will be operated, because the devel-
oped field functions model directly and adequately the field distribution, whichever be the amplitude and the 
reciprocal orientation of the rotor and stator m.m.f.s. 

Definition And Identification Of The Field Functions

The air-gap field model is based on the following decomposition: 
the air-gap flux density is obtained by suitably superposing the field effects of two ideal, distinguished situa-
tions, separately evaluated: when evaluating the rotor field functions (modelling the field-winding data and the 
rotor saliency), the stator is assumed without armature windings and unslotted; when evaluating the stator field 
functions (modelling the armature-winding data and the slotting), the rotor consists of a smoothed cylinder 
(with the diameter of the actual rotor at the minimum air-gap), without field windings; 
for each situation, the field effects due to anisotropy and to the winding currents are modelled separately. 

In the following, each field function is defined, and the procedure for its identification is analysed in detail. 

The Rotor Field Functions
The selected MS-FEM simulation suited to obtain the rotor field functions considers a p poles machine field 
excited in such a way to generate p/2 magnetic polarities, as illustrated for the 8-pole machine of fig.1; the analy-
sis has been performed according to the following criteria:  

even if the conductors of the real machine are depicted, actually the stator is magnetically smoothed;  
of course, by using the suited boundary symmetry conditions along the axes 2 and 3, just a machine portion 
extended to one pole could be used for the analysis; 
just the zone 2 is excited, while the zone 3 is not (half of the interpolar zones are alternatively excited);  
with an arbitrary field m.m.f. Mf, the radial flux density is evaluated by FEM at half width of the minimum air-
gap g, along the following arcs: 
- arc 1 2: since beyond point 2 there is an inversion of the field, this flux density BrI distribution will be de-

fined as “heteropolar”; 
- arc 1 3:  since beyond point 3 the field maintains the same polarity, this flux density BrO distribution will be 

defined as “homopolar”;  
the two arcs, of equal length, develop from the polar axis to the adjacent interpolar axes, and include the same 
number of equidistant, FEM sampling points; 
by referring the flux density values to the ideal flux density Bir = o Mf/g in the point 1, and the current posi-
tion to the arc length, the curves brI( r) and brO( r) can be obtained (different just outside the pole shoe); 
for each p.u. abscissa r, the ratio brI/brO allows to obtain the curve rFEM( r) = brI( r)/brO( r);
the curve rFEM( r) = brO( r), describing the magnetic effect of the rotor saliency, can be called “saliency” field 
function: one observes that it is an even function ( rFEM( r) = rFEM( r)), with homopolar behaviour; 
the curve rFEM( r), modelling the field smoothed inversion in the excited zone, is a field effect; however, it 
can be more suitably treated as a shaping function of the rotor m.m.f.; thus, it can be called “rotor m.m.f. 
smoothing” field function: it is an odd function ( rFEM( r) = rFEM( r)), with heteropolar behaviour. 
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Fig.1 Selected MS-FEM analysis for the determination of 
the rotor field functions: 
 up, left: half-excited, smoothed stator, 8-pole machine, 
with the arcs along which to evaluate the radial flux density; 
 up, right: p.u. radial flux density distributions brI( r) and
brO( r) = rFEM( r), along the arcs 1 2, 1 3 respectively, at 
half width of the minimum air-gap; flux density reference 
value in r = 0 (point 1); 
 down, right: curve rFEM( r) = brI( r)/brO( r), and its 
approximation by means of a hyperbolic tangent function. 

It should be noted that the procedure adopted to define the rotor field functions allows for possible “interference” 
effects among the fields of adjacent half-poles, occurring in case of high air-gap width [1], [2]. 
Of course, the rFEM( r) and rFEM( r) distributions have been obtained as FEM sampled points, but in order to 
use them, an analytical approximation of their waveform is required, taking into account their different periodic-
ity behaviour along the machine air-gap periphery. 
To this aim, even if some spline functions have been considered, they do not easily allow to obtain the periodic-
ity behaviour, their spline interpolation is numerically heavy and their derivatives are not regular. 
A different approach consists in evaluating the Fourier coefficients of the rFEM( r), rFEM( r) distributions:  

j FEMar

2
r r e ar e e ar0

k 4 2 cos j d   ,     j 1,3,5,...  , (1) 

0 FEM j FEMbrr r e e r r e br e e br0 0
k 1 d  ,  k 2 cos j d  ,  j 1, 2,3,... ,(2) 

where e = r /2 is the electrical angle: this approach is better, because the corresponding truncated series 

series jarar

series jbrbr

r e r ar e ar arMj

r e r br e br brMj

k cos j  ,       j 1,3,5,..., j

k cos j  ,       j 0,1, 2,..., j
   (3) 

fit the FEM data satisfactorily (a perfect superposition is gained for jarM = jbrM = 39, with regular derivatives).  
Finally, in order to represent the corresponding periodicity in terms of mechanical angles m, it is sufficient  to 
rewrite eq.s (3) by expressing e as e = m (p/2) (with p = N° of poles). 
As concerns the analytical approximation of the rFEM( r) distribution, by observing its shape, another approach 
could be adopted, trying to fit the FEM behaviour by means of a hyperbolic tangent function: 

Tr e r etanh h cos ;     (4) 

in (4), h r can be identified by imposing that rFEM( r) and rT( r) have the same area in the range  r = 0-1 (this 
condition roughly corresponds to impose the same interpolar flux, thus minimising the fitting error): 

FEM
1 1

r r r r r r0 0
d tanh h cos 2 d .   (5) 

Finally, the dependence on the mechanical angle can be expressed as follows: 

Tr m r mtanh h cos p 2 .     (6) 

Fig.1 shows the rT( r) obtained for the examined machine (h r = 3.940): as can be observed, the fitting result is 
not perfect; anyway, expression (4) is more compact and numerically simpler than the first of (3). 

The Stator Field Functions
The MS-FEM simulation suited to obtain the stator field functions is shown in fig.2: a stator slotted portion is 
considered, excited by just one conductor. The analysis is performed according to the following criteria:  

this configuration greatly simplifies the FEM setup (no winding structure is required at this stage); 
the actual rotor has been substituted by a smoothed cylinder portion, with a constant air-gap, whose width is 
the minimum one, measured along the polar axis of the actual machine; 
with an arbitrary value of the slot current Is, the radial flux density is evaluated by FEM at half air-gap width, 
along the arcs 1 2 (heteropolar flux density: BsI) and 3 4 (homopolar flux density: BsO);
the two arcs, of equal length, develop from the slots axes to the teeth axes, and include the same number of 
FEM sampling, equidistant, points; 
by referring the flux density values to the ideal flux density Bis = o Is/(2 g) in the points 1 and 3 and the cur-
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rent positions to the arc length, the curves bsI( s), bsO( s) follow (different just outside the tooth head); 
for each p.u. abscissa s, the ratio bsI/bsO allows to obtain the curve sFEM( s) = bsI( s)/bsO( s);
the curve sFEM( s) = bsO( s), describing the well known Carter’s magnetic effect of the stator slotting, can be 
called “slotting” field function: it is an even function (homopolar behaviour: sFEM( s) = sFEM( s));
the curve sFEM( s), modelling the heteropolar gradual inversion of the field in front of the slot including the 
current carrying conductor, can be assumed as a shaping function of the m.m.f. due to the active sides of the 
stator coils; thus, this curve can be called “stator m.m.f. smoothing” field function: it should be observed that it 
is an odd curve (heteropolar behaviour: sFEM( s) = sFEM( s)).

Also in this case, the procedure adopted to define the stator field functions allows for possible “interference” 
effects among the fields of adjacent slots, occurring in case of high air-gap width [1], [2]. 
Of course, also sFEM( s) and sFEM( s) have been obtained as FEM evaluated points, but in order to use them, an 
analytical approximation of their waveform is required, taking into account their periodicity behaviour. 
First of all, again, the use of interpolating field functions is unsuited to give satisfying results. 

Fig.2 Selected MS-FEM analysis for the determination of 
the stator field functions: 
 up, left: machine portion of the actual stator with a cylin-
drical rotor (constant air-gap, equal to the air-gap measured 
along the polar axis of the actual machine); field map (with 
just one excited conductor); arcs 1 2, 3 4 (at half width 
air-gap) along which the radial flux density is evaluated; 
 up, right: p.u. radial flux density curves bsI( s) = sFEM( s)
and bsO( s) evaluated along the arcs 1 2 and 3 4 respec-
tively; flux density reference value in s = 0 (points 1, 3); 
 down, right: curve sFEM( s) = bsI( s)/bsO( s), and its ap-
proximation by means of a hyperbolic tangent function.

As regards the analytical implementation of the sFEM( s) curve, it is similar to the rFEM( r) implementation, 
based on a Fourier series development; indicated with ns the total N° of stator slots, we have: 

0 FEM j FEMbss s s s bs bs
0 0

1 2k d  ,  k cos j d   ,     j 1,2,3,.... ,          (7) 

series jbsbss m s bs m s bs bsMj k cos j n  ,       j 0,1, 2,..., j .  (8) 

Again, the choice jbsM = 39 allows to fit very well the sFEM( s) curve. 
Concerning the sFEM( s) functional implementation, fig.2 shows how the “hyperbolic tangent” approximation 
allows to easily fit the FEM curve. However, in order to effectively employ the sFEM( s) curve, the stator wind-
ing structure must be taken into account, with the corresponding m.m.f.: in the following, reference will be made 
to fractional slot, two-layer, stator windings, equipped with fixed, shorted-pitch coils (of course, the integer slot 
winding is a particular case of a fractional slot winding). 
The basic winding element to be considered is the coil; regarding a generic coil (with coil pitch yc, expressed as 
a number of tooth pitches), inserted in a stator with ns slots, the m.m.f. field function of the coil is given by the 
curve c( m) of fig.3, where m is the peripheral mechanical angle and n is the generic slot index. 
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Fig.3 M.m.f. field function c( m) of a coil with pitch yc, inserted 
in a stator with ns slots; right: detail of c( m) around the origin.
Called 1 and 2 the levels of c( m) (absolute values, see fig.3), they must satisfy the following equations: 

1 2 1 c 2 s c1  ;              y n y   :    (9) 
The first equation expresses the peak-to-peak variation of c( m) around each current carrying slot; the second 
equation imposes the zero value of c( m) d m extended all along the periphery (solenoidality law); from (9), the 
following values follow: 

1 c s 2 c s1 y n   ;              y n   .    (10) 
As shown in fig.3 right, c( m) near m = 0 behaves like ½ sFEM( m) + ( 1 ½); moreover, in m = 0 d c( m)/d m

= 1/( ms bs/ s) occurs (where: ms = 2 /ns = slot pitch mechanical angle; s = slot pitch length; bs = slot opening 
width). Several FEM tests have verified this behaviour.  
As regards its analytical implementation, the Fourier series appears not suited (a truncated series up to the 100th

term shows “high frequency” oscillations), while the “hyperbolic tangent” curve fitting is acceptable.  
To this aim, considering that mc = yc ms is the angular extension of the coil, if we apply an origin shift by mc/2
(in such a way to superpose y-axis and coil axis), this shift allows to express c( m) as follows: 

c m 1 s m c1 2 1 tanh h cos   .   (11) 

The two unknown parameters c and h s of (11) can be identified as follows: 
c can be obtained by imposing: c( mc/2) = 1 1/2, from which c = cos( mc/2) = cos( yc/ns) occurs; 

h s can be obtained again imposing the same area of the original curve (condition similar to (5)). 

Air-Gap Field: Expressions And FEM Validation

Indicated with  the generic mechanical angle, measured counter-clockwise along the stator from a chosen slot, 
by performing a suitable superposition of the coil m.m.f. functions c( ) of the coils of the phase s1, one obtains 
the m.m.f. space distribution Ms1( ):

jccs1 c mc c ms s1 c cejM 2 j 1      j 1, 2,...n   ,  (12) 

where: the displacement mc/2 is introduced in such a way to position the left active side of the first coil in the 
origin of ; jc is the coil index, extended to the N° nce of the coils of an electromagnetic cycle; s1jc is a factor 
expressing the jc

th coil linkage with the phase s1 ( s1jc = 0 if the coil jc does not belong, s1jc = 1, in case it does, 
and the sign takes into account the coil connection [4]). For the other phases, due to symmetry: 

s2 s1 e s3 s1 eM M p 3   ;     M M 2 p 3  ,  (13) 
where pe is the number of poles of the electromagnetic cycle of the fractional slot winding (submultiple of p). 
As regards the instantaneous phase and global stator m.m.f.s, we can write: 

s s1 s2 s3 sk sk sk tc skk km ,i t , i t , i t m ,i t M N a i t      k 1, 2,3  ,      (14) 

where Ntc = N° of turns/coil, isk(t) = phase current, a = N° of parallel paths. Eq. (14) includes the following stator 
effects: instantaneous currents; winding structure; “m.m.f. smoothing” field function c( ) (modelling the field 
gradual variation in front of the couple of slot openings of each coil). 
Indicated with  the generic mechanical angle, measured along the rotor, with respect to a rotor pole axis chosen 
as a reference, the rotor m.m.f. can be expressed as follows: 

r r f rm , t N i t  ,   (15) 
where ir(t) is the rotor current, Nf is the number of field turns per pole and r( ) is the rotor “m.m.f. smoothing” 
field function (modelling the interpolar gradual inversion of the rotor m.m.f.). 
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Called  = (t) the rotor position (mechanical angle between rotor and stator positions), we have:  = .
Finally, the flux density air-gap distribution (normal component at half width minimum air-gap) is given by: 

o s r s s1 s2 s3 r rB , , t g t m ,i t , i t , i t m t , i t    .      (16) 

In order to show the soundness of (16), in the following some flux density distributions will be shown (analyti-
cal-FEM comparison), for the machine of fig.4 (2-layer stator winding: p = 8; q = 29/8 slots/(pole phase); yc = 
9): the field map refers to a loaded operating condition (torque producing and demagnetising reaction)).  

Fig.4  Section of the analysed synchro-
nous machine: field map at loading. 

Fig.5 No-load flux density under 4 
poles:   ( ) = analytical model; 
( ) = FEM (radial component). 0 0.5 1 1.5 2 2.5 3 3.5 41
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Fig.6 – Flux density distribution due to armature reaction:     ( ) = analytical model;     ( ) = FEM result (radial B)  
Left: d-axis reaction          right: q-axis reaction. 

The following remarks are valid: 
the flux density distribution in 
loaded conditions (see fig.7, re-
ferred to a generic reaction an-
gle) shows the soundness of the 
analytical method, that correctly 
evaluates the field, regardless 
the d-q reaction decomposition; 
the fractional slot winding 
makes the reaction field differ-
ent from one pole to the others 
(see fig.6); 
some local B differences can be 
observed in the d-axis reaction 
field, near the interpolar zones: 
the BFEM oscillations are due to 
the leakage among teeth heads, 
analytically not modelled. 
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Fig.7 – Flux density distribution in loaded operation (the same of fig.4):  
( )  = analytical model; ( ) = FEM result (radial B component).
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Fig.5 shows the no-load flux density distribution; fig.6 illustrates the armature reaction along d and q axes; fi-
nally, fig.7 refers to a loaded operation in the same conditions of fig.4: apart from some small local discrepan-
cies, the analytical approach appears well suited to correctly reconstruct the flux density radial distribution. 
These relevant results have been confirmed also for other synchronous machines, with different constructional 
and winding data and in various operating conditions. 

Conclusion

An analytical method for the evaluation of the flux density distribution has been developed, suited for the design 
and operation analysis of salient-pole synchronous machines. 
The model, up to now limited to the analysis of unsaturated machines, accurately takes into account the rotor 
anisotropy, the stator slotting effect and winding structure, the space and time effects of stator and rotor m.m.f.s. 
Selected, simplified FEM analyses allow to obtain the needed parameters of the field functions. 
Some FEM simulations have validated the analytical method, with a good agreement in no-load, d and q reac-
tion, and loaded operating conditions. 
The knowledge of the air-gap field distribution, for any rotor position and current values, allows to obtain the 
expressions of the machine electrical parameters [4] and to calculate the e.m.f. and torque waveforms [5].
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Abstract –To reduce NOx emission, EGR (Exhaust Gas recirculation) systems are now developed in Diesel 

engine. The challenge in this system is to have a fast and accurate adjustment of the gas flow in the exhaust 

gas recirculation circuit. MMT proposes a system with a BLDC motor and a two stage gearbox. This solution 

is relatively simple with a good and easy position control, and good electrical performances. 

Introduction

For some years, the automotive manufacturers are strongly looking on vehicles pollution. Concerning the diesel 

engine, one of the most constraining problems is the NO
x
 emission which has to be drastically reduced. One 

manner to reduce this emission is the EGR (Exhaust Gas recirculation) system. EGR inject a portion of the 

exhaust gas back into the cylinder, so it mixes with the fuel and air (Note that the exhaust adds to the fuel and 

air; it doesn’t replace any of it) [1-2].  The added mass in the cylinder is harder to heat up, so the combustion 

events have lower temperatures (600°C instead of more than 1300°C with no EGR system). Considering that 

above 1300°C oxygen and nitrogen rejoin to make nitrogen oxides (NO, NO
2
, etc…), the EGR system reduce 

drastically the NO
x
 emission (more than 90% according manufacturer). 

The main challenge with this system is to control precisely the amount of Exhaust Gas you reintroduce in the 

cylinder. If you reintroduce not enough gas, the temperature combustion is too hot and then NO
x
are produced. If 

you reintroduce too much gas, the emission of carbon monoxide (CO), hydrocarbon (HC) and soot particles raise 

because of the lack of Oxygen. EGR system was classically made with hydraulic valve, but to respect the new 

norm concerning NO
x

emission, you need a fast and accurate adjustment of the flow of gas in the exhaust gas 

recirculation circuit. Thus manufacturers are now developing electric valves.  

Different systems have been developed. Pierburg proposes a linear solution based on a solenoid system [3] (this 

system is actually mounted on FIAT models). Siemens VDO developed a solution with DC motor and gearbox 

for the VW vehicles [4]. Delphi presents a rotary direct drive solution with Sonceboz ARPA [5].  This solution 

frequently presents a small power (ARPA or solenoid) or is really expensive (DC and gearbox). Moreover it is 

necessary to have a position sensor on the valve, and in the case of direct drive (solenoid or ARPA) the control 

position has to be really efficient. In the same time, to have a good precision whatever the gas pressure is, and to 

ensure the fail safe (valve closed if the electric drive is off) the motor drive is working against a spring, that 

means in the case of direct drive it has to provide a important torque when the valve is not moving (half open for 

example).

MMT’s BLDC Motor Solution for EGR

MMT proposes a system with a BLDC motor (fig. 1) and a two stages gearbox for a reduction of 17. Then a 

motion transformation (ortation to translation) is create by means of cam. As the translation of the valve needs 

only a rotation smaller than 90° of the last gear, it may have teeth only on 90°. 

This solution is relatively less expensive than a DC solution and the control of the position is relatively easy as 

the motor position is well known, our BLDC motor have a 12° step associated with a reduction of the gearbox of 

17, so the resolution is 0.7°. Moreover you do not need any sensor in the valve as you know the rotor position 
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with the integrated hall sensors of the motor, and due to the gearbox reduction, the torque to be provided by the 

motor in stall position is divide by 17. 

A problem with such a solution (BLDC plus gearbox), is the potential detent torque of the motor which may 

interfere on the accuracy of the valve position and most important may work again a stronger fail safe spring. 

Thus the MMT’s BLDC motor is well adapted to this problem as it has quite no detent torque as it is explain in 

the following part. 

Link to the valve

Last gear

Two stairs

gearbox

BLDC motor
BLDC motor

And gearbox

EGR valve

Cam

Link to the valve

Last gear

Two stairs

gearbox

BLDC motor
BLDC motor

And gearbox

EGR valve

Cam

Fig 1 : EGR system and MM41 view

MMT BLDC characteristics

Fig 2 : View of a MMT typical BLDC. 

Fig 2 presents a view of a structure with nine teeth on the stator and ten poles on the rotor of a MMT patented 

BLDC motor [6]. 

Due to the geometry and the position of the respective number of teeth and magnetic pole this motor presents a 

quite perfect sine static torque in two phase ON control mode. That means all harmonic of rank higher than 1 

have been cancelled. 
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Considering that the even harmonics are principally due to the detent torque and the odd to the current, and 

assuming that in this motor the three phases are separated. Each phase is made of a coil carrying tooth, and two 

side teeth for flux closure (Fig 3). 

Fig 3 : One phase of the motor. 

In such a structure, as the shift between the three phases is 120°, the second, forth, and eights harmonics of each 

phase are shift respectively by 120°, 240° and 480°, and then are cancelled each other. Only the sixth harmonic 

is not cancelled by the three phases structure. Thus, the angle β between each teeth of phase (Fig 3) is chosen in 

order to cancel this harmonic. In fact as the magnetic pole are shifted by 36° and the teeth by 40°, the torque due 

to each teeth is shifted by 4 mechanical degree which means 20° electrical degree. Thus, the sixth harmonic of 

each three teeth of a phase are shifted by 120 electrical degrees and the sixth harmonic is cancelled. 

Concerning the torque with current, it is well known that the third harmonic is cancelled by a two phase ON 

command mode. The fifth harmonic is cancelled by the tooth angle. 

Then the only harmonics that can theoretically remain in this motor are the seventh, the ninth, the tens and some 

on great order but of small magnitude. 

The static torque measurement with current shows a really good sine torque (Fig 4) and a really small detent 

torque compare to the nominal static torque (3-4%) (Fig 5). 
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Fig 4 : 2 phase ON torque versus position, for a 35 mm 

diameter motor with 86 turn per coil and 1.2 Amps. 

Fig 5: Detent torque. 
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Results

The performances are compared with those of a direct drive solution proposes with Sonceboz ARPA [5]. The 

force on the valve for the same electrical power of 2.8W is presented  

BLDC solution

ARPA solution

BLDC solution

ARPA solution

BLDC solution

ARPA solution

BLDC solution

ARPA solution

Fig 6: Force versus stroke. 

It is easy to note that for the same electrical power, the solution BLDC with gearbox presents four times more 

force than the direct drive solution. That means for the same force required on the valve the electrical 

consumption will be four times smaller.  

In the same time, principally due to the gearbox, the electrical consumption to keep the valve 90% open is 0.6 W 

with BLDC gearbox solution and 1.8W with ARPA direct drive solution.  

Naturally, the dynamic of the BLDC solution is not so good, compare to ARPA solution. The time to go from 

the position valve 10% open to valve 90% open is 70ms compare to 23 ms, that means that the dynamic of the 

BLDC gearbox solution is three times slower than those of the direct drive solution. Nevertheless it seems to be 

correct  for EGR application. 

Conclusion

The challenge in the EGR system is to have as accurate positioning of the valve with a relatively good dynamic, 

and a low electrical power when the valve is stalled, all of this in a constraining temperature environment which 

may be around 125°C. For all these reasons the MMT’s motor associated to a gearbox seems to be a really 

competitive solution; it is easy to control, exhibiting a good torque/electrical power ratio (higher than direct drive 

solution), and keep a good dynamic. 
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Abstract – The overall characteristics of linear induction motor (LIM) with the end effect compensator are 
studied. The compensator is the magnet rotator type and it is equipped in front of LIM. To analyze the model 
with linear moving and rotating magnets over the conducting plate for the compensator, the special integral 
equation method (IEM) and the finite element method (FEM) are used. To analyze the LIM with the 
compensator, the approximate two-dimensional FEM supported by the three-dimensional IEM is used. The 
technique made clear that the efficiency for the practical model increased by at least 3.5-3.9% by the 
compensator. 

1. Introduction

The use of rotating the rare-earth type of permanent magnets (PMs) has been tried to generate the 
induced eddy current efficiently in the conductor for its size and weight [1][2]. It may be used as an 
end effect compensator of linear induction motor (LIM) equipped in front of the armature of LIM to 
supply the compensating eddy current to the LIM region [3]. It is a long-pending subject to 
compensate the end-effect of LIM [4]-[6]. However, the characteristics of the magnet rotator are not 
clear because it is hard to analyze the eddy current model with moving and rotating magnets. In the 
paper, the authors show the characteristics obtained by both experimental and theoretical works. Two 
types of marketing tools of the finite element method (FEM) and the special integral equation method 
(IEM) named ELF/MAGIC for a three-dimensional (3D) dynamical magnetic field analysis are used 
for the numerical analysis.

2. Estimation of Characteristics of Moving Magnet Rotator

Fig. 1 shows the model of LIM with the magnet rotator type of end effect compensator. The magnet 
rotator moves with LIM at the moving speed of v and the rotating speed of n. The rotating speed n
(1/s) is synchronized with the frequency 1f (Hz) of armature current of LIM. That is, 

pfn /2 1                                                              (1) 

where, p is the number of poles of the magnet rotator. Fig. 2 shows the picture of test facility. The 
concrete construction and dimension of the test machine for the magnet rotator is shown in Fig. 3. The 
test machine has four poles and 15 pieces of rare-earth type magnets for a pole are used because the 
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area of pole is large. Fig. 4 shows the meshing for the special 3D magnetic field analysis named 
ELF/MAGIC which is a kind of IEM and can deal with a dynamic problem. In the analysis, there is no 
need the meshing in the air gap region. 

Fig. 1. Model of magnet rotator and LIM. 
Fig. 2 Test facility. 

Fig. 3 Test machine of magnet rotator type of compensator. 

Fig. 4 Meshing of 3D-IEM for compensator. 
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   Fig. 5 shows the flux densities at the circumference of 8mm above the surface of PM of the test 
machine. The measured values at several positions in the widthwise direction are plotted as they are 
not the same distribution. The measured distributions show that the equipping 15 magnets to form the 
pole are not good and the magnetic energies of some PMs are decreased. The bold line is the 
calculated value by the 3D-IEM, in which the remanent magnetic flux density and the coercive force 
of PM are determined to corresponding to the mean values of measured values. The thin line 
represents the calculated value when the remanent magnetic flux density and the coercive force of PM 
are adjusted to 1.05 magnifications respectively. 
   Fig. 6 shows the driving power of the magnet rotator with the rotating speed of n=10(1/s) and 
linear moving above the conducting plate shown in Fig. 3. P1 is the power of motor to drive the 
magnet rotator. P2 is the net power for driving the magnet rotator and it has the following relationship 
with the torque of T.

TnP 22                                                             (2) 

The relation between moving speed of v and the rotating speed of n can be expressed in the following 
equivalent slip of sc, using the parameters shown in Fig. 3. 

ngdDvvvvs msssc )(2,/)( 0                                   (3) 

In Fig. 6, the bold X represents the measured value and the circle marks are the calculated values by 
the 3D-IEM for PMs which have the flux density represented by the bold line in Fig. 5. The broken 
line with triangle marks agrees well with the measured values, which is obtained by the 3D-IEM for 
PMs which have the flux density represented by the thin line in Fig. 5.  

It is very difficult to analyze the long armature LIM with the magnet rotator type compensator 
directly by using the 3D-IEM because it is for 3D use only and the calculating time increases sharply 
to enlarge the matrix almost without zero element. Then 2D-FEM analysis is used. The magnet rotator 
is replaced by the equivalent static winding with rotating field as shown in Fig. 7. The rotating field is 
made by the poly-phase (nine-phase of phase m=1 to phase m=9) current, and the current density jc is 
determined to be equal to the driving power of P2 of 3D-IEM shown by the broken line in Fig.6. Fig. 8 
is the meshing for FEM on the test machine. Fig. 9 shows the comparison between the calculated 
values of 3D-IEM and the equivalent 2D-FEM. The result of FEM has a small error at the small slip 
because the magnetic pole in the model is the non-salient pole and there is little components of space 
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harmonics in the flux distribution of rotating field. 
Fig. 10 shows the comparison of the calculated thrust of magnet rotator by the equivalent FEM to 

that of 3D-IEM. The difference between both calculated values will be the error due to the space and 
time harmonics in the flux density and the eddy current in the conducting plate. 

3. Estimation of Overall Efficiency of LIM with Magnet Rotator Type of Compensator

The quasi-3D analysis is done by using the 2D-FEM for the practical model of LIM with the 
compensator. The edge effect of transverse direction is considered with by using Russell-Norsworthy 
coefficient [7]. The numerical values of design parameters of LIM are shown in Table 1. The length is 
about 2.5m and the core of armature has 78 slots and 72 coils. The numerical values of temporary 
design for the equivalent compensator model are shown in Table 2. The value of equivalent current 
density of jc is 5.19A/mm2 which is determined by the calculated values of 3D-IEM. 

Fig. 11 shows the meshing for the FEM analysis. Fig. 12 and Fig. 13 show the estimations of thrust 
and efficiency respectively. The current density of jc for equivalent model of the magnet rotator is 
considered in the range changed by plus and minus 20% from the determined value. The speeds of 

Fig. 7. Equivalent model of magnet rotator for 2-D FEM. 
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LIM at the operating slip s=0.17 and s=0.10 are 36.9 and 40.0km/h respectively. In the thrust shown in 
Fig. 12, the increase by the compensator is larger at smaller slip of 0.10. The difference between the 
overall thrust of LIM with the compensator and the thrust in the LIM part is a little. That is, the 
influence of thrust in the compensator part is a little. This shows that the influence of the estimation 
error shown in Fig. 10 is little.  
   In the efficiency shown in Fig. 13, the effect of the compensator appears at smaller slip because the 
end effect of LIM is larger. The overall efficiency does not increase so much although the efficiency in 
LIM part increases as the jc increases because the power loss in the conducting plate in compensator 
region increases. The overall efficiency increases by about 3.6% at LIM slip of 0.1, although the 
design parameters of magnet rotator of compensator are not yet optimized. 

Table 1 Values of design parameters of LIM. 
Rated: Frequecy=22.0Hz, Current=208A, Capacity=396kVA 
Primary member: Length of armature core=2,476mm, Width of armature core=300mm, Number of phase=3, 

Number of poles=8, Pole pitch=280.8mm, Slot pitch=31.2mm, Number of slots=78,  
Number of slots/pole/phase=3, Short-pitch factor=7/9 

Mechanical clearance=12mm 
Secondary member: Conductivity of conducting plate= S/m1093.4 7 , Width of conducting plate=360mm,

Thickness of conducting plate=5.0mm, Thickness of back iron=22mm 

Table 2 Values of equivalent model of end effect compensator. 
Rated rotating speed=11s-1, Outside diameter of core=386mm, Width of core=300mm, Number of phase=9,  
Number of poles=4, Thickness of conductor for equivalent current=15mm, Mechanical clearance between the 
rotator and the conducting plate=12mm, Mechanical clearance between the rotator and LIM core=13mm 

Fig. 11 Meshing of 2D-FEM analysis of practical LIM with the compensator. 

Fig. 13 Overall efficiency for the practical LIM.Fig. 12 Thrust for practical LIM. 
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4. Conclusions

It is cleared that the magnet rotator can supply the large eddy current which is useful as the 
compensating current for the end effect of LIM even in the small equivalent slip, where the driving 
power is small, although the magnet rotator is influenced by its own end effect. 
  The overall efficiency of LIM with the magnet rotator type of end-effect compensator can be 
cleared by using approximate 2D-FEM analysis with static equivalent current which is supported by 
the 3D-IEM analysis. The overall efficiency of the practical model increases by at least 3.5-3.9% or 
4.9-5.3% in percentage around the rated speed by using the magnet rotator, at the condition that the 
driving torque of the magnet rotator is very small.
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Abstract–The progress in computer science within the last years provides the opportunity of applying new 

methods in the optimization of asynchronous machines. A direct coupling of transient circuit equations 

representing additional machine parameters to a two–dimensional finite element calculation is used for the 

analysis of squirrel cage induction motors with semi–closed and totally closed stator slots. 

1. Stator Design with Semi-Closed and Totally Closed Slots

A typical squirrel cage induction motor, which is depicted in Fig.1, has been manufactured so far with 

semi–closed stator slots [1-4]. Continual progress in the automation process allows the utilization of a 

novel stator construction, which can be characterized by a smoothed stator surface without any slots. 

A comparison of the usually preferred stator part with the proposed innovative design is comparatively 

shown in Fig.2. The suggested set–up reduces the overhang of the end winding system by about 20%. 

Figure 1: A typical asynchronous norm motor. Figure 2: Stator part with semi–closed slots (right) 

and the novel construction without any slots (left).

The non–skewed aluminum squirrel cage rotor is also furnished with totally closed slots. The mass of 

the rotating part is about m=2.9 kg. The stator and rotor parameter of both investigated three–phase 

motors listed in Tab.1 are calculated for the operating temperature level.  

Table 1: Electrical parameters of both stators as well as the–inter bar parameters of the non–skewed rotor. 

Stator

windings 

w [1] 

Stator leakage 

resistance 

R
σ
 [Ω]

Stator leakage 

inductance 

L
σ
 [mH] 

Rotor bar 

resistance 

R
b
 [μΩ]

Rotor bar 

inductance 

L
b
 [nH] 

Rotor bar 

conductivity 

γ  [MA/Vm] 

Semi–closed slots 540 10.47 ~ 6.4 ~ 1.74 ~ 22.5 ~ 22.3 

Without slots 540 8.69 ~ 5.2 ~ 1.74 ~ 22.5 ~ 22.3 
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2. Transient Electromechanical Finite Element Approach

The proposed numerical finite element approach represents parts of the machines, which are outside 

the modeled two–dimensional machine region, due to coupled external circuit parameters, listed in 

Tab.1 [5]. The analysis of the global circuit equations and the finite element algorithm is performed in 

the time–domain [6,7]. Thus, there are no restrictions to applied time–dependent voltage sources. 

Movable rotor parts as well as non–linear iron properties are also taken into account [8,9]. The 

magnetic field distribution itself is thereby mainly influenced by the changing rotor position. Thus, the 

total acting force on the rotor part is mainly governed by the actual field distribution.  

The applied finite element method discretizes the considered domain Γ into a distinct number of sub–

domains Γ
e
 using small triangular elements. The most simple and favorable finite element approach 

with triangular nodal shape functions 
i

N

∑
=

=
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thereby takes advantage of the primary unknown time–dependent nodal vector potential values )(

~

tA

e

i

.

Unfortunately, the approximation (1) causes some well–known difficulties along saturable material 

boundaries [10]. The manageable finite element diction by means of the primary unknown local vector 
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whereby the introduced matrices and vectors of one element are given with 
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In order to couple the field equations (2),(3) with external circuits, it is necessary to calculate the total 

current flow. The electrical bar current through the surface Γ
b
 is found by integration. Regarding the 

finite element notation (1), we derive the governing relation for the electrical current in one single bar 

with (3) and the surface 
e

Δ  of one single element as 
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The modeling of the common stator winding depicted in Fig.2 demands a distinct number of n  series 

connected bars in order to form one single coil c  as it is schematically shown in Fig.3. The small wire 

diameter and the high number of stator windings in Tab.1 avoid the generation of any eddy currents in 

each stator winding itself. Thus, each bar component in the introduced coil current vector 

{ } { }
T

bnbb
tItItI )()()(

1
…=  of the coupled system is only consisting of contributions due to the first 

term in (4). Each bar in Fig.3 carries the same magnitude of the total current )(tI
b

, but successive bars 

1 to n carry local bar currents )(
1
tI

b
 to )(tI

bn
 in opposite directions. The leads of the coil are brought 

out of the finite element region depicted in Fig.3 and connected to a voltage source. Using a coil 

voltage vector { } { }
T

bnbb
tUtUtU )()()(

1
…=  we obtain  

{ } { } )()()()( tI

t

LtIRtUdtU
bbb

T

bc

∂

∂

++=
σσ

. (5)

The important equation (5) serves to couple certain finite element regions, represented by the 

components )(
1
tU

b
 to )(tU

bn
, to external circuits and sources. Thereby, the changing polarity is 

regarded in (5) by an introduced weighting coefficient vector { }
b

d  with the entries 2/w± , which 

accounts for total acting winding number per phase given in Tab.1. The values of the resistors 
σ

R  and 

the inductance 
σ

L  in (5) can be directly taken from Tab.1. 
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Figure 3: A number of n–serial connected bars 

are forming one stator coil. 

Figure 4: A number of m–parallel connected coils 

make up the squirrel cage. 

The employed winding scheme for the squirrel cage rotor is shown in Fig.4. Further a number of m

different coils are connected in parallel in order to form the squirrel cage. The components )(
1
tI

b
 to 

)(tI
bm

 of the bars in the assumed total current vector { } { }
T

bmbb
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…=  have to fulfill the 

condition { } { } 0)( =tId
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 at each connection point in Fig.4, whereby all entries in the vector { }
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are 1. Furthermore, the coil voltage vector { } { }
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…=  is eliminated due to the 
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 between both connection points. It is assumed, that one coil (5) is only 

consisting of one single bar, whereby the resistors 
σ

R  in (5) denotes the fictive resistance 
b

R  and the 

inductance 
σ

L  stands for 
b

L . These small end–ring and the dominating end–winding parameters of 

Fig.4 as well as the electrical conductivity γ of the used solid bars in (4) are summarized in Tab.1. 

The basic relation of motion can be qualified with the mass m  of the moving part, the actual position 

)(
~
tx , the assumed speed independent damping coefficient 00045.0=λ  and the acting electro-

magnetic forces )(tF
m

 as well as the mechanical load )(tF
l

 as 

)()()(
~

)(
~

2

2

tFtFtx

t

tx

t

m
lm

−=

∂

∂

+

∂

∂

λ , { } { })(
~

~
)(

~

2

1

)( tA

x

S

tAltF

T

bm ⎥

⎦

⎤

⎢

⎣

⎡

∂

∂

−= υ  . (6)

The finite element approach (6) allows the computation of the magnetic forces, which are acting on the 

solid rotor body by “virtual motion” of the component under consideration. Differentiation of the 

assembled system matrix is straightforward since the entries 
i

N  are simple functions of the local 

directions. 

The field equation, the total current, the circuit equations and the equation of motion are discretized in 

the time domain by the usual Crank–Nicholson Method. Moreover, the field equation (2),(3) and the 

acceleration equation (6) are non–linear functions of the unknown vector potential )(

~

tA  and/or the 

component displacement )(
~
tx . Thus, these interrelations have to be linearized in spite of the non–

linear iron behavior by applying the Newton–Raphson method.  
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The discretized and linearized global system is written with some abbreviations [M] and {C} by 

means of time–step notation as  
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Taking account for the necessary boundary conditions the system (7) is solved for each time–step 

Δt=0.0002s. Thereby, the variations of the vector potential { A

~

Δ }, the variation of the voltage vector 

across each bar {
b

UΔ }, the variation in the current vector in each bar {
b
IΔ }, the variation in the 

terminal voltage vector {
c

UΔ } and the varying position vector { x

~

Δ } are obtained for each node.  

3. The Steady Operational State at Rated Mechanical Load

after the Transient Run-Up at Rated Voltage Supply

The stator winding system is switched on at t
0

=0.02s to the rated sinusoidal electrical voltage given in 

Tab.1 [11,12]. Main focus is put upon the arising maximal current peaks in case of saturation effects 

especially in the first period after switching on. The transient courses of the electrical stator coil 

currents are shown in Fig.5 and Fig.6 for the design with semi closed and without slots, respectively. 

Thereby it could be demonstrated that the maximal inrush current of the novel slot–less stator design 

does not exceed the limiting values in a wide range. The elapsed time to reach the steady operational 

state is very different depending on the design. It is obvious that the usual design with stator slots 

reaches the quasi–steady state within t≈0.13s, whereas a much longer period of up to t>0.2s is needed 

with the novel design. A comparison of the calculated steady state current magnitudes with the 

measured values in Tab2. shows a very good conformity. The mechanical speed as well as the 

electromagnetic torque are comparatively shown in Fig.7 and Fig.8. 
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Figure 5: Numerical calculated electrical phase 

currents for the machine with semi–closed stator slots. 

Figure 6: Numerical calculated electrical phase 

currents for the machine without any stator slots.
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Figure 7: Mechanical speed for both machines. Figure 8: Electromagnetic torque for both machines.

Table 2: Measured characteristics of the investigated induction motors. 

U
c,eff

 [V] I
b,eff

 [A] cos(ϕ) [1] M [Nm] n [min
-1

] P
1
 [W] P

2
 [W] η [%] 

Semi closed slots 400 2.01 0.79 5.15 1392 1102 750 68 

Without slots 400 2.03 0.76 5.16 1389 1068 750 70 
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4. Determination of Losses for Different Motor Designs

4.1 Losses at steady no-load operational condition

The no-load operational condition is commonly used to segregate the iron losses from the frictional 

losses. Fig.9 shows the measured no–load stator currents. It is thereby remarkable that the no–load 

current of the investigated small motor size is approximately 75% of the rated current given in Tab.2. 
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Figure 9: No-load stator current for both machines in 

dependency on the applied voltage. 

Figure 10: No-load losses for both machines in 

dependency on the applied voltage. 

Due to the very small slip frequency, it can be assumed that the rotor losses are only of secondary 

interest. The stator resistance of the squirrel cage induction motor with semi–closed slots has thereby a 

stator resistance of about 16.9Ω per phase. The presented new stator geometry takes advantage of a 

novel winding assembly technology and reduced the length of the stator phase winding. Consequently, 

the stator resistance decreases to approximately 14.3Ω per phase. This effect is mainly responsible for 

the different contributions in the no–load copper losses. 

If the total input power 
10
P  shown in Fig.10 is reduced by the no-load stator copper losses 

10Co
V  we 

derive the relation 

IronFrigCo
VVVP +=−

1010
. (8)

The assumption that the iron losses 
Iron

V  are quadratic depending on the applied voltage allows 

separating the voltage independent frictional losses 
Frig

V . Following this idea, the constant 

contribution stands for the frictional losses in the mechanical bearings and for the turbulences in the 

airflow.  

The main splitting of losses is very interesting in case of the rated source voltage. Hence, Tab.3 

contains an overview for both different induction motors. It is thereby obvious that the total input 

power in case of the novel design without slots is much lower than it is in case of the existing motor 

with semi closed slots. The reduced stator resistance given at operational temperature reduces the 

copper losses even though the no–load current remains almost unchanged as shown in Fig.9. The 

appearing iron losses in Tab.3 are much lower for the proposed design. 

Table 3: Losses at no-load in case of rated voltage and rated frequency.

P
V10

 [W] V
Co10

 [W] V
Frig

 [W] V
Iron

 [W] 

Semi closed stator slots  211 125.7 13.5 71.8

Design without stator slots 138 87.7 13.5 36.8

4.2 Losses at steady rated-load operational condition

With the presumption that the values of the identified iron losses 
Iron

V  as well as the frictional losses 

Frig
V  from the previous no–load experiment are not changing even during the rated operational state, 

we can write the balance of power as 

AddAlCoIronFrigv
VVVVVPPP ++++==−

2121
 . (9)

C. Grabner / Investigation of Squirrel Cage Induction Motors 333



The used difference 
v

P  of the total input power 
1
P  and the total output power 

2
P  is calculated with 

the measured values in Tab.2. Different copper losses 
1Co

V  are produced in dependency on the stator 

construction, although the rated magnitudes of the stator currents are very close together, as shown in 

Tab.2. The term 
2Al

V  in (9) typically describes the existing eddy current losses in the squirrel cage 

rotor and is derived with the aid of the usually rotor slip s from 

( )
112 CoIronFrigAl

VVVPsV −−−=  . (10) 

The term 
Add

V  in (9) typically accounts for eddy–current losses in well–known conducting iron stator 

and rotor parts near the air–gap. Additional occurring inaccuracies of the measured results are also 

regarded in the term 
Add

V  in this simplified view (9),(10) of the problem. However, the assumed 

additional losses 
Add

V  are acting as a certain kind of balancing term in order to guarantee the exact

fulfillment of the equation (9). 

Table 4: Losses at rated-load in case of rated voltage and rated frequency.

P
V
 [W] V

Frig
 [W] V

Iron
 [W] V

Co1
 W] V

Al2
 [W] V

Add
 [W] 

Semi closed stator slots  352 13.5 71.8 206.8 58.3 1.6 

Design without stator slots 318 13.5 36.8 176.6 62.3 28.8 

The generated losses 
1Co

V  of the proposed machine design with smoothed stator boundary in Tab.4 are 

about 30W lower than for the usual design. Of course, the omitted effect of the load dependency of the 

generated iron losses in Tab.4 may be responsible for some inaccuracies in the used description (9). 

However, in particular the iron losses 
Iron

V  are reduced by about 35W. Unfortunately, the additional 

rotor losses are increasing by about 27W.  

5. Conclusions

The proposed finite element approach for the transient electromechanical analysis of the squirrel cage 

induction motor has been verified by some experiments. It has been shown, that the novel stator design 

without the usually used slotted stator structure generates less copper losses in the stator part, as well 

as less iron losses in the steady operational state. Moreover, the presented design reduces the 

undesired losses and increases the efficiency. Unfortunately, the power factor decreases a little bit, 

whereas the magnitude of the stator current is kept almost constant. 
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Abstract – This paper presents a practical approach for determining the radial and axial magnetic flux density 
of permanent magnet synchronous motors (PMSM). The analysis is carried out by means of finite element 
calculations by utilizing three-dimensional (3D) models. The proposed method constitutes an industrial 
application to the design and modeling of this type of electric machines and mainly it is useful to calculate the 
end winding reactance.

Background

Permanent magnet AC motors are usually divided in two major groups: first, the brushless DC motors 
(BLDC) which have trapezoidal emf waveforms, and second, the permanent magnet synchronous 
motors (PMSM) which have sinusoidal emf waveforms.   
The interest for PMSM is currently increasing in a wide area of applications. There are mainly two 
reasons for this trend: first, the efficiency and low rotor losses of the PMSM, and second, the falling 
prices of magnets, in particular NdFeB alloys. 
The electric machine simulation using the finite element method is considered a very important tool 
for the calculation engineer as it allows getting to know with a quite good approximation the different 
machine parameters, as well as its behavior under extreme working conditions. 
Electrical machines are usually represented, in electrical engineering, by means of their equivalent 
circuit. The knowledge of the different parameters of the equivalent circuit allows us to know the 
behavior of the machine, by applying the laws of electrical circuits. 
The use of the finite element method, as a calculation and simulation tool during the design process of 
the motor, let us, on the one hand, know its behavior and, on the other hand, model it by means of an 
equivalent circuit. 
A very important parameter of the equivalent circuit of the machine is the synchronous reactance, 
which as is well-known can be calculated as addition of armature reaction reactance, leakage reactance 
(magnetic core) and end-winding reactance. 
Armature reaction reactance and leakage reactance can be calculated by simulating the motor behavior 
by means of two-dimensional (2D) plane models (no-load and load analysis). 
By considering that in the end winding zones, flux is canalized mainly through air, support and frame 
of the motor and that end-windings are usually constituted by a straight side and another circular 
concentric-with-the-axis-of-the-machine side, end winding reactance can be calculated by means de 
2D models [1]. First we analyzed by means of a 2D-plane model the straight side of the windings 
(conductors parallel to the machine axis) and afterwards by means of the 2D-axisimetric models, the 
circular side of the windings are considered. 
This method needs to analyze a great number of axisymmetric models because in each circular tract, 
the conductor number and also of currents is different. 
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The development of finite element software and improvements in the performance of PCs as 
calculation tools mean that we can now solve systems with more equations than just a few years ago, 
and do so more quickly. With 3D-solid modeling techniques, we can use finite element models with 
end windings of any shape. 
In view of the foregoing, this paper presents a method, in which only a single test using FEM needs to 
be performed, for calculating, on the one had, the radial and axial magnetic flux density and, on the 
other hand, the end winding reactance. 

Motor

According to the previous data we have a motor with the following characteristics: 

Three-phase motor 
Controller device input voltage: 400 V 
Frequency of the controller device input voltage:50 Hz 
Frequency of the motor input voltage: 12.5 Hz 
Power rating (referred to 12.5 Hz): 5 kW
Speed rating (referred to 12.5 Hz): 125 rpm  
Number of permanent magnets: 12 
Number of stator slots: 72. 

Figure 1 show one-quarter of the cross section of the motor.

Fig.1 One-quarter of motor geometry 

Model

The model utilized comprises 30º (a polar pitch) of the half of the motor axial length. The space of air 
surrounding the motor has to be taken into account too (see Fig. 2).

J.A. Güemes et al. / Determination of Radial and Axial Magnetic Flux Density in PMSM(s)336



Fig.2 Model  

Figure 3 shows the finite element mesh used. 

Fig.3 Finite element mesh (zoom) 

The material property has been established as follows: 
• For the air and copper (stator windings) by means of the magnetic permeability. 
• For the stator and rotor magnetic core sheet, by means of its BH curve. 
• For the permanent magnets, by means of the its coercive force and magnetic permeability. 
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Results

Figure 4 shows the map of magnetic flux density obtained once that the np-load analysis has been 
carried out (only the half of the occupation of a polar pitch is shown). 

Fig.4  Magnetic flux density for the right half of the model shown in Fig. 2 

Figure 5 shows the map of magnetic flux density for 0 < B < 0.01 T. We can see that the maximum 
figure of the magnetic flux density in the end winding region is located in the area close to the air gap. 

Fig.5 Magnetic flux density  (0 < B < 0.01 T) 

Figure 6 shows the magnetic flux density along of a straight line on axial direction, placed in the 
middle of the air gap and in a polar plane, with a distance of 40 mm to both sides of the contour of the 
body of the motor (line AB in Fig. 5). The active length of the machine is 250 mm. 
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Fig.6 Magnetic flux density (air gap)

Figure 7 shows the magnetic flux density in the line CD (inner rotor radius) and EF (outer stator 
radius) of the Fig 5. 

Fig.7 Magnetic flux density 

Figure 8 shows the magnetic flux density in the line GH (centre of the motor) and IJ (boundary of the 
body of the motor) of the Fig 5. The shaft diameter is 100 mm. 

Fig. 8 Magnetic flux density (radial)
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              End winding reactance

One the input energy of the model (Wm) is obtained, the end-winding energy (Wew) can be calculated 
by means of the following expression: 

1mew WW24W (1)

Where W1 is the input energy calculated in the simulation of the motor behavior without end-windings. 
This is the model used for calculate the armature reaction reactance and leakage reactance. 

Finally the end winding reactance is calculated by means of the following equation: 

2
ew

ew
3I
fW4

X (2)

This reactance has been compared with the reactance calculated by means of the following equation 
(traditional method) [2]: 

LZnpfX cb
2
npfew 4   (3) 

Where:
f: frequency; 
p: number of pole pair 
npf: number of slots per pole and phase 
Zn: number of wires per slot 

cb  permeance per unit of length 

Table I, shows the winding head reactance calculated by means of equations indicated above. 

Table I. End winding reactance 

Method Xew ( )
Proposed in this paper (2) 0.57 
Classical  method (3) 0,44 

Conclusions

The behavior of a PMSM has been studied and the end-winding reactance has been calculated. 
In this paper, a method was provided to compare the axial and radial magnetic flux density of a 
PMSM.
The result obtained are good if are compared with those calculated by the traditional method. 
The method proposed, which has been tried and tested, can be used for calculated the end-winding 
reactance in PMSM(s) with windings of any shape.  
The results of the method presented in this paper are good in comparison with those obtained by 
means of classical method.. 
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The method may prove highly useful in determining precise formulas applied to calculating, on the 
one hand, the radial and axial magnetic flux density and, on the other hand, the end winding  
reactance.             
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Abstract – One of the important parts in multimedia era is acoustic ones. With increased demand of smallest 
multimedia products such as personal digital assistant (PDA) and mobile phones, it is necessary to develop 
acoustic devices which have higher performance and smaller size. Acoustic parts with various functions are 
developed by customer’s demands. One of the important functions is hearing aid function for hearing 
impaired persons. This paper introduces a bone conduction vibrator (BCV) for hearing impaired persons to 
use portable acoustic device without additional devices. For vibration analysis of the BCV, electromagnetic, 
mechanical and their coupling effects are considered for the analysis. This paper shows that the development 
of design and analysis technique by finite element method (FEM) of BCV. 

Introduction

Technologies related to human communication have long been considered as driving force for the realization of 
information society. The ultimate purpose of communication and information technology is to promote human 
welfare in the modern society.  Therefore, all the relevant benefits from the modern society have to be shared not 
only with the normal but also with those who are physically handicapped for the full realization of human 
welfare. For hardness of hearing, gradual hearing impairment seems to be natural in the process of aging. Senile 
hearing impairment rate is on the steady rise in an aging society preventing those groups of people from 
participation in social activities. Therefore, particular concern needs to be paid for those who are auditory 
impaired to improve their lives with the modern communication technology [1].  

BCV is a device using born conduction mechanism that can help auditory impaired people to hear sound without 
any extra hearing aid. However, this mechanism has not been used widely due to lower sound amplitude 
compared to the conventional ones. In this paper, design and analysis technique by FEM are presented for the 
development of BCV adopting both air conduction and born conduction mechanism for the elimination of those 
technical bottlenecks that the former types could not solved. 

Method of Analysis

Fig 1 shows a schematic of BCV presented in this paper. A top plate helps to concentrate most of the magnetic 
flux within the permanent magnet into the narrow radial gap. A time varying current from an amplifier drive is 
fed into a voice coil attached to a suspension. Axial force exerted on the suspension causes translation motion of 
vibration plate along the central axis producing bone conduction sound. In design of this system, electromagnetic 
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and mechanical field needs to be considered. This paper deals with design processes for the two fields 
respectively.

Vibration Plate

Suspension

Voice Coil

Top Plate YokePermanent MagnetFrame

Cover Ring

Vibration Plate

Suspension

Voice Coil

Top Plate YokePermanent MagnetFrame

Cover Ring

Fig.1 Schematic of BCV 

Electromagnetic System

For the electromagnetic field analysis, a two dimensional (2-D) FEM model can be implemented utilizing 
axisymmetric boundary conditions. The governing equation describing the electromagnetic system can be 
derived from Maxwell’s equations. The magnetic flux density   can be expressed as the curl of the magnetic 
vector potential of {A} as in 

}{}{ AB  (1) 

A quasistatic model can be used when the magnetic wavelength is much larger than the geometric dimensions of 
structure. For the quasistatic problem, magnetic field can be described by the partial differential equation as: 

}{}{1 JA

where {J} and μ denote the current density and the permeability, respectively. Coil current can be also 
determined by solving the voltage equation of the equivalent circuit as in Eq. (3), where V, R, I, and L denote 
applied voltage (DC 0.1V), coil resistance (8 ), coil current, and inductance, respectively. The voice coil motion 
generates the back electromotive force, Bl , where l and  are the voice coil length and the voice coil velocity. It 
should be noted that the back electromotive force and inductance can be obtained by electromagnetic field 
analysis. The magnetic force resulting from the interaction between the magnetic field and the total electric 
currents in the conductive parts of the dynamic receiver system can be expressed in Eq. (4) [2], [3]. 

zBl
dt
dILIRV

BIdlFcoil  (4) 
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Fig.2 Flux line of BCV 
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Fig.3 Distribution of flux density at voice coil                                    Fig.4 Magnetic force 

Fig 2 shows 2-D magnetic flux line at near airgap of a device. Fig 3 shows a distribution of magnetic flux 
density from the top to the bottom of coil. Fig 4 shows a variation of magnetic force exerted on voice coil as it 
translates along the central axis. In comparison between Fig 3 and 4, it can be noted that flux density and 
magnetic force show their maximum values when permanent magnet (PM) thickness is 1.8mm. 

Mechanical System

The mechanical model of the vibrator including voice coil can also be developed using FEM. Displacement and 
velocity of the vibrator can be obtained by solving mechanical vibration equation as in Eq. (5), where [M], [C], 
[K] and {Fcoil(t)} denote mass matrix, damping coefficient matrix, stiffness coefficient matrix and magnetic 
exciting forces acting on voice coil, respectively [3]. 

)}({}]{[}]{[}]{[ tFzKzCzM coil  (5) 

Fig 5 delineates a set of shapes for vibration plates and suspensions selected for mechanical design. Analytical 
results for each type are respectively plotted in Fig 6 and 7, showing variation of displacement and acceleration 
vs. frequency. 
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Fig.5 Shapes of vibration plate and suspension 

Fig.6 Displacement of vibrators                                        Fig.7 Acceleration of vibrators 
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Fig.8 Acceleration of experimented and simulated vibrators 

For the prevention of mechanical interference between vibration plate and top plate, the maximum displacement 
is restrained by dimensional design to provide a sufficient axial clearance (about 1mm) while performance of 
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bone conductor vibrator is heavily dependent on acceleration. Considering all factors, it can be noted that 
vibration plate of type 1 and suspension of type 3 is the most efficient design. 

The maximum displacement and the rms value of acceleration for each type are written in Table 1. 

In this paper, acceleration is measured directly from a miniature accelerometer attached to the vibration plate. 
The purpose of this experiment is solely for the prediction of BCV. This paper focuses mainly on the 
development of design and analysis technique for the given system rather than on performance enhancement. 
Validity of analysis is confirmed by experiment and the results are plotted in Fig 8 with comparison of simulated 
model and prototype.  

Table. 1  

Displacement and acceleration of devices 

 Prototype Type1 Type2 Type3 Type4 

Displacement Max.  
[dB ref. 10-12m/s2] 169.1 168.8 163.9 173.2 168.8 

Acceleration Rms.  
[dB ref. 10-6m/s2] 178.9 181.7 180.3 182.5 181.5 

Fig.9 Photograph of the BCV 
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Conclusion

The design and development of a high performance BCV by the electromagnetic and mechanical system analysis 
has been a main issue of this paper. One of the advantages of this type of receiver is that users can communicate 
more efficiently at the noisy environment and even at the state of a long time communication there is not much 
stress on the users' auditory sense. Moreover, the communication for auditorily handicapped persons is available 
and applied products of the BCV can be developed for people who have difficulty in hearing. 

At the electromagnetic system, it is designed to maximize magnetic flux density and magnetic force by setting 
up thickness of the PM, top plate, and yoke as design parameters. It is also designed to maximize acceleration of 
the vibration plate at the mechanical system by establishing the shape of the vibration plate and suspension as 
design parameters. For a realistic application, it is designed that the maximum displacement of the vibration part 
is in the range of 1mm (180dB ref. 10-12m) because there exists the limitation of space between top plate and 
suspension. Magnetic flux density and magnetic force is maximized when thickness of the PM is 1.8mm. 
Acceleration is maximized when the vibration plate is type 1 and the suspension is type 3 at Fig 5. Fig 9 shows 
photograph of the BCV. 

A research on the sound quality of the BCV has not been sufficiently made now so that there should be a more 
research on the distribution of acceleration relative to the audible frequency. 

Acknowledgment

This work was supported by a Korea Science and Engineering Foundation Grant No. R05-2003-000-10640-0. 

References                                                                                                                                                           

[1] Birch. T. S. et al., Microengineered systems for the hearing impared, IEE Colloquium on, pp. 2/1-2/5, 31 Jan 
1996 

[2] T. J. Kim et al., Analysis of Vibration for Permanent Magnet Motors Considering Mechanical and Magnetic 
Coupling Effects, IEEE Trans. on Magnetics, Vol. 36, No. 4, pp. 1346-1350, July 2000 

[3] S. M. Hwang et al., Development of Solenoid-Type Vibrators Used for Mobile Phones, IEEE Trans. on 
Magnetics, Vol. 39, No. 5, pp. 3262-3264, Sep. 2003 

S.-M. Hwang et al. / Development of a Bone Conduction Vibrator 347



FINITE ELEMENT ANALYSIS FOR THE DIAGNOSIS OF 
BROKEN ROTOR BARS IN 3-PHASE INDUCTION MACHINES 

Joya Kappatou*,  Claude Marchand**, Adel Razek**

* University of Patras   
Department of Electrical and Computer Engineering 
Electromechanical Energy Conversion Laboratory 

26500 RION PATRAS, Greece 
E-mail : joya@ee.upatras.gr 

** Laboratoire de Génie Electrique de Paris / SPEE labs,  
CNRS UMR 8507, Supelec, Université Paris VI, Université Paris XI 

Plateau de Moulon, F 91192 Gif sur Yvette 

Abstract –  In this paper a study of an induction machine under both healthy and broken rotor bars 
condition, taking into account the non linearity of the magnetic materials, the operating point and the 
rate of degradation of the machine has been done. The results show that the measurement of the 
external field on the surface of an induction machine can be used to characterize its healthiness. 

I. Introduction

As known, the three-phase squirrel cage induction motor is the most widely used electrical 
machine in the industry. Due to possible serious repercussions a breakdown of the machine 
either on the manufacturing process, on goods and services or on the safety of people, many 
investigations regarding the induction machine faults and the diagnostic methods used to detect 
them are developed. Lot of contributions can be found in the bibliography during the last two 
decades [1-7]. 

The most prevalent failures in induction machines include broken rotor bars and end ring 
connectors, stator faults, eccentricity and bearing faults. The well-known consequences of such 
faults are unbalanced phase voltages and line currents, torque pulsations, mechanical vibrations 
and excessive heating. 

The observation of the characteristic fault symptoms for the monitoring of the machines has 
introduced the use of additional instrumentation and sophisticated signal processing techniques. 
In case of variable speed drives the additional cost needed is relatively small. The advanced 
control techniques of electrical machines, such as vector control, require the use of sensors 
(position, speed, current) and enhanced digital controllers (DSP), which permit the 
implementation of powerful observers and estimators. On the other hand there are applications, 
such as constant speed drive systems, which are connected directly to the network and they do 
not include such instrumentation. For these cases, non-invasive detection and diagnosis 
techniques will be developed. A well known non-invasive technique for the fault diagnosis is 
the monitoring and processing of the stator currents to detect harmonics characteristics for the 
various types of faults. 

 Besides the current harmonics and torque pulsations, the magnetic field leakage, on the 
outside surface of the stator, can also feature the operating point of the machine and can be used
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for the detection of internal faults. The exterior leakage magnetic field can be easily detected 
using magnetic sensors and this technique can be applied in cases of constant speed drive 
systems, as mentioned above, during on-site maintenance operation. 

The present paper deals with the effect of cage faults on the performance and characteristics 
of the machine using a 2D finite element model of an induction machine. The current harmonics 
and torque pulsations, as well as the magnetic field leakage on the surface of the stator, are 
calculated in the presence of fault in comparison with healthy case.

II. The 2D Numerical Analysis

 To study the influence of broken bars on motor performances, a magnetic investigation by a 
2D finite element analysis is carried out. A transient eddy current solver, accounting for the 
rotation of rotor and the consideration of the non-linear characteristics of the magnetic material 
(BH curve), is used. 

The numerical analysis is based on a magnetic vector potential formulation, which consists 
in solving the differential equation:

t
AJA S (1) 

where
A is the magnetic potential  

μ is the magnetic permeability 
 the electric conductivity 

JS the current density

 The stator windings are fed from sinusoidal varying voltage sources V, which are connected 
via external circuits to the model: a resistor R, an inductor L (which can represents the flux 
leakage). Solving the following equation, the current in each phase is obtained. 

tt
ILRIV (2)

 with SdJIandldA S.

The used software permits to perform the calculation for both the healthy and the faulty case 
over the smallest symmetrical part of the machine model, which in our case is 180 degrees of 
the complete model. 

The data of the considered induction machine are: 
P=5 kW, 230/240 V- 50 Hz, 36 stator slots, 48 rotor slots, 4 poles. 

III. Simulation Results

The aim of the magnetic analysis is to compare the behaviour of the machine among the 
healthy case and the faulty case with broken rotor bars [7]. All the calculations assume the 
velocity of the rotor constant at 1400 rpm and the stator windings fed with sinusoidal voltages. 

III.1. Case of 5 broken bars 

The flux density distribution in the cross section of the machine for the healthy case is shown 
in figure 1. The impact of the faulty cage can be clearly observed. Figure 2 shows the 
modification of the vector potential in the air gap: an asymmetry of the waveform is evident, the 
magnitude is modified and harmonics are generated.  
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Fig. 1. Flux density distribution and flux lines in the healthy case. 

Fig. 2.   Potential, in Wb/m, in the midle of the airgap of the machine. 

To make an on line supervision of such system, electromagnetic variables have to be 
observed directly by measurements or by using signal processing calculations on the measured 
sensor signals. The figures 3 and 4 show the influence of the fault on the stator current and 
torque waveforms. The repercussion is mainly identifiable on the average value of the torque 
but also on the current harmonics.  

However when advanced control techniques are not required, the specific permanent 
equipment necessary for the monitoring (sensors, digital controller) becomes in these conditions 
very expensive and not conceivable. Then, only a non-invasive technique has to be implement 
to make the supervision with external signal, namely the leakage magnetic field closed to the 
machine outside surface. This field can be representative of the magnetic state of the machine 
and allows the detection of faults. 
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healthy condition        5 broken rotor bars condition 
Fig. 3. Stator phase currents  

healthy condition        5 broken rotor bars condition 
Fig. 4. Torque, in Nm/m, for the case of healthy machine 

The figure 5 shows the instantaneous distribution of the radial component of B outside the 
stator in the cases of the healthy and faulty rotor.  

Fig. 5.   Distribution of the radial component of B, in T, outside the stator.

Consequently, the layout of magnetic sensors to the periphery of the machine must be able to 
inform us in real time about the state of the machine. However, it is necessary to evaluate the 
sensitivity of the method with respect to the damage of the machine and to the operating point.  
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III.2. Influence of the degree of damage 

In the last section the case of Five broken bars has been analysed using a non linear model. 
In this section the influence of the degree of damage (number of broken bars) is presented. The 
figure 6 shows their influence on the surface magnetic field. Due to the time consuming 
software, these calculations have been conducted using a linear model of the machine.

Fig. 6.   Distribution of the radial component of the inductio, outside the stator for: the healthy case and for the cases of 3 and 5 
broken bars.

The results neglecting the magnetic saturation are far from those considering no linear 
magnetic circuit (see figure 5). Nevertheless the effect of degradation (number of broken bars) 
on the external field measurement is undeniable. Consequently, the obtained outcomes show 
that the leakage field observation can be used to characterise healthiness of an induction 
machine.

IV. Conclusion

In this paper, the obtained results show that the measurement of the external field on the 
surface of a induction machine can be used to characterize its healthiness. A thorough study, 
taking into account the non linearity of the magnetic materials, the operating point and the rate 
of degradation of the machine makes it possible to consider the solution of the inverse problem 
aiming to the monitoring and the diagnosis of induction machines connected directly to the 
electrical supply network. 
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Abstract - In this paper, we calculated the dynamic levitation force of a sliding levitation system 
quantitatively using the 3-D finite element method taking into account the eddy currents. The speed 
characteristics of the levitation force of the sliding levitation system are investigated. 

Introduction

Sliding levitation system is a kind of transform systems, in which a conductor moves very fast in the 
alternating magnet fields and the levitation force generates in the conductor. 

In this paper, we calculated the levitation force acting on the sliding conductor using the 3-D 
dynamic finite element method taking into account the eddy currents[1][2], and investigated the speed 
characteristics of the levitation force acting on the sliding conductor. 

Analyzed Method

The fundamental equations of the magnetic field can be written using the magnetic vector potential 
A and the electric scalar potential  as follows: 

Me 0rot)rotrot( JA , grad
t
AJe , 0div eJ   (1)

where  is the reluctivity, Je is the eddy current density, 0 is the reluctivity of vacuum,  is the 
conductivity, and M is the magnetization.

Mesh Modification Method

In this analysis, the following procedure is carried out in order to express the sliding conductor 
movement using the 3-D finite element method. 

First of all, the initial mesh is prepared as shown in Fig. 1 (a). Then, the mesh is divided into two 
areas as shown in Fig. 1 (b). One is the moving-area and another is the stationary-area. The finite 
elements in the moving-area are moved according to the conductor movement as shown in Fig. 1 (c). 
The overhang of the moving-area from the stationary-area is cut out and is connected to opposite side 
of the moving-area as shown in Fig. 1 (d). Finally, the moving-area is connected to the stationary-area 
as shown in Fig. 1 (e). 
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Analyzed Model and Condition

Fig. 2 shows the principle of levitation force generation. In the sliding levitation system, many 
magnets set in line, the magnetic poles of which are changed alternately. In such a case, if a conductor 
moves very fast over the magnets, the magnetic field generated by the magnets set in line seems like 
alternating magnetic field from the point of view of the conductor. Therefore, eddy current generates 
in the conductor, and the levitation force is generated by the eddy current and the magnetic field. Fig. 
3 shows the analyzed model of a sliding levitation system. This model is consisted of a sliding 
conductor and magnetic parts (permanent magnets and yokes). The sliding conductor is consisted of 
two conductors as shown in Fig. 2 (c). It is assumed that the sliding conductor moves fast by the 
external force. Fig. 4 shows the 3-D finite element mesh except the air. Table I shows the analysis 
conditions. The analyzed region is 1/2 of the whole region because of the symmetry. The 
electromagnetic force acting on the sliding conductor is calculated as the Lorentz force. 

Results and Discussion
Levitation Force Acting on Sliding Conductor

In this section, the sliding conductor is analyzed in case that the speed is v0 m/s. Fig. 5 shows the 
distributions of eddy current density vectors in the sliding conductor. It is found that there are large 
eddy current density vectors between the poles of permanent magnets, and those vectors gradually 
decrease toward the direction of movement. 

(a) initial mesh  (b) separating mesh (c) moving mesh           (d) connection   (e) mesh after connection 
Fig. 1. Mesh modification method. 

(a) initial state                   (b) conductor is slid. 
Fig. 2. Principle of levitation force generation. 

 (a) sliding conductor and magnet parts                     (b) y-z section   (c) enlarged figure 
Fig. 3. Analyzed model (1/2 region). 
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Figs. 6 (a) and (b) show the distributions of flux density vectors and Lorentz force vectors at the 
section as shown in Fig. 5, respectively. It is found that there are large Lorentz force vectors in the 
lower part of the sliding conductor, because the eddy current density vectors are large in the lower part of 
the sliding conductor as shown in Fig. 5. 

Fig. 7 shows the calculated levitation force waveform. f0 is the average value of the levitation force 
at the steady state. It is found that the calculated levitation force becomes steady state after about 50 
steps.

                            TABLE I 
            Analysis Conditions 

Fig. 4. 3-D finite element mesh (except the air). 

Fig. 5. Distributions of eddy current density vectors        (a) flux density vectors       (b) Lorentz force vectors. 
 (v = v0 (m/s)).                                          Fig. 6. Distributions of flux density vectors  

and Lorentz force vectors. 
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Effect of Speed on Levitation Force

Fig. 8 shows the distributions of flux density vectors at the section  (see Fig. 5) in case that the 
speed is v0/6, v0 and 2.5v0 m/s. From these figures, it is found that the flux density vectors inside of the 
sliding conductor are small as the speed is large, because the reaction field of eddy currents in the 
sliding conductor increase as the speed is large. Fig. 9 shows the distributions of Lorentz force vectors 
at the section  in case that the speed is v0/6, v0 and 2.5v0 m/s. From these figures, it is found that the 
Lorentz force vectors, when the speed is v0 m/s, are larger than those when the speed is 2.5v0 m/s, 
because the flux in the sliding conductor decreases by the reaction field of eddy currents. Fig. 10 shows 
the effect of speed on the levitation force. From this figure, the levitation force waveforms are different 
depending on the speed. Fig. 11 shows the average value of the levitation force characteristics at the steady state 
on various speeds. It is found that the average value of the levitation force increases from 0 to 0 m/s, because 
the eddy currents are large as the speed becomes fast. However, the levitation force decreases when the 
conductor moves faster than 0 m/s, because the eddy currents decrease the magnetic flux in the moving 
conductor by the skin effects.

(a) v = v0/6 (m/s) (b) v = v0 (m/s) (c) v = 2.5v0 (m/s)       (a) v = v0/6 (m/s)   (b) v = v0 (m/s)   (c) v = 2.5v0 (m/s) 
Fig. 8. Distributions of flux density vectors.                               Fig. 9. Distributions of Lorentz force vectors. 

Fig. 10. Levitation force waveform.               Fig. 11. Average value of levitation force characteristics.

Conclusion

In this paper, the levitation force of sliding conductor is calculated circumstantially, and the effects of 
speed on levitation force are clarified. It is found that levitation force has the maximum value at v0 m/s, 
because the eddy currents decrease the magnetic flux in the moving conductor by the skin effects when 
the conductor moves faster than v0 m/s. 
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Abstract – In the paper, a three-dimensional analysis, using a voltage driven edge elements model, of the 
electromagnetic field of a fractional power induction motor is presented. The results of this analysis for 
different models were compared with experiments. The skewing effect of the rotor slots was taken into 
account using solid modelling of the motor. 

Introduction

Induction motors are usually investigated using a 2D method according to the proportions of the 
outer motor diameter and core length. For the fractional power motors this proportion is not large, 
hence a more interesting 3D analysis, especially that the skewing effect of the rotor bars can be 
described properly only using a 3D analysis. The 3D or 2D models of the motor are always the results 
of approximations of real field distributions with the finite element shape function so neither of them 
are error free. It is very important from the practical point of view to observe the differences between 
solutions for different models and discretization densities. In the paper, the results of 3D calculations 
are compared with experimental results. 

Mathematical Model

Induction motor phase winding, excited from a voltage source Vp, can be described using the Kirchoff 
closed-loop voltage expression 

pV p
p p

d
R I

dt
 (1) 

where Rp is the lumped resistance of the filamentary phase winding, 
d
dt

 is phase induced voltage 

produced by variation of the magnetic flux p linking that winding. 
The electromagnetic field in motor volume can be obtained using the magnetic vector potential. The 
magnetic vector potential is defined by the expression  

curlB A  (2) 
The phase induced voltage about a closed winding path lp linked with magnetic flux p can be 
expressed in terms of magnetic vector potential. This is accomplished by the use of (2), to permit 
writing the induced voltage as follows 

lASASB d
dt
ddcurl

dt
dd

dt
d

dt
d

ppp lSS

p  (3) 
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on applying Stokes’s theorem to obtain the final result. Thus it follows that induced voltage can be 
determined by a variation of integrals of the vector magnetic potential on the winding path.  
Therefore the natural choice for solution of the voltage driven windings is a use of tetrahedral edge 
elements for vector potential approximation. 

The vector potential approximation is given in terms of a summation of the edge contribution ai
weighted by the vector shape function wi for the six element edges.  

6
( )

1

( , , )e
iA wi

i

x y z a  (4) 

The unknown edge contributions are the line integrals along the edges 

il
i da lA  (5) 

and the wm is the vector basis function defined for the edge i spanned between vertices k and l as 
iw k l l kN grad N N grad N

where Nk and Nl are classical piecewise polynomial shape functions associated with nodes k and l 
respectively, usually given in terms of barycentric coordinates. 

( , , , )( , , ) ( , , ) l m n
k k

volume P V V VN x y z L x y z
volume of tetrahedron

 (6) 

where P is a point at (x,y,z) and Vl, Vm and Vm are vertices of the tetrahedron. 
The shape functions wi are called the Whitney 1-forms. The circulation of the wi along the edge i is 

equal 1 and zero along the other five edges of the element.  
The approximation given by (4) have the following properties:  
- the tangential component of the vector potential is continuous across facets and the normal 
component is discontinuous, 
- the divergence of A equals zero within the element, so the Coulomb gauge is naturally satisfied, 
- magnetic flux density B = curl A has normal continuity across the facets and is constant in element 

6 6

1 1

2iB  A  wi l k i
i i

curl curl a grad N grad N a  (7) 

For eddy-current free regions, including those with filamentary windings, the magnetic field is 
described by  

pA Jcurl curl  (8) 
where  is the reluctivity and Jp is the current density. 
The winding current Ip in (1) is represented using the winding current density  

p pJ np
p

p

n
I

S
 (9) 

where np is the number of turns, Sp is the cross-section of the winding’s coil and ns is the unit 
tangential vector along the direction of the phase winding. 

For conducting regions based on Faraday’s Law and relation (2) the following can be obtained 
AEcurl curl
t

 (10) 

and by the integration of both sides 
AE grad
t

 (11) 

where  is the electric scalar potential. 
The eddy currents in the conducting regions are equal to 

eJ E  (12) 
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Connecting (8),(11) and (12) leads to the equation 
A Acurl curl grad
t

 (13) 

Adding electric scalar as the second unknown value in (13) necessitates the introduction of an 
additional equation. This equation is commonly obtained from the current continuity condition for 
eddy currents (neglecting displacement current). 

0eJdiv  (14) 
Incorporating (11) and (12) into the second equation is 

0Adiv grad
t

 (15) 

The Galerkin procedure and the weighted residual method are used to transform the partial differential 
equation to a discretized set of non-linear algebraic equations. Boundary conditions and interface 
conditions should also be embedded in these equations. 
Magnetic vector potential connected with electric scalar potential representation of electromagnetic 
field in electrical machines is obviously more expensive than the magnetic scalar potentials - .
However for the voltage driven model, scalar potentials are very inconvenient due to problems with 
the calculation of the flux linked with the phase winding. In principle, the use of scalar description is 
always less expensive than the vector one. The magnetic scalar potential can be used to describe the 
magnetic field in non-conducting materials. 

2

0

0

     =

    =    .

div grad

grad grad
 (16) 

Application of reduced magnetic scalar potential  provides the basis for accounting the presence of 
the forced currents of known distribution in non-conducting areas. The magnetic field strength can be 
expressed as the sum of three components  

eHHHH ms=   (17) 
from the first Hs is the magnetic field strength obtained as a result of the source’s current flow in the 
air ( = 0), the second Hm is a result of the existence of a ferromagnetic material in the surroundings 
and the last He is a result of the existence of some conducting material in the surroundings. 
Using the Biot-Savart law, the formula for the first component becomes: 

V

2
0

dv
r4

=1= r
s

1JBH

 (18) 
The last two components can be described using the aforementioned reduced magnetic scalar potential 

.
grad=em HH  (19) 

Resultant magnetic field strength takes the form: 

H J 1r=
4  r

dv  grad   3

V

 (20) 

Using this description, the magnetic vector potential must still be used in the conducting area. The 
effect of reducing the number of equations and calculation time due to the use of scalar potentials 
instead of a vector one is lowered by the time needed to calculate the Hs component (18) on the total-
reduce scalar border in the case of a complicated winding’s shape.  
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Analysis

The object of investigation was the three-phase induction squirrel-cage motor of 380 V (star 
connected) with rated output power 0,37 kW. Table 1 shows the specification of the motor.  

Table. 1 Specification of analysed motor 
Diameter of Rotor and Stator 60,5 mm, 106 mm Number of series turns in stator winding 612 
Air gap length 0,25 mm Rotor winding Aluminium Cage 
Core Length 56 mm Number of stator and rotor slots 24, 18 
Number of phase and poles 3 phases, 4 poles Depth of Secondary Slot 10,56 mm 
Primary Winding Resistance 21 Rotor cage skew one slot pitch 
Primary Winding Pitch Single layer, 5/6 short pitch 

The presented motor was used to study the influence of the representation of the windings on the 
results for voltage driven model and to compare the results of edge element methods with vector 
potential and nodal element methods with scalar potentials representations of the motor. Finally both 
models were compared with experimental results. Because the real winding produces some extra 
effects connected to coil-ends, the simplified model for 3D calculation was taken into account, 
consisting of one coil of the winding only. The winding coil was represented by a different number 
(from 1 to 4) of standard Modeller (Opera 3D pre-processor) constant perimeter ends (cpe) coils. Each 
coil can be represented by different number of elementary filaments. During mesh generation, the 
mesh generator ensures that the edges of the elements lie along the representative filaments in the coil. 
During the analysis, the vector potential along the edges was integrated to compute the flux linked to 
the winding. Therefore an appropriate mesh density is needed for proper representation of windings 
filaments.
 Case A one “cpe” coil one filament   Case B two “cpe” coils two filaments 

  Case C four “cpe” coils four filament       Case D four “cpe” coils 36 filaments 

Fig.1 The simplified 3D models of the investigated motor with different coil representation 
In order to compare different 3D computation results, the starting conditions were taken into account. 
For voltage excitation (77,78 V), the coil current and power losses in rotor cage were investigated.  

Analysis of the presented cases show that integral values like coil current or power losses are not 
very sensitive to discretization density and representations with four filaments in case C produces 
adequate results. 
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Table. 2 Comparison of different coil representations 

Case Number of 
elements 

Coil current 
A

Deviation from 
case D 

%

Power losses in 
rotor cage 

W

Deviation 
from case D 

%
D 2072000 8.36  48.304 
C 2072000 8.23 -1.54 48.7 0.82 
B 680235 8.64 3.33 50.984 4.69 
B 2072000 8.51 1.81 49.138 -3.62 
A 680235 8.19 -2.01 45.53 -7.34 

In Fig. 2, the complete model of the motor is shown. The stator windings overlap each other at the 
coil-ends because the real shape of the winding’s outhangs is very complicated. Nevertheless, the 
amount of currents in the coil-ends region is equal to the real one.  

voltage driven model          current driven model 

Fig.2. The complete 3D models of the investigated motor  
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Fig.3. Comparison of results for current and voltage driven models  

As can be seen in Fig. 3, although the results obtained with current and voltage driven models differ 
slightly, the discretisation and representation of the conductive region are the same.  
In Fig. 4, the comparison of motor phase currents, measured and calculated using the voltage driven 
model, is presented. The discrepancies between calculation and measurements have a source partly in 
the technology of production of fractional power motors where proper air gap length is obtain through 
rotor turning. 
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Fig.4. Comparison of measured and calculated using voltage driven model’s values of starting currents 
In Fig. 5, the comparison of rotor power losses, measured and calculated using voltage driven and 
current driven models, is presented. The accuracy for the voltage driven model is a little bit better even 
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though for the current driven model, the stator currents have been taken from measurements. The time 
of calculation for the voltage driven model is 1.8 times shorter than the current one, despite the 
number of equations is 20% lower. The reason for this is a large amount of time needed to calculate 
source magnetic field strength on the reduced-total scalar potential’s boundaries in the case of 
complicatedly shaped windings. 

voltage driven model
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current driven 
model 

Fig.5. Comparison of measured and calculated, using voltage driven and current driven models, values of rotor 
power losses at starting 

Conclusion
The obtained results of using 3D voltage driven edge elements for modelling of fractional 

power induction motors shows the possibility of efficient investigation of analysed objects especially 
at start-up. Experimental verification shows that the method is adequately accurate especially for 
calculation of rotor power losses. Comparison with widely used current driven models exploiting 
scalar potentials demonstrates that vector potential edge elements are, in this case, more efficient due 
to shorter calculation time and slightly better accuracy.  
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Abstract – Analysis of work of a flat two-sided induction heater has been presented in the paper. The analyzed 
heater type is applied in the hot galvanizing process of flat heaters where it is used to achieve the temperature 
growth of galvanized steel sheets. In order to enable achieving proper temperature growth the knowledge of 
influence of such parameters as supplying frequency and thickness of the heated steel sheets is necessary. 
The calculations have been carried out using a stationary model. Due to big velocity of a heated strip skipping 
the movement factor can lead to some mistakes. To assess their significance results obtained for a model 
taking the movement factor into consideration have also been presented. 

Introduction

Hot galvanizing is one of the most popular technologies preventing steel elements from corrosion. The 
continuous method is used for galvanizing of steel sheets and wires. This process the scheme of which 
has been shown in Fig. 1 is carried out on the complex lines equipped in large number of devices [1]. 

Fig.1. Simplified scheme of hot galvanizing lines. Designations: 1-decoiler, 2-strip input accumulator,  
3-system of surface preparation, 4-system of annealing furnaces, 5-galvanizing pot, 6-air knives,  

7-induction heater, 8-gas heater, 9,10,11-air coolers, 12-water cooler,  
13-system of final treatment, 14- strip output accumulator, 15-coiler
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The process is carried out in different ways in order to obtain products of highest quality and 
maximally suited for recipients. Differences between them are in temperatures reached during the 
particular production stages, speed of strip movement, chemical constitution of the bath, presence of 
finishing processes et al. Additional heat treatment is applied in one type of the galvanizing 
technology of steel strips called galvannealing [2][3]. This is an additional treatment of strip that has 
already been coated in the galvanizing pot. Such action leads to properties alteration of the obtained 
coat. The coat despite significant increase of alloy layers has good weldability, is well suited for 
putting painting coats, has good anti-corrosion resistance and can be deeply drawn. Because of these 
advantages the galvanized steel sheets are widely used in the automotive industry and can also be 
noticed in the household goods. 
Two types of heaters are the most used in the galvannealing process: the induction one and the gas 
one. The induction heater is used for increasing temperature while the gas one for keeping the steel 
sheets in the set temperature. The induction heater has flat winding placed on both sides of the charge. 
The inductor is supplied from the transistorized inverter which is a source of current of between ten 
and twenty to several hundreds kHz. The heater is steered by setting the quantity of current flowing 
through the inductor. Its operation however is in changing conditions because of changing supplying 
frequency and thickness of the galvanized steel sheet. The changing conditions of operation cause 
changes of strip output temperature. In order to keep it on the set level required by the process the 
knowledge of the influence on the heating process of the mentioned above parameters: supplying 
frequency and steel sheet thickness is necessary.  

Calculation model

The calculation model has been worked out in order to make the analysis of the work of induction 
heater (Fig. 2a) in different operation conditions. It is shown in Fig. 2b.  

Fig. 2. Induction heater used in production process (a) and worked out calculation model (b) 

The calculation model consists of the following elements: a charge (steel), inductor coils (copper) and 
surrounding air. The basic geometrical parameters and material properties have been put into Table 1 
and 2. The heating time has been assumed at 3 seconds which corresponds to velocity of 30 m/min.  
The calculations has been done for three thicknesses of the charge (1 mm, 1,5 mm and 2 mm) and 
three supplying frequencies (f1 = 50 kHz,  f2 = 100 kHz, f3 = 200 kHz). 
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Table 1. Model geometrical dimensions 
charge height * 750 mm 

charge thickness * 0,50 mm (variant G1), 0,75 mm (variant G2), 1,00 mm (variant G3) 
distance charge-inductor 7,50 mm (variant G1), 7,25 mm (variant G2), 7,00 mm (variant G3) 

inductor coil height 25 mm 
inductor coil width 10 mm 

distance between coils 5 mm 
number of inductor coils* 24 

* - ½ real quantities/numbers 

Table 2. Material properties 

steel

electrical conductivity 
magnetic permeability 
thermal conductivity 
accumulativity 
convection factor*
emissivity*  

c
k

4 106 S/m 
500
48 W/(m K)
2,75 106  J/(m3 K)
15 W/(m2 K)
0,20

inductor electrical conductivity 
magnetic permeability 

55 106  S/m 
1

air   properties of vacuum have been assumed 
* conditions of heat exchange have been assumed as for zinc 

The calculations of electromagnetical and thermal fields have been carried out using the computer 
program Flux 2D. The program is based on the finite elements method. A pair of potentials is used for 
the electromagnetic field calculations: vector potential of magnetic field A and scalar potential of 
electric field V as in the following equations [4]: 

JAA rot
μ
1rotj                                                             (1) 

where:  – pulsation,  – conductivity,  – magnetic permeability, A – magnetic vector potential,  
J – source current density.   
The Dirichlet’s boundary condition A=0 (Fig.2) has been defined on the border of the calculation 
area.The thermal field calculations contain the charge area and the Fourier-Kirchoff’s equation is 
applied:

w
t
TT c                                                               (2) 

where: T – temperature,  - thermal conductivity, *AAw 2  - volume density of power. 
The exchange of heat with the environment on the charge surface happens through convection and 
radiation and has been taken into account with a following boundary condition: 

)T(C)T(
n

4
ar

4
0ack TTT                                            (3) 

where: T – temperature, Tac,r – temperature of convection and radiation environment, k – convection 
coefficient,  – emissivity, C0 –Stephan – Boltzman’s constant. 
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The numerical calculations for the assumed frequencies and geometrical dimensions required using  
a computer equipped with a quick processor and big enough Random Access Memory. It is caused by 
big differences between dimensions of penetration depth of electromagnetical field into the elements 
of charge and inductor as well as big size of the examined object. With frequencies in the range of 
several hundred kHz the penetration depth of the field can be below 0,1 mm, which means that for 
object size expressed in meters the number of elements of the net enabling precise calculations can be 
higher than five hundred thousand elements. 

Calculation results

The temperature distributions on the charge surface have been compared to assess the influence of 
steel sheet thickness supplying frequency on the heating process. Fig. 3 shows temperature 
distributions depending on the charge thickness and comparison of electrical efficiency of the system 
with frequency 100 kHz.  
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Fig. 3. Charge surface temperature (a, b, c) and electrical efficiency of system (d) 

The influence of inductor supplying frequency on the obtained temperature distribution on the charge 
surface and electrical efficiency of the heater is shown in the following diagrams (Fig. 4). 

c) d)

b)a)
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Fig. 4. Charge surface temperature (a, b, c) and electrical efficiency of system (d) 

Assessment of movement influence on obtained results

A stationary model of induction heater has been used in the presented analysis. However in real 
conditions the charge moves inside the inductor with velocities up to 100 m/min. Not taking 
movement factor into account makes the obtained results somewhat erroneous. A simulation of  a heater’s model using the stationary model and the model taking movement into account [5] has been 
made in order to assess the size of this error. Calculations were carried out according to the following 
equations:

A
t
AJA v

μ
1                                              (4) 

wT
t
TT vc                                              (5) 

where: v – charge’s velocity. 

Comparison of obtained results is shown in Fig. 5.  
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Temperature along the charge surface
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Fig. 5. Comparison of temperature on the charge surface using stationary model and model taking movement 
into account  

Conclusions

The obtained calculation results enabled the assessment of changing parameters (charge thickness and 
frequency) influence on the heating process of steel strip. The carried out analysis shows that during 
heating of strips of bigger thickness the inductor’s current needs to be supplied with higher current 
(Fig. 3a, b, c) in order to have comparable heating effect. Increasing frequency leads to heating the 
charge to higher temperature (Fig. 4a, b, c). This change requires also the correction of power source 
supplying the inductor when obtaining the charge set temperature at the inductor’s exit is needed. 
Electrical efficiency analysis proved that supplying frequency and charge thickness does not lead to its 
noticeable changes (Fig. 3d, 4d). 
The observed relation can be of significant help in operation of the considered induction heater in 
industry conditions. 
The analysis is simplified by using the model not taking movement into account for calculations 
however it leads to some mistakes. On the basis of temperature distribution comparison on the charge 
surface obtained using the stationary model and the model taking movement into account (Fig. 5) it 
can be said that the differences in obtained temperature are not significant. This conclusion is true for 
the substantial length of the charge where the difference in temperature in both cases was not more 
than 15 C. Considerable differences occur only in the outermost parts of the charge, which can be 
acceptable in some kinds of research. 
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Abstract –Axi-periodic analysis for end region of large turbine generator is studied and verified by 3D-FEA in 
this paper. Verification is done by comparing three components of flux densities from axi-periodic analysis 
and 3D FEA in static field, and the comparison shows some differences, and the cause of those differences are 
studied. Even though, the differences, considering computation time and effort for modeling of 3D FEA, the 
errors would be acceptable for initial design of large turbine generator. Then, axi-periodic analysis is extended 
to time harmonic field for its application. From the time harmonic field analysis, the effect of flux shield and 
eddy current loss in the flux shield for power angles are presented. 

Introduction

As a quasi 3-dimensional analysis, axi-periodic analysis is applied to the magnetic field for the end 
region of large turbine generator in [1] - [6]. Since axi-periodic analysis provides 3-dimensional flux 
distributions with 2-dimensional finite element modeling, it reduces computation time and efforts 
greatly comparing to 3D FEA. Many researches, applications, and verifications for axi-periodic 
analysis have been done since 1970’s. However, the verifications are made only by measurements in 
small regions because measurements of flux density in the end region are limited in practical aspects. 

 Therefore, axi-periodic analysis is verified by 3D-FEA in this paper. Three components of flux 
densities from axi-periodic analysis and 3D FEA are compared in static field. To do that, 3D FEA 
model is constructed precisely including stator end windings based on an actual large turbine generator.  

Axi-periodic formulations for time harmonic field using magnetic vector potential is firstly set for 
the field analysis. Then, three components of flux densitis from axi-periodic analysis are compared to 
that from 3D FEA in the static field. The comparison shows differences, and the cause of the error is 
studied. In spite of the differences, considering computation time and effort for modeling of 3D FEA, 
the errors would be acceptable for initial design of large turbine generator.           

Axi-periodic analysis is extended to time harmonic field for its application. In time harmonic field 
analysis, eddy current loss in flux shield for load condition is calculated, and flux distribution due to 
the eddy current in flux shield is presented.

In the large turbine generator (ratings of 500MW or over), leakage flux in the stator end windings is 
the major design limitation of capacity due to the thermal effect caused by eddy current in stator end 
[1], [2]. The eddy current on the stator end region is mainly produced by axial component of leakage 
flux of stator and rotor end windings, and to prevent the axial flux impinging to the stator end, the flux 
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shield made of copper is placed in the stator end region of large turbine generator. Due to the eddy 
current on the flux shield, leakage flux cannot go through the stator end region, and temperature in the 
flux shield can be high.  However, flux shield is made of copper having high thermal conductivity, 
therefore, cooling can be easy comparing laminated stator core. 

Analysis Theory

In order to apply the finite element method to an axi-periodic model, following assumptions are 
made:[3] 

a) Slot effects are not considered 
b) Displacement current is ignored. 
c) Magnetic material is isotropic with infinite permeability. 
d) The analysis model is axi-symmetric. 
e) Current density in rotor and stator windings are assumed to be consist of axial and circumferential 

components with sinusoidal distributions along axial and circumferential direction respectively.

Governing equations using vector potential for time harmonic fields are (1) and (2).

( ) ( ) o
AA J
t

                                            (1)

( ) 0A
t

                                                               (2)

where, , A , , , and oJ  is magnetic reluctivity, magnetic vector potential, conductivity, 
electric scalar potential, and current density respectively. 

Weighting function (Wi) and shape function (Ni) for Galerkin formulation are (3) and (4) 
respectively, and residuals are represented in (5) and (6).

( , ) jp
i iW N r z e                                                                     (3)

( , , ) ( , ) jp
i iN r z N r z e                                                            (4)

( ) ( ) ( ) ( ) ( )jp jp jp jp
oi i i iR N e A dv j N e Adv N e dv N e J dv                   (5)

( ) ( )jp
iR N e j A dv                                    (6)

Using Ni, magnetic vector potentials and electric scalar potentials are represented in r-z plane by (7) 
– (10). 

( , , ) ( , )k jp
r r k

k
A r z A N r z e                                                 (7)

( , , ) ( , )k jp
k

k
A r z A N r z e                                                (8)

( , , ) ( , )k jp
z z k

k
A r z A N r z e                                                 (9)

( , , ) ( , ) jp
k k

k
r z N r z e                                                   (10)

Current distributions in conductors are represented by (11) - (13). 

( , , ) ( , ) jp
or rJ r z J r z e                                                      (11)
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( , , ) ( , ) jp
oJ r z J r z e                                                      (12)                       

( , , ) ( , ) jp
oz zJ r z J r z e                                                      (13) 

Analysis Model 

3D analysis model of 800MW turbine generator is shown in Fig. 3. Based on the periodicity and 
symmetry, 1/4 model is used for 3D FEA. Commercial software, Flux-3D, is used and analysis is 
performed in magneto static field. Field variable of 3D FEA is magnetic scalar potential; armature 
windings are modeled with non-meshed coils. 3D FEA model is precisely constructed considering 
stepped core and end step of stator as well as stator end windings, but non-magnetic retaining ring of 
rotor and flange of stator core are not considered. For stator end windings, coordinates of the windings 
are obtained from actual generator and one top and bottom coils consist of 10 segments of coils. 
420,000 of elements are used and it takes 5 hours for single step with Pentium IV and 2GB RAM.   

Axi-periodic analysis model is shown in Fig. 2, non-magnetic flange is not considered in the 
analysis and modeled region represents when a-phase is peaking. To make the comparison easy, only 
stator windings are excited for both analysis models. Fundamental component of current is applied to 
the stator and rotor end windings for the analysis. Total number of elements is 14,000, and it takes 
about 30 seconds for single step. 

(a) Cross section of large turbine generator (1/4 model) 

              

(b) Armature winding                              (c) Field winding 

Fig. 1 3D FEA analysis model 
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Fig. 2 Axi-periodic analysis model 

Analysis Result And Comparison

Three components of flux densities (Br, B , Bz) from axi-periodic analysis are compared to those 
from 3D FEA in Fig. 3, flux densities from axi-periodic analysis agree well with 3D FEA except B at 
P1. It is expected that the error is caused by the assumption of sinusoidal current distribution in axi-periodic 
analysis. Therefore, the current distribution in the stator end region is studied.  
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Fig. 3 Comparison of flux densities from axi-periodic analysis and 3D FEA 

Current distribution in end windings

To find out the cause of differences between axi-periodic analysis and 3D FEA, current distribution 
in the stator end winding according to current phase angle, 3-phase stator end windings is studied. In 
order to compare the current distributions of axi-periodic analysis model and 3D FEA stator end 
windings, stator windings are represented as shown in Fig. 4, where solid lines represent coils going 
out from stator slots, and dot lines represent coil going into stator slots. Coils on the right side of slots 
are top coil and on the left side are bottom coil. Peak value of 3-phase current is set to 1. When a-
phase current is peaking, I , and Iz along line L1 and L2 are calculated and compared to sine and 
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cosine function in Fig.5.  
In Fig. 3 (b), the compassion shows a big difference. The difference is caused by the Iz current and 

this is shown in Fig. 5 (b), where Iz producing B in the 3D FEA model is zero, while that in axi-
periodic model has some value. 

Fig. 4 Current distribution on the stator end winding 

2 4 6 8

0.0

0.4

0.8

1.2

C
ur

re
nt

 (A
)

z-position

 I
 Cosine 

2 4 6 8

-1.0

-0.5

0.0

C
ur

re
nt

 (A
)

Z-position

 Iz
 Cosine

6 12 18 24 30 36 42
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

C
ur

re
nt

 (A
)

Slot number

 I
 Cosine

 (a) I  along L1                          (b) Iz along L1                           (c) I  along L2

Fig. 5 Estimation of current distribution on the stator end windings 
Applications

Eddy current loss in the flux shield is calculated using (14), where, k
ep , k, k

eJ , and k are the eddy 
current loss in flux shield, harmonic order, eddy current density, conductivity in flux shield 
respectively. Only fundamental component of eddy current density is considered in this paper. 

*1 Re
2

k k
k e e
e kv

J J
p , k

e e
k

P p [W]                                                   (14) 

In Fig. 6, (a) shows the eddy current loss in the flux shield for power angle. For the leading power 
angles, field from rotor windings and stator windings are additive, on the contrary, field are subtractive 
in lagging power angle. Therefore, higher eddy current loss is produced in the leading power angle 
than lagging power angle.  

In Fig. 6, (b) flux distribution due to the eddy current in the flux shield at no load is shown. Because 
of eddy current in the flux shield, flux caused by end windings tends to take other paths around flux 
shield. In the figure, four corners in the flux shield show high flux densities, therefore it can be said 
that the flux density on the surface of flux shield represents the eddy current distributions. Therefore, 
in the figure, regions of high flux density have high eddy current density, and high temperature is 
expected.

The effect of flux shield is shown in Fig. 7. When the frequency is 0Hz, that is DC field, flux caused 
by end windings goes to the stator end directly, therefore, the flux shield does not work. However, 
when the frequency is 60Hz, eddy current is induced in the flux shield and flux caused by end 
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windings cannot go through stator end directly. 
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Fig. 6 Eddy current loss of the flux shield and flux distribution due to eddy current in flux shield 

           

(a) Flux distribution at 60Hz             (b) Flux distribution at 0Hz 

Fig. 7 Flux distribution for frequencies 

Conclusion

Axi-periodic analysis for magnetic field of end region in large turbine generator is studied and 
verified by 3D FEA in this paper. Due to the differences between the sinusoidal current distribution 
and the actual one, comparison of flux distribution on the end region shows the differences, and the 
difference is proved by the comparison of current distribution on the stator endwindings. In spite of the 
error of axi-periodic analysis, considering the effort and calculation time for 3D FEA, the error would 
be acceptable for initial design of large turbine generator. For the applications of the axi-periodic 
analysis, the effect of flux shield on the flux distribution of end region is shown and eddy current loss 
of flux shield is calculated for power angle, and the application can be extended to the geometry 
design of flux shield, stepped core, calculation of force in the end windings. 
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Abstract – This paper deal with the efficiency evaluations in a Synchronous reluctance motor(SynRM) Vs. 
PMASynRM using a coupled transient finite element method(FEM) and preisach modeling, which is 
presented to analyze the characteristics under the effect of saturation and hysteresis loss.The focus of this 
paper is the efficiency evaluation relative to hysteresis loss, copper loss, etc. On the basis of load condition in a 
SynRM and PMASynRM. Computer simulation and experimental result for the efficiency using dynamometer 
shoe the propriety of the proposed method. 

1. INTRODUCTION

In high-speed applications of a SynRM, hysteresis loss can become the major cause of power dissipation. 
Therefore, whereas in other kinds of machines a rough estimation of hysteresis loss can be accepted, their 
importance in a SynRM justifies a greater effort in calculating them more precisely.                   

The preisach model is now generally accepted to be a powerful hysteresis model, and is therefore intensively 
studied [1]-[3].  By adding  proper quantity of permanent magnets the torque density and power factor of SynRM 
can be greatly increased. It is called Permanent Magnet Assisted Synchronous Reluctance Motor (PMASynRM). 

But, it must be that PMASynRM is more saturated than SynRM, due to the additional magnet flux density.  
In this paper, a coupled finite element analysis and Preisach modeling for a PMASynRM and SynRM are 
presented and characteristics analysis and efficiency evaluations are performed under the effect of saturation and 
hysteresis loss. The focus of this paper is the efficiency evaluation relative to hysteresis loss, copper loss, etc. On 
the basis of load condition in a SynRM and PMASynRM. 

Also, TMS320C31 DSP installed experimental device and dynamometer are equipped and experiments are 
performed. Computer simulation and experimental results for efficiency show the propriety of the proposed a 
coupled finite element analysis and Preisach model. 
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2. Modeling and Principle of PMASynRM

2.1  Principles of PMASynRM For High Power Application

Fig.1 Rotor cross-section of PMASynRM 

A cross-sectional view of a PMASynRM is shown in Fig. 1. A normal synchronous reluctance motor runs at a 
somewhat poorer power factor than the induction motor. This problem can be alleviated by inserting permanent 
magnets between rotor segments. 

2.2  Governing Equation of PMASynRM and SynRM

M

The system matrix can be written as 

[ ]{ } { } { } { }( ) ( ) ( ) ( ) ( )K A F M Me e e e
PM

e 0 (7) 

The overall model is therefore described by the matrix as follows 

[ ]{ } { } { } { }K A F M M PM 0 (8) 

JPMm
(6) 

2.3 System Matrix

Jm +A J +

M PM
(5) 

The governing equation derived from (1)-(5), is given by 

0 0( )

B A (4) 

Jm = 0 ( )M , JPMm = 0 ( )

JPMm  are expressed as follows 

 and the equivalent 

magnetizing current Jm  , 

A. M PM is removed in a SynRM. The magnetic vector potential H

M PM are the magnetization of magnetic material and permanent magnet with respect to the 

magnetic intensity 

,

B H M PM
1

0

(3) 

Where, 

B H M1

0

H J0
(1) 

B 0
(2) 

Maxwell’s equations can be written as 
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2.4 Application  of Preisach s Model

The magnetization M can be expressed as a scalar model, because the rotor rotates according to the input 
current angle synchronously. Therefore, it can be supposed that the domain in stator is an alternating field with 
reference to x axis and y axis. B and H of the domain in rotor is constant and is a rotating field, but it is an 
alternating field with reference to x axis and y axis, also [4]-[6]. It is natural that M, H which is calculated on the 
same axis has a same vector direction 

M t H t d d( ) ( , ) ( ( ))

( , ) ( , )
( )( )

d d d d
S tS t

(9) 

A more convenient treatment of this model is also to substitute the Everett plane for Preisach’s one as shown 
in (10). 

E H t d d( , ) ( , ) ( ( ))

In the Everett plane, the distributions of M, which is accepted from experimental data of material S40 and 
ferrite magnet, are Gaussian ones. 

3. Result and Discussion

Fig. 2, 3 show the torque characteristics of SynRM and PMASynRM at load 8kg-cm, 12kg-cm, respectively. 
Fig. 4, 5 shows i- loci characteristics according to each load conditions characteristics of SynRM and 
PMASynRM, respectively.  

Whereas average torque density has the same values according to the same load conditions, torque ripples of 
SynRM are larger than those of PMASynRM as shown in Fig. 2, 3.  

The q-axis inductance can be made to approach zero in PMASynRM, theoretically. The compensating flux 
can normally be obtained by ferrite magnets since Lq is sufficiently low. Whereas Ld is decreased by only 
saturation, Lq is decreased by additional counteracting the flux of P.M. in PMASynRM. Therefore, the higher 
currents of a SynRM for the same torque density of PMASynRM, the higher current magnitude as shown in Fig. 
4 and this is the reason of high torque ripple of SynRM.  

Experimental Comparisons are given with efficiency and currents angle characteristics of normal Synchronous 
reluctance motor (SynRM) and those of PMASynRM according to load as shown in Fig. 5.  

The hysteresis loss can be calculated by the area of the i-  loci times the frequency (66.7 Hz), and the copper 
loss can be calculated by the resistance times rms value square of phase current. 
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Fig .4 i-  loci in each load condition 

Other losses are the eddy current loss, mechanical loss and the stray load loss, etc. These losses are denoted in 
TABLE I. Output powers in simulation are the same with that developed in experimental test. Therefore, phase 
currents are similar to the experimental phase current.  

 Fig. 6 shows the each loss ratio to the total loss in each load condition. Whereas in hysteresis loss increasing 
current due to the increasing load should be enlarged, their rate in a core loss should be reduced at higher 
efficiency condition. However, the copper loss increasing rate of SynRM are lager than those of PMASynRM 
because of high current for the same torque dissipations, as shown in Fig. 2, 3, TABLE I. 
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TABLE I
COMPARISON OF LOSS IN SYNRM AND PMASYNRM

Load 
(kg-cm)

Efficiency 
(%)

Hy.
Loss
(W) 

Copper 
Loss
(W) 

Other losses 
(W) 

Phase current 
(A)

  SynRM   

6 83 12.3 19.4 8.6 3.85 
8 81 14.6 25.2 15.1 3.74 

10 86.2 16.3 30.1 14.6 4.05 
12 86.5 18.6 37.9 15.7 4.56 

  PMASynRM   

6 83.7 16.3 14.1 5.6 3.46 
8 84.7 17.7 17.9 9.45 3.9 

10 85.7 18.3 20.1 12.52 4.14 
12 86.8 21.3 25.2 9.47 4.63 
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Whereas the hysteresis loss rate of PMASynRM has the higher percentage than those of SynRM, the 
hysteresis loss values have similar those. 

For the purpose of the reason analysis, the hysteresis responses analysis of  teeth and yoke element in 
PMASynRM and SynRM is performed, when current id is 4[A], 25Hz (the same condition).  

From the analysis results, we can see that the magnitude of hysteresis in stator teeth is larger than those in 
yoke as shown in Fig 7 ,8. 

And it can be found that PMASynRM is more saturated than SynRM, but have similar hysteresis 
characteristics in spite of inserting a permanent magnet. 
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A characteristic analysis method has been proposed, which is suited for efficiency evaluation of machines 
with magnetic non-linearity.  

The i- loci which is total hysteresis loss, copper loss of a SynRM and PMASynRM(except mechanical loss, 
eddy current loss, stray load loss which are other losses in this paper) are investigated quantitatively on the basis 
of the proposed analysis method and the experimental test.  

In the PMASynRM, Lq was reduced by inserting permanent magnets in the direction of counteracting q axis 
flux, which results in increased Ld-Lq and Ld/Lq.

Also, the increased Ld-Lq and Ld/Lq can help improve torque density and power factor.  
And It is confirmed that the PMASynRM result in high output power performance through experimental and 

theoretical (numerical analysis) proof. 
Being developed an analysis method combined with a problem of vibration, eddy current loss it is surely 

possible for more precise analysis of an efficiency and power factor of electromagnetic machine and is useful to 
the change of a motor’s structure, material and the development of control algorithm for high efficiency 
performance. 

4. Conclusions
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Abstract – This paper deals with the analysis method for finding the characteristic of non-contact gears. The 
permanent magnet of the magnet gear is changed into the equivalent magnetizing current (EMC). And then
the flux density is calculated by Biot-Sarvart law from the current in a closed circuit. The torque of the magnet 
gear is obtained from the relation between flux density and magnetization current. The proposed analytical 
method is easier and simpler than the 3-dimensional Finite Element Analysis (3D FEA). The analysis results 
are compared with the experiment and the numerical analysis results.

Introduction

The conventional conveyor used in semiconductor manufacture adopts belts and various mechanical 
gears for power transfer from a drive source, and raise dust due to contact. Therefore, some special 
cleaning mechanisms are demanded for the reason. Recently, permanent magnets, owing to the 
development of various high-grade magnetic materials, are widely used in many applications such as 
motors, sensors, actuators, PM torques, etc. [1]. The non-contact gear using permanent magnets could 
be an attractive transmission mechanism for the conveyor system because it does not generate any dust. 

 Magnet gear consists of driven and driving skewed permanent magnets, like the helical type gear 
shape. The respective axes of the upper magnet and the lower magnet intersect each other 
perpendicularly and the respective peripheral surfaces are close to each other, but not in contact with 
each other, separated by a relatively small air gap. The torque is produced by the electromagnetic 
phenomenon between two permanent magnets. The permanent magnet with skew mounted at a 90 ( )
changes the transmission for direction without any direct contact. 

A characteristic analysis is very important to investigate the influences of main parameters related 
to the performance of the before designing it [2]. The magnet gear demands the 3-dimensional analysis. 
The popular method for 3D electromagnetic problems is 3D Finite Element Analysis, which is still 
powerful. However, the numerical method has some disadvantages, such as great computing time, 
complicated process and unsuitableness for the initial design stages.  

Therefore, an alternative method should be considered, the analytical approach based on the concept 
of the EMC could be useful for the design and analysis of the non-contact gear with permanent magnet. 
In this paper, the simplest EMC method coupled with Biot-Sarvart law is proposed to solve the 3-D 
electromagnetic problem. The permanent magnet is changed into the equivalent magnetization surface 
current [3-4], and the flux density is computed by Biot-Sarvart law from the calculated surface current. 
Then, the magnetic torque of the gear is obtained from the relation between flux density and the 
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magnetization current. First, for the validity of the analysis method, the flux density of the cylinder 
and square permanent magnet is analyzed by the proposed method, which is compared with the 
analysis results calculated by the numerical method. Secondly, the characteristic of the magnet gear is 
investigated and compared with the experiments. From the proposed method, characteristics of the 
magnet gear can be easily obtained.  

Analysis Model

Fig. 1 shows the relative position of each magnet in the magnet gear. The analysis model has two 
skewed permanent magnets that is the driving and driven permanent magnet, respectively. The each 
permanent magnet is fixed on two shafts crossed at right angle. The magnet gear has a space between 
two permanent magnets for the non-contact drive. The function of upper permanent magnet is to the 
running gear and the lower is to the passive gear. With the help of the skew in the permanent magnet, 
the driven magnet can be smoothly rotated according to the rotation of the driving magnet.  

The magnetic material is a ring type of Nd-sintered magnet. The residual flux density of 1.2 (T) 
magnetized at radial direction is used to design the magnet gear. The shafts are inserted into the hole 
of two permanent magnets. The normal component of the non-skewed model is a sine-wave 
distribution and the lateral flux leakage along axial direction is larger than that of the skewed model, 
which is due to the effect of skew. Material is the stainless steel. The permeability of the medium is an 
air, which allows the permanent magnet to be replaced as the EMC. This is due to the non-magnetic 
material with non-saturation characteristics.

Analysis Process

The magnetic flux density at P due to a rectangular loop carrying current Jmd, as shown in Fig. 2, is 
calculated by using the Biot-Sarvart law. The resultant flux density at the field point is the sum of that 
caused by four sides of the current from Jmd1 to Jmd4. Finally, the Lorentz force is used to find the 
magnetic force by the source element, which is obtained by the product of the resultant flux density 
and the conducting element dl at P.

Step 1)  Mesh generation of two permanent magnets  
Step 2)  Calculation of equivalent magnetizing current of each element [3,4] 
Step 3)  Set one element and determines the flux density B at a set point caused by all source elements 

n that carry a magnetization current by applying the Biot-Sarvart law as follows [5]: 
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where dB is the flux density caused by only a single side in the rectangular current loop . ar is the unit 
vector directed from the source point to the field point, R is the vector from the source element dl to the 
field point, I is the magnetization current replaced by the permanent magnet. dl is the length of the source 
element. n is number of elements of analysis model. i is the four side in the rectangular current loop. 
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Step 4) Calculate the magnetic force on the set point by applying the Lorentz force to the resultant 
magnetic field and the magnetization current at field point, which is expressed as: 

                                                                   eee BdldIFd                                                              (3) 

Fig. 1  Configuration of magnet gear permanent magnets    Fig. 2. The magnetic flux density at P due to  
(upper: running gear; lower: passive gear).                            rectangular loop carrying current. 

Step 5) Repeat from Step 3 to Step 4 for all elements to obtain the force acting on the permanent 
magnet

                                                                        
n

e

eFdF
1

                                                                (4) 

From the above procedures, the magnetic torque is calculated by the cross product of the magnet 
radius vector and the force vector acting on the observed permanent magnet.                                                      

Analysis Results

Rectangular type permanent magnet

The residual flux density of the permanent magnet is 1.2 (T). The magnet has a width 30(mm), height 
10, length 30 (mm) and y-axis magnetization. Fig. 3 shows the flux density distribution on the surface of 
the permanent magnet along the x-axis at height 11 (mm). The calculated results by Biot-Sarvart law, of 
normal and tangential component are matched with that obtained by 3D FEA. 
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Fig. 3. Flux density distribution comparison obtained by the proposed method and 3-D FEA. 

(a) front view.                      (b) side view. 

Fig. 4. Configuration of cylinder type permanent magnet with skew. 
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Fig. 5. Flux density of normal component.                             Fig. 6. Flux density of axial component. 

Cylinder Type Permanent Magnet

The cylinder type permanent magnet is used for the verification of the analysis method, as shown in 
Fig. 4. The residual flux density is 1.2 (T). The permanent magnet has eight poles and the skew angle 
of 45 ( ). Fig. 5 shows the flux density distribution of normal component along the surface in the 
middle of the permanent magnet length, which calculated using the analytic and numerical method. 
The normal component of the skewed model is a sine-wave distribution due to the effect of skew. Fig. 
6 shows the flux density distribution of axial component at the edge of permanent magnet. The lateral 
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leakage fluxes exist in both ends of the permanent magnet. The analysis results by the proposed agree 
well with that calculated by 3D FEA.

Magnet gear

The analysis model consists of two permanent magnets that is the same dimension plotted on Fig. 4 
and material properties. The air gap between the driven and the driving permanent magnet is 0.5 (mm). 
The magnet gear is divided into 20000 elements to apply the proposed method.

Fig. 7 shows flux density distribution in air gap between two permanent magnets according to the 
position of driving permanent magnet. The position related to two permanent magnets has an effect on 
the magnet torque. When the driving permanent magnet is placed in 22.5 ( ) of the driven permanent 
magnet ahead of aligned position, the flux density is distorted and has a large tangential component. 
This position can lead to a maximum torque. The black square line presents the flux density when only 
one permanent magnet exists.  

Fig. 8 presents that the variation of magnetic torque varying with rotation angles of the driving 
magnet is calculated by the proposed method. The torque maximum at 22.5 ( ) is 4.18 (kgf.cm). 
Furthermore, to examine the validity of the analysis method, the magnetic torque of the magnet gear is 
calculated by the 3D FEA and measured by an experimental unit. The number of element of the 
analysis region is 229070 for 3D FEA. For the magnetic field analysis, the element is a tetrahedron 
having four nodes. The mesh generation and the magnetic flux distribution vector are plotted on Fig. 9.  

Fig. 10 shows the experiment unit is made to measure the torque of the magnet gear by load cell, 
two permanent magnets and indicator. The shaft material is a stainless steel. The indicator displays the 
magnetic toque value. The measured torque is 3.98 (kgf.cm). In Fig. 8, when compared with data sets 
at the maximum torque, the results between the calculated and measured values are nearly similar. In 
this way, the calculation programs used in this study are suitable to design the magnet gear.  

Conclusions

In this paper, the improved analytical approach is proposed to analyze the 3D electromagnetic 
problem. This technique based on the EMC method has been coupled with Biot-Sarvart law. It was 
verified that the analytical simulation results have a good agreement with both experimental results 
and 3D FEA analysis results. The proposed method can effectively and exactly predict the 
performance of the magnet gear and will effectively assist the initial design of the magnet gear and 
other machines with 3D electromagnetic phenomenon.
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Abstract – The new method of placing electrostatic shields inside the paper-oil insulation to obtain a uniform 
electrostatic field is presented in this paper. The new construction is simpler for production processes and is 
less labour consuming and decreases the cost of an insulation system.  

Introduction

Very often, similarly as with the bushings, the capacitance control is applied in HV current 
transformers with a primary winding U-type or -type. Capacitance control has been used in main 
paper-oil insulation of HV instrument transformers for many years. In this case, the electrostatic 
shields pass through the whole main insulation of the primary winding as shown in Fig 1. Capacitance 
control, aluminium electric shields placed between the paper layers, enables uniform field distribution 
in insulation especially in cylindrical parts. These shields and the insulation make up the system of 
capacitors. The field distribution depends on the value of this capacitance and can be controlled by the 
parameters of the electric shields to protect the main insulation. The application of capacitance control 
is also necessary because the requirements concerning the electric strength and partial discharges of 
the system. The paper insulation is divided into thin layers, which increase its electric strength. The 
field distribution must be uniform on the boundary of solid insulation and inside it as well.  

Fig.1 System of main shield in main insulation of the primary winding of current transformers with primary 
windings U-type or -type and in a voltage transformer
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As applied in practice, construction solutions of capacitance control, in the main insulation of 
the lead conductor of the primary coils in HV voltage transformers, the electrostatic shields came into 
the HV coil and were joined to the layers at specifically determined electric potentials. 

The application of these solutions of the capacitance control gives satisfactory results but is 
found to be labour-consuming and increases the cost of insulation. 

The Mathematical Model

The distribution of potentials in any paper-oil main insulation and, as a result, the distribution 
of electric field strength is determined by the capacitance between the electrostatic shields.  
The author’s software, SHIELDS, was used to optimise the number, dimension and position of each 
electrostatic control shield in the insulation of the instrument transformer. Criteria of choosing the 
parameters of the electrostatic shields were: not exceeding the permissible electric field strength, 
uniform distribution of the electric field strength in the axis direction and the minimum difference of 
its value in the radius direction. The criterion of the SHIELDS’ iterative procedure of choosing the 
radius of the main and intermediate shields is the same difference of potential between the main 
shields and between the intermediate shields. 
          The electric field in an insulation system (after introducing the scalar electric potential E = - V
where E is the electric field strength) is described by Laplace's equation 

2 V = 0       (1) 
with Neuman's and Dirichlet's boundary conditions. Applying the commercial software OPERA3D 
based on the numerical finite element method makes it possible to solve this equation and estimate the 
field distribution. In electrostatic fields electrode surfaces will obviously have assigned potential 
boundary conditions (V=constant value). 

The Analysis of Electric Field Distribution

Modern current transformers have an “inverse construction” which means that the cores and 
windings are in the head. The HV terminals are on the top and the LV terminals are at the bottom. 
Therefore, the secondary windings of the current transformer and the endings of them at potential zero 
must all be insulated. In this case, the whole casing with cores and secondary windings must be 
insulated (Fig.2). This has proved to be costly, labour-consuming and very difficult to design and 
make.

a) b)

Fig.2 The casing with cores and paper-oil insulation with electrostatic shields and distribution of electric 
potential inside paper-oil insulation of the casing 
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In this new approach, the casing with cores or HV coil can be insulated separately and the 
electric shields, which do not pass through the insulation, are only placed in the cylindrical part of 
insulation at the edge of the insulation. It requires very accurate computations of the parameters of 
electrostatic shields and determination of electric field distribution especially where the shields begin. 
The electrostatic shield can not begin simultaneously and the position of their beginnings must be 
computed to obtain an optimal field distribution. Fig.3 shows how the shields should be wound in 
paper-oil insulation. The beginning of the main electrostatic shields are inside the paper insulation and 
in this part there are not any problems with surface discharges as on a boundary of solid insulation but 
is very important to eliminate any non- homogeneousness in this region.  

a)

intermediate shields main shields
b)

Fig.3 The difference between an old (a) and new (b) method of placing electrostatic shields 

a)

b)

Fig.4 Distribution of the electric field strength in the insulation system with capacitance control for an old (left 
hand column) and new (right hand column) method of placing electrostatic shields 
a) in the axis direction  and                                               b) in the radius direction 

d1

d2
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Fig.5 Distribution of electric field strength [V/mm] inside paper-oil insulation  
a) of the casing with cores and paper-oil insulation without electrostatic shields 
b) of the pipe with the endings of the secondary windings in the place where the shields begin  

Application of this new method opens up the possibility of joining different insulation 
material, for example paper-oil insulation and epoxide resin. Some constructional solutions of current 
transformers of “inverse construction” insulation using joining material were considered. For example, 
casing with cores may be insulated by epoxide resin (without electrostatic shields) and the pipe with 
endings of secondary windings may be insulated by paper-oil insulation with capacitance control. 

The difference between paper-oil insulation and joined insulation lies in the fact that 
electrostatic shields must be somewhat shorter because of joining and this causes an increase of 
electric field strength in paper-oil insulation from 12.6kV/mm to 15.8kV/mm. The introduction of 
these two kinds of insulating materials caused a further increase of electric field strength to 
17.5kV/mm. 

Fig.6 Distribution of electric field strength [V/mm] inside paper-oil insulation in the place where the shields 
begin for two different versions with joining paper-oil and epoxide resin insulation 

The main problem in this case is the use of proper technology in joining both forms of 
insulation so as to prevent the existence of oil between paper-oil and epoxide resin insulation which 
can cause break of insulation. 
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The next problem was with the insulation of the casing because electric strength of paper oil 
insulation (70 80kV/mm) is four times larger than that of epoxide resin (19 26kV/mm). It was 
necessary to change the construction of casing, to enlargen the radius of the casing’s corners (from 22 
to 40mm) and to obtain a larger thickness of insulation resulting in a lessening of electric field strength 
to 16kV/mm at assumption the same external dimensions. 

Fig.7 Diagram of joining paper-oil and epoxide resin insulation and distribution of electric field strength 
[V/mm] inside epoxide resin insulation for versions with casing corners 40mm joining paper-oil and epoxide 
resin insulation 

The next example, the main insulation of HV coil of voltage transformer (Fig. 8) was considered. 
In this new approach, the HV coil is insulated separately and the shields are only placed in the 
cylindrical part of insulation. 
All of the designed prototypes of the current and voltage transformer presented in this paper were 
built and successfully passed all HV tests.

a)

b) c)

electric field distribution in this case 
a) diagram of placing the electrostatic shields 
b) of the HV voltage coil - primary winding of the voltage transformer  
c) of the of lead conductor of HV coil in the place where the shields begin 

Fig.8 New method of placing electrostatic shields applied in main insulation of HV voltage transformer and 
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Conclusions

The new method creates the possibility of applying this construction as well for main isolation 
of the inverse construction of HV current transformers as for HV voltage transformers. This 
construction is simpler for production processes and may be automated. It is not so labour consuming 
and decreases the cost of the insulation especially for an “inverse construction” of a current 
transformer. Also, this method opens up the possibility of joining different insulation material. This 
proposed solution of a new approach to capacitance control was applied in a real-life model of HV 
instrument transformer and has successfully passed all HV tests. 
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Abstract – The paper presents a comparison between measured and calculated results of harmonic analysis of 
the air-gap’s magnetic flux density in a three phase squirrel-cage induction machine. The comparison is 
made in order to evaluate the accuracy of a multi-slice finite element model which is intended to be used in 
analyzing the effect of skewing of rotor bars. The presented comparison is focused on higher order 
harmonics, mainly slot harmonics. In conclusion, the paper also discusses how the geometry of used 
measurement coils influences the harmonic spectrum of the induced voltage. 

Introduction

A previously published paper [1] presented a comparison between characteristics of a four 
pole three phase squirrel-cage induction motor with different number of rotor slots.  
A multi-slice finite element model of the machine was developed to study how skewing of 
rotor bars influences the harmonic contents of the machine’s air gap magnetic flux density. 
Since higher harmonics are closely related to parasitic torques which cause torque dips in 
torque-speed curves [2], the study of air-gap magnetic flux density harmonic spectrum is 
essential.
Higher harmonics are classified as a consequence of the saturation of magnetic paths, the  
non-sinusoidal distribution of the MMF in the air gap caused by the stator and rotor winding 
and the reluctivity of the air gap due to stator and rotor slotting (i.e. slot harmonics). The 
order of predominant slot harmonics  depends on the number of slots Q  and the number of 
poles p  of the induction machine as in (1), where 1, 2, 3,...k , the subscript r stands for 
rotor and s stands for stator. 

r(s)
r(s) 1

Q
k

p
     (1) 

The aim of the proposed paper is to evaluate how results from finite element analyses 
correspond to measured values, thus evaluating accuracy of the finite element model. The 
paper presents a comparison between harmonic contents of magnetic flux density evaluated 
using finite element analyses and measurements by using measurement coils placed in the 
machine in a different manner. Measurement coils spanned one pole pitch. One coil was put 
into stator slots, the other three were placed in the air-gap area, i.e. pasted on stator teeth. 
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Machine Details, Measurement Of Induced Voltages And 
Evaluation Of Magnetic Flux Density Harmonics

Measurements and FEM calculations were conducted on an AC servomotor, i.e. a three phase 
squirrel-cage induction motor, with a four pole stator winding in star connection. The stator 
had 36 slots. The rotor was skewed for one stator slot pitch and had 34 slots. Both, stator and 
rotor slots were semi-closed. The machine had a shaft height of 132 mm, a core length of 230 
mm and an air-gap of 0,5 mm. The used magnetic material was a non oriented fully-processed 
steel with the standard designation M530-50A, of 0,5 mm thickness and maximal total losses 
of 5,3 W/kg at 1,5 T.  
Measuring coils enabled the measurement of voltages, induced by the flux of one pole pitch. 
Thus, coils spanned 9 stator teeth in width.
Coil A was put in stator slots, its axial length equaled the axial length of the stator yoke. Coils 
B, C and D were pasted on stator teeth. Coil C was skewed in the same manner as was the 
rotor, thus sensing the air-gap flux as if the rotor was not skewed. Coils B and C had an axial 
length of 1/2 of the stator yoke Fe( )l . Coils A, B and C had 1 turn. Coil D had 4 turns and its 
axial length was 1/16 of the stator yoke. Coils B, C and D were placed in the center of the 
stator yoke. 
The time-varying flux, which induced the measured voltage in a measuring coil, was obtained 
by using a numerical integration technique. The magnetic flux density was then calculated by 
knowing the appropriate coil cross-section. Harmonic spectrums of the calculated magnetic 
flux densities were obtained by using Fast Fourier Transformation. 

Measured Voltage Waveforms And Magnetic Flux Density Harmonic Spectrums

Under ideal no-load conditions, induced voltages in the measuring coils were measured at 
rated voltage, rated frequency and a resolution of 20 s . Ideal no-load conditions were 
assured by driving the tested induction motor by a synchronous reluctance motor. Both 
motors were fed from the same power supply, thus ensuring the same supply frequency for 
both machines. 
Fig. 1 through Fig. 4 present waveforms of the measured voltages, induced in the measuring 
coils A, B, C and D.
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Fig. 1 Induced voltage in measuring coil A 
(placed in stator slots, Fel l )
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Fig. 2 Induced voltage in measuring coil B 
(pasted on stator teeth, Fe 2l l )
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Fig. 3 Induced voltage in measuring coil C 
(pasted on stator teeth, skewed, Fe 2l l )
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Fig. 4 Induced voltage in measuring coil D 
(pasted on stator teeth, Fe 16l l )

Fig. 5 through Fig. 8 present harmonic spectrums of measured voltages. 
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Fig. 5 Harmonic spectrum of induced voltage in 
measuring coil A, 

where the fundamental harmonic equaled 5,06 V 
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Fig. 6 Harmonic spectrum of induced voltage in 
measuring coil B,  

where the fundamental harmonic equaled 2,54 V  
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Fig. 7 Harmonic spectrum of induced voltage in 
measuring coil C,  

where the fundamental harmonic equaled 2,73 V  
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Fig. 8 Harmonic spectrum of induced voltage in 
measuring coil D,  

where the fundamental harmonic equaled 1,24 V  

Fig. 9 through Fig. 12 present harmonic spectrums of the magnetic flux density evaluated 
from induced voltages in measuring coils A, B, C and D. 
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oad conditions were 
ed by using a FEM software package (Ansys). The flux of one pole pitch was 

under two stator teeth (under an 
 

 

Fig. 13 Nodes that were used to read values of magnetic vector potential 

Static 2D FEM calculations of the described motor under ideal no-l
perform
calculated by subtracting values of magnetic vector potential 
angle of one pole pitch) and multiplying this with the machine’s stack length. Magnetic field
densities were calculated by dividing the flux with the area of one machine pole.  
Fig. 13 shows the nodes that were used to read values of magnetic vector potential. The nodes
in question were in the middle of the air-gap.  

Fe 16l l ),
where the fundamental harmonic equaled 0,594 T  

Magnetic Flux Density Harmonic Spectrums From 2D FEM Analyses
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Fig. 12 Harmonic spectrum of magnetic flux-density 
evaluated by coil D (pasted on stator teeth, 

Fe 2l l ),
where the fundamental harmonic equaled 0,650 T  
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Fig. 11 Harmonic spectrum of magnetic flux-density 
evaluated by coil C  

(pasted on stator teeth, skewed, 

Fe 2l l ),
where the fundamental harmonic equaled 0,624 T  
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Fig. 10 Harmonic spectrum of magnetic flux-density 
evaluated by coil B (pasted on stator teeth, el l ),  

where the fundamental harmonic equaled 0,609 T  
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Fig. 9 Harmonic spectrum of magnetic flux-density 
evaluated by coil A (placed in stator slots,
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Fig. 14 presents the harmonic spectrum of the magnetic flux density obtained from the 
magnetic flux. The full line (a) presents the harmonic spectrum of magnetic flux density in the 
case of alignment of stator and rotor tooth (at node Az1) at the start of rotation. The dashed 
line (b) presents the harmonic spectrum of magnetic flux density when the stator and rotor 
tooth are not aligned (at node Az1) at the start of rotation. 
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Fig. 14 Harmonic spectrum of the magnetic flux density obtained from the magnetic flux,  
where the fundamental harmonic equaled in case (a) 0,648 T and in case (b) 0,652 T 

(a - alignment of stator and rotor tooth, b - stator and rotor tooth are not aligned at the start of rotation) 

Magnetic Flux Density Harmonic Spectrums From Multi-Slice FEM Analyses

The multi-slice finite element model was developed to study how skewing of rotor bars 
influences the harmonic contents of the machine’s air gap magnetic flux density.  
The machine’s magnetic field was calculated in 11 different starting positions of the rotor (the 
angle between the first and last position equaled one stator slot pitch). In all of these 
calculations the same current waveforms were used. Read values of magnetic vector potential 
were then averaged over all positions and the magnetic flux density was evaluated by using 
the above described procedure. 
Fig. 15 presents the harmonic spectrum of the magnetic flux density obtained from the 
magnetic flux, when the rotor is skewed for one stator slot pitch. 
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Fig. 15 Harmonic spectrum of the magnetic flux density obtained from the magnetic flux,  
where the fundamental harmonic equaled 0,705 T  
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Conclusion

Harmonic spectrums of measured induced voltages and magnetic flux-densities differ because 
of the placement of measuring coils and their axial length. The larger the measuring coil is the 
grater is the influence of the leakage flux from the winding ends. Therefore, with the increase 
of the coil cross-section the damping of higher harmonics also increases. All of these can be 
observed from Fig. 1 through Fig. 12. Harmonic spectrums of measured induced voltages in 
measuring coils B, C and D do not include the 37th harmonic (stator slot harmonic), because 
they are put directly onto stator teeth. Despite the large area of the measuring coil A, the 
harmonic spectrum of measured induced voltage in this coil includes all slot harmonics (16th,
17th, 18th, 19th, 33rd, 35th, 37th). A comparison of harmonic spectrums of measured induced 
voltages in coil B and C (Fig. 6 and Fig. 7) illustrates how skewing influences higher 
harmonics. In Fig. 6 the value of the 16th, 18th and the 33rd harmonic is lower than in  
Fig. 7, although Fig. 6 shows a higher value of the 35th harmonic than in Fig. 7.  
Harmonic spectrums from 2D FEM analyses (Fig. 14) include all slot harmonics (16th, 17th,
18th, 19th, 33rd, 35th, 37th). By using a multi-slice FEM analysis the effect of rotor skewing 
could be taken into account. Harmonic spectrums from multi-slice FEM analysis showed (Fig. 
15) that in the case of rotor skewing for one stator slot division the 33rd rotor slot harmonic 
could be eliminated.  
Harmonic spectrums of results from FEM analyses show good agreement in the order of 
predominant higher harmonics. The fundamental harmonic values of magnetic flux densities 
show also a good agreement with measured values. Therefore, the multi-slice model can be 
used in the analysis of skewing effects on the harmonic content of the air-gap magnetic flux 
density (also machine behavior at different load conditions). Nevertheless, multi-slice FEM 
analyses can not include the damping of higher harmonics in the end rings of the rotor’s 
squirrel cage.
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Abstract - This paper describes the iron loss characteristics analysis of a skewed induction motor by the 3-D 
Finite Element Method (FEM) with a new mesh modification method for skewed motors. The accuracy of the 
iron loss analysis and the effects of the iron loss on the skew are quantitatively clarified by comparing the 2-D 
and 3-D results. 

Introduction

The accurate estimation of iron loss of skewed induction motors is desired for environmental problems. 
Especially, it is important for the high efficient design of motors to clarify the iron loss (the eddy current 
loss and the hysteresis loss) using the 3-D Finite Element Method (FEM), because it is difficult to obtain 
the accurate value of the iron loss in experiments. 

In time-stepping analysis of an induction motor by the FEM, it is necessary to shorten the interval of 
electrical angle ( t) in order to obtain the accurate value of iron loss because of the harmonic 
components of the magnetic flux in the cores. However, if t is shorter, the CPU time becomes longer. 
Therefore, it is very important to study the effects of t on the iron loss analysis. 

In this paper, we analyze the iron loss of a skewed induction motor with the 3-D FEM with a new 
mesh modification method for skewed motors in order to estimate the iron loss accurately. Then, we 
study the effects of t and skew on the iron loss. Furthermore, the analytic accuracy of the iron loss 
is quantitatively clarified by comparing the iron loss of the skewed motor with that of the no-skewed 
motor in the 2-D and 3-D FEM. 

Method of Analysis

Magnetic Field Analysis: The fundamental equations of the magnetic field can be written using the 
magnetic vector potential A and the scalar potential  as follows [1]: 

eJJA 0)rotrot( , grad
te
AJ , 0div eJ     (1)

where  is the reluctivity, J0 is the exciting current density, Je is the eddy current density, and  is the 
conductivity. 

New Mesh Modification Method for Skewed Motors: Our new developed mesh modification method 
for the skewed motor analysis is carried out as follows [2]: 

First of all, the conventional 3-D mesh for the motor analysis is prepared, which is without skew 
and is made by building up the 2-D mesh as shown in Fig. 1 (a). The air gap between the stator and the 
rotor is divided into two areas. One is the air gap of rotor region, and another is that of stator region. 
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Next, the elements in the air gap of the rotor region are deleted as shown in Fig. 1 (b). Then, the rotor 
is skewed as shown in Fig. 1 (c). The elements in the air gap of rotor region are generated with the 
auto-mesh generator in the Delaunay method. At last, the skewed rotor region and the stator region are 
connected each other with the new air gap of the rotor region as shown in Fig. 1 (d). 

In our method, the auto-mesh generator is essential, however, it is used for only making the initial 
mesh because the new rotor region in Fig. 1 (d) can be rotated with the conventional mesh 
modification method for motor analysis. Therefore, the computational cost for the mesh modification 
is very small. 

Calculation of Iron Loss: The eddy current loss Wed in the laminated cores is estimated as follows [3]: 
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where Ke is the coefficient of the eddy current loss which is the experimental constant by the Epstein 
frame, D is the density of the steel sheet, N is the number of time step per one time period, Br, B  and 
Bz are the flux density of the radial direction, the rotation direction and the z-direction, respectively.

The hysteresis loss Why taking into account the major and minor loops can be estimated as follows [3]: 
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where Kh is the coefficient of the hysteresis loss which is the experimental constant by the Epstein 
frame, T is the period of analysis time, NE is the number of the elements in the steel sheet and Vi is 
the volume of the i-th element. Npr

i, Np
i and Npz 

i are the number of the maximum or minimum value 
of the flux density of the radial direction, the rotation direction and the z-direction of the i-th element, 
respectively. Bmr 

ij, Bm
ij and Bmz 

ij are the amplitude of the flux density of major and minor hysteresis 
loops of the radial direction, the rotation direction and the z-direction, respectively.

Analyzed Model and Conditions

Fig. 2 shows the analyzed model of a squirrel-cage induction motor, the rotor of which is skewed with 
two rotor slot pitch. Table 1 shows t ( t) of each model. In this paper, the aim of this analysis is to 
obtain how analytical results of the iron loss are affected in case that we change t. We calculate the 
skewed model in case that t=5 and 20 degree. The no-skewed models in both the 2-D and the 3-D are 
analyzed to compare the results with that of skewed models. t of the 2-D analysis is very small 
enough to calculate the iron loss accurately. Table 2 shows the analyzed conditions. The conductivity of 
secondary conductor in the 2-D model is different from that in the 3-D model to take into account the 
effect of end-ring in the 2-D analysis. 

(c) skewing of rotor (b) deletion of elements (a) conventional 3-D mesh 
(without skew) 

air gap of stator region 

rotor region stator
region

rotor
stator  

air gap of rotor region 

(d) mesh after connection 
stator region new rotor region 

new air gap of  
rotor region 

Fig.1. Process of skewed initial mesh creation. 
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Results and Discussion

Fig. 3 shows the waveforms of the flux density in the surface of stator teeth. From this figure, 
differences are found between the waveforms in the lower section and those in the upper section due to 
the skew. From Fig. 3 (a), it is also found that there are a lot of harmonic components in the surface of 
stator and rotor teeth. On the other hand, in Fig. 3 (b), the waveforms have less harmonic components 
because t is not short enough. 

Fig. 4 shows the contours of iron loss in case that t =5 degree. From Fig. 4 (a), it is found that 
there is a lot of hysteresis loss in the surface of stator and rotor teeth because there is much harmonic 

Table 1. t ( t) of each model 
t (deg.) t (ms) 

20   0.9259  2 rotor slot 
pitch skew 5   0.2315  3-D FEM 
no-skew 5   0.2315  

2-D FEM no-skew 2   0.09259   
Table 2. Analyzed conditions 

Number of poles 4   
Line voltage (V) 230   
Coil turn (turn) 130(=32+33+33+32) 
Resistance of coil ( /phase) 0.4496   
Frequency of line voltage (Hz) 60   
Rotor speed (min-1) 1,200   
Slip 0.333   

3-D FEM  2.116 107Conductivity of  
secondary conductor (S/m) 2-D FEM  1.557 107
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Fig.4. Contours of iron loss ( t = 5 deg.).
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Fig.3. Waveforms of flux density. 
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components in the surface of the cores. It is also found that the hysteresis loss density at the lower part 
in the surface of the rotor is larger than that at the upper part. From Fig. 4 (b), it is clarified that the 
eddy current loss is found more than the hysteresis loss especially on the surface. 

Fig. 5 shows the calculated iron losses. In skewed models, the hysteresis loss becomes slightly large 
and the eddy current loss becomes much large if t is shortened. You can see the reasons in Fig. 3 (a). 
It is that the hysteresis loss is hardly affected by harmonic components. On the other hand, the eddy 
current loss is remarkably affected. Therefore, the calculation of the eddy current loss needs to be set t
very short. 

The hysteresis loss is almost the same between the 3-D no-skewed model in case that t=5 degree 
and the 2-D model in case that t=2 degree. On the other hand, the eddy current loss in the 3-D model 
is smaller than that in the 2-D model. Consequently, if t is set such a short interval as 5 degree, it is 
expected that the hysteresis loss of skewed models can be calculated properly. However, the eddy 
current loss under that condition is estimated less than the actual value. 

Table 3 shows the discretization data and CPU time. Much CPU time is needed even if our new 
mesh modification method is used. 

Table 3. Discretization Data and CPU Time 
(skewed model, t =5deg.)

Number of elements 366,327    
Number of nodes 66,609    
Number of edges 445,973    
Number of unknown variables 435,959    
Average number  
of non-linear iterations 12.1    

Number of time steps 504    
Total CPU time (hours) 2,182    

Computer used: Pentium 4 (2.8GHz) PC

Conclusions

In this paper, we analyzed the eddy current loss and the hysteresis loss of a skewed induction motor 
by the 3-D FEM using a new mesh modification method for skewed motors in order to estimate the 
iron loss. In this model, the eddy current loss is changed very much and the hysteresis loss is changed 
a little by t. And, we clarified that the iron loss of the skewed model is large compared with that of 
the no-skewed model. Furthermore, in this case, it is clarified that the hysteresis loss of skewed 
models can be calculated properly in case that t=5 degree. However, it is also clarified that the eddy 
current loss under this condition is estimated less than the actual value. 
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Abstract – Simulation of the functioning of electrical systems and numerical modelling of electromechanical 
equipment are modern means of design electrical engineers increasingly use. A numeric Simulink model is 
suggested in the paper, allowing the simulation of the permanent magnets synchronous machines functioning 
both in motor and generator regimes. The model has been developed on basis of the results obtained from the 
2D numerical modelling of the magnetic field in the machine. The accuracy of this model is checked by 
means of comparing the results of the simulation to the results of the real life experiment. 

Introduction

Dynamic models of permanent magnets synchronous machines, PMSM, are usually implemented 
based on the assumption that the flux established by the permanent magnets in the stator is sinusoidal. 
These models operate with inductances that may be considerate variable with saturation [1-2].  
This paper proposes a phase coordinate dynamic model, which uses the phase fluxes and torque values 
previously computed with the finite element method. For all possible machine states that are 
determined from different rotor position and phase current values in chosen intervals, a series of 2D 
magnetostatic field problem is solved.  
Since this dynamic model is approximates to the real machines more closely, it is a good tool for 
electric drives design. The model takes into account the magnetic nonlinearity and the slots influence 
and may consider the skewed yokes, if applicable. It was designed in order to have the possibility to 
connect with power electronics blocks from SimPowerSystem Simulink Toolbox [7].  

The Circuit Model

In the phase voltage equations, (1), uk, ik, ek, represent 
the phase value of winding voltage, current and back-
emf induced by phase flux, R is the resistance and L
is the leakage inductances of the overhung winding.  

CBAke
dt
diLRiu k

k
kk ,,, (1)

We assume that the phase fluxes dependence with 
stator currents and rotor position is known: 

k= k(iA, iB, iC, ), k=A,B,C. The Y stator winding Fig.1. Three-phase circuit of PMSM 
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connection allows the reduction the number of initial variables by substituting the phase currents iA, iB,
iC, with i , i , spatial phasor components of stator current. The fluxes derivates are computed through 
partial derivate (2):

In the equivalent PMSM diagram in Fig. 1, which resulted from equation (1), the emf components are 
highlighted on each phase, and they were calculated through partial derivatives of the fluxes (3): 

In this diagram, points A1, B1, C1, separate the circuit elements whose voltage depend on the currents 
derivates. The voltages eAB and eBC, between the points A1, B1 and B1 C1 have the following 
expressions (4): 

Taking into account equations (2) and the relation between the phase currents, ia+ib+ic=0, imposed by 
the Y connection, and using the following notations AB= A- B and BC= B- C, the above 
mentioned voltages (4) can be expressed based only on two currents ia and ic:
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By means of adding the mechanical equations to (5), a differential equation system, (6), is obtained, 
which will be integrated into Simulink. The state variables of the system will be: ia, ic,  and 
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Through applying the second Kirchhoff theorem, the voltages eAB
and eBC can be expressed based on the line voltages and the emf 
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voltages induced by the movement of the rotor:

CB
CABCBC

BA
CAABAB

iiRue

iiRue

2

2
. (7)

The implementation of the dynamic model is made starting from the equivalent diagram in Fig. 2, 
obtained through the replacement of the circuit part limited by points A1, B1, and C1 in Fig. 1, with two 
remote controlled current sources, ia and ic whose values are known after solving the equation 
system (6). 

Computing the Fluxes and Torque Dependences with Rotor Position and Currents
by FEM Analyses of Electromagnetic Field

For a given rotor position and time, the 2D 
magnetostatic field in a cross-section is computed by 
FEM in MATLAB environment using PDE Toolbox 
functions [5]. The maximal current value establishes 
the domain that must be considered for the variation of 
the i , and i  stator currents. The sources of the 
magnetic field, represented by the currents densities 
are computed by means of equations (2) and the 
relation ia+ib+ic=0, imposed by the Y winding 
connection. Due to the periodical structure, it is 
sufficient to consider only half a pole-pitch rotor 
movement. For the studied six poles PMSM, the flux 
density chart and the equiflux lines of the magnetic 
field for load condition are presented in Fig. 3. The 
interdependence of fluxes, currents and rotor position, 
necessary for a dynamic model, is obtained from the 
numerical solution of magnetic field  problems, solved  

(a) (b) 

A A

(b) electromagnetic torque Te=Te(i , i )| [0÷30]. 

WbA

AiAi

NmeT

AiAi

Fig. 3 The 2D FEM results in cross sections 

Fig. 4. The families of surfaces resulting from FEM. (a) phase A flux. = (i , i )| [0÷30]. 
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Fig.5. The MATLAB Simulink Model of Permanent Magnet Synchronous Machines 

for all possible current values and positions in the selected domains. Also, by means of the virtual 
magnetic work method, the electromagnetic torque is computed [3]. Moreover, as the dependences of 
fluxes and the torque with rotor position are known, by making an average of the computed values 
along the yoke length, this method may be applied in the case of skewed stator as well. For the 
investigated PMSM, the surfaces families dependences of the phase A flux, k= k (i , i , ), and 
electromagnetic torque Te=Te (i , i , ) are plotted in Fig.4.

Dynamic Model

The model of the synchronous machine, in Fig. 5, is partially made up of components taken from 
SimPowerSystem toolbox, and partially of blocks from the Simulink main library. The Look-up table
blocks contain the three-dimensional matrices of the partial derivates of fluxes, the torque values 
matrix depending on the position of the rotor and on the currents i  and i , computed using 
relation (2), in accordance with the known ia and ic.
The diagram from Fig. 2 is implemented in the I.a. zone, from Fig 5. In each phase circuit there is a 
resistance and a remote voltage source corresponding to the emf voltage induced by the rotor 
movement: /k

. There is a remote controlled current source in both circuit phases a and c.
The voltages from those current sources are transferred to the I.b. zone of the diagram that corresponds 
to the equations (6a-b). The partial derivates of the fluxes AB and BC, with respect to the currents 
i  and i , provided by the Look-up table blocks, are used for the computation of the elements in 
matrix M, (5). 
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Fig. 6. Block diagram for generator regime 
with rectifier bridge and resistive load
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at n=1000 rpm 

The blocks corresponding to the equations of the movement of the rotor (6c-d) are placed in the lower 
part of the diagram, in zone II. The access in the electromagnetic torque Look-up table is possible 
through some blocks that scale the entrance values. They are correlated with the way in which the 
torque values were accumulated, considering the recurrence of the magnetic phenomena. 

Model Validation

In order to evaluate the method, the PM synchronous machine with following rated data: PN = 4 kW, 
MN = 9.6 Nm, IN = 9.3 A, M0m = 16 Nm, I0m = 14.9 A, kE = 65 V/krpm, KT = 1.075 Nm/A, was 
analysed. In this section of the paper the simulations results and the experimental results are presented 
comparatively. The experimental tests were performed on two identical coupled synchronous 
machines, one functioning as motor, fed from an inverter in a speed control loop, and the other 
functioning as generator, with resitive load coupled by a rectifier bridge. A power analyser was used to 
record the evolutions in time for the currents and for the line voltages. 
The diagram generator simulation, Fig.6, contains the model for the synchronous machine with 
permanent magnets from Fig. 5, under the MPR0960 mask. The computed phase to phase voltage 
versus current curve at n = 1000 rmp, plotted in Fig. 7 is similare to the experimetal curve. A 
comparison between the measured and the simulated results of terminal voltage and current waveform, 
and of its harmonic analyses, for I = 10.19 A load current, is presented in Fig. 8.  

(a) (b) 

Fig. 8. Measured and calculated phase to phase voltage and current in generator regime 
 with rectifier bridge and resistive load. (a) Time dependence. (b) Harmonic analyses.  
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Fig. 9 Motor speed control block diagram 

The testing of the model in motor regime was performed in a classical speed control drive, Fig. 9. The 
time-dependent variations of the currents and of the rotor speed trekking the reference speed are 
presented in Fig. 10. If the recordings for the measured currents, when reversing the speed, are 
compared to the simulated results, Fig. 11, it can be easily noticed that the simulated phenomenon is 
faster than the real one. The difference is caused by the discordance between the regulator coefficients. 

Fig. 10. Simulation results of motor reversing
Fig. 11. Currents measured and calculated  

at speed reversal

Conclusions

The proposed method provides a dynamic model that considers the magnetic nonlinearity, the 
influence of the slots and the possible skewed yokes. In order to reduce the computation effort for 
finding the phase fluxes and torque matrices, the periodical structure of machines is exploited. The 
model is a good tool for electric drive simulations, and this method is more effective than FEM 
analyses using the time-stepping technique [4]. The implementation of the dynamic model in the same 
software with FEM of magnetic field computation is a good way to correlate the design of the electric 
machines, power electronics and drive systems. 
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Abstract – The paper is aimed at computer simulation of SAR distribution in human body dedicated to the 
investigation  of how SAR distribution depends on polarizations. The simulation is based on   FDTD  
calculations of the whole-body averaged SAR in an anatomically realistic voxel model of the human body. 
SAR values are presented for 900 MHz, 1800 MHz, 2400 MHz for plane wave exposure.

Introduction

The increasing use of wireless  portable communication devices has created public concern about their safety, in 
spite of the fact that many reports show no substantive scientific evidence of a long-term public health hazard. 
On the other hand available experimental evidence indicates that the exposure of resting humans to 
electromagnetic field (EMF)  for about 30 min produces the  whole-body SAR in amount of 1 to 4 W kg-1 , that 
causes  a body temperature to increase of approximately 1 0C [1]. In tissue, SAR is proportional to the square of 
internal electric field strength (|E|2) and complex conductivity *= + 0 r ( ) and its values depend on the 
following factors:   

1) the incident field parameters, i.e. the frequency,  intensity, polarization, 

2) the characteristic of the exposed body, i.e., its size and internal and external geometry, and  electric properties 
of the various tissues,   

3) ground effects and reflector effect of other object in the field near the exposed body. 

In this paper authors investigated how SAR distribution depends on polarizations using model based on Human 
Visible Project developed by U.S. National Library of Medicine [2]. The model consists of approximately 18 
millions voxels, each of dimension 3mm,  fulfilling    the phantom of an adult, segmented into 42 tissue types, as 
shown in Fig 1. Dielectric properties of tissues were described  by the Cole–Cole approximation (Eq. 1-2)[3] for 
considered frequencies, i.e., 900 MHZ, 1800 MHz, 2400 MHz, with the parameters given by  Gabriel [4]. 
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where:  determines the spread of relaxation frequencies within the tissue (i.e., the higher  is, the more spread 
are the relaxation frequencies),  is the high frequency relative permittivity, s is the low frequency relative 
permittivity. 

Results

In order to investigate influence of polarization on SAR, authors considered twelve situations  as shown  
in Fig. 2 [5].  

1 2 3 4   

5 6 7 8

9 10 11 12

Fig.1 Human realistic model: 42 tissues anatomically correct 

Fig. 2. Twelve different polarizations 
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Results of calculations are shown in Table I.  

TABLE I. Result of calculations of whole-body SAR 

As it can be seen from Table 1 the worst case is polarization “3” where SAR value is 0.0643 W kg-1 for 1800 
MHz. In Fig. 3-4 maxSAR [W/kg] distribution in body model for polarization ”3” is shown. 

Fig.3 maxSAR distribution in body model for polarization “3” for 900 MHz 
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Conclusion

According to the results we can find out that when the long axis of the human body is parallel to the electric field 
vector, and under plane-wave exposure conditions (i.e., far-field exposure), whole-body SAR reaches maximal 
values (as shown in Figure 2 and in the Table I). In general, exposure to a uniform (plane-wave) electromagnetic 
field reveals  in a highly non-uniform deposition and distribution of energy within the body, which must be 
assessed by computer dosimetry  as shown in this paper or by measurement using phantoms. 
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Abstract – The experimental study of an electromagnetic pump for high temperature liquid metal shows 
many technical inconveniences, and economical disadvantages. Simulation can be a more reasonable 
alternative from the technical and economical point of view. But, in order for the simulation to be considered 
reliable, it must be experimentally validated. In this paper we present the experimental validation of ANSYS®

code for the electromagnetic simulation of a liquid metal pump, whose principle and working process are 
described.

1. Introduction

The experimental study of an electromagnetic pump shows a number of technical inconveniences and 
economic disadvantages. In order to operate an electromagnetic pump with molten aluminium, a large 
facility with many different devices, monitoring equipment, safety measures and specially trained 
personnel are required. As an example, we can mention the pre-heat oven, crucible, melting furnace, 
adjustable power supply, PLC, etc. And all these bulky devices need a huge space. For a small laboratory, 
the investment in space and money is very high if the main aim is only to study the operation of a pump 
from an electromagnetic point of view. In a recent article [1], the authors used a solid secondary in an 
electromagnetic pump only for the purpose of studying electromagnetism and obtaining a general idea of 
the thrust provided by the pump. So, from the technical point of view, if the electromagnetism of the pump 
is the aim of the study, it is enough to use a test bed with a solid secondary. When we say that working with 
high temperature liquid metals present ‘technical inconveniences’, we mean that a lot of work must be 
done, during a long period of time, to tune all the required facilities and check all safety measures. Working 
with a solid secondary is faster, considerably cheaper, safer and the results can be extrapolated to liquid 
secondary [2]. 

An electromagnetic pump is a magnetohydrodynamic device. Magnetohydrodynamics (MHD) is the theory 
of interaction of electrically conductive fluids with magnetic fields. It is important in many engineering 
problems, such as molten metal pumping and finds application in geophysics and astronomy [3]. Our study 
is focused on an AC electromagnetic pump used in low pressure and gravity casting. The governing 
equations of the pumping action are: Maxwell equations for electromagnetism and one model for fluid-
dynamics, such as the k-  model. The simulation of the electromagnetic pump requires the simultaneous 
solving of the electromagnetic problem and the fluid dynamics problem. When the magnetic Reynolds 
number is low, the velocity of the fluid has little influence on the magnetic flux density [4], whereas the 
flow can be strongly governed by the magnetic field [5]. Therefore, both fields are considered uncoupled. 
This simplified frame applies to industrial processes such as pumping, stirring, metal treatment, etc. 
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Consequently, the process of simulation is less complicated. Nevertheless, the first step of the simulation 
requires solving the electromagnetic problem. The molten fluid, secondary of the pump, can be considered 
as a solid. The resulting Lorentz force field is incorporated as a volume force source into the k-  model, 
that can be solved independently from the electromagnetic problem, as long as there is not magnetic 
coupling. So this method may require the use of two codes to solve the complete MHD simulation [5, 6]: 
one code for the electromagnetic simulation: ANSYS®, FLUX3D®, etc., and a second code for the fluid 
dynamics simulation: FLUENT®, PHOENICS®, etc. The functioning of an electromagnetic pump has been 
simulated at CIDAUT using ANSYS® and FLUENT®. The aim of this paper is to present the work 
concerning the electromagnetic simulation and its experimental validation by means of force measurement 
exerted by the MHD pump on an aluminium solid secondary, in substitution of the channel carrying molten 
metal [1, 7]. The pump subject of this study is of the magnetodynamic type [8], and it is used industrially in 
low pressure counter-gravitational casting processes. 

2. Electromagnetic Pump Operating Principle

The pump is made up of two elements which are series-connected (figure 1): a transformer and a C-shape 
electromagnet. The secondary of the transformer is a channel carrying molten metal encased in non-
electrical conductive ceramic walls.  When the primary coil is fed with a single-phase AC voltage, an 
electric current is induced in the molten metal (figure 2 a). The electromagnet produces a magnetic flux 
density field in a specific section of the channel of molten metal, known as slot, and perpendicular to the 
induced electric current (figure 2 b). The cross product (1) of the current density field induced in the molten 
metal, J, and the magnetic flux density field, B, produces a three-dimensional field of electromagnetic 
volumetric forces, F, distributed along the channel, which provides the pumping action on the molten 
metal. 

F J B (1)

Fig.1 Physical construction of the electromagnetic pump with all ceramic shapes deleted. 

(a) (b)

Fig.2 Electromagnetic pump operating principle. 
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3. Experimental Section

3.1 ANSYS® simulation procedure

The simulations have been carried out in the ANSYS® FEM commercial code, which provides with a 
number of 3-D elements to perform electromagnetic simulations. The selection of the right element to 
model the pump components was the first problem we encountered because not all available elements are 
suitable to represent permeable materials along with non-permeable. For this reason, we studied all 
different types of 3-D magnetic field elements available (geometry, material properties, loads, analysis 
types, output data...) and we verified that the SOLID117 element allows carrying out low-frequency 
simulations involving ferromagnetic and non-ferromagnetic materials. 

This element is based on the edge-flux formulation, which associates degrees of freedom (DOFs) with 
element edges rather than element nodes. The element is defined by 20 nodes. The electromagnetic pump 
mesh was created manually using the HYPERMESH® program. The model consisted of approximately 
130.000 hexahedral elements (figure 3) and was imported into ANSYS®. The electromagnetic pump mesh 
contains four different elements to represent: air, aluminium channel, magnetic cores and coils of the 
transformer and electromagnet. The solid channel, used for the validation, was built using the 7075T651 
aluminium alloy, and therefore, we used the properties of this alloy to model the channel in ANSYS®. The 
rest of elements of the pump were modelled according to the real materials used in normal operating 
conditions: M19 steel for the transformer and electromagnet cores, and anodized aluminium for the coils.  

Prior to specifying the model boundary conditions, DOFs of the different model elements must be selected. 
Each type of element has different DOFs, depending on its role in the model. For instance, DOFs are 
different if the electrical current is imposed or induced. The boundary conditions specified in the model are 
the electric currents that flow through the transformer and electromagnet coils (50 Hz AC single-phase).  

The ANSYS® simulation provides the following variables of interest: electrical current density in the solid 
channel, magnetic flux density and the electromagnetic force field in all nodes and centroids of the mesh 
elements. The electromagnetic force field is three-dimensional and these forces are distributed all along the 
channel. As was to be expected, the maximum force values are produced in the slot, due to the fact that the 
cross section in this region is narrower than in the rest of the channel, and therefore the current density is 
also greater. In addition, this region of the channel is contained in the air-gap of the electromagnet, where 
the magnetic flux density has the maximum values. 

Results from one of the simulations of the electromagnetic pump are shown in figure 4, where the forces in 
Newtons produced over the finite elements of the channel can be observed. The sum by components of 
these forces along the channel (considered as rigid solid) is the variable that we used to compare with the 
experimental tests.

Fig.3 Mesh of the pump. Air elements are not shown. 
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Fig.4 Electromagnetic forces from simulation expressed in Newtons. 

3.2 Test Bed

The main aim of this work was the validation of the electromagnetic pump simulation with experimental 
tests, using the whole force exerted on the secondary of the pump. For this reason, we designed a test bed 
using a solid secondary in substitution of the channel carrying molten aluminium (figure 5). This solid 
channel, made out of the same alloy considered in the simulation (7075T651), was placed exactly in the 
same position that it would be occupied by the liquid metal in the real pump (figure 6). The rest of the 
elements used were the original parts of the pump.  
The physical variable that was used to compare the experimental results with the simulation results is the 
force exerted on the solid channel when the coils of the electromagnet and the transformer are fed by a 
variable toroidal single-phase autotransformer. Two load cells were used to measure the force (figure 5). 
One of the cells measured the horizontal component of the force, and the other the vertical one. When the 
pump was under operating conditions, the load cells measured force variations with respect the standstill 
position. 
The pump has a vertical symmetry plane. The component of the force perpendicular to this plane was 
dismissed in the experimental and simulation results, because it was symmetrical with respect to this plane 
and hence the sum gave a null resultant.  
In all laboratory tests, the electrical current and the signals from the load cells were registered using a PC-
based data acquisition system (DAQ) from National Instruments (PCI 6024E, Labview).

Fig.5 Solid secondary that substitutes the channel carrying molten aluminium. 
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(a) (b)

Fig.6 Test bed. The position of the load cells is shown. 

4. Results and Discussion

During the laboratory tests, the pump was fed with a single-phase, 50 Hz electric current, whose RMS 
value was measured. Simultaneously, using a PC-based DAQ system, the output signals of the two load 
sensors were registered. The electromagnetic force is time-dependent with a frequency which is double the 
line frequency (100 Hz in this particular case). With the DAQ system, the whole force signals were 
registered, but in order to compare simulation and experimental results, it was necessary to calculate the 
mean value of the force sinusoidal signals. The module (F) of the propulsion force exerted on the solid 
channel was calculated (2) from the mean values of the two components of the measured force.  

2 2
vertical horizontalF F F (2)

A set of laboratory tests for different values of the electric current were carried out. Next, the operation of 
the pump was simulated with ANSYS® under the same current values measured in the tests. The whole 
force on the channel was calculated by summing up the electromagnetic force components in all element 
centroids, provided by the ANSYS® simulation. 
The results from both laboratory tests and simulations are shown graphically in figure 7. In figure 7 (a), it is 
represented the whole force, expressed in Newtons, as a function of the RMS value of the electrical supply 
current of the pump. The relative error, comparing the simulation with respect to the laboratory tests, is 
represented in figure 7 (b). 
The obtained relative error is within a ±5% range. Therefore, we consider that the simulation results agree, 
extremely accurately, with the real electromagnetic performance of the pump, considering the secondary of 
it as a rigid solid. 
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(a)

(b)

Fig.7 Comparison of simulation and experimental results. 

5. Conclusions

In this paper, it can be concluded that ANSYS® is a powerful and useful tool for the electromagnetic 
simulation of the MHD pump. The test bed built with a solid secondary allowed the experimental validation 
of the electromagnetic simulation using the relationship between the whole force exerted on the solid 
channel with the electric supply current. It can also be said that the obtained results are satisfactory. 
Simulation error range, compared with test bed results, is within ± 5% band. 

We intend to present the results of the complete pump simulation, including fluid-dynamic calculations, in 
future papers.
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Abstract – Magnetic behaviour of superconducting Nb foil, which is utilized for the proposed linear-type 
magnetic flux pump, was investigated based on 3D FEM analysis. The superconducting (nonlinear) J-E 
expressions were taken into account for the precise analysis. It was found that there exists the appropriate 
range of the DC bias current for the realisation of the travelling magnetic field. The value of the travelling 
magnetic flux was also found to be frequency dependent, and almost shielded over around 50 Hz. These 
findings are important for the optimal design of the superconducting flux pump for the compensation of the 
current decay in the superconducting magnets. 

 
Introduction 

 
Superconducting magnet is one of the most powerful tool for the realisation of high magnetic field. 

For instance, Nuclear Magnetic Resonance (NMR) as well as Magnetic Resonance Imaging (MRI) 
analyzer is commercialized with the use of such magnets. NMR and MRI applications, however, need 
extremely stable magnetic field with respect to time in order to obtain the high resolution signals. In an 
ideal case, this stable current can be realised by using ”true” superconducting magnet that has really 
zero resistivity in the superconducting loop, i.e., persistent current mode. From the practical point of 
view, on the contrary, the contact resistance between the superconducting coil and the current leads 
exists, and such resistance results in the current decay. Furthermore, thermal relaxation such as so-
called flux creep phenomenon [1] in the superconducting materials cause also intrinsic and slight 
current decay in the magnets. Therefore, the compensator for such current decrement is crucial for the 
high performance systems. In order to realise such compensation, the magnetic flux pump has been 
proposed and developed by Iwasa et al., at MIT, USA [2-4]. On the other hand, we have proposed the 
linear-type magnetic flux pump (LTMFP) as an another type of the compensator [5], and then 
demonstrated the compensation performance of the current decay by the experiment [6]. For the 
effective and optimal operation of the system, on the other hand, the nonlinear relationship among the 
AC current, DC bias current, and the driving frequency has to be clarified.  

In this study, the magnetic behaviour of the superconducting Nb foil, which is utilized for the 
above-mentioned flux pump, is analysed based on the 3D finite element method. Nonlinear J-E 
expression of the Nb foil is taken into account in order for the precise analysis. Dependences of the 
DC bias current and driving frequency upon the magnetic behaviour are to be presented and discussed.  
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Basic Principle of Linear-type Magnetic Flux Pump 
 

In this chapter, basic principle of the superconducting LTMFP is explained based on Fig. 1. A 
superconducting Nb foil, 20 μm in thickness for our system, and the superconducting Niobium  

 

Fig. 1 Basic principle of linear-type magnetic flux pump. Term ‘normal spot’ denotes the region of the magnetic 
flux Φ invaded in the superconducting Nb foil. By moving the magnet from (a) to (c), the current Is increases 
because the magnetic flux Φ are pumped in the superconducting loop. 

-titanium alloy (NbTi) magnet are connected each other for the formation of the superconducting 
closed loop. When both of Nb foil and NbTi magnet are truely in the superconducting state, the 
current Is will flow without any energy dissipation, i.e., persistent current mode. However, the 
practical current slightly decay due to the aforementioned reasons. Then, this current decay is 
compensated by using the LTMFP. That is, by moving the magnet from (a) to (b), the magnetic flux Φ 
invades in the superconducting Nb foil. The flux invaded region is locally in the normal conducting 
state, and this region is called ‘normal spot’. It should be noted that other area except for the normal 
spot in the Nb foil remain to be in the superconducting state, i.e., zero resistance. When the normal 
spot passes through the Nb foil by moving the magnet from (b) to (c), the flux Φ is pumped in the 
superconducting loop. Therefore, the current Is can be compensated by repeating the procedures (a)-(c).  

 
Analysis Method 

 
Fabricated Linear-type Magnetic Flux Pump 
 

Practical travelling magnetic field is produced by using the AC windings as shown in Fig. 2 [5,6]. 
The superconducting Nb foil is placed at the air-gap in between the iron teeth and the yoke. The AC 
coils are wound at the iron teeth with the 3-phase and 4-pole configuration. DC bias coil is also 
installed in order to move up the air-gap magnetic field, for the monopolar magnetic field. 

T. Nakamura et al. / Magnetic Behaviour of Superconducting Foil Utilized for LTMFP 423



DC bias coils

100
274

Superconducting Nb foil
set-up in the air gap of 3mm

AC superconducting
armature coils

40
75

Current flow
Magnetic flux flow for DC current

Upper side
laminated iron yoke

Lower side
laminated iron yoke

 
Fig. 2 Structure of fabricated linear-type magnetic flux pump [5,6].  

Fig. 3 3D FEM analysis model. Upper half of the fabricated flux pump (Fig. 2) along the z-axis is modelled for 
symmetry, and natural boundary condition is set at this surface. 

  

Analysis Model and Method 

 

The fabricated LTMFP (Fig. 2) is directly modelled for the FEM analysis of the magnetic 
behaviour in the superconducting Nb foil (Fig. 3). By using the symmetry of the electromagnetic field, 
upper half of the flux pump along the z-axis is only modelled, and then the natural boundary condition 
is set at this surface. For the current density, J, vs. electric field, E, (J-E) constitutive relation, the 
commonly used power-law curve is introduced as follows, 

( ) JBJ
JE

n
JE ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

c
0                                                                          (1) 

where, boldface shows the vector. The parameter E0 denotes the electric field criterion for the 
definition of critical current density Jc, which is varied as a function of the magnetic field B. As can be 
seen in Eq. (1), the direction of E is considered to be same with that of J. Typical values of Jc for 
superconducting Nb is expressed from the reference [7] as follows: 

( ) BBJ ⋅×−×= 99
c 1077.4102    [A/m2]                                        (2) 
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The value of the power-law index n is unclear here, and then we select 10 as an adequately large value. 
Eqs. (1) and (2) is introduced for the superconducting Nb foil, and the analysis is carried out by means 
of 3D finite element method.  

 

Results and Discussion 

Dependency of DC Bias Current 

Fig. 4 shows the contour plots of magnetic flux density in the superconducting Nb foil in a 
travelling magnetic field, for the electrical angles θ at 0, π/2, π, (3/2)π and 2π, respectively. The 
analyses are performed for the conditions of driving frequency f= 10 Hz, AC current IAC= 1 Arms, and 
for different DC bias currents IDC at 10 and 400 mA, respectively. The upper-most surface of each  
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                             (b) IDC= 400 mA

Fig. 4 Contour plots of magnetic flux density in the Nb foil for different electrical angles θ ( IAC= 1 Arms, f= 10 
Hz). The positions of the iron teeth at the primary side are also illustrated with numbers. Upper-most surface of 
each figure is the symmetrical plane.  

figure is the symmetrical plane, and then the half of the foil is only shown in the figures. The positions 
of the iron teeth at the primary side are also illustrated for reference by numbering from left (1) to 
right (12). As can be easily seen, the magnetic fluxes invade in the foil for all figures depending on the 
electrical angle θ and the teeth position. In case of IDC= 10 mA, however, the magnetic fluxes move 
only locally in between three or four numbers of teeth (see Fig. 4(a)). This means that the moving 
magnetic fluxes are not realised at this small bias current, and then this local movement of the fluxes 
results in the energy dissipation. On the other hand, when the bias current increases up to 400 mA, for 
instance, the moving magnetic fluxes are clearly realised as shown in the figure (b). In this case, the 
Nb foil surely works for the the flux pumping. This is due to the magnetic field dependence of the J-E 
relations in the Nb foil, i.e., the movement of the magnetic fluxes are confined in the local area. The 
superconducting Nb foil, however, transits to the normal conducting state if the bias current is so large. 
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This has already been confirmed by the analysis, and the superconducting loop is no more maintained 
in this case. Therefore, the appropriate range of the DC bias current exists for the realisation of the 
pumping function. 
Dependency of Driving Frequency 
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(a) Temporal variations 
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(b) Spatial variations 

Fig.5 Temporal and spatial variations of the magnetic flux density in Nb foil at 10 Hz and 54 Hz, respectively. 
Analysis position for figure (a) is illustrated in the inset (see Fig. 4 for the number 6 of the tooth). The electrical 
angle θ for figure (b) is π/2. 

Next, the dependency of the driving frequency upon the magnetic behaviour of the Nb foil is 
investigated. In this section, the AC current IAC and the DC bias current IDC are set to 1 Arms and 400 
mA, respectively. Fig. 5(a) shows the temporal variations of the magnetic flux density at the upper-
most surface of the superconducitng Nb foil just below the tooth No. 6 (see the inset). The time t is 
normalised by the period T(=1/f). For comparison, the waveform in the normal conducting state (not 
superconducting) is also plotted in figure (a) (no frequency dependence for normal conducting state). 
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Fig.6 Frequency dependence of hysteresis loops for a 
travelling magnetic field in the superconducting Nb 
foil. Analysis point is illustrated in the inset (see Fig. 4 
for the tooth number 6). 
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The waveform at f= 10 Hz is delayed compared to the normal conducting state in figure (a), and this is 
because of the shielding effect of the superconducting Nb foil. In other words, the equivalently 
inductive component is induced by this shielding current. Further, the waveform for this frequency is 
distorted due to the nonlinear J-E curves. In case of f= 54 Hz, on the contrary, the magnetic flux is 
almost shielded. That is, the time constant for the magnetic variation in the Nb foil is larer than the 
travelling speed of the magnetic field, and then the magnetic field is almost shielded in this frequency 
range. The spatial distributions of the magnetic flux density in the Nb foil are also plotted for θ= π/2 in 
figure (b). As can be seen, although the waveform for f= 10 Hz realise the travelling waveform, that 
for f= 54 Hz is almost shielded no dependence of the position in the Nb foil. Therefore, the magneric 
field is not able to invade in the Nb foil if the driving frequency is high. 

In order to see the frequency dependence in more detail, the hysteresis loops in a travelling 
magnetic field are plotted for different driving frequencies in Fig. 6. The hysteresis loops are observed 
surely because of the nonlinear J-E relations. As shown, the higher the driving frequency is, the 
smaller the peak value of the hysteresis loop is, from f= 5 to 46 Hz. Moreover, when the driving 
frequency is higher than 46 Hz, e.g., 54 Hz, 60 Hz, the hysteresis loop is not formed and show almost 
perfect diamagnetic behaviour. Then, the threshold frequency for shielding in this analysis is around 
50 Hz. Namely, there exists the upper limit of the driving frequency for the pumping action depending 
on the material property, i.e., magnetic field dependent  J-E characteristics.  

Conclusion 

In this paper, the magnetic behaviour of the superconducting Nb foil, which is utilized for the 
linear-type magnetic flux pump, was examined based on the 3D finite element method. It was found 
that the appropriate range of the DC bias current exists for the realisation of the travelling magnetic 
flux. It was also found that the pumping rate is frequency dependent, and then almost shielded at 
around 50 Hz. This is because of the magnetic field dependent J-E relations. These results are 
important for the optimal design of the flux pump.  
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Abstract – The coloured maps method allows to display the field distributions in the from of scaled colours. 
The authors have developing two methods that allow to improve the visibility of the transfer, make possible 
analysing the phenomenon inside the object, improve the conditions of the space exploration, visualize in the 
real time. In both methods are created objects allowing to record the results of the calculations needed to the 
following stages of the visualisation. For the drawing the library DirectX was used. The ways of classifying 
and recording the data permit to fully use the possibilities of this graphic library. 

1. Introduction

The coloured maps method is one of the oldest and most frequently used for data fields visualization. 
This method allows to display the field distributions either on the outer surfaces of the device or on the 
cutting plane (predefined device cross-section) in the from of scaled colours. The method is very 
useful in two-dimensional scalar fields visualization. Moreover, thanks to pictorial features it could be 
also used in vector field presentations while one vector parameter is selected. This method is 
applicable in the case of two and as well three-dimensional field visualization. In standard cases, the  
coloured maps are usually defined  for the outer surfaces of the examined model device. Coloured map 
can be also drawn on the defined cutting plane (cross section) by user, while the cutting plane is 
chosen arbitrary basing on user experience. In the literature it is possible to find some authors 
proposals based on extracting (defining) the set of parallel cutting planes, set up in constant distance 
between them, to be extracted from output graphic data. Such a proposed methodology allows to 
change to observation point, and the position of the “displayed object” as well. In order to examine the 
field distribution on particular surface, the user could interactively remove any coloured map. 
Moreover, it is also possible to generate the sub-sequential animation the sequence of maps for defined 
constant distances between maps and time intervals [2,3]. Applying this method we exploit the data 
files, imported from CAD package, in any format with stored geometry of the object, data of mesh, 
and values of searched function results in fixed nodes of the mesh. Defining any cutting plane is based 
on introducing projection each elementary mesh element on this plane. In order to provide enough fast 
method of building coloured maps the method of flat mesh generation is based originating the data 
from  FEM. The authors have succeeded developing the above briefly described method proposing 
more efficient (effective) analysis of field distributions obtained by use of sophisticated CAD 
software. The idea of the elaborated method consists of two stages. In the first, we define interactively 
the sequence of coloured map drawings for the set of cutting planes, and defined axis. The proposed 
methodology is efficient and useful in quick examining of the character of vector field distribution in 
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the searched volume. The quality of coloured map drawings, obtained by exploiting the first method, 
are fully satisfactory for rough estimation of field gradient in all volume. The second step of proposed 
methodology is a little slower, but the map is much more precisely drawn, which is an advantage for 
final vector analysis. Thanks to the proposed methodology of fast flat mesh generation for the surface 
map it is possible in both cases to in generate the current coloured map from any distance and angle. 
Moreover, the maps are drawn into the context of examined device, exactly in the place concerned 
with the presented field distribution. The device is presented as semi-transparent solid.  

2. Data Formats And Structures

The electric, magnetic and electromagnetic fields are defined either by integral or by partial 
differential equations1, in which unknowns can be scalar potentials, vector potentials or even both 
types. The most frequently used method in field calculation is the Finite Element Method (FEM), 
which idea lies in replacing the continuum  by the set of of elementary volumes (e), called the finite 
element. The FEM analysis results are usually presented in the table form of text or in graphical form. 
Following this methodology user could obtain the text files with explicitly described relationship 
between nodes’ coordinates, mesh elements and field vectors. It is obvious, that obtained values are 
not the original FEM results, but they are obtained either by interpolation or approximation procedure. 
Such a methodology does not give the user possibility to control the calculation procedure. Moreover, 
the user has no knowledge about volume division during the mesh generating. Than, the user has no 
control on calculation process nor he knows the original volume division by finite elements mesh. The 
methods concerning both the graphical FEM results’ presentation and its interactive analysis, required 
creation of own neutral data structures and objects storing the data of the fields. The above presented 
short survey of FEM methodology confirm necessity to elaborate a new efficient methodology of 
visualization of vector quantities. This new methodology, proposed and elaborated by authors, implies 
from necessity of interactive design. We construct our own “structures”, called “neutral structures”, 
and objects responsible for storing the field quantities, which are imported from filed packages thanks 
to our dedicated drivers. These structures should be independent of FEM elementary volumes and 
structures commonly used in graphic methodology, which are exploited in surface presentation of the 
objects. From the other hand they should guarantee the compromise between the necessity of 
processing the large set of data and CPU time.
The base data type proposed by the authors is the structure called MYVERT. The object MYVERT
presents the nodes of imported mesh, integrating the information about node position at the space with 
the field value in this point. MYVERT contains the following components: Vert -- the vector 
determining spatial position (x,y,z) of the node, Index - the index of the node, ElementInd- the table of 
elements’ indices, sharing given node (represented by the object), FEMVect- the vector of the field, 
FEMVal - the scalar of the field. 
The next data type is the structure called MYEEM. It contains the following components (Fig.2): Index
– index of the finite element in the mesh, NodeInd – the table of given element’s indices, FEMVect –
field’s vector in the element, FEMVal – field’s scalar value in the element, VectPos  – the 
coordinates of element’s mass center, NodeMax and NodeMin – adequately maximum and minimum 
fields’ scalar values in elements . NodeMax and NodeMin are used in the algorithm of fast element’s 
verification during equi-potential surface extraction.  

MYVERT MYELEM typedef struct __MYELEM 

Index

typedef struct 
_MYVERT

Index {
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Vert VectPos  UINT Index; 

FEMVect FEMVect D3DVECTOR VectPos; 

FEMVal FEMVal  D3DVECTOR FEMVect; 

ElementInd[] 

{

 UINT Index; 

D3DVECTOR Vert; 

 D3DVECTOR 
FEMVect;

double FEMVal; 

 LPMYELEM 
ElementInd;

} MYVERT, *LPMYVERT;

NodeInd[] 

NodeMax

NodeMin

double FEMVal; 

double FEMVal; 

 MYVERT NodeInd[8]; 

      double NodeMax, NodeMin; 

      } MYELEM, *LPMYELEM; 

Fig. 1 The structure describing the nodes of the final elements mesh (MYVERT) and structure designed for the 
description of volume elements in the finite elements mesh (MYELEM).

The structure MYVERT and MYELEM allow to store the results of FEM mesh generation. The most 
important feature, and advantage of each structure,  is that both structures are independent of the shape 
of each element (tetrahedron, cube, hexahedron), type of the mesh (homogeneous, heterogeneous), and 
form of field presentation (scalars or vectors, field values in nodes or in elements). For the flexibility 
of structures’ application, the kind of the objects’ set storing is of great importance. The object 
MYVERT and MYELEM are both stored in the one dimensional tables: MYVERTTab – for nodes, and 
MYLEMTab – for elements. Such simple way of storing data allows to keep structures independent 
from source data,  and gives the universality and flexibility of proposed methodology. 

3. The coloured maps in VR system

In case when discreet set of volume data is given as the source for coloured map generation it is 
necessary to create two-dimensional data mesh for the surface map. In the simplest case the set of field 
data contains the nodes set of cube finite elements. The set is written in one-dimensional table. 
MYVERTTab[], which stores the objects of MYVERT type. The elements of the table are sorted basing 
on the rule, that it can be treated as three-dimensional table MYVERTTab3D[L][M][N], numbered 
l=0,1,,..,L, m=0,1,...,M, n=0,1,...,N. The node data (l,m,n) could be obtained by call of the function 
MYVERTGetElem(l,m,n). If the mesh of fields data is suitably thick then the cutting plane  p=const.
(where p=x, y or z) can be identified by index k=const of the table MYVERTTab3D[L][M][N]  (where 
k=l, m or n) corresponding to the nearest value p=const.:

K
pp
ppk
minmax

minint , (1) 

where: <pmim - pmax> - the range of p coordinate in MYVERTTab3D table,  
K=L, M or N,
int() – function approximating its argument to the nearest integer value 
In the case of irregular mesh with tetrahedron elements, the author proposed the method for fast 
definition of the cutting surface for coloured map creation. It depends on describing the coloured map 
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surface by indexes of tetrahedron finite elements cut by given surface. For the example, the finite 
element is cut by surface y=const if sum S:

)'(
4

0
i

i
ysignS , (2) 

where: yi’= yi – y,
sing() – signum function examined the sign of parameter 

where yi’<0,
where yi’=0,
where yi’>0.

meets the conditions: -4< S < 4  
Testing the condition (2) for each element of the mesh containing a large number of finite elements 
(typical FEM mesh) could cause significant decrease of the speed of coloured map creation or even 
impossibility of generating maps in real time on interactively chosen surfaces. To accelerate this 
process the authors proposed to limit examined volume to the area around the plane p=const. In order 
to fulfil such a procedure the coloured plane map could be moved along each axis, while the range Wi
is predefined (see Fig. 2).
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Fig. 2 The volume division into n ranges to optimise  Fig. 3. Determination of intersection points of  
intersecting the field results by the plane.    cutting plane with tetrahedron finite elements. 

n
YYdynisydyiysydyizyxVWi

minmax),1,...,0(,)1(:),,( , (3) 

where: Ymin, Ymax – the extreme values of Y coordinates of three-dimensional data mesh. 
n – assumed number of mesh divisions along Y axe.  
sy – the largest dimension of element in Y direction.  

The division along the other axes is done in the same way. For each of range Wi the table of specially 
selected finite elements is created. The element is chosen to be included into the table when all of its 
nodes V(x,y,z) belong to Wi. After cutting such a prepared mesh by plane y=p it is easy to determine 
which of areas Wi contains the cutting plane:  

dyipdyi *)1(* , (4) 
so

)5,0int(
dy
pi . (5) 

The condition –4 < S < 4 is checked only for those finite elements, which indexes i belong to the table 
assigned with area Wi. Thanks to that methodology the data set of elements to be  searched is reduced, 

1
0
1

)'( iysign
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even a few times lees. Then, the triangle (product of intersecting the elements with the plane) is 
created for each element located in current searched area and fulfil the condition: -4 < S < 4. The 
triangle is formed by finding the points in which the plane cuts the edges { ),,( iiii zyxV ,

),,( jjjj zyxV } of the element. The condition which should be fulfilled for cutting point to exist is 

0)()( ,,
ji ysignysign . For the edges fulfilling this condition the cutting point with the plane y=p

has the coordinates determined by equations: 

ji

ji

ji

ji

i

i

yy
xx

yy
xx

x
ypx **    , py    ,

ji

ji

ji

ji

i

i

yy
zz

yy
zz

z
yPz **  (6). 

The points generated by cutting plane are stored in the structure of vector<MYVERT> type together 
with interpolated field values, when the triangle is stored in vector vector<MYFACE>. The particular 
components of the MYFACE structure contain: Index – the triangle index, VertInd[] – the table of 
triangle nodes indexes, FEMVal – the scalar field values in finite element (from which the triangle is 
created).
Authors propose two methods of coloured maps drawing then implementing them by exploiting 
DirectX graphical library. This methodology could be very useful by exploiting DirectX library or 
other graphical libraries. The possibilities are connected with hardware maintaining of triangle’s 
generating and displaying. The table of triangle contains two-dimensional data mesh generated for 
chosen plane on basis of spatial set of field data. The simplest way of creating the coloured map lies in 
drawing subsequent triangles from the table. Each of drawn triangle is filled out with colour, which is 
the result of mapping the field values FEMVal to the index in applied colours scale. The hardware 
supporting the triangles’ drawing in DirectX assure such speed of coloured map creation, that almost 
whole calculation cost concerns the generation of the table containing triangles. This methodology is 
different than classic method of coloured map creation process, in which the edges between colour 
strips are appointed by isolines. In our method the edges are appointed by the mesh of triangles, where 
each triangle has assigned its colour according to the colour scale.  Such coloured map gives a user the 
view of field distribution, which can could be treated as working good quality visualization, useful for 
preliminary field analysis. In the case of high density mesh the discrepancies in map drawing are 
practically invisible,  especially from any distance. The user observes sharp edges of coloured map 
mainly when approaches the map to see its details (Fig. 4a). Due to the high speed of the method one 
could  draw the map interactively, transposing it along one of the axes. 

 a)  b) 
Fig. 4 The coloured map drawings  

a) with simplified method depended on filling out the triangle with the colour  
b)  on basis of isolines and painting algorithm. One picture from stereo pair (left eye) 

Authors have also elaborated the method of coloured map creation based on isolines, giving the 
precise view of field distributions (Fig. 4b). Following this methodology, similar to the previous 
method, the table of triangles is created, but coloured map is drawn on the basis of field values 
assigned to the nodes of triangle mesh rather than to whole triangles. To fill out the plane with 
coloures, the value of  isoline is calculated from the following formula, and then painting algorithm 
was used:

AAA ii 1 , i=1,2,…,n, (7) 
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where:
n

AAA minmax ,

          Amin, Amax  - Respectively maximum and minimum field values.          A0 = Amin,,
 In the first the whole surface of the map is covered with colour corresponding to Amin . In the 
next step the coloured areas enclosed to isoline i=1,2,…,n, are created, so that the i area partially 
covers the areas drawn for isolines featuring with indices lesser than i.
To determine the outline of isoline i the values of field V in the nodes of triangle are compared with 
value Vi on isoline. The following three cases can be defined (Fig. 6): 
1. For all vertices V>Vi – the triangle is outside of area enclosed by isoline.  
2. For all vertices V Vi – the triangle is inside the area 
3. The part of vertices meets the condition V>Vi the remaining ones V Vi – the isoline goes through 
the triangle. 
In first case the triangle is rejected, in second one the triangle is added entirely to the 
IDirectD3DRMObjectBuilder graphical object representing the isoline i.
The third case requires the triangle to be cut off to the edge of isoline, and then the triangle is added to 
the graphical object (Fig. 6). For this purpose the points of intersection of the isolines and triangle 
edges are calculated. The points with the vertices fulfilling the condition A Ai  creates the needed 
polygon. In the special border case when isoline is on the edge of triangle the polygon is reduced to 
the line.

A B

C

E

D

izolinia Ai

A<Ai A>Ai

Fig. 5 Creating i isosurface for painting algorithm 
As a rule several or dozen isolines are created, when the number of triangles is significantly larger. 
Therefore it is recommended to create n empty graphical object of IDirectD3DRMObjectBuilder type 
(n is a number of isolines). These objects are filled in successive way during single pass through the 
triangle mesh. Then the objects can be drawn consecutively with colours assigned to individual 
isolines. Such map has high quality of presentation, because it shows exactly the field’s distribution. 
The time needed to create such coloured map is longer than in previous method, but significantly 
shortest than in classical method, where the isoline is calculated with differential equation. In both 
cases short drawing time of current map allows its interactive observation from different points and 
direction in the space.

4. Conclusions

The methods, proposed and elaborated by authors, has been tested and successfully applied to objects 
visualization (vector graphics) in 3D space. The main goal of the proposed methodology is focused on 
creating the joined methods, based on the stereoscopy visibility, interactive design, and virtual 
entering to interior of the object and its efficient exploration.  The idea of the elaborated method 
consists of two stages: 

In the first stage, our effort is focused on quick analysis of huge number of graphic data 
without demand of high resolution in order to select interesting graph, then to be analyzed precisely in 
the next stage. This could be even done as on-line procedure. The above is the advantage of the 
proposed methodology in the reference to classical 3D vector presentation, 
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In the second stage, selected graph could be displayed and analyzed with high resolution 
demand of the displayed object. This analysis is usually done as off-line procedure. 
This method is proposed due to commonly used the plane graphic presentation, which is too weak 
method for 3D vector graphics. Moreover the classical method will not give a enough good orientation 
in the analyzed space. The proposed method allows defining a free shape volume with predefined 
transparency of each wall by the user, moreover free rotation of each volume is also available. Our 
method, defined as quick cutting planes method, allows a dynamic generation of colour bit-maps (see 
Fig. 6). As the first preliminary estimation (approximation), obtained colour bit-maps, does not give 
enough smooth edges of each colour. The observed smoothing process of each colour edge is strictly 
related to the mesh density. The obtained figure resolution is fully satisfactory for the first step of 
plane selection, then to be displayed by exploiting the second method.  

Fig .6 The The coloured map drawing  with simplified method depended 
on filling out the triangle with the colored map. 

The results and times obtained thanks to the program we have created have been compared 
with results obtained thanks to some other visualization programs. As to conclude, the 
submitted methods of presenting three dimensional field thanks to the dynamically generated 
coloured maps allows to create an instrument thanks to whom the classic methods of coloured 
maps become an efficient way of analyzing spatial data, but also easy and friendly in use. 
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Abstract: A general analytical technique predicts the magnetic field distribution in brushless permanent 
magnet machines equipped with surface-mounted magnets. It accounts for the effects of both the magnets 
and the stator windings, for slotted motors. The technique is based on two-dimensional models in polar 
coordinates and solves the governing Laplacian / quasi-Poissonian field equations in air gap magnet regions.   
The paper validates results of the analytical models by two-dimension finite element analyses.  

1. Introduction

Significant advances in technologies power electronic devices and digital control strategies necessitate 
development in design and analysis techniques for electrical drive systems, for which the analysis of 
the  magnetic field distribution throughout the electrical machine is fundamental. For the truly 
prediction of performance parameters –torque, back-emf, stator and rotor losses, winding inductances, 
demagnetization, noise, etc– of brushless permanent magnet motors, an accurate magnetic field 
distribution knowledge is a prerequisite.  

In this paper is described an improved two-dimensional analytical technique for predicting the 
magnetic field distribution in internal rotor radial-field motor topologies.  The z-directed magnetic 
vector potential is analyzed for the different field regions and for steady-state operation. Based here 
upon all quantities of potential interest with respect to motor performance prediction are deduced from 
the 2D field distribution. A two-dimensional model in polar coordinates is formulated at [1]. However, 
approximated relative recoil permeability of the permanent magnet is usually insufficient for 
accurately predicting the flux density. The model using the Laplacian/quasi Poissonian field equations 
in the air gap/magnet region was introduced by [2-4]. This study also extends the analytical model for 
predicting the magnetic field produced by the stator windings together radial magnetization of magnet.  

2. Mathematical Model

Figure 1 represents an interior permanent magnet motor.  Different region of exmined motor are 
indicated in Figure 1.   
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Figure 1 examined motor geometry 

The magnetic field equations for each regions can be given in terms of the coupled vectors B and H 
[5,6]. 

MHBHB IIrIIII 000 &        (1) 

Where M is the residual magnetization vector. Subscript I shows the air-spaces and similarly II shows 
the permanent magnet. If the magnet have a linear second-quadrant demagnetization curve, the 
amplitude of the magnetization vector M is given  

0

rBM            (2) 

In polar coordinates, this magnetization vector is given by  

MrMM r           (3) 

In this motor, permanent magnet has a radial magnetization and its waveform of the magnetization 
components are  shown in Figure 2.  
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                           Figure 2. Waveforms of magnetization components Mr & M

Magnetization vector components can be expressed as Fourier series, [6] i.e.., 

    (4) 
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Where while M n component equal to zero, the other can be given; 

2

2
sin

2
0 p

p

p
r

rn n

n
BM          (5) 

Where p is  the magnet pole-arc to pole pitch ratio.

To calculate the airgap field distribution as analytically, the following assumptions are made; 
end-effects are ignored, 
the rotor and stator core is infinitely permeable, 
the permanent magnets have a linear demagnetization curve. 

The scalar magnetic potential function  can be given [6,7];  
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While the scalar magnetic potential distribution in the airgap is obtained by Laplacian equation, in the 
permanent magnet regions it is obtained by the quasi-Poissonian equation.   

The field distribution produced by multipole magnets mounted on the surface of rotor is calculated by; 
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The divergance of the magnetization vector for the magnet region can be written by using Fourier 
series expantion;   
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The general solutions of equation (7) are obtained in the airgap and magnet as; 
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Where AnI, AnII, BnI, and BnII are constant obtained by applying boundary conditions. The complete 
solution for the magnetic field components in the airgap & magnet regions can be calculated from the 
general solution of Laplacian/quasi-Poissonian equations and under the specifeid bondary conditions.  
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Where Rr, Rs, and Rm are the radius of the rotor, stator, and magnet respectively. 

To verify the analytical results 2-D finite element analysis are used. This numerical 
calculation is made with 2 degree steps. The airgap flux density results are shown in Figure 3.

By using similar procedure, flux density formulation is obtained for permanent magnet region as; 
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Figure 3. Waveforms of flux density at the air gap.

Conclusions

Whilst numerical methods for field computation, such as finite elements, also provide an accurate 
means of determining the flux distribution, with due account of saturation etc., they are often time 
consuming and do not provide nearly as much insight as analytical solutions into the underlying 
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behavior. Therefore an alternative analytical technique is proposed. It is a prerequisite for force 
calculations, for the prediction of the back-emf waveform and the prediction of torque-speed 
characteristics. Moreover electromagnetic design synthesis benefits significantly from a two-
dimensional analytical method for predicting the magnetic field distribution. 
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Abstract – Insulation failure is one of the major causes of electrical machine destruction. The proposed 
paper shows that it is now possible to perform on-line monitoring of AC machines by detecting slight 
variations of high frequency parameters of stator windings. The system is based on low-level magnetic field 
measurements in the vicinity of the machine in the 1-10MHz range. The paper describes an on-line 
monitoring system, able to detect slight variations of high frequency characteristics of stator windings that 
depends on machine insulation aging.

Introduction

The paper proposes a new principle which can be used to observe the insulation aging on a working 
machine. It is based on the on-line measurement of the machine winding high frequency 
characteristics. Experiments on thermal accelerated aging of magnet wire show that the capacitance, 
measured between two enamelled wires increases along the life of specimens. This change is 
significant enough, to obtain substantial information about the quality of the winding. Considering an 
entire machine, turn to turn capacitance changes yield a modification of high frequency characteristics 
of windings. The on-line monitoring system consists of injecting in the machine winding a signal close 
to the resonance frequency, which depends on winding inter-turn capacitances, and observing the 
consequences of its slight variations on the external magnetic field. We propose an on-line method 
contrary to the classic off-line diagnosis methods which require a human intervention [1-4]. The on-
line method based on partial discharges are not adapted to machines supplyed by PWM inverter [5, 6]. 

Thermal Accelerated Aging of Twisted Pairs

The thermal accelerated aging has been performed on a twisted pair specimen obtained from a 
Magnebond® CAB-200 which is a polyesterimide (THEIC) enameled copper wire over-coated with 
polyamide-imide, and the final layer is a polyamide aromatic bondcoat. The thermal index is 210°C 
and the diameter 1.37 mm. The specimens were built following the IEC 60851-5 standard procedure. 
Fig. 1 presents such a specimen. 
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Fig. 1. A twisted pair specimen. 
A set of 180 specimens was stressed by high temperature (270°C) during 12 cycles of sixty hours, 
according to the indications of the IEC 60216-1, 2, and 3 standards. After each cycle the capacitance 
(C) of the twisted specimens  was measured with an Agilent 4294A precision impedance analyzer. 
Fig. 2 shows the evolution of the mean value of the capacitance of the twisted pair during accelerated 
aging and the standard deviation.  
The capacitance value increases throughout the expected life time. The strong increase measured after 
the first cycle can be explained by the presence of the external thermal bondcoat of the CAB 200 
magnet wire. Nevertheless the aging process on the twisted pair can still be easily observed after the 
first cycle. 
After each cycle, 60 specimens are also submitted to the standard test that consists of applying 400V, 
50Hz during one minute and observing if the specimen will survive. This test was performed in order 
to get the probability of failure on rated voltage. In other words this test is used to get the two-
parameter Weibull distribution. 
The Weibull cumulative failure distribution function is: 

( ) 1 exp  when tF t t  (1) 

where  are coefficients dependent on the material studied, in our case =0, =3.912 and 
=574 h. These values have been determined by the reliability software Relex® which analyses the 

experimental data obtained with the set of 60 specimens. The corresponding curve is presented in 
Fig. 3. 

Fig. 2. Capacitance evolution due to thermal aging. Fig. 3. Weibull plot of the cumulative probability of 
failure.

The analysis of Fig. 2 and Fig. 3 shows that a correlation can be made between the twisted pair 
specimen capacitance and the probability of failure of the insulation layer at nominal voltage. The 
variation of the capacitance of the twisted pair can be considered as a measurable sign of the 
enamelled copper wire insulation aging. 
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On-line Monitoring System

The synopsis of monitoring system is represent at Fig. 4. The spectrum of measured signal (magnetic 
field or injected current) of a running machine has many low frequency spectrum lines up to several 
kilohertz that correspond to slotting effects but has no natural lines in the range of 1–10MHz that 
corresponds to stator winding resonances. 
To detect such phenomena a high frequency low-level signal is injected in the stator, the 
corresponding high frequency magnetic field or current are measured. The high frequency injection 
system contains an inductance which allows obtaining a series resonance at chosen frequency. A 
synchronous detector keeps only the information corresponding to the injected signal and rejects the 
noise. This system allows detecting high frequency winding resonance when the machine is working. 
Phase variation, at a given frequency chosen near a winding resonance, is caused by the evolution of 
the winding turn to turn capacitance. Estimation of the remaining life time of the stator winding could 
be performed by comparison between this measurement and the evolution law of capacitance changes 
studied in the accelerated aging experiments made on the same enamelled wire. 
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Fig. 4. Synopsis of monitoring system.

Equivalent Circuit of the Complete System

Fig. 5 represents the equivalent circuit of the complete system. It consists of tree main part: 
Model of the AC motor 
Power supply and cable 
Coupling box, High frequency generator and twisted line 

0V

Power
supply

+
 Cable 0V

0V

0V

0V

0V

0V

Lb

Twisted lineCoupling Box

L i
C

i

H
F 

G
en

er
at

or

Ac motor Model

Rm CmLm

Lb

Lb

L4
L3 L2 L1

C1
C2C3

Rm RmLm
LmCm Cm

A

M

Fig. 5. Equivalent circuit of complete system. 
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AC Motor Model

The experimental investigations are made on a 4kW standard induction machine fed by an industrial 
PWM inverter which switching frequency is 12kHz. For a frequency range from 1kHz to 10MHz, a 
simple parallel RLC equivalent circuit represents roughly the machine winding frequency behavior 
[7]. We represent one phase by an RLC parallel notice Rm, Lm, Cm. 

Injection System

The signal injection circuit consists of a HF generator, a line made of a twisted line represented by a 
classic propagation line, a coupling capacitor and an injection inductance. Coupling capacitor and 
injection inductance are placed in a coupling box which is placed near AC machine. 
The coupling capacitor (Ci) function is to provide large impedance at inverter switching frequency (12 
kHz) and a low impedance at chosen series frequency ( 1MHz). A 1 nF/1000 V polypropylene film 
capacitor is chosen, its impedance is 13k  at 12kHz and 156  at 1MHz. 
The injection inductance allows choosing the system working frequency which must be close to the 
series resonance. Equation 2 represents the impedance of a single ac motor phase with the injection 
inductance and coupling capacitor. This expression allows determining the impedance at any 
frequency of this system. 

i
i

m
m m

1 iZ i.L .
1 1 C .i.C .

R i.L .

 (2) 

Where:  Z = Complex Impedance 
Rm, Lm, Cm = element of AC motor parallel equivalent ( , H, F) 
Li = Injection inductance (H), Ci = Coupling capacitor (F),  = Frequency (rd/s) 

This expression allows to calculate differential of Z modulus. The solution of dZ/d =0 yields the 
resonances. Then it is possible to find an expression function of  and Li. Fig. 6 represents the 
evolution of injection inductance versus frequency. 
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Fig. 6. Li value versus frequency resonance. 
For the application, Li = 54μH was chosen, which fixes frequency resonance (fr) at 1.38MHz. This 
calculus allows to choose approximately the wanted resonance frequency. However this frequency is 
slightly modified by the twisted line and coupling inductance Lb. This modification is taken into 
account afterward. 
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Power Supply and Cable

The influence of power supply and cable is negligible considering the choice of the coupling 
inductance Lb. These inductances are chosen to separate at high frequency the power supply and the 
injection system. This inductance is calculated to obtain high impedance of power supply line at 
frequency resonance. 

Parameter Values of Equivalent Circuit

Values of the principal elements of the model: 
 Injection system and twisted pair: Li = 54μH, Ci = 1nF, L4 = 0.5μH, L3 = 1μH, L2 = 1.5μH, 

L1 = 2.5μH, C3 = 50pF, C2 = 80pF, C1 = 100pF. 
 Coupling inductance: Lb = 300μH 
 AC motor model: Rm = 2.515k , Lm = 9.36mH, Cm = 329pF. 

Exploitation of Equivalent Circuit

Model Validation

Fig. 7 shows the comparison between measurement and simulation of impedance. The impedance 
measurement between A and M (Fig. 5) are compared to the simulation. A good correlation is obtain 
which enables to validate the suggested model. Fig. 8 and 9 represent a zoom of impedance and phase, 
the value of simulate resonance frequency is fr0 = 1.35MHz (working frequency). 
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Fig. 7. Impedance versus frequency
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Influence of AC Motor Aging

Aging of AC motor leads to a variation of the turn to turn capacitance [7]. These variations influence 
the resonance frequency fr. A variation of 30% of the winding capacitance (Cm) of AC machine is 
simulated. This variation induces a modification of the resonance frequency Fr. Fig. 10 shows this 
variation, and Fig. 11 shows the slip of the impedance at fr0.
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Fig. 10. Frequency resonance versus Cm Fig. 11. Impedance at fr0 versus Cm

Method of Measurement

The aging of the machine can be determined by two types of simple measurements :  
1. By the research of the frequency of resonance which is a function of the capacitance of the 

engine. This frequency can be determined by the measurement of the following 
parameters: 

o Phase, maximum of current, maximum of magnetic field, minimum of impedance 
2. For the frequency resonance fr0, by the measurement of parameters functions of Cm: 

o Current, magnetic field, impedance 
These various measurements can be performed out easily and in an autonomous way. Fig. 12 shows an 
example of, voltage, current and magnetic field measurements at fr0. One can calculate phase delay 
and or signal amplitude to determine evolution of stator capacitance (Cm). 

Ch1 : Voltage
Ch3 : Current
Ch4 : Magnetic field

Fig. 12. Voltage, current and magnetic field probe signal
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Conclusion

Experimentations on accelerated aging of the magnet wire insulation show that the winding inter-turn 
capacitance increases [7]. This variation causes a slip in the winding resonance frequencies. To 
provide an on-line monitoring, the novel system injects a low level high frequency signal in the stator 
winding. High frequency measurement of phase, current, impedance or magnetic field allows to 
determine the variation of the winding inter-turn capacitances. With a proper knowledge and a 
database concerning the dielectric aging process, this information can be linked to the probability of 
failure of the inter-turn insulation. This method can be implemented easily, even on applications 
already existing. The possible choice of measurements (current, magnetic field) allows to adapt the 
system according to the various working conditions. 
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Abstract – In this research, the Micro Positioning Actuator(MPA), which is more effective precise ositioning 
actuator than the existent one is proposed. We suggest the design and analysis methodology of the MPA by 
the precise examination of the working principle and using three dimensional Finite Element Method(3-D 
FEM). We also prototyped the mechanical system and the driving circuit of the MPA. Finally, it is verified 
that the suggested MPA is more effective precise positioning actuator than most of the existent one. And the 
proposed design and analysis methodology is validated by comparing their outcomes with experimental data.

Introduction

Most of the existent precise positioning actuator has problems. That is the largeness of size, the much 
consumption of energy, and the large production and maintenance cost [1]-[5]. To address these problems, we 
propose the MPA in this research. The proposed MPA has the merits such as, small in size, low in energy 
consumption, and very cheap in production and maintenance cost.  
We also propose the design and analysis methodology of the MPA by the precise examination of the working 

principle and using 3-D FEM. This design and analysis methodology can be applicable to many other kinds of 
machine, which uses same working principle. Such as the miniaturized micro robot of Aoyama, the precise 
positioning mechanism of T.Higuchi, the micro impact drive mechanism of O.Ohmichi, and etc [1]-[7]. But, the 
design and simulation methodology of those machines is not proposed, yet [1]-[8]. As a result, it needs much 
time and cost to design that. To solve these problems, we propose the design and analysis methodology of the 
MPA by the precise examination of the working principle and using 3-D FEM. 
Also, we prototyped the mechanical system and the driving circuit of the MPA. Finally, it is verified that the 

proposed MPA is more effective precise positioning actuator than most of the existent ones. And, the proposed 
design and analysis methodology is validated by comparing their outcomes with experimental data. 

Prototype of the MPA

Fig.1 shows the prototype of the MPA. The specification of the MPA is tabulated in Table.1. Three electrical 
input square waves with 90 degree phase difference are needed to operate the MPA. Fig.2 shows the flow chart 
of the driving circuit. Fig.3 illustrates the result of output waves from the driving circuit for the MPA. Fig.4 
displays the whole system of the MPA. 
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Fig.1 Protopype of the MPA [mm] 
TABLE.1 Specification of The MPA 

Kinds Value 
Total weight 13 [g] 

Piezoelectric ceramic NEC/TOKIN AE0505D08 

Coil diameter 0.2 [mm] 

Number of coil turns 150 [turn] 

Fig.2 Flow chart of the driving circuit for the MPA. 

Fig.3 Result of output waves from the driving circuit for the MPA. 

Fig.4 Whole system of the MPA. 
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Finite element Formulation for Analysis of the MPA

The matrix equations of (1) and (2) are base for the derivation of finite element formulation, which relate 
mechanical and electrical quantities in piezoelectric media [8],[9]. 

EeScT tE  (1) 
EeSD S  (2) 

where, 
T: vector of mechanical stresses 
S: vector of mechanical strains 
E: vector of electric field 
D: vector of dielectric displacement 
CE: mechanical stiffness matrix for constant electric field E

S: permittivity matrix for constant mechanical strain S
e: piezoelectric matrix; superscript t means transposed. 

The matrix equations (3) and (4) can be obtained from the Hamilton’s variation [8], [9]. 
PSBuuuuu FFFKuKuDuM  (3) 

pSu
t QQKuK  (4) 

where,  
uu, : velocities, accelerations 
 electrical potentials 

M : mass matrix
Duu : mechanical damping matrix
Kuu : mechanical stiffness matrix  
Ku : piezoelectric coupling matrix 
K : dielectric stiffness matrix 
FB, FS, FP : mechanical body, surface, point forces 
QS, QP: electrical surface, point charges.

For the transient analysis of the MPA with the solution at time t+ t, (3) and (4) can be modified as follows : 

PSBtuttuutuutt FFFtKuKtuDuM   (5) 

pSttttu
t QQKuK    (6) 

where, 
t :  fracture of the time step 

t+ t : time of solution. 

The backward-difference formulas with errors of order ( t) 2 are derived from the Taylor series expansion, as 
follow [10]: 

2
2 254
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t
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tt 2
34 .  (8) 

By applying (7) and (8) to (5) and (6), the governing equations, which are used in this research, for transient 
analysis of the MPA are derived as follow : 
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pSttttu
t QQKuK .  (10) 

Characteristic Analysis and Experimental Results of the MPA

Fig.5 shows the transient analysis result of the MPA by using 3-D FEM. Fig.6 shows the one cycle 
displacement comparison between the experimental data and simulated ones of the MPA. The results of the 
simulation almost agreed with the experimental ones. This proved that the 3-D FEM routine used in this research 
was correct. From Fig.5 and Fig.6, it is also verified that the designed MPA has no problems for the proper 
motion. 

Fig.5. Transient analysis result of the MPA by using 3-D FEM. 

Fig.6 One cycle displacement comparison between the experimental data and simulated ones of the MPA. 

Design of the Electromagnet

It is important that the electromagnet, which is attaching to the steel plate, must not be slid by the expansion or 
contraction of the piezoelectric ceramic. Therefore, the maximum resistible horizontal force of the attaching 
electromagnet by the electromagnetic force must larger than the receiving horizontal reactive force. Theses force 
relations can be induced from the “Equation of Motion”, which explains the force equilibrium of horizontal 
direction [11],[12]. But, the maximum resistible horizontal force must not so much larger than the receiving 
horizontal reactive force. If then the MPA do not operates properly with some problems. The main reason of 
those problems is due to the residual magnetic flux of the electromagnet [13],[14]. From above mentioned 
theories of the mechanical and the electrical, we can derive design and analysis methodology of the MPA as 
follows.  
Fig.7 shows the free-body diagram of the MPA at the attaching electromagnet.  
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Fig.7 Free-body diagram of the MPA at the attaching electromagnet. 

The maximum resistible horizontal force of the attaching electromagnet is as follows : 

emnemh FF __  (11) 

where,  
Fh_em : maximum resistible horizontal force of the attaching electromagnet

 : coefficient of the static friction 
Fn_em : normal force which is generated by the electromagnet. 

The receiving horizontal reactive force at the attaching electromagnet is as follows : 

a
m

mF p
emrh 2_

 (12) 

where,  
Fh_r : receiving horizontal reactive force at the attaching electromagnet 
mp : mass of piezoelectric ceramic 
mem : mass of one electromagnet 
a : acceleration of slipping electromagnet. 

As mentioned above, it is important that electromagnet, which is attaching to the steel plate, must not be slid by 
the expansion or contraction of the piezoelectric ceramic. Therefore, the maximum resistible horizontal force of 
the attaching electromagnet by the electromagnetic force must larger than the receiving horizontal reactive force, 
as follows : 

rhemh FF __   (13). 

 But, the maximum resistible horizontal force must not so much larger than the receiving horizontal reactive 
force. If then the MPA do not operates properly with some problems. Such problems can be happened as, the 
sliding of the attaching electromagnet or the attaching of the detaching one to the steel plate. The main reason of 
those problems is due to the residual magnetic flux of the electromagnet. To avoid these problems, the maximum 
resistible horizontal force must larger than the receiving horizontal reactive force optimally. Therefore, the 
optimal electrical source has to be applied to the electromagnet according to the varying electrical source of the 
piezoelectric ceramic. In this reason, the mutual relation between the maximum resistible horizontal force and 
the receiving horizontal reactive one is analyzed by using FEM in this research. Considering these relations, such 
parameters as the dimensions of electromagnet, the number of coil turns, and the electrical input source of the 
coil according to the varying source of the piezoelectric ceramic are determined. 
At first, the maximum received horizontal reactive force at the electromagnet is analyzed by 3D-FEM about 

time step. Fig.8 shows the transient analysis results of a received horizontal reactive force at the electromagnet 
by using FEM. In this case, the maximum received horizontal reactive force, during the operation of the MPA, is 
about 0.576 [N]. The electrical input source 5[Hz] and 50[V] is the maximum value for the operation of the 
MPA in this research. Therefore, the maximum received horizontal reactive force 0.576 [N] at the electromagnet 
is the maximum one of the MPA. From these results, the electromagnets can be designed by using FEM. The 
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dimensions of electromagnet, the number of coil turns, and the maximum electrical input source of the coil are 
designed by FEM. The designed results are shown in Fig.1. Fig.9 shows the analysis result of finally designed 
electromagnet at the maximum input current 0.55[A] using FEM. In this case, the maximum resistible horizontal 
force of the attaching electromagnet by the electromagnetic force is 0.688[N]. Also, the optimal electrical input 
sources to the coil are designed according to the varying electrical source of the piezoelectric ceramic by using 
FEM. The results are shown in Fig.10. 

Fig.8 Transient analysis result of a received horizontal reactive force at the electromagnet by using FEM. 

Fig.9 Analysis result of finally designed electromagnet at the maximum input current 0.55[A] using FEM. 

Fig.10 Analysis result of the maximum received and resistible horizontal reactive forces at the electromagnet by 
using FEM. 
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Conclusion

It is important to note that in this research the MPA is proposed and verified as the more effective precise 
positioning actuator than most existent one in aspect of size, energy, and cost. It is also noteworthy that the 
design and analysis methodology of the MPA is proposed and validated through comparison with experimental 
data. And, this methodology can be applicable to many other kinds of actuators, which uses same working 
principle. 
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Abstract - The object of the examination are  electromagnetic stirrers with an inductor generating 
travelling magnetic field, used for stirring liquid steel in the secondary cooling zone. The analysis of 
stirring process has a complex character.  It deals with  the  electromagnetic  (electromagnetic forces), 
thermokinetic (ingot solidification) and hydrodynamic (velocity of liquid metal) problems. For  2D models 
the following were  determined electromagnetic forces acting on liquid ingot core, thickness and 
temperature of solidified layer of the ingot and velocity of stirred metal. Commercial computer programmes 
(FLUX, FLUENT, CalcoMOS) and author’s programmes  were used  for the calculation.

Introduction

Electromagnetic stirrers constitute the standard equipment of  modern technological  processes for   
continuous casting of steel [1-3]. Such  devices are  installed in the  primary  cooling zone (MEMS 
type), and  in the secondary cooling zone:  directly  under the mould (SEMS type), as well as in places 
where liquid phase participation is not big  (FEMS type) (Fig.1).  Usually  in the continuous  casting 
of steel there are 2 or 3 stirrers. Liquid metal movement is caused by the inductors generating   
travelling,  rotating or travelling–rotating  field. Inductor windings  are  supplied by alternating,  two 
or three phase current, often of lowered  frequency (f <50 Hz).  Putting liquid metal into motion  
during   the ingot solidification  causes, among others, decrease of centre  segregation and axial 
porosity, as well as number of pores  and punctures  in sub surface  zone. The final effect is  the 
limitation of  ingot defects thus  improvement  of their quality. 
Distribution of density components of  electromagnetic  forces, velocities  and direction of travelling  
or  rotating fields  determines  the character and effectiveness of stirring (Fig.2). They, however 
depend on frequency of the  current  supplying  the inductor, pole  pitch and number of  inductor pole 
pairs, current intensity and number of inductor phases and inductor construction. In case of stirring  in 
secondary cooling zone, the place  where  the stirrer is mounted is important,  as the liquid phase 
participation of continuous ingot  changes (diminishes)  together with  the increase of  distance from 
the mould. 
The object of  the examination  presented in this  paper are the electromagnetic stirrers with flat and 
cylindrical inductors generating travelling field, used for stirring liquid steel in the secondary cooling 
zone. The  analysis  of stirring process has a complex character.  It deals with  electromagnetic 
(electromagnetic forces), thermokinetic (ingot solidification) and hydrodynamic (velocity distribution 
of liquid metal) problems (Fig.3). Commercial  computer programmes  (FLUX, FLUENT, 
CalcoMOS) [4-6] and author’s programmes were used for the calculation. Presented results  constitute 
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part of the research work  conducted within  the grant [7], in which  these problems are analysed in 
models 1D, 2D and 3 D.          

a)    b) 

c)    d) 

Fig.1 (left) Electromagnetic  stirrers in the continuous casting of  steel  (1 – main ladle, 2 – tundish, 3 – 
immersion nozzle, 4 – liquid metal, 5 – mould, 6 – MEMS stirrer, 7 – SEMS stirrer, 8 – secondary cooling 
zone and guiding rollers, 9 – FEMS stirrer, 10 – solidified metal layer, 11- cutting [2]) 

Fig.2 (right) Liquid metal – types of movement (a - flat or cylindrical inductors, directions of travelling 
fields – the same, b –  two side flat inductors, directions of travelling fields – the opposite, c –  one side flat 
inductor, d – cylindrical  inductor generating  rotating field, 1 –  ingot liquid  core  (liquid phase), 2 – 
solidified layer (solid phase), 3 – inductor,  4 – movement of liquid metal, vs - synchronous  velocity) 

The Analysis Of Physical Fields

In the analysed  process of electromagnetic stirring, physical fields: electromagnetic, thermokinetic 
and hydrodynamic - are  treated  as separated.  Such simplification is justified  because: 
- cooling and casting conditions (temperature of liquid metal, casting velocity, cooling intensity) are 

very stable, 
- influence of electromagnetic field  (induction heating of ingot, generating liquid metal movement)   

on heat exchange and ingot solidification is insignificant, 
- velocity of  stirred metal is small (about 1 m/s), so  rotation (motional) current can be neglected in  

electromagnetic field  equations, 
- in a given place where stirrers are mounted, temperature distributions and thickness of solidified 

layer  do not change significantly. Material properties  of steel  (electrical conductivity, viscosity, 
density, thermal conductivity etc.) can thus be treated as not changed in a given place of  ingot. 

The analysis aiming at the  determination of the most important parameters of stirrers and stirring 
process, covers  the following stages (Fig 3): 
- taking input data  (ingot dimensions, chemical composition of steel, temperature of liquid  steel, 

casting velocity, cooling parameters, type of stirrer and its  basic dimensions etc.), 
- determining temperature distribution in the ingot and  thickness of  solidified  outer layer  of the 

ingot  along all ingot height  (model 2D or 3D), 
- calculating the distribution of electromagnetic field  in the ingot in part with the stirrer (model 1D, 

2D or 3D), 
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- determining  the distribution of liquid metal velocity which undergoes stirring (model 2D or 3D), 
- calculating  electric parameters  of the stirrer (power, supply voltage, power factor  etc). 
If  the obtained results do not meet the expectations  and operating requirements (especially  
distribution and the value of liquid metal  velocity)  the repetition of  a given stage of calculations 
takes place, with changed input data. Methodology of determining parameters of stirrers  is discussed 
in paper [7]. 
           a)         b)  

                  

Fig.3 (left) Calculation diagram of   the parameters of electromagnetic stirrers 

Fig.4 (right) Model of ingot for the calculation of temperature and thickness of  solidified layer (a  – 
longitudinal section  of the ingot, b – cross section of the  slab and cylindrical  ingot, 1 – immersion nozzle, 
2 – liquid metal, 3 – solidified layer, 4 – mould, 5 – water cooling, 6 – guiding rollers, 7 – inductor, Tm - 
liquid metal temperature, Ts – solidified layer temperature, zk - level of liquid metal in the mould (zk  = 0), zs
–  length of solidification zone) 

Exemplary calculation results presented in this paper deal with casting of the following ingots: 
a) rectangular ingots  made of 06JA steel,  with dimensions 2g2·2h2 = 175·950 mm (liquid steel 

temperature Tm = 1551 C): casting velocity  vc = 0.0283 m/s – ingot In1a, vc = 0.0317 m/s – ingot 
In1b,

b) rectangular ingot  made of  18G2A steel with dimensions 2g2·2h2 = 140·165 mm (casting velocity  
vc = 0.0358 m/s, liquid steel temperature  Tm = 1550 C) (ingot In2), 

c) cylindrical ingot  made of 18G2A steel of diameter 2g2 = 170 mm (casting velocity vc = 0.028 m/s, 
liquid steel temperature Tm = 1544 C) (ingot In3). 
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Temperature field in the continuously casted ingot  can be determined after solving  the equation of 
thermal conduction,  with boundary conditions which take into account  changeable of effective heat 
transfer coefficient and latent heat. Calculation were done with the use of commercial computer 
programme CalcoMOS (finite elements method 2D) [6] and the author’s programme (analytical 
method 1D)[8,9]. The advantage of  CalcoMOS programme is  possibility of taking into consideration  
the ingot movement and continuous access of liquid metal to the mould. 
It  was assumed that effective heat transfer coefficient  changes along the height of  the ingot (Fig.4), 
is different in particular cooling zones – primary (mould) and secondary (zones 3 – 7). Values of 
coefficients , lengths of cooling zones and other data  necessary for the calculation  of analysed cases 
(ingots In1a, In1b, In2, In3) are presented in paper [7]. Non-linear dependence of material properties  
upon temperature was allowed for in CalcoMOS programme; their  mean values for mean 
temperatures  - in author’s programme. 
As a result of calculations (by means of numerical  and analytical method) the following can be 
obtained thickness of solidified layer of the ingot  (participation of solid phase), temperature 
distribution  and mean temperatures  in solidified layer and  in  ingot liquid core. 
It is necessary to know  the values of  solidified layer thickness  and temperature distribution in the 
ingot  to be able to perform further calculations – electromagnetic and hydrodynamic ones (Fig.3). 
Fig.5 shows  changes in solidified layer thickness of ingots for  analysed examples  of continuous 
casting, both in the function of distance from the level of liquid metal  in the mould (Fig.5a)  and 
casting time (Fig.5b) (programme CalcoMOS). Further discussion of the calculation  results   was 
carried out in paper [7].  It was  proved that, among others, calculation of solidified  layer thickness  
when the dependence: 

k
zKtKb

1

where: K, K1  – solidification  coefficients, zk  –  distance from meniscus, t – time, 
is used  can feature  an error  reaching even tens of %. 
a)        b) 

Fig.5 Changes of solidified layer thickness  in the function of distance from the mould (a) and solidification time 
(b)                 

Electromagnetic Field

In the developed methodology of the electromagnetic stirring process analysis  at continuous casting 
[7], the calculation of basic values of electromagnetic field were divided  into two stages: 
- stage I (initial) in which Maxwell’s  equations is solved analytically  in model 1D or quasi-2D. 

Dependencies determining  electromagnetic forces acting on liquid metal are used  in the initial  

Temperature Field. Thickness Of Solidified Layer
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choice of supply current frequency  and pole pitch of the inductor. Components of the 
electromagnetic forces density fx and fz are presented in the form  fx,z = fx,z (x) (model 1D[8]), fx,z = 
fx,z (x,z) or as fx,z = fx,z (x) exp(-kz2) (models quasi-2D [7-9]).  The  results of that stage can be  the 
base  for determining approximate velocity distribution of liquid metal in the ingot. 

- stage II (final)  in which on the basis of numerical solution of vector potential  equations in model 
2D or 3D, vectors of electromagnetic field are  determined; they are used for calculation of 
electromagnetic  forces, velocity of liquid metal and  electrical parameters of  stirrers. 

For the calculations in the first stage, author’s programmes  are used (models 1D [7,8] or quasi-2D [7-
9]), in the second stage  - programme FLUX2D or FLUX3D. 
Fig.6 shows exemplary dependencies of total electromagnetic force  acting  in the axis  z  (relative 
value, non-dimensional [9])  upon parameters rm and r (model 1D) for rectangular ingot, whilst 

2
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2 gfg
mmrm

 ,
2

g
r

where:  – pole pitch, f – frequency, μ0  - magnetic  permeability  of free space, m  - electrical 
conductivity of liquid metal, 2g2 -  ingot thickness or  diameter. 
Directions of the travelling fields of the  inductors are opposite  (Fig 2b). It was assumed that: ar = 0.3, 
br = 0.2, rs = 1.1 (Fig.6a) and ar = 0.3, br = 0.7, rs = 1.3 (Fig.6b),  whilst 
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where: a, b, g2 – dimensions (Fig.4), s – electrical conductivity of  solid phase. Thickness of solidified 
layer  b and mean temperatures of liquid metal and  solidified layer were calculated by means of 
CalcoMOS programme. Characteristics presented in Fig.6 are used  at the initial choice of current  
frequency which  supplies  inductor  f  and the  pole pitch  of the inductor. 
For the same values  ar , br , rs (Fig.6a) and for r = 1, changes in the densities of  electromagnetic 
forces frz  were determined (relative values, non-dimensional [8]) along the coordinates xr = x/g2
(Fig.7). Description of applied calculation methods  are shown in paper [7]. Results obtained  when  
programme FLUX2D was used  are also  presented there. 
a)       b) 

    Fig.6 Dependencies Frz = f( rm , r ) a - ar = 0.3, br = 
0.2, rs = 1.1, b - ar = 0.3, br = 0.7, rs = 1.3 

Fig.7 Dependencies frz = f(xr)
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Velocity Distribution Of The Liquid Metal

At the stage of mathematical  modelling (computer simulation) efficiency of electromagnetic stirring 
is estimated  on the basis of determined velocity distribution  of  the liquid metal (velocity value, range 
of stirring – depth and the height of  stirring zone). Intensity of stirring can be changed  by selecting 

 
type of the stirrer (Fig.2), its dimensions, number of pole pairs, pitch pole and supply parameters – 
frequency and current intensity of the inductor. 
Velocity  distribution of the liquid metal in ingot core were calculated  by means of programme 
FLUENT  (model 2D) [5,7]. Fig.8 shows exemplary  results obtained  for the stirrers with the flat 

 
inductors generating a travelling fields in the same direction (Fig.2a). Inductors  are placed in the 
distance zio  = 4.32 m (z’ = 0, Fig.8) from the level of liquid metal  in the mould (Fig.4). It was 
assumed that  in temperature Tm = 1550 C, for ingot  In1a, density of liquid steel is  = 7007 kg/m3, its 

 
dynamic viscosity is = 6.387•10-3 Ns/m2 (ar = 0.229, br = 0.354; rs = 1.104).  

b)
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Fig.8 Velocity distribution of liquid metal at the same direction of travelling fields (Fig.2a) 

The research has been done within the project no 4T08B 043 23, financed by Ministry of Science and 
Information Society Technologies (Poland). 
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PERMANENT MAGNET MOTOR WITH EMBEDDED MAGNETS 
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Abstract - It was studied the effect of flux barriers on the flux density waveform and on the torque 
developed by several different permanent magnet synchronous motors. The rotor types studied have 
permanent magnets embedded inside the rotor. The magnets of one pole shoe are placed in V position. The 
embedded magnet rotor “pole shoes” encourage the quadrature armature reaction, which may be harmful 
with respect to the motor performance. Different kinds of flux barriers were designed and computed with 
finite element method, using Cedrat’s Flux2D software. 

Introduction

Permanent magnets can be buried in the rotor axially, radially or tangentially. Some advantages of 
embedded permanent magnet machines are that, in low speed the iron losses are often small, the 
rotor constructions are actually simple – the rectangular magnets are easy to mount into the holes of 
the rotor, the air-gap flux density may reach high values and the air-gap flux density can be easily 
made sinusoidal, which makes it possible to achieve a very low torque ripple or cogging torque. 
The electromagnetic torque T of a permanent magnet synchronous motor can be analytically 
calculated using the load angle a, the stator phase voltage Us, the PM induced electromotive force 
EPM and the d- and q-axis inductances

a
dq

2
s

a
d

sPM 2sin11
2

sin
2 LL

U
L
UE

n
mT

s
  (1)

The direct axis inductance Ld is in a significant way dependent on the permanent magnet material 
and the d-axis geometry. The q-axis inductance Lq typically becomes larger than Ld in the case of 
embedded magnet motors. This means that the maximum torque of the salient pole PM motor is 
reached with a power angle a larger than /2. According to Eq. (1) the maximum torque is 
inversely proportional to inductances: the smaller the inductances are the higher is the maximum 
torque. [1] 
The embedded magnet structures in this study are designed using the criteria explained in [1]. In 
literature there are studies concerning embedded permanent magnet machines with one flux barrier 
[2,5] and with several barriers [3,4]. Bianchi and Bolognani [4] have studied an interior 
(embedded) permanent magnet motor, IPM with a segmented rotor, where the rotor structure is 
similar to synchronous reluctance rotor designs. The main idea was to reduce the q-axis inductance. 
Their motor design was proven to have a good performance in the flux weakening area and it was 
capable to give a high torque, but below the base speed the segmented IPM motors deliver a 
smaller torque than IPMs. Thereby it was in the authors’ interest to study the behaviour of the 
embedded permanent magnet motors with flux barriers.
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Static Computations 

Different types of rotor structures were designed for a 45 kW 10-pole machine. At first, the finite 
element analysis, FEA was performed at no-load for an embedded V magnet structure, in which the 
pole consists of two embedded rectangular magnets. For all the machines the same amount of 
magnet material was used. It was assumed that the iron must be at least 2.5 mm wide in the iron 
bridges of the rotor pole to maintain the mechanical strength. It was studied several variations of 
flux barriers some of them are shown in Fig. 1. The motor structures studied were:

A. No flux barriers and a 1/cosine formed air-gap. Magnets in V-position.
B. 1 flux barrier (max. width 5 mm) and a 1/cosine formed air-gap. Magnets in V-position. 
C. 1 flux barrier (max. width 5 mm) and a 1/cosine formed air-gap. Magnets in V-position. 
D. 1 flux barrier (max. width 3 mm) and a 1/cosine formed air-gap. Magnets in V-position. 
E. 8 flux barriers and a 1/cosine formed air-gap. Magnets in V-position. 
F. No flux barriers and a 1/cosine formed air-gap. Magnets in W-position. 
G. 5 flux barriers, barriers designed along the no-load flux lines. Magnets in V-position. 

A                               B                       C 

D                        E                     F  G

Fig. 1 The motor geometries and the flux lines, obtained from Flux2D at no-load. 

A steady state calculation was performed using FEA. Constant phase currents were applied to the 
stator slots and the rotor was rotated step-by-step over one pole pitch. Fig. 2 shows the torque 
curves as a function of the rotor angle for the different 10-pole motors.

The maximum torque is achieved at a load angle higher than 90 degrees for the embedded V-
magnets; this can be explained through the reluctance difference between the d- and q-axis. 
Forming the rotor pole and using several flux barriers diminished this armature reaction. As 8 flux 
barriers were used, the obtained curvature became more symmetrical. The motors with one flux 
barrier gave high maximum torque values, too. The pole shoe of the motor F was constructured 
using smaller permanent magnets than in the other motors. The torque curvature produced was 
unsymmetrical and thereby it may lead to unbalanced motor operation.

In Fig. 2 b) are shown the flux lines of Motor A, C and E at rated load. In the basic structure A 
there exist a very heavy quadrature armature reaction, which causes that in some pole areas the flux 
lines travel from a stator tooth to the rotor iron and then back to another stator tooth without 
passing the rotor magnets. This kind of tangential flux may not be useful in the torque production 
and thereby it was decided to design some air flux barriers for the quadrature flux.
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Fig. 2 a) The torque as a function of the rotor angle (with respect to the current) with steady currents in slots. 
The constructions of the machines described in this figure are: motor A has no flux barriers, motor B with 1 
flux barrier, motor C with 1 flux barrier, motor E with 8 flux barriers and cosine formed rotor surface with 
magnets in V-position and motor E with magnets in W-position. Fig. 2. b) The geometries of motors A, C 
and E and their flux lines obtained from Flux2D at rated load. 

Transient Computations with voltage supplies 

Transient magnetic computations were performed with finite element program Flux2D by Cedrat. 
The computations were carried out with circuit couplings. A set of voltage driven computations 
with different load angles were performed for the motors. It was used a purely sinusoidal voltage 
supplies with 368 V terminal voltage. From these computations the pull-out torque and the rated 
load angle were solved. The torque ripple peak-to-peak values were also solved out from these 
computations. The ripples of embedded magnet machines equipped with flux barriers tend to have 
higher ripples than the machine topologies without flux barriers.

In table I are presented the machine data needed for computations and on the right side is presented 
the V-magnet motor topology C. The air gap in FEA was divided in three layers. The magnet 
material used in computations was Neorem’s 495a100a. The remanent flux density Br of the 
magnet material used was 1.1 T and the coercivity BHC was 830 kA/m.

Table I   The machine data needed for finite element computations. 

Parameter Symbol Value 

Shaft power
Speed
Rated torque 
Pole pair number 
Stator stack length 
The number of slots 
The number of slots per phase and 
per pole 
Phase resistance 
Terminal voltage
Frequency
Number of winding turns in phase 

P
n
T
p
L
Q
q

R1

U
f

Nph

45 kW 
600 rpm 
716 Nm 

5
270
60
2

0.12 ohm 
368 V 
50 Hz 

80

APLUS
CMINUS BPLUS

small
flux 
barriers

small
flux 
barriers

one
flux 
barrier
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The armature reaction affects indirectly the torque by saturating the machine and decreasing the q-
axis inductance, as a result of which the reluctance torque of the embedded permanent magnet 
machine decreases. [1] According to the flux density distributions from FEA, in Fig. 3, it can be 
seen that the armature reaction is reduces by using flux barriers. In Fig 3 are shown the flux density 
distributions of the V-magnet motor at rated load for machines A, C and E. It is also presented the 
flux distribution at no-load, to show the effect of magnets. The armature reaction in motor A is 
larger than the armature reaction seen from the flux densities of motor C and E, which both have 
flux barriers.

The flux densities and their harmonic contents were analysed, too. Multiplies of the 6th harmonic 
can be seen, e.g. 12th and 18th. The multiplies of the 6th harmonic are lower in case of motor A 
(without flux barriers) than with the other machines with flux barriers as shown in Fig. 3 b).
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Fig. 3 a) The air-gap flux density distribution under one pole in the embedded magnet structures. Thicker 
grey line; only the magnets. Thin black line; motor A at rated load. Thick grey line; motor C at rated load. 
Thick black line; motor E at rated load. b) The harmonic components of the flux density normal component 
at load for motors A, C (1 flux barrier) and E (8 flux barriers). 

In Fig. 4 are presented torque curves and current curves as a function of the load angles for some 
V-magnet motors: motor A (basic structure) and for motor C with one flux barrier. The curves are 
obtained from voltage driven FEA computations.
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Fig. 4 The torque curves and current curves of the V-magnet motor A and C as a function of the load angle.
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Table II   Results from voltage driven computations: The motors C and D have one flux barrier in the middle 
of the pole shoe. The flux barrier of the motor D is higher and narrower than the flux barrier of motor C. 

 Rated torque (Nm) Rated Current (A) Pull out torque (p.u.) 
Motor A, No flux barriers 716 84.7 1.86 
Motor C, One flux barrier 
Motor D, One flux barrier 

716
716

84.3
79.5

1.8
1.88

Motor E, 8 flux barriers 716 86.0 1.8 
Motor G, 5 flux barrier 716 87.5 1.8 

From the results shown in table II, it can be seen that the basic version under study, motor A, 
without flux barriers produces 1.86 p.u. pull-out torque and the rated current of the motor is 84.7 A. 
This motor type may utilise all the rotor pole iron, because there are no extra air holes e.g. flux 
barriers in the rotor. The narrow and thin flux barrier of structure D gave a good performance. The 
rated current 79.5 A is smaller and the pull-out torque of motor D is slightly higher than with other 
motors. As motor E was analysed, it was noticed that it has a lower power factor than the other 
motor types studied here. When observing the flux lines at rated load – it may be seen that there are 
leakage flux routes. A part of the flux created by permanent magnets and the rated current vanishes 
from the torque production. The idea of several flux barriers might work with flux barriers 
designed according to flux lines at no-load and therefore it was designed motor G, which has 5 flux 
barriers. [3] According to FEA the behaviour of that motor was also similar to earlier versions, not 
much difference in the pull-out torque. So, changing the q-axis inductance with flux barriers did 
not give a higher pull-out torque in these 45 kW, 600 rpm motors.

Analyses

The torque production capability and the inductances were studied closer. According to the finite 
element analysis the torque developed with flux barriers or without flux barriers was about 
the same. Thereby it was analyzed the d-axis and q-axis inductances, the saliency ratio 
Ld/Lq of the motors investigated. The amount of Ld was kept as a constant 1 p.u. and the 
amount of Lq was changed from 0.5Ld to 2Ld. Eq. (1) was used to compute the torque as a 
function of load angle and the results are shown in Fig. 5.
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Fig. 5 Torque as a function of load angle when d-axis inductance Ld is kept as a constant 1 p.u. and the q-axis 
inductance Lq varies from 0.5Ld to 2Ld. Torque is computed with Eq. (1). In traditional salient-pole 
synchronous machines typically Ld/ Lq  2. 
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It was assumed that other parameters in Eq. (1) remain constants although the quadrature 
inductance Lq is changed. From the torque curves, in Fig 7, it may be seen that when Ld equals to Lq
the pull-out torque is 1.8 p.u. The analytical results were similar to the FEA results, e.g. the pull-
out torque from FEA varied from 1.8 to 1.9 p.u. as Lq varied from 0.8Ld to 1.5Ld.

So, reducing the q-axis inductance by 20% or increasing it by 50% with the flux barriers does not 
give much difference to the torque. It is needed a larger difference between the d-axis and q-axis 
inductances, if a higher pull-out torque is wanted. Reducing Lq to 0.5Ld would give a pull-out 
torque of 2.4 p.u. To achieve the same torque by increasing Lq then Lq should be increased up to 
50Ld to achieve a pull-out torque of 2.4 p.u. 

Conclusion

The flux barriers guide the flux to the air gap, reduce the quadrature armature reaction and they 
increase the useful flux density in the air gap, especially at higher loads. It was found that a 
machine equipped with a rotor structure with one flux barrier might have smaller rated current and 
a slightly higher pull-out torque than a machine without any flux barriers in the rotor. The 
improvement in this machine type studied was not very big. It was noticed that the flux barriers 
have clearly some impact to armature reaction, but it didn’t affect too much to the pull-out torque 
as the supply voltage and the machine speed were kept as constants.

The difference of the pull-out torque and the torque ripple between the different motor structures – 
with or without flux barriers – is actually quite small. The aim of having flux barriers in an 
embedded motor was to change the inductances. The idea was to reduce the q-axis inductance in 
order to reduce the armature reaction and thereby it was assumed to gain a higher maximum torque. 
The results show only a small difference in the torque production capability. It was found that the 
q-axis inductance should be reduced significantly to achieve a high pull-out torque.
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Abstract- This paper presents an evaluation of the grounding system influence on a Lightning Protection
System (LPS) optimization process, in which the Constrained Decision Planning method is applied. The 
evaluation approach is based on the Field Coordination studies that take into account the resulting magnetic
field effects in the regions where the equipment will be placed and the relating threshold levels. The induced
magnetic flux is evaluated by time-domain simulations, and the concepts of “safe area” and “connectivity
index" are used as measures of this procedure.

I. Introduction

The search for the Lightning Protection System (LPS) configuration that maximizes the regions inside the

building, in which the specified threshold levels are satisfied, is a very important topic of the LPS design.

Basically, it should be mentioned that the induced effects on the electric and electronic equipment installed

inside buildings depend on the electromagnetic field radiated by the LPS, and on the equipment immunity levels.

Thus, the elements of a LPS, like down-conductors, horizontal equipotential rings, and the ones concerning the

grounding system assume an important role on the resulting electromagnetic environment when a building is

directly struck by lightning. This design topic is called "Field Coordination", and it is discussed in previous

works [1]-[5]. The authors propose the use of a Constrained Decision Planning tool to optimize the field profile

in the regions where the equipment will be placed, and the concepts of "safe area" and "connectivity", as 

measures of this procedure [5]. The magnetic flux density is evaluated by time-domain simulation based on a 

methodology that has already been developed and validated by the authors [1], [2]. The influence of the down-

conductors and horizontal equipotential rings are evaluated, assuming the configuration of grounding system as a

pre-defined one. In this paper, although the same optimization method is applied, an evaluation of the grounding

system influence on the optimization process is carried out. These new results are emphasized, allowing the

authors to draw some important and suitable conclusions for LPS designer decisions.
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II. Methodology

a. General Assumptions

The optimization approach used in this work is similar to the one presented in [5]. The same steps are carried out
in order to optimize a LPS, but here it is considered different pre-selected grounding systems.
Concerning the grounding system model, a grid of conductors interconnected by rods can be used as a model.
The resulting elementary grounding system cell is represented by: the earth resistance of the vertical rods, and by
the transversal conductance of the horizontal conductors that can be assumed as a load to a transmission line,
represented by its characteristic impedance. The soil is assumed homogeneous, and the electrical parameters and 
the characteristic impedance are evaluated based on analytical formulas [7]-[9]. The voltage response of the cells
can be obtained by the general expressions, similar to the ones used to calculate the cell response situated above
the ground [1],[2]. The ionization is considered, and its model follows the one presented in [10], similar to the
well-known Korsuncev´s process: The earth resistance of the vertical rods is represented by a nonlinear
resistance that depends on the instantaneous injected current, on its geometrical length, and on the soil resistivity.
The so-called "Oettle expression" presents the relationship between the critical breakdown gradient of the soil
and the soil resistivity. The magnetic field is evaluated based on the time-varying dipole theory and on the
method of images. The lightning stroke is simulated by an ideal unidirectional current source injected in the
structure, not taking into account the lightning channel [1]-[5].

b. Optimization Approach

The optimization approach here used is based on the so-called Constrained Decision Planning method. Basically,
the proposed approach is a heuristic-guided search technique that uses a hierarchical structure that applies to 
planning problems with multiple goals that require constraint satisfaction [11]. It is based on the “Depth Search
Algorithm” in which, starting from a given initial goal, it triggers the solution search process. In this work, the
initial goal corresponds to the identification of the points of the space that satisfy the pre-established thresholds. 
For a better understanding, it follows a brief description of the main steps and definition used in the proposed
approach. The optimization approach is based on the following steps:
1. Calculation of the magnetic flux density at pre-selected points “P(z, x, y)” of the regions under analysis, for 
each LPS configuration, taken into consideration the different grounding systems, based on the method presented
in [1], [2];
2. Organization of the maximum magnetic flux density values “Bmax” as the input data set for the interpolation
process, function of the number of down-conductors “Nd” and rings “Nr” of the LPS;
3. Generation of extra maximum magnetic flux density values through a multidimensional data interpolation. For 
this purpose, the authors have applied the Kriging one [12];
4. Determination of the safe areas, and the connectivity indexes concerning the threshold values, using as
constraint to the aforementioned interpolated values of the maximum magnetic flux density, and
5. Finally, the selection of LPS, i.e., the best arrangement of “Nd” and “Nr” that maximizes the physical
extension of the connective SA regions taking into account also the dimensions posed by the Standards.
Concerning the aforementioned indexes, they were firstly presented in [4], and [5]. The concept of safe area is
defined as the total area in the region of interest, resulting from the sum of the elementary areas where the 
induced magnetic field is less than the pre-specified threshold level [4]. In fact, it will be only a suitable index
for optimization of LPS, if its shape and area satisfy the geometrical layout criteria for equipment and cables.
Thus, the "Connectivity Index" is introduced, and defined as the number of "common edges" of the elementary
safe areas in this region: This index evaluates how connected the elementary safe areas are, and it helps us to 
avoid choosing the arrangement where "spots" in the region under analysis may occur [5].

c. Formulation: Basic Equations

As it was previously presented, the first step of this methodology consists in subdividing the considered structure
in three-dimensional cells, each of them corresponding to a junction of transmission lines belonging to the axis z,
x, and y, resulting in cells formed by one central node, and six series ones. The grounding system is considered
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as an extension of the building structure, and a grid of conductors interconnected by rods [1],[2].

Response of the Cells and Current Distribution

The voltage and current wave propagation on each transmission line of the cell are related to the per-unit-length
line parameters, inductance L and capacitance C, and the reflected and incident currents are obtained from the
solution of the transmission lines equations. The discretized form of the currents along line “n”, at the instant
“k”, is expressed by (1) and (2).
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In these equations, “Zn” is the characteristic impedance of the line “n”, and SRD is a unitary scattering factor that
will be positive or negative depending on the position and direction of the reflected-wave propagation. The space 

and time are represented in terms of discrete units, l and t, which are related by the speed of light “c”. The

variable l is the length between two series nodes of the cell; and t = l/2c is the propagation time along each

branch of the cell and it is assumed as the time step of the calculation. For an instant of time “t”, t = k l/2c.The
matrix C(I,J) is the Connection-Matrix that relates incident and reflected impulses. The reflected and incident 
voltage impulses on lines “n” is given by (3):
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r
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The matrix (I,J), is the transmission coefficients matrix, where the coefficients h and, v are the transmission
coefficients of lines 1-4 and 5-6, respectively the horizontal and vertical ones. When the central node P0 (z, x, y)
of the cell is the point struck by lightning, the value of the lightning pulse current at the instant (k-1), must be 
added in (1). Concerning the characteristic impedance of the transmission lines, they are calculated through
traditional formulas given by literature [8], [9].

Grounding System

A grid of conductors interconnected by rods models the grounding system. The Fig. 1 shows the resulting
elementary grounding system cell: the earth resistance of the vertical rods “Rgh”, and the transversal conductance
of the horizontal conductors “Gge” are represented as a load to transmission lines, which characteristic
impedance is “Zc”. The soil is assumed as homogeneous, and the electrical parameters and the characteristic
impedance are evaluated based on an approach similar to the ones presented in [7], [8].
Thus, the voltage response of the cells can be obtained by applying the general expression (3), but assuming

V i
5 (z,x,y)=0. The reflected voltages regarding the central node and the lines "n" of the cell are then calculated by:

l

Zc

Gge l Rgh

Fig. 1 - Simplified model used for the grounding system.
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The transmission coefficients in (4) will be noted by n at
v 55 , n at

v 66 , and . When the

grounding system is a single vertical rod, the resulting expressions will be (5) and (6), depending on the node in 
contact with the soil, the central or the series one, respectively:
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Ionization Model

The ionization phenomena tend to cause lower values of earth resistance due to the increased contact area of the 
electrode with the surrounding soil material. In this work, the ionization model follows the one presented in [10],
similar to the well-known Korsuncev's process. The earth resistance of the vertical rods is represented by a 
nonlinear resistance that dependence on the instantaneous injected current “I (kA)”, on the geometrical length “s
(m)”, and on the soil resistivity “ m)”:

30820
0

383606918026310
...

gh EIs.R (7)

The parameter E0 (kV/m) is the critical breakdown gradient of the soil, and the so-called "Oettle expression"
presents the relationship between “E0” and the soil resistivity:

E ,2150
0 241 (8)

Moreover, it is assumed, as general criteria, that the ionization begins immediately after reaching the critical 
breakdown gradient, the independence of the electric field calculation concerning the horizontal or vertical
conductor position, as well as the per-unit-length inductance of the horizontal conductors “Lge” not varying with
the ionization. The affecting parameters, like the capacitance “Cge” and the conductance “Gge” presented in [7], 
are evaluated assuming “r=req”, the resulting equivalent radius:

oeq lEIr 2 (9)

In that case, the propagation time and the relating characteristic impedance are obtained by [8]: 

tlLZ gec , where gegeCLlt (10)

It should be emphasized that, in order to keep the synchronism among the cells in the two different media, air
and soil, a time-delay regarding the highest and lowest time propagation values is applied.

The Magnetic Flux Density

The magnetic flux density due to the distribution of current dipole I0 along each of the conductors of the LPS is
obtained after integrating (11) and adding (12). The method of images applies.
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The relating geometrical factors are: R, the evaluating point distance from the current pulse dipole, and r, the
Cartesian system origin distance from the projection of P(z,x,y) on the perpendicular plane to the current
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propagation axe ( ). The time (R/c + '/v) is the retarded time, c and v are the light and the current propagation

speed, ' is the current dipole coordinate, and  is the permeability of the vacuum. It should be noticed that the
absolute value in the denominator of (12) takes into account the influence of the observer position related to the
wave front of the current pulse that is particularly important when high structures are under analysis [5].

III. Application and Results

In order to illustrate the proposed methodology, we show some results related to a grounding system formed by
vertical rods, connected to the down-conductors, part of a LPS of a building which dimensions are 12m x 12m x 
13.5m. The basic structures is the same used in [4], in which the lighting striking point is represented as the

origin of the system P(0,0,0), and the plane n as the regions that were evaluated.

Fig 2 – Connectivity index (%) as a function L.P.S and threshold levels ( T), for the earth resistances

R=5 Left) and R=80 Right)  Plane  (y 5,0m), and Asymmetric Scenario.

Basically, it was considered nine LPS configurations, assuming the striking points at the center (symmetric

scenario) and at the corner (asymmetric scenario) of the building, the soil resistivity equal to m, and the

equivalent earth resistance values varying from 5  to 100  The authors also adopted the diameter of the LPS 

conductors (down-conductors and rings) d=0.015m, and I0 =10.0kA,  =0.25 s,  =2.5 s, and n =2 as typical 
values for the lightning current waveshape, the same used in previous work. Regarding the LPS configurations,
the LPS 1, 2, 3 are the ones related to the number of rings Nr varying from 1 to 3, and the number of down-
conductors Nd equal to 4. Similarly, the LPS 4, 5 and 6, and LPS 7, 8 and 9 are related to Nd equal to 8, and 16,
respectively. The LPS down-conductors are equally spaced, and the “y coordinates” of the horizontal rings are

y  -6, for Nr 1, y  -3 and –9, for Nr 2, and y  -3, -6 and -9, for Nr 3. An extensive analysis was carried out,
considering the influence of the earth system characteristics on the electromagnetic environment inside the LPS 
configurations. First, we would like to emphasize the influence of the striking point on the resulting field profile, 
and on the connectivity indexes: In the symmetric scenario, there is a tendency to link the highest indexes to the
most complex LPS. On the other hand, if an asymmetric scenario is considered, a remarkable variation and non-
uniformity of the index values are observed, and the tendency is quite the opposite. Although for some particular
configuration and threshold levels the indexes do not follow this trend, it can be mentioned as a general behavior
even if different earth system characteristic are taken into account. These comments are similar to the ones that 
have already been presented by the authors in [5]. It is illustrated by Fig. 2, where two values of earth resistances

5  and 80 are considered. Regarding the influence of the earth resistance on the LPS performance, it was
observed as general tendency that the highest indexes are related to the highest values of earth resistance. It can 
be explained, if one considers that the transmission lines coefficients of the cells that connect the down-
conductors and the rods of the grounding system vary with this parameter. Moreover, it should be notice that, the
time-derivative of the current affects, directly, the values of the magnetic flux density [1], [2]. Fig. 3 presents the
evaluation of the connectivity index, considering a strike on the corner of the building protected by a LPS 
configuration with one ring and four down-conductors. The influence of the earth resistance and the
aforementioned tendency can be easily realized in this example. Although asymmetric scenarios takes a very
important part in the search process, and the authors have selected and presented some results concerning this
scenario, the decision about the best arrangement of the LPS that maximizes the physical extension of the
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connective safe areas should take into account the resulting electromagnetic environment in the region under
analysis. Therefore, all the scenarios should be considered in the field coordination studies.

Fig 3 – Connectivity index (%) as a function of earth resistance ( ) and threshold levels ( T).

LPS 1, Plane  (y 5,0m), and Asymmetric Scenario.

IV. Conclusion
This paper presented the application of the Constrain Decision Planning Method on the LPS optimization in
which the influence of the grounding system influence is emphasized. The formulation, the concepts of field
coordination, and the main aspects and definitions of the optimization process were briefly explained, and a 
basic structure was selected as case study. An extensive analysis was carried out based on simulations, and some
selected results were presented. The influences of striking point, the complexity of the LPS, and the earth system
characteristics influence on the LPS electromagnetic environment were discussed. Although, it was possible to
obtain some direct conclusions regarding the influence of the aforementioned variables on the LPS performance,
a remarkable variation and non-uniformity of the index values were observed. Therefore, these new results allow
us to draw some important and suitable conclusions, showing that the proposed methodology can be helpful for
LPS designers.
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Abstract – This paper focuses on the design of bearingless high-speed permanent magnet motors. These 

motors can be an alternative to magnetically suspended motors using active magnetic bearings. Starting with 

an introduction to the required design formulas, the design procedure is explained. As an example, a 40 kW 

bearingless motor spinning at 40000 rpm is calculated. This design is based on an existing high-speed motor 

using active magnetic bearings. Finite Element calculations are used to verify the single design steps.

Introduction

High-speed electrical machines cannot be mechanically suspended using conventional ball bearings. 

Magnetic levitation is a way to overcome this problem [1, 2]. The spinning rotor of the machine 

hovers freely within a magnetic field. Active magnetic bearings can be placed on either side of the 

motor shaft and use a controlled direct current to achieve stable levitation conditions. However, active 

magnetic bearings tend to elongate the motor design, which causes additional problems in terms of 

lower resonance frequencies of the shaft. Furthermore, these bearings require a direct current supply, 

which necessitates a special power converter and specially designed non-standard iron sheets. As an 

alternative, there is also a possibility to integrate the generation of levitating forces into the motor 

itself. In a so-called bearingless motor, the motor is equipped not only with a single three-phase 

winding with a certain pole pair number p
1
 to generate torque, but with an additional three-phase 

winding of different pole pair number p
2
 = p

1
 ± 1 to be capable of producing lateral forces. Fig. 1 

shows a comparison of the design principles of magnetically levitating rotors equipped with active 

magnetic bearings (Fig. 1a) and as a bearingless arrangement (Fig. 1b). In the latter case, the motor is 

split into two half-motors with half the rated output power each, in order to provide two independent 

suspension points. 

 

Fig.  1:  a) Sketch of a magnetically suspended rotor with active magnetic bearings (40 kW, 40000 min

-1

),

b) Bearingless motor arrangement 
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Theory of Force Generation in Bearingless Motors

a) b)  c) d)  

Fig.  2: a) Torque and b) lateral force generation in a bearingless motor  

c) Generation of MAXWELL and d) LORENTZ forces [4] 

In [3], the effect of lateral forces in an electric machine, caused by the interaction of magnetic air gap 

fields with p and p ±1 pole pairs, has first been described. Nowadays, modern power electronics 

permit the utilization of this principle to generate and control lateral forces, which can be used to 

provide a non-contact suspension of  the rotor. Fig. 2 shows the general idea of a bearingless motor. In 

this example, a two-pole rotor is assumed, so that a two-pole stator field is able to generate torque 

(Fig. 2a)). A combination of a two-pole rotor field with a four-pole stator field will generate a lateral 

force, as shown in Fig. 2b). The direction of the force can be controlled by the orientation of the stator 

field with respect to the rotor angular position. In fact, both MAXWELL and LORENTZ forces 

contribute to the generation of lateral forces, so that a more detailed investigation of the force 

generation is necessary. Fig. 2c) shows the generation of MAXWELL forces, caused by the 

superposition of a two pole rotor field B
1
, which can be excited by permanent magnets, and a four pole 

stator field B
2
, excited by a four pole current loading A

2
. This flux distribution leads to an increase of 

flux density in the left part of the air gap, whereas the flux density in the right part of the air gap in 

weakened, thus causing a magnetic force F
x
 pointing to the left. Both flux densities are sinusoidally 

distributed along the rotor circumference angle α and rotate with ω
1
 and ω

2
 according to (1), (2). The 

phase angles φ
1
 and φ

2
 can be chosen arbitrarily and can be used to control the direction of the force. 

In the following, only the fundamentals are considered.  
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In Fig. 2c), also the current loading A
2
, which excites the four pole flux in Fig. 2c), will generate 

lateral forces according to LORENTZ’ law. The LORENTZ force 
∗
L

F

�

 is acting on the current carrying 

conductor, but the rotor experiences the same force 
L

F
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 with opposite direction: 
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Integrating (4) and (5) from 0 to 2π will lead to the total forces. These integrals are 0 for all combi- 

nations of p
1
and p

2
, except for p

2
 = p

1
 ± 1. The time dependant components vanish, if ω

1
 = ω

2
. Both 

MAXWELL and LORENTZ forces act on the rotor. For p
2
 = p

1
 + 1, they have the same direction and 

can be added, for p
2
 = p

1
 – 1, they have to be subtracted to get to total force [5]: 
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Therefore, the first case with p
2
 = p

1
 + 1 is considered to be the best choice for the construction of a 

bearingless motor. Equ. (6) can be further transformed to obtain an equation, which will be the basis 

for the levitation winding design. Expressing B
2
 by A

2
 and considering only the maximum force that 

can be generated in one direction (sin(φ
1
−φ

2
) = 1), we can determine the current loading A

2
 which is 

required to generate a certain desired force F. 
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Design of a Bearingless Motor

As an example for the design of a bearingless motor, an existing permanent magnet synchronous 

machine (PMSM) with magnetic bearings [2, 6], is redesigned in bearingless technology. This four 

pole motor (p
1
 = 2) with water jacket cooling has a rated output power of P

N 
= 40 kW at rated speed of 

n
N
 = 40000 rpm. Standard IEC 100/4.944 sheets with outer diameter d

a
 = 150 mm, inner diameter d

i
 = 

90 mm and Q = 36 slots are used. A design procedure overview is shown in Fig. 3. 

 

 

Fig. 3: Flow chart for a bearingless motor design 

Motor Parameters

According to Fig. 1b), each bearingless motor needs to provide half the total output power. Therefore, 

two bearingless motors with 20 kW each must be designed. Rated speed is n
N
 = 40000 rpm and the 

motor is supposed to be operated by a standard three-phase (m = 3) 400 V inverter, giving a maximum 

phase voltage of U
1
 = 230 V (r.m.s.). 

Design Of The Magnetic Circuit

First of all, the magnetic circuit must be designed in order to specify the fundamental air gap flux 

density B
δ
. In high speed machines, this value is chosen to be rather small, as iron losses P

Fe
 are 

proportional to B
2

ּf 
1.8

. Stator frequency will be very high for high rotational speed, e.g. f
N
 = n · p = 

1333 Hz for a four pole machine spinning at n = 40000 rpm, so the only way to limit iron losses is to 

operate with a rather low fundamental air gap flux density of about 0.5 T. The air gap in a surface 
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mounted magnet PMSM is rather big, as a carbon fibre bandage is required to assure structural 

integrity at high speed. The design of the bandage is not explained here, but can be found in [7]. A 

mechanical air gap of δ
mech

 = 1 mm and a bandage height of h
b
 = 5 mm lead to a total magnetic air gap 

of δ = 6 mm. Choosing NdFeB magnets with characteristics as shown in Table 1, a magnet height of 

h
m
 = 4.5 mm leads to a fundamental air gap flux density of B

δ,1
 = 0.51 T. The magnets are segmented 

to limit eddy current losses. 15 magnets per pole are used with 100% pole coverage ratio (no inter-pole 

gap). The magnet height can be analytically determined using  
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with B
δ,1

(r = r
m
) being the fundamental air gap flux density at the magnet surface, μ

m
 the relative 

magnet permeability, τ
p
 the pole pitch and k

s
 and k

fr
 representing the influence of segmented magnets 

with gaps in between and air gap leakage flux (“fringing”). For the geometry considered here, both 

factors are approximately k
s
 = k

fr
 = 1.1. The fundamental air gap flux density of B

δ,1
 = 0.51 T is also 

verified by FE calculations (Fig. 5). The rotor data is summarised in Table 1. 

Table 1: Rotor dimensions and parameters 

Remanence flux density B
R
 (80°C) 1,233 T 

Coercive force H
CB

 (80°C) 956 kA/m 

Number of rotor pole pairs p
1
 2 

Stator bore diameter d
i
=2ּr

s
90 mm 

Mechanical air gap δ
mech

 1 mm

Bandage height h
b
 5 mm

Magnet height h
m

 4,5 mm

Fundamental air gap flux density B
δ,1

 0,51 T

Design Of The Drive Winding

Before designing the levitation winding, which will be placed together with the drive winding in the 

same slots, first of all the axial iron length l
Fe

 of the machine needs to be determined. Therefore, a 

reduced current loading A
1
 = 220 A/cm for the drive winding is aimed in order to provide enough 

thermal margin for the additional levitation winding. Using a single layer winding with two slots per 

pole and phase, the winding factor is k
w,1

 = 0.96. For a desired output power of P
N
 = 20 kW and 

estimated efficiency of η = 0.9, cosφ = 0.9, the iron length can be determined as 

m 06.0
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2
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2

111,

2
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iw

N

Fe

dnABk

P

l

πϕη
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Starting with this axial length of the machine, the stator winding parameters can be determined, which 

are summarised in Table 2. With this winding arrangement, the drive winding occupies A
slot,1

 = 

39 mm² of the slot area (slot filling factor k
slot

 = 0.4), which is 48.7% of the total slot area of A
slot

 = 

80.1 mm². The drive winding is placed on the slot bottom to increase the slot stray inductance. This 

helps to limit the sudden short circuit current, which is critical in high speed machines in terms of 

demagnetisation of the permanent magnets. 

Design Of The Levitation Winding

The remaining slot area of A
slot,2

 = 41.1 mm² can now be filled with the second winding with p
2
 pole 

pairs, which will be responsible for the generation of lateral forces. The weight of the rotor of each 
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half motor needs to be calculated taking into account the total length comprising of the active iron 

length l
Fe

 and overhang projection h
b
. In the existing PMSM, which is used as a benchmark, the 

overhang projection is h
b
 = 35 mm on each side, which is also taken as a realistic value for this 

 

Table 2: Key drive winding parameters 

Number of pole pairs 
1

p  2

Number of slots per pole and phase )2(
11

mpQq =  3

Winding factor (single layer) 
1,w

k  0.96

Number of turns per phase 
)/22(9.0

δ,1Fep,1w,11
BlkfUN

s

⋅⋅⋅⋅⋅⋅⋅≅ τππ  
24

Number of parallel branches 
1

a  2

Number of turns per coil )(
111s,1c,1
qpNaN ⋅⋅=  8

Back e.m.f. (r.m.s.) 

δ,1Fep,1w,1sp
/22 BlkNfU ⋅⋅⋅⋅⋅⋅⋅= τππ  

190,3 V

Rated current (r.m.s.) )3(
pN el,N,1

UPI ⋅=  38.93 A

Current loading )2(2
p,11s,1s,11

τ⋅⋅⋅⋅⋅= pINmA  197 A/cm

Current density 
1

J  10 A/mm²

bearingless design. With the mass densities of iron ρ
Fe

 = 7800 kg/m³, magnet ρ
m
 = 8400 kg/m³ and the 

carbon fibre bandage ρ
b
 = 1800 kg/mm³, the rotor mass per half motor is calculated as m

r
 = 4.89 kg, 

which corresponds to a weight force of F
r
 = 48 N. In applications such as compressors, which do not 

cause any additional lateral forces, the lateral force only needs to overcome the rotor weight and forces 

caused by rotor eccentricity during take off. Here, it is sufficient to provide 2…3 times the rotor 

weight as steady state lift force. Therefore, a steady state levitation force of F
lev

 = 3 · F
r
 = 144 N is 

aspired. The related current loading A
2
 is determined according to (7). Based on this current loading 

A
2
, the 6 pole (p

2
 = p

1
 + 1) levitation winding can be designed (Table 3). 

Table 3: Key levitation winding parameters 

Current loading 
)1)22(2

ˆ
/(

2s1sFelev2

+⋅⋅⋅⋅⋅⋅⋅= δπ prBrlFA  
192,3 A/cm

Rated levitation current (r.m.s.) 
N,2
I  19 A

Number of turns per phase )2/(2
N,2p222s,2
ImpAN ⋅⋅⋅⋅⋅= τ  48

Number of turns per coil )/(
222,2,

qpNN
sc

⋅=  8

Current density )/(/
2,2,2,2,2,2 slotslotcNCuN

kANIqIJ ⋅⋅==  9.25 A/mm²

FE-Calculations

Fig. 5:  a) FE model of the bearingless motor, no-load flux lines, b) Radial air gap flux density harmonics at 

    no-load, B
δ,1

 = 0.514 T, c) Flux lines for rated torque and force.
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In order to verify the design, FE calculations with programme code FEMAG are used. For no-load and 

load investigations, a reduced model of only 180° can be employed due to symmetry, but for force 

calculation, the entire motor needs to be modelled. The comparison of design goals and FE results 

(Table 4) show only a very small deviation from the desired analytical values as the iron saturation 

level has been kept low. 

Table 4: Comparison of analytical calculations and FE results 

Quantity Analytical design value FE verification Result Deviation 

No load air gap lux density B
δ,1

 0.51 T 0.514 T 0.8 %

Rated shaft torque M
N
 5.31 Nm 5.41 Nm 1.9 %

Rated lateral force F
N
 144 N 144 N 0 %

Predicted Motor Performance

Special attention needs to be paid to sudden short circuit current demagnetisation, which is always 

critical in high-speed machines with small inductances. Analytical calculation of the peak sudden short 

circuit current ( A 413
ˆ =
sc

I ) and impressing it to the FE model revealed that the motor is well 

protected against demagnetization. For the calculation of losses, only the resistive losses, iron losses 

and air friction losses are considered (Table 5). For a more detailed investigation additional losses 

such as eddy current losses in the magnets or load dependent iron losses need to be taken into 

consideration [6]. The total thermal stress is 
2

A/mmA/cm 3750 ⋅=∑ ⋅ JA , which is very high, but still 

feasible with water jacket cooling. 

Table 5: Parameters of the bearingless permanent magnet motor, at n = 40000 min
-1

 

Torque generation 

Output power P
N
 20.9 kW Stator impedance X

s,1
 1.15 Ω 

Rated voltage U
N,1

 200 V Losses P
d,1

=P
Cu,1

+P
Fe

+P
fr,air

 1.3 kW 

Rated current I
N,1

 38.93 A Efficiency η 0.94 

AC Stator resistance R
s1,ac,145°C

 0.12 Ω Drive winding power factor cosφ
1
 0.97 

Force generation 

Rated lateral force F
N
 144 N Levitation copper losses P

Cu,2
 187 W 

Rated levitation voltage U
N,2

 55.8 V Levitation winding power factor cosφ
2
 0.06 

Rated levitation current I
N,2

 19 A   

Conclusion

The parameters of the bearingless motor described above show that bearingless motors can be an 

alternative to the established magnetic bearing technology. They offer the opportunity to replace dc 

current sources by cheaper standard three-phase inverters. Standard iron sheets for electrical machines 

can be employed instead of especially designed sheets for magnetic bearings. The total axial length in 

this example is reduced by 12% (Fig. 1). Future work will include production and testing of a 

prototype, so that the above calculations can also be verified by measurements. 
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Abstract – Induction furnaces are used for melting purposes of electrically conducting material such as steel 

or aluminium. Due to the high power consumption of such devices evoking strong vibrations, the 

electromagnetically excited acoustic noise states an important criteria for their design. This paper presents 

an approach for the structure-dynamic simulation of an induction furnace representing the basis for the 

acoustic computation. The presented approach is performing an electromagnetic simulation taking eddy 

currents in the coils and in the melt into account. The resulting Lorentz forces are transformed to a 

structure-dynamic model capturing the approximation of the interaction between the liquid metal and the 

crucible. The simulation procedure is terminated computing the body sound and airborne sound. 

Introduction

The simulation is performed by means of the Finite-Element Method (FEM). In the first step, the Lorentz forces 

are computed. The resulting forces are transformed to a structure-dynamic model consisting of first order 

hexahedral elements. With this model the harmonic response analysis is performed determining the dynamic 

behaviour of the induction furnace caused by the Lorentz forces. Based on the deformation an acoustic 

simulation is performed to calculate the body sound and airborne sound.

Electromagnetic Simulation

Due to the sinusoidal currents in the coils, a time-harmonic approach is used. The coil windings are water-cooled 

solid conductors. Therefore, the coils are considered as eddy current regions. The melt is assumed to be an eddy 

current region as well. For the computation, an edge-element formulation with two vector potentials ),( TA

��

 is 

applied [2][3]. In order to reduce the computation time, a symmetric cut out of 30° is sufficient to model the 

furnace. The Lorentz force density is defined by: 

( ) .)()()( tBtJtf
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The force density becomes maximal, when the fields are perpendicular to each other. Assuming a rotationally 

symmetric geometry, the current density )(tJ

�

 has a pure circular component and the flux density )(tB
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 has an 

axial and a radial component: 
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As equation (2) shows, the force has no circular component. Applying the product rule to (1) yields by using (2):

The static component is important for the flow computation in the melt and the coupled calculation of the surface 

curvature of the bath. The alternating component leads to an oscillation amplitude resulting in sonic radiation. 

Therefore, both components are required for the simulation. Fig. 1a) shows the resulting flux-density distribution 

and Fig. 1b) shows the Lorentz-force density distribution. 

Structure-Dynamic Simulation

The smallest symmetry of the relevant structure-dynamic components of the furnace is 180°. The applied forces 

determined by the electromagnetic computation are transformed to this mechanical model. There are two 

approaches to simulate the structure-dynamic behaviour of a geometry. The first is a modal analysis followed by 

a modal superposition computation and the second is a harmonic analysis (Fig. 7). The advantage of the modal 

analysis and modal superposition is the short computation time, disadvantage is the necessity for symmetric 

system matrices. In case of the induction furnace regarding fluid-solid interaction, which results in a dense 

stiffness matrix [1], a full harmonic response analysis is required. The Helmholtz equation describes the 

distribution of oscillations in a material:

0

2 =+Δ pkp ,       

where
c

k
ω=  represents the wave number. Equation (4) is multiplied by a change of pressure pδ and integrated 

over the volume V . Applying Gauss theorem leads to the following equation: 
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S  is the surface of the boundary layer and 
S
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�

 the corresponding normal vector. The relation between the 

pressure p (melt) and the deformation u  (structure) is given by: 

    

Fig. 1: Results of the electromagnetic simulation.

a) Flux density distribution. b) Force density distribution. 
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This yields the discretrised lossy wave equation: 

.0
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p

K is the stiffness matrix, 

p

C is the damping matrix and 

p

M is the mass matrix of the fluid material. R  is the 

coupling matrix for the fluid-solid interaction. The pressure node vector is represented by p  and the 

deformation node vector is represented by u . Finally a common formulation regarding the deformation of the 

structure and the behaviour of the fluid material is required: 

In equation (8), G  represents the global load vector. The other matrix notations are similar to equation (7) but 

they are related to the solid material. Equation (7) and (8) are combined describing the field problem for the 

calculation of the fluid-solid interaction: 
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K  as R− . Equation (6) is to be solved for each single frequency in range from 

0 Hz to 2000 Hz. Two examples of the resulting deformation are shown in Fig. 2. 

The deformation at the boundary layer of the melt is shown in Fig. 3. 

a) Real component of deformation at 306 Hz. 

Fig. 2: Results of the structure-dynamic simulation.

b) Real component of deformation at 470 Hz. 
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Fig. 3: Results of structural-dynamic simulation in the melt. 

a) Real component of deformation of the melt. b) Imaginary component of deformation of the melt. 
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Acoustic Simulation

The body sound is calculated by means of the following equation [4]: 
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The body sound calculation with its short computation time is a well suited method to identify problematic 

frequencies. Fig. 4 shows the results for the induction furnace in range from 0 Hz to 2000 Hz.

For the identified peaks, an airborne sound simulation is performed employing a Boundary-Element model 

consisting only of the surface of the induction furnace.

Fig. 5 shows the basic approach to derive the integral equation needed for the airborne sound simulation. Γ
represents a flat surface with a distinct normal vector of the irradiating object O. Ω  marks the surrounding area, 

with ∞Γ  the border in infinity. Starting with the Helmholtz equation (4), which describe the sound pressure in 

the area Ω , a weighting function is introduced resulting in 
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Fig. 5: Derivation of the integral equation.

Fig. 4: Results of the structure-borne sound computation.
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for an isotropic medium in the three-dimensional case. The computation leads to the final equation: 
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In Fig. 6, the irradiated sound level at 306 Hz and 428 Hz are shown. From the sound level distribution, the 

components of the induction furnace can be classified acoustically. Therefore, the acoustic behaviour of each 

single component can be optimized. Besides the sound level distribution the sound power is calculated. 

Therefore, the sound intensity is computated on a spherical seat surrounding the induction furnace. Afterwards 

an integration over the spherical seat is required. To obtain a decibel value, the following equation is used: 
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. The sound power is utilised to compare the different frequencies generally. At 306 

Hz, the sound power is 76,095 dB. At 428 Hz, the sound power is 68,287 dB. Compared with the body sound 

calculation, the value at 306 Hz is also higher then the value at 428 Hz. 

Conclusions

The computation chain, presented in this paper represents a well suited approach to determine the structure-

dynamic behaviour and the irradiated sound of induction furnaces considering the interaction of liquid metal and 

the crucible. To reduce computation time all possible symmetries are utilised. Thereby, the body-sound 

computation provides the possibility to evaluate the acoustic behaviour of the furnace with only marginal 

Fig. 6: Results of the acoustic simulation.

a) Airborne sound at 306 Hz. b) Airborne sound at 428 Hz. 
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calculation time. Due to large computational effort, the acoustic simulation is performed only for the identified 

peaks of the body-sound calculation. In Fig. 7, the dependencies of the computation steps are shown.

Different modifications are made to the induction furnace, and simulations of these variants are performed to 

reduce the irradiated sound of the furnace. At first, a rubber buffer between inner and outer platform is 

implemented. In addition the material density of the concrete as well as the thickness of the back plate, of the 

platform and of the beams are varied. The results (Fig. 8) show that a rubber buffer decreases the sound power 

significantly. Doubling the back plate thickness reduces the irradiated sound up to 480 Hz. Since the current 

frequency can reach 250 Hz depending on the melt level, the frequency of the resulting force is 500 Hz. 

Therefore, this variant is not appropriate for a completely filled induction furnace. At last, decreasing the 

concrete density reduces the sound power over the complete examined frequency spectrum marginally. All other 

simulated variants do not enhance the acoustic behaviour of the induction furnace. 
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Fig. 7: Computation chain.

Fig. 8: Results of different modifications.
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Abstract - This paper deals with electromagnetic compatibility (EMC) issue from the point of view of system 
and circuit design, component selection and PCB (Printed Circuit Board) layout. Particularly, the design and 
realization of a measures acquisition board intended for use in several control applications of power 
electronic converters and electric drives is presented. In this work we intend to investigate the EMC/EMI 
issues related to the PCB layout design with particular attention to the grounding management; the PCB 
design is related to the distributed control architecture concept and experimental results are achieved from a 
prototypal system realized on purpose. 

Introduction

In every application concerning either a process or an equipment control, the measures acquisition is a 
basic topic; in fact, in order to achieve a control system that works effectively, the measures have to be 
performed with the adequate high degree of accuracy (depending on the specific case) and transmitted 
in the right way. As it is well known, electromagnetic interference (EMI) is a major problem in 
modern electronic circuits, specially in the digital ones; the fast clock speeds and rapid edge rates 
needed in many PCB designs require proper management of board level design, layout and signal 
connections in order to minimize EMI. High speed switching has the capability of producing 
electromagnetic waves that generate resonance, power/ground bounce, simultaneous switching noise, 
reflections, and coupling between traces and power/ground planes. Furthermore, the analog nature of 
our physical world and the growing need of processing continuous functions in the digital domain 
place even more stringent performance demands on mixed-signal PCB layouts, particularly when there 
are very noisy devices (such in power electronics applications). 
In this work, explaining our data acquisition system design, we intend to investigate the EMC/EMI 
issue related to the PCB design; the major guidelines to be followed and the implications in power 
electronics systems are then outlined. The first step is the introduction of the concept of the distributed 
control architecture; then the functional block scheme, the design and the characterization of the 
related schematics are described; finally the PCB is realized and tested. 

Distributed Control Architecture

Most of the high and medium power converters have a centralized control architecture (shown in Fig. 
1a) in which all of the control and monitoring functions are performed by a single, centralized 
controller; this approach exhibits several drawbacks, such as poor system modularity, limited system 

Electromagnetic Fields in Mechatronics, Electrical and Electronic Engineering
A. Krawczyk et al. (Eds.)
IOS Press, 2006
© 2006 The authors. All rights reserved.

485



flexibility and reconfigurability, large number of point-to-point links and interconnections with a 
resulting underutilization of the transmission media [1]. 

Fig. 1 a) Centralized and b) Distributed control architecture of a generic power switching converter 

Today’s power conversion system instead, have a distributed control architecture; to minimize the 
number of interconnections between the different blocks and to provide enough flexibility and 
modularity, we can divide the control section of a generic converter in three subsections (as depicted 
in Fig. 1b). The “Hardware Manager” performs a low-level hardware-oriented control tasks, as the 
PWM (Pulse Width Modulation) generation, the switches protection or the blanking time 
management; the “Application Manager” performs a high-level application-related regulation (in 
terms of current and voltage for example) of an inverter or a dc/dc converter; the “System Controller” 
has less specific tasks as monitoring one or more electric drives. In this way we have three different 
control units that have to communicate each other and so it arise the need for a proper transmission 
system. 
Nowadays we have designed, realized and tested a generic measures acquisition system that can be 
used for the application manager of a general power electronic converter; analyzing some different 
types of converters (dc/dc, ac/dc and dc/ac) we have deduced that four measures (for example three 
currents and one voltage) are sufficient for any generic control function of an electric drive and the 
selection of the control variables can however change without having to alter the measures acquisition 
system architecture. 

Measures Acquisition System

The switching frequency increase in power devices has allowed the construction of denser and less 
expensive converters, but has also increased the high frequency noise (common mode and differential) 
that causes EMI. Even if power electronic converters switching frequency is not very high (about tens 
of kHz), due to the high values of currents and voltages (up to hundreds of Amperes and Volts), the 
noise originated in the power conversion stage can considerably disturb the measures system mode of 
operation, degrading in this way the whole control system performances. For this reason, in power 
electronics applications usually a remote control is performed; the control system is not in the 
immediate vicinity of the electric drives and so it is built up of two boards: one for the measures 
acquisition (PCB_A on the converter side) and one for the control functions (PCB_B on the controller 
side).
In Fig. 2 it is illustrated the simplified functional blocks scheme of the proposed two control boards. 
Starting from general DAS (Data Acquisition System) configurations, by choosing the main features of 
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the project, we have outlined the basic shape of the two boards. First of all we have chosen as 
application manager a DSP (ADSP21992) evaluation board from Analog Devices; then, for the 
communication link between the two boards, we have decided for a serial I/O interface accomplished 
by means of the SPI (Serial Peripheral Interface) Motorola industrial standard that, with only four 
wires allows a full-duplex, serial and synchronous transmission between two or more SPI-compatible 
devices.

Fig.2 Simplified functional blocks scheme of the measure acquisition system 

In order to minimize the number of transmitted signals (and thus the number of the connection cables) 
between the measures system and the control system (achieving a really serial transmission path), we 
have added two couples of Ser/Des (Serializer/Deserializer) devices; with a compression factor of 10, 
the system parallel data rate (10  40 MHz) is translated in a useful serial data rate between 100 and 
400 Mbps; as well as the serializing/deserializing tasks, these components turn the single-ended input 
signals into the LVDS (Low-Voltage Differential Signaling) standard format so improving the 
communication system EMC/EMI performances. 
A very high serial transmission frequency implies design problems related to the link reliability and to 
its capability of being immune and/or to generate noise. In the case of electrical transmission (cable), 
to reduce the emissions, a differential media (for example a twisted-pair cable) can be used; an 
alternative solution is the use of a fiber-optic communication link. In our project we have thought to 
allow the system user to choose the transmission media (electrical or optical) best suited for his 
application in terms of transmission frequency, distance and reliability. 
The components selection is another step that considerably affects the PCB design performances; we 
spent a lot of attention to the ICs (Integrated Circuit) package (all SMD: Surface Mount Device) and 
pinout with the purpose of PCB size reduction and PCB layout simplification. At last, we considered 
as a basic issue the EMC/EMI, crosstalk, reflection and signal integrity problems prevention. 

PCB Layout

The PCBs realization starts with the schematic diagrams drawing and then the PCBs layout follows. A 
PCB layout is the physical realization of a circuit design, aimed to minimizing EMC/EMI and Signal 
Integrity (crosstalk, reflections, transmission lines) problems and to optimizing interconnection 
between the circuit elements. In the following the main steps of a good PCB layout are shortly 
described; the final layout is however highly dependent on the number of devices in the circuit, on the 
types of the devices (analog, digital and mixed-signal) and on the environment in which the final 
product will be located. 
The first step is the PCB stack-up that is the layers configuration inside the PCB; it is a determining 
factor in the EMC performance of the final product. A good stack-up can be in fact very effective in 
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reducing the radiations emitted by both the PCB closed loops (current loop related to the differential 
mode emissions) and the cables connected to the board (single-ended mode emissions). The main 
aspects to deal with are the layers number, the planes number and type (ground/power plane), the 
layers pattern and their relative distance. In the layers number choice several parameters must be taken 
in account as the number and the frequency of signals to be drawn, the specifications in terms of 
emissions and finally the whole board costs. It is obvious that a multi-layer board can be more 
efficient in its EMC problems prevention but often another parameter (for example the cost) can be 
more stringent. In our design we have decided to use a four layers PCB; it seemed to be the right 
balance between the board costs and its EMC performances. 
Components placement has two main targets, the functional blocks physical isolation and the traces 
length minimization. The functional blocks physical isolation works to assure that the switching noise 
generated by digital circuitry is not coupled into the analog signal path (the same for transmitter and 
receiver circuits); the traces length minimization has the purpose of reducing the current loops area. 
As the number of layers and planes are decided, the management of the implementation of the 
reference planes (ground and power planes) must be planned. First of all, ground noise problems are 
more difficult to deal with than power supply noise problems because analog signals are most 
typically referenced to ground and, for the power supply noise suppression you can use other 
techniques such as the power supply by-passing and decoupling. If the circuit has a “minimum” (that 
is defined by the PCB designer) amount of digital circuitry, a single ground plane and a single power 
plane may be appropriate. When both analog and digital circuits are present and only one ground (and 
power) plane is provided, the proper grounding strategy must be decided; the main two approaches are 
either the splitting planes (Fig. 3a) or the partitioned planes (Fig. 3b). 

Fig.3 Different grounding strategies: a) Physical isolation (split plane); b) Partitioning 

In the first case, to isolate the analog ground from the digital ground, both of them sharing the same 
plane, the ground plane can be split in two sections (analog and digital) physically separated each 
other by means of a slot in the plane without having any overlaps. With this method some problems 
arise specially in large complex systems; one major issue is related to traces routed over the split in the 
plane: in these cases radiation and crosstalk will increase dramatically because the current return path 
is broken and the current loop area is boosted. The planes should have one-point connection in order to 
form a bridge; by routing all the traces which share the analog and digital ground planes in order that 
they cross at this bridge, a current return path directly underneath each trace is provided, thereby 
producing a very small loop area. 
The second technique is based on the concept that HF (High Frequency) currents want to return on a 
plane directly underneath the signal trace since it is the lowest impedance (and inductance) path, 
regardless of the plane type (power or ground); the current will spread out slightly in the plane, but 

V. Serrao et al. / PCB Design Aspects in Distributed Control Architectures for Power Electronics488



will otherwise stay under the trace. So, component placement, partitioning and a routing discipline can 
be the keys to succeed in laying out a mixed-signal PCB; in this case only one ground plane 
partitioned in analog and digital sections is used. If analog signals are routed only in the analog section 
of the board and digital signals are routed only in the digital section of the board (on all layers) the 
digital return currents will not flow in the analog section of the ground plane but will remain under the 
digital signal trace not corrupting the analog circuitry. 
The final step in the PCB layout is the routing; the problems related to this stage are the same depicted 
previously for the PCB layout (EMC/EMI and Signal Integrity) with a particular care for crosstalk 
(magnetic and capacitive coupling), reflections, ringing, impedance control and signal terminations 
(especially for high frequency signals); besides, some rules for corner and differential signals tracing 
must be followed and it is also significant the routing order, the trace width choice and the vias 
positioning. 

Experimental Results

Measures acquisition PCB and control PCB have been manufactured and they are shown in Fig. 4a 
with a cable connection. 

Fig.4 a) Measures acquisition and control PCBs; b) PCB layout: splitting vs partitioning 

Since nowadays the EMC predictive techniques (software simulations) are not still enough effective, 
EMC experimental tests have to be executed. Full compliance measurements require a great effort to 
get the best accuracy and repeatability, a qualified OATS (Open Area Test Site) and instrumentation 
that meets the requirements set forth in the European or International Directives (as CISPR 16); this 
can be very expensive. Precompliance measurements are intended to give an approximation of the 
EMC performance of the EUT (Equipment Under Test) and are more straightforward and less 
expensive to perform than full compliance ones. For our purpose this preliminary precompliance 
testing is assumed to be adequate. 
Because during our PCBs layout design we were still sceptical about using a single partitioned ground 
plane on our mixed-signal PCB instead of a split plane, as suggested by several authors [2], we have 
performed an experiment for determining the better choice between the two grounding techniques. We 
have split our ground plane in digital, analog and optical ground planes thus accomplishing the split 
planes configuration. However it is possible to move to the partitioned planes configuration by 
soldering zero ohm resistors (marked with a blue ellipse in Fig. 4b) on the pads between the slots at 
intervals of ½ inch; in this way in fact, the different ground planes are connected together forming a 
single partitioned ground plane. 
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For both the configuration (Case A: Split plane and Case B: Partitioned plane) we have performed 
radiated emission testing in the frequency range between 30 MHz and 1 GHz, in a semi-anechoic 
chamber with a distance of 3 m between the EUT and the broadcast antenna connected to the EMI 
receiver. We have executed different tests with a parallel transmission rate of 10 MHz, 20 MHz and 40 
MHz, varying the antenna’s height and polarization and the EUT position (rotating) till determining 
the maximum emissions condition. 
In Fig. 5a and 5b the experimental results obtained in Case A and B respectively, in the frequency 
range from 30 MHz to 300 MHz and for a transmission frequency of 10 MHz (to get as close as 
possible the far field condition) are shown for a direct comparison. 

Fig.5 Radiated emission testing a) Case A (Split plane); b) Case B (Partitioned plane) 

During these tests we have detected only few differences between the two test conditions; in Case B 
(partitioning) the radiated emissions from the two boards are slightly lower than in Case A (splitting) 
but this result is not so relevant. 

Conclusions

In this paper a measures acquisition system suitable to be used in a wide range of applications in 
power electronics and electric drives has been investigated from an EMC point of view, with particular 
attention to the grounding management; the concept of the distributed control architecture has been 
introduced, then the functional block scheme, the design and the characterization of the related 
schematics has been described; finally the PCB has been realized and tested. The proposed boards 
have been realized in order to test the two main grounding strategies (split and partitioned ground 
planes) and their relationships with the EMC performance of the EUT. At the moment we have 
performed radiated emission testing and we have no detected great difference between the two 
different solutions. Future developments will concern other experimental validations to evaluate the 
system overall EMC performances in different modes of operation and varying the environment in 
which the system works; in fact, as it is well known, this is often the more relevant feature that affects 
the equipment EMC behaviour (especially in a noisy site like in power electronics applications). 
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Abstract—this work gives a semi analytical model for the design of a permanent magnet actuator having a 
reversed structure. Indeed the permeance network has been used to establish an equivalent network scheme 
for witch the physical parameters are depending on both saturation and heating effects. First, the motor has 
been simulated under the flux 2D software which is based on the finite element method. Then the reluctance 
network has been used to check out the semi-analytical model. In the second part the proposed method is 
verified by experimental testing. Finally, the authors explain the modeling of the motor with saturation effect 
and introduce the temperature dependences with adding the corresponding analytical expression.  

I. Introduction

The presented magnetic network model of the synchronous motor with permanent magnet and a 
reversed construction allows the analysis of the field distribution and the calculation of its significant 
performance parameters. In order to obtain a good compromise accuracy- computation time we have 
used the permeance network method to solve the magnetic equations of electromagnetic system. The 
permeance model has great potential as an analysis tool in research, in particular, in the operational 
simulation of an electrical machine. A simple model can solve simulation accurately enough more 
quickly than a FE model [2]. So, we firstly established the equivalent reluctance network of the 
studied motor afterwards, we started a simulating study with the well known FE software, flux 2d. 
This simulation step allows expressing the permeance of the air-gap region with a high accuracy. The 
other permeances of the motor are computed by using the geometrical and material characteristics of 
the stator and the rotor armatures. In order to check out the validity of our model we first started a 
comparative study with the flux 2d software. After the proposed method is verified by experimental 
testing. After describing the 2D geometry of the studied machine and its main characteristics we 
explain the used methodology to obtain the reluctance network. Thus, we give simulation result 
showing the validity of the proposed model. 
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II. Geometry of the Studied Motor

The studied electrical motor is a synchronous permanent magnet one for which the classical 
disposition of the stator and the rotor are inverted “reversed structure”.The later is available at the 
L2ES laboratory and it is integrated in a bicycle wheel “engine-wheel” [3]. The figure 1 shows the 
transverse cross section of six pair of poles of the motor. For reasons of symmetry and by neglecting 
the extremity effects the only study of this part of geometry is sufficient to totally model the motor. 
The main characteristics of the studied motor are given in the table 1. Its stator and its rotor consist of 
soft ferromagnetic materials, unlike the magnets which are hard ferromagnetic materials, their 
remanent induction is weak and their relative permeability is high (from 100 to 10000 according to 
material). 

Permanent 
Magnets (PM) 

Stator  
winding  

(Phase -a)

(Phase -b)

(Phase -c)

ROTOR 

STATOR

AIR-GAP 

Fig.1. 2D transverse cross section of the studied motor 

TABLE 1. MAIN CARATERISTICS OF THE MOTOR 

Nominal power         (w) 200 
Torque Max         (N.m) 25 
Rotating speed         (rpm) 200 
Nominal running              (A) 8.33 
number of pair of poles p=6 
number of notches 36 
Nominal torque                (N.m) 9.55 

III. Permeance Network Modeling 

The searched network of permeances traducing the studied motor behaviours is a single-phase 
equivalent circuit. The magnetic equivalent circuit method is based on decomposition of the 
electromagnetic field into flux tubes, each tube is characterized by its permeance [2]. The main 
permeances are computed along the main-flux paths and the leakage permeances are computed along 
the leakage-flux paths. The values of the permeance components in all regions are defined at no-load 
operating mode. By the use of FE simulation. The flux density in the air-gape region has been defined 
as a function of the angular position of the rotor regarding to the stator. Furthermore, the different flux 
paths have been defined accurately in the single-phase equivalent circuit. The values of these 
permeances have been calculated from averaging formulae for every single leakage-flux path.  
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Two categories of permeances exist depending on the fact that they are constant or variables with 
respect to the rotor position. Only the air-gap permeance depends on the rotor position. The values of 
the permeance components in all regions are defined at no-load operating mode.  
The constant permeances concern the different peaces of the motor having an unchanged geometry 
and material characteristics whatever the rotor position. The stator and rotor steels as well as the 
permanent magnets pemeances are making a part of this category. So, these permeances are defined by 
a cylindrical portion having over a length l an opening angle  and a thickness defined by internal and 
external radius namely rint and riext. Thus the stator and rotor permeances Pr,s as the permanent 
magnets ones Pa, are expressed as follows [8]: 

int

ext

s,r
r
r

ln.l
P        (1) 

int

ext
a

r
rln

.lP       (2) 

After applying these expressions on the studied motor we obtained its constants permeances 
corresponding to the principle flux paths seen through one FE simulation in the no- loaded operating 
mode. The Table2 gives their values and where they are located inside the machine. 

TABLE 2 CONSTANT PERMEANCES OF THE STUDIED MACHINE 

Permeance 
index

Location in the machine Value (H) 

P1 Rotor steel permeance 4.5593×10-6

P2 Permanent magnet (PM) permeance 2.8611×10-7

P3 Leakage permeance between PM 
poles 

8.26×10-8

P5 Leakage permeance between stator 
tooth’s 

3.694×10-8

P6 Permeance of one stator tooth 1.666×10-4

P7  Stator steel permeance 1,02302×10-4

Because of the electromagnetic energy is exchanged in the air gap region, its permeance is very 
delicate to compute. Moreover, one must take into account the rotor motion to evaluate this 
permeance. Two strategies are generally used to achieve this calculation, Ostovic [6] or the finite 
element models [1]. So, in this study we chose to use the FE model for reasons of accuracy. Then, the 
permeance in the air-gap region has been defined as a function of the angular position of the rotor 
regarding to the stator, see Fig. 2. This computation is very difficult and requires a long time of 
operating of the FE software. So, the obtained point number of the permeance is generally small and 
not sufficient especially for doing a derivative operation. Indeed, when one needs to compute the 
electromagnetic torque or EMF its necessary to derive the permeance according to the time. So, this 
problem has been solved by interpolating the original permeance list of values with a continuous and 
derivative function. 
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Fig.2. Evolution of the air-gap permeance according to the rotor position 

A. The equivalent permeance network

The above computations lead to the equivalent single-phase permeances network given on the Fig3.  

Fig. 3. The equivalent permeance network of the studied machine 

In a way completely similar to the electric circuits, a magnetic circuit or a network of permeances can 
be seen like a group of magnetic branches. In network of permeances a magnetic tooth is composed by 
a permeance in series with a MMF of tooth. The latter may be easily calculated using a linear 
combination of the various MMF of slots. The other magnetic branches consist of simple permeances 
containing a possible source of MMF mounted in series which could be of a permanent magnet. In 
order to complete the network of permeances modelling one must compute all the flux values of 
branches and all the magnetic potentials of the nodes. The nodes and stitch laws allows establishing 
algebraic relations in each magnetic branch of the circuit of Fig.3. For each magnetic tooth we obtain 
the relation (3), 

j

j
jajd P

FdUU
j

         (3), 

and for the permanent magnets we have, 

j

j
jajd P

FaUU
j

         (4), 
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so, for the entire magnetic branch we have,  

j

j
ajd P

UU
j

          (5) 

where, Udj and Uaj are respectively the magnetic potentials of the starting and arrival nods of the 
branch j, Pj is the perméance of the branch j, j is the flux density in the branch j and Fdj and Faj are 
respectively the MMFs of tooth due to the compensation of the ampere turns and the permanent 
magnet.
When scanning all the nodes of the circuit we obtain a matrix relationship between the MMFs of the 
different braches [F] and the magnetic potentials of different nodes [U] through the invertible 
permeance matrix [G]. So, for a given power supply of the stator windings we can compute by a 
simple inversion, all the magnetic potentials [U] and thus the corresponding flux densities, the EMFs 
and the torque of the machine. 

FGUFUG         (6)  

matrix equation (6) is equal to 14. 

IV. Simulation and Validations Tests

In this stage of study we discuss the validation of the proposed model .The figures 4 shows the EMF 
of the first phase of the studied motor (the EMFs of the two other phases have the same waveforms but 
they are out of phased with an angle of 2 /9 regarding to the first one). It can be seen that the 
obtained results from our modeling have a good agreement with the FE and measurements ones. 

Fig. 4. EMF waveform Fig. 5. Dynamic torque

The Fig. 5 presents the variation of the electromagnetic torques according to the mechanical position. 
The latter are issued from the permeance and the FE models but also from measurements [6]. We also 
conclude that the torque given by the permeance model has a good correlation with the ones obtained 
through the FE model and the measurements. 

V. Permeance Network Modeling with Considerating the Saturation and Heating 
Effects

In order to take into account the saturation effect we generate the variation of the relative permeability 
of material according to induction. It thus each permeance, which composes a network can reproduce 
this phenomenon. To describe the variation of the relative permeability of a material, we chouse to use 
the better approximation formula suggested by Marrocco [4]. 

We notice that the studied magnetic circuit has 15 nodes and 33 branches. Thus, the dimension of the 
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2B

2B)c(
r

1          (7) 

With, ,c,  and  are coefficients identified by using the real B( H) curve of different materials of the 
motor.  
The increase in the temperature involves losses of magnetization; any rise of temperature involves a 
lowering of the curve of demagnetization. This effect is responsible for the reversible losses of 
magnetization and it is, modeled by a coefficient of temperature mg  intervening in the modification 
of the remnant induction of the magnet as given in the equation (8) [5]. 

)1(BB mgmgrmg          (8) 
With mg is heating variation according to the ambient temperature.  
The figures 6 and 7 show respectively the magnetudes of the the magnetic field along the air-gap of 
the motor obtained respectively from the permeance model and FE model. We remark that the 
magnetic fields in air-gap region have a maximal value of 0.95T and the waveforms have the same 
global time variations. This result is satisfactory, the peaks seen in the FE are mainly due to the 
tangent component of the permanent magnet and the armatures notches 

VI. Conclusions

This work leads to propose an interesting model of the based on the methodology of the permeances 
network. A good agreement has been seen between our results and those obtained by a finite element 
method. The main advantage of the proposed model is the consideration of the saturation and heating 
effects but also its simplicity and its fast execution regarding to the FE ones. Furthermore, the 
proposed model may be used as well in a design process as in a control scheme. 
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Abstract – Eddy-current methods of non-destructive testing are used extensively for detecting defects in 

metallic structures. In this paper an optimization procedure based on a genetic algorithm is presented to 

choose parameters of the exciter in an eddy current transducer developed at the Szczecin University of 

Technology, Szczecin, Poland. Some numerical results, as well as results of measurements are given.

Introduction

The eddy current transducer under study is shown in Fig. 1a. The transducer consists of two exciting 

coils connected differentially. Between these coils, around a ferrite core, a pick-up coil is placed. The 

system of coils is located inside an electromagnetic screen made of aluminum. The plate under test is 

placed below the transducer which has a compensating, conductive replaceable ring made of the same 

material as the tested object. If there is no influence of a defect, the transducer is in equilibrium. The 

defect causes changes in eddy currents and results in non-zero output signal from the pick-up coil. 

Figure 1b shows an example of measurement results obtained for different frequencies of the exciting 

current. It can be seen that the exciting frequency strongly influences the output signal. 

(a)  (b) 

 

Fig. 1 Eddy current transducer for testing plates (a) and exemplary results of measurements (b) 

 

Fig. 2 Tested objects: (a) plate with a flaw, (b) a stack of plates 
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The test specimen used for the study is a stack of aluminum plates 10 mm thick (Fig. 2), from which 

one has a flaw in the form of a hole 5 mm or 9 mm in diameter. This plate was placed between two 

unflawed plates or under them. The transducer was moved over the tested specimen along a straight 

line parallel to the longer edge of the plate. 

Analysis

We are looking for defects at the bottom of thick conducting plates.  

If the flaw is represented by a loss of material, then no eddy current is induced at the site where the 

flaw occurs. Such a flaw may be modeled by a current of the same intensity as that induced in the 

unflawed plate but of the opposite direction. The former and the latter current superimposed yield a 

zero-valued current density at defect location (Fig. 3). 

 

 

Fig. 3 Eddy current transducer and tested plate 

 

The change in magnetic flux density caused by the occurring flaw may be defined in terms of current 

density. Of the magnetic flux density components only one is usually measured Bz, the increment of 

which may be defined according to the Biot-Savart law as [1]: 
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where: Jd – current density in the unflawed plate, in the flaw region, ρ – distance from the flaw to the 

point of measurement, rd – radial distance from the flow to the point of measurement, Vd – flaw 

volume. 

This estimated magnetic flux density produced by the defect does not include the higher order 

multipol moments arising from the complex eddy current flow around the flaw. During the 

measurements the transducer is being moved over the plate, and the mutual arrangements of the flaw 

and the transducer are changing. The ratio rd/ρ
3

 reaches its maximum for 
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z z
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where: z0 – transducer location height, zd – depth at which the flaw is searched. 
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Fig. 4 Eddy current density distribution and ratio r
d

/ρ
3

 distribution 

 

At the bottom of the plate the maximum of the current density occurs under the coil winding, i.e. for r 

within the range from r01 to r02. The maximum is shifted toward greater values of r, as the plate 

thickness increases. The situation is the most advantageous when the integrand is maximal. This is the 

case when the maximum of the ratio rd/ρ
3

 and the maximum of the current density are matched. This 

condition, however, was not fulfilled for the transducer used in tests (Fig. 4). Hence, the effectiveness 

of testing may be improved only by increasing the density of the current induced at the bottom of the 

plate. For a fixed transducer position, the effect of the flaw on the magnetic flux density is the greater, 

the greater is the density of the current induced in the plate at the defect location. For the transducer 

employed in tests, the only tunable parameter that exerts an influence on test results, is the supply 

current frequency, which has a profound impact on the current density, thus on the magnetic flux 

density. Fig. 5 shows changes in the magnetic flux density ΔBz evaluated from eq. (1) that are caused 

by a small flaw at the bottom of the plate tested.  

 

 

Fig. 5 Calculated changes in magnetic flux density 

Optimization Procedure

In this paper a genetic algorithm technique is proposed to find optimal parameters of the excitation 

system. The flow chart of the optimization procedure is shown in Fig. 6.  
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Fig. 6 Flow chart of optimization procedure based on genetic algorithm 

 

After the program has started the following data are read in from a file: genetic algorithm parameters, 

object parameters and exciter constraints. 

In the second step an initial population is drawn. The algorithms encode each parameter of the 

transducer into a sequence called a gene. A string of genes builds a chromosome. The chromosome is 

an artificial creature which represents a single point in a space of all possible search points. The set of 

creatures constitutes a population. In this case, parameters of the problem are encoded in the 

chromosome as a finite length string over a binary alphabet. 

In the third step the value of objective function is calculated. Sensitivity to defects depends on eddy 

current density at defect location, no matter what kind of magnetic field sensors are used. When 

designing the exciter to test thick plates, its shape should be optimized and measurements are to be 

taken at different frequencies. Therefore, the objective function is simply the eddy current density 

induced at the bottom of the plates. In our case, eddy current density is computed in FEMLAB. 

In the fourth step the program checks whether the condition for its stopping is fulfilled, i.e. whether 

the maximal current density value obtained in the present generation is identical to or is smaller than 

those obtained during the former iterations. If not, the best creatures are duplicated, paired off, crossed 

and sometimes mutated. By this means, the next generation is created, and the program returns to the 

third step. In every generation a new population is created as a result of crossing the best 

chromosomes from a previous generation. In this way population of individuals evolves towards better 

solutions. If the condition for computation stopping is fulfilled, then the optimal exciter parameters are 

written to a file, and the program is terminated. 

Results

Figure 1a shows our general purpose transducer. Parameters of transducer are as follows: inner radius 

of coils r01 = 11 mm, outer radius r02 = 18 mm, height of coils h = 7 mm, diameter of ferrite core 

dc = 12 mm, height of core hc = 26 mm, inner radius of aluminum screen r1 = 21 mm, outer radius of 

screen r2 = 24 mm, height of screen hs = 26 mm, inner radius of compensating ring rr1 = 10 mm,  outer 

radius of ring rr2 = 30 mm, height of ring hr = 30 mm. For these parameters we can expect good results 

in detecting flaws up to 15 mm beneath the surface of the plate. However, when looking for defects at 

the bottom of 30 mm aluminum plate the optimal parameters of the excitation system are quite 

different. 
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Example 1 

 

The excitation coils have been optimized under the assumption that they must go into the existing 

casing, and must be wound up with wire of the same length as coils in a universal transducer. 

Parameters of optimized excitation coils are as follows: inner radius r01 = 6.8 mm, outer radius r02 = 20 

mm, height of coils h = 4 mm, frequency f = 55 Hz (Fig. 7a). As a result of optimization we obtained a 

20% greater current density. Comparison of induced current density at the bottom and inside the plate, 

for universal and optimized excitation coils is given in Fig. 6b for frequencies from 1 Hz up to 150 Hz. 

(a)

    

(b)

 

Fig. 7 Eddy current device with optimized coils (a) and results of calculations of induced current density in the 

plate (b) 

Magnetic flux density caused by the flaw is also by about 20 % greater. Figure 8 presents results of 

evaluated changes for frequencies from 20 Hz to 100 Hz and for the optimal frequency fopt = 55 Hz. 

Changes in magnetic flux density were computed under the assumption that the flaw is shaped like a 

cylinder being 1 mm high, the base of which has 4 mm in diameter. It was also assumed the flaw is 

located at the bottom of the plate. The measurements were taken by the pick-up coil situated at a point 

at the height of z0 = 13.5 mm.  

 

 

Fig. 8 Calculated changes in magnetic flux density for f = 20 - 100 Hz and for f
opt

 = 55 Hz 
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Example 2 

 

Insertion of zd = -30 mm for the depth at which the flaw is searched for, and z0 = 13.5 mm for the 

height at which the pick-up coil is positioned into eq.(2) gives rd = 30.76 mm. In optimizing the 

exciter parameters to detect flaws in a thick aluminum plate, the dimensions of exciting coils should 

be chosen in such a way, as to induce currents of greatest densities in the scoured area. Since the 

existing screen has smaller dimensions, we have decided to suit them to the coil dimensions. In this 

example the inner radius of the screen is chosen in such a way as to be by 1 mm greater than the outer 

radius of the coil. Parameters of optimized excitation coils are as follows: inner radius r01 = 14.9 mm, 

outer radius r02 = 34.9 mm, height of coils h = 1.4 mm, inner radius of the aluminum screen 

r1 = 35.9 mm, outer radius of ring rr2 = 44 mm, frequency f = 45 Hz. 

The geometry of the transducer with exciting coils chosen to detect flaws in a 30 mm thick aluminum 

plate is depicted in Fig. 9. 

 

 

Fig. 9  Optimized eddy current transducer and calculated changes in magnetic flux density for f
opt

 = 45 Hz 

  

Conclusions

A genetic algorithm has been implemented in MATLAB, coupled with FEMLAB and applied to the 

design of the excitation system in eddy-current testing of conducting plates. The use of GA techniques 

for this kind of problems ensures that an optimal solution may be found efficiently. The optimum 

frequency and dimensions of the eddy current excitation system for testing of conducting plates can be 

selected after trial-and-error tests. Much time can be saved by using the analysis given in this paper.  
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Abstract – This work analyses the impact of magnetically nonlinear iron core characteristics on responses 
calculated by a three-phase power transformer dynamic model. The iron core characteristics are determined 
in different way. Their impact on calculated responses is evaluated by the comparison of calculated responses 
with the measured ones. Results presented in the paper show that a very good agreement between the 
measured results and the calculated ones can be achieved only if the complete harmonic content of measured 
currents is used for determining magnetically nonlinear iron core characteristics of the transformer.

Introduction

The finite element models of electromagnetic devices can provide us with a very accurate distribution 
of electromagnetic fields, but they are too complex and require too much computational effort to be 
appropriate for computation and analysis of power system transients. The program packages 
developed for computation of power system transients, like EMTP, ATP, PSCAD, and Matlab with 
library SimPowerSystem, normally use lumped parameter dynamic models of electromagnetic 
devices. These models can be completed by magnetically nonlinear characteristics of electromagnetic 
devices in order to achieve better agreement between measured and calculated results. Electromagnetic 
devices are usually composed of magnetic materials with different magnetic properties. The properties 
of the magnetic material are normally described by the permeability tensor, while the magnetically 
nonlinear properties of the complete electromagnetic device can be described by the current-dependent 
characteristics of flux linkages )(i . These characteristics can be incorporated into dynamic models 
of electromagnetic devices as nonlinear iron core models [1][2].  

A power transformer is one of the most important power system elements. Its iron core behaves 
magnetically nonlinearly. In order to achieve better agreement between the measured responses and 
those calculated by the power transformer dynamic model, the power transformer dynamic model can 
be completed by magnetically nonlinear iron core characteristic )(i . This characteristic is normally 
determined from measured active power and RMS values of currents and voltages at no-load applying 
calculation of impedances. Unfortunately, the )(i  characteristic determined in this way is incorrect 
due to the neglected higher harmonic components in the no-load currents [3].  
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In this work, the )(i  characteristic of tested three-phase transformer is determined by the standard 
method [4,5] using RMS values and by an alternative experimental method [3] which considers 
complete harmonic spectrum of the no-load currents. The impact of magnetically nonlinear iron core 
characteristics determined by both methods on behavior of the three-phase power transformer dynamic 
model is evaluated by the comparison of measured results with the calculated ones. 

Determining Magnetically Nonlinear Iron Core Characteristic

This section describes standard and alternative methods for determining magnetically nonlinear 
characteristics of a three-phase transformer iron core. Magnetic nonlinearities of the iron core are 
normally given in the form of current dependent characteristic of flux linkages ( )i . The 
characteristics determined by standard and alternative method are compared at the end of this section.  

Standard method 

The standard method is described in [4] and [5]. The no-load test of the tested three-phase transformer 
is performed at different terminal voltages. For each test the active power and the RMS values of 
applied voltage and corresponding currents are measured. Although the no-load current contains 
higher harmonic components, the complete RMS value of the no-load current is assigned exclusively 
to the fundamental harmonic component. In this way an equivalent fundamental harmonic component 
current is defined [4]. Its RMS value is the same as the RMS value of the measured current while its 
phase angle is selected in such a way that the equivalent current and the applied voltage fundamental 
harmonic component produce fundamental harmonic component active power equal to the measured 
active power. The impedance Z , resistance R , reactance X , inductance L  and flux linkage  are 
calculated by (1): 

2 2
2; ; ; ; ( 2 ) 2

2
U P XZ R X Z R L I L I
I I f

 (1) 

where P  is the per phase fundamental harmonic component active power, U  is the RMS value of  
line voltage fundamental harmonic component, I is the RMS value of equivalent line current while 
f is the frequency.  

Authors in [3] reported that the flux linkage characteristics ( )i  determined by the described method 
are incorrect due to the incorrectly considered higher harmonic components in the no-load current. 
Also, the operating range in which the ( )i  characteristic can be determined by this method is 
insufficient. Even if the maximal allowed voltage is applied during the no-load test, the corresponding 
no-load current reaches in the best case around ten percents of the rated current. Fig. 1 shows 
measured voltage ( )u t  and current ( )i t , current fundamental harmonic component 1( )i t , fundamental 
harmonic component equivalent current 1 ( )ei t , and current and voltage amplitude spectra hI and hU ,
where h  denotes harmonic component. 

It is evident form Fig. 1, that the maximal value of  measured current ( )i t  is much higher than that of 
equivalent current 1 ( )ei t  which leads to too steep ( )i  characteristic determined by this method.  In 
order to evaluate the impact of incorrectly considered higher harmonic components in the no-load 
current on determined ( )i  characteristic an alternative method is introduced. 
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Fig.1: Measured current ( )i t  and voltage ( )u t , fundamental harmonic component of the measured current 1( )i t ,
equivalent fundamental harmonic component current 1 ( )ei t , and current ( )hI h  and voltage ( )hU h  amplitude 

spectra given as functions of harmonic component h .

Alternative method 

This method uses instantaneous values of measured no-load current ( )i t  and applied voltage ( )u t  to 
determine the magnetically nonlinear characteristic ( )i . The characteristic ( )t  is determined by 
numerical integration (2), while the characteristic ( )i  is obtained by presenting ( )t  as a function of 
( )i t . R  is the resistance while ( 0)t  is the initial condition due to remanent flux. 

0

( ) ( ) ( ) ( 0)
t

t u Ri d t  (2) 

During the no-load test voltage and current are measured in only one phase winding. The current range 
in which the ( )i  characteristic is determined by this method can be extended even over the rated 
current value if sinusoidal or stepwise changing voltage with low frequency and amplitude is applied 
during the no-load test. 

Comparison of obtained magnetically nonlinear characteristics 

At no-load the tested three-phase core type laboratory transformer with rated data 3500 VA, Yd5 
690/400 V, was supplied with different voltages which were increased in steps up to 20% over the 
rated value at nominal frequency of 50 Hz. Fig. 2 a) shows )(i  characteristics in the form of 
hysteresis loops determined by the alternative method. The end points of individual hysteresis loops 
form an unique )(i  characteristic determined by the alternative method. It is shown in Fig. 2 b) 
together with the )(i  characteristic determined by the standard method. The same measured currents 
and voltages were used for determining both characteristics. The results presented show that the )(i
characteristic determined by the standard method is too steep due to incorrectly considered higher 

G. Štumberger et al. / The Impact of Magnetically Nonlinear Iron Core Characteristics 505



harmonic components in the equivalent current.  Measured current ( )i t  shown in Fig.1 has higher 
maximal value than the equivalent current 1 ( )ei t .
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Fig.2:  Characteristics ( )i in the form of hysteresis loops determined by numerical integration a) and unique 
( )i characteristics determined by standard and alternative methods at 50 Hz b).  

Characteristics presented in Fig. 2 covers less than 10% of the nominal current which is insufficient. In 
order to determine )(i  characteristic also for higher saturation levels, the tested transformer was 
feed with sinusoidal voltages from a linear amplifier at 0.25 Hz. The maximal amplitude of the applied 
voltage and corresponding current are shown in Fig. 1.  The )(i  characteristic determined by the 
alternative method at 0.25 Hz is shown in Fig. 3.  
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Fig.3:  Characteristics ( )i  determined by standard method at 50 Hz and by alternative method at frequencies 
0.25 and 50 Hz.  

Results

The impact of )(i  characteristics on currents calculated by the transformer dynamic model is 
evaluated by the comparison of measured results with the calculated ones. The )(i  characteristics 
determined by the standard and alternative methods shown in Fig. 3 were included into three phase 
transformer dynamic model from library SimPowerSystem, which is a part of program package 
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Matlab/Simulink. Figs. 4 to 6 show measured and calculated line currents 1li , 2li  and 3li  in the case of 
unloaded transformer switch-on and in steady state operation at no-load. The terminals of wye 
connected windings of tested transformer were supplied by nominal voltages. 
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Fig. 4: Line current 1li during switch-on and in steady state: a) measured; b) calculated - ( )i characteristic
determined by alternative method; c) calculated - ( )i characteristic determined by standard method. 
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Fig. 5: Line current 2li during switch-on and in steady state: a) measured; b) calculated - ( )i characteristic
determined by alternative method; c) calculated - ( )i characteristic determined by standard method.
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Fig. 6: Line current 3li during switch-on and in steady state: a) measured; b) calculated - ( )i characteristic
determined by alternative method; c) calculated - ( )i characteristic determined by standard method.

Conclusion

If characteristic )(i  determined by the alternative method is used in dynamic transformer model, 
then the agreement between measured and calculated line currents is good in the cases of switch-on 
and no-load operation. The use of )(i  characteristic determined by the standard method in the 
dynamic transformer model gives acceptable results only in the case of no-load operation. However, in 
the case of switch-on a substantial difference between the measured and calculated currents can be 
seen.
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Abstract - Some investigations of the field analysis for tubular linear actuators with scaled geometries are 
described. The rules to create static characteristics for the devices, with open magnetic circuit have been 
given. Including nonlinearity of the actuator magnetic cores, magnetic field problems were also 
considered. The obtained results compose the characteristics for the scaling actuators with open and 
closed magnetic system, as well. They were developed as a practical design tool. For the device in real 
scale, the calculated results have been compared with the measured ones, and a good conformity has been 
obtained. 

I. Introduction

Electrical actuators with linear motion are widely used in special electric drives [1], [2], [3]. 
They have different constructions. Open - as well as closed magnetic structures make up the two 
main groups of such devices. In this work we investigated both of them. However, through lack 
of the prototype with closed magnetic circuit, the measurement verification has been done for the 
open one.

Prior publications of the authors [4], [7] provide a description for scale modeling of 
transformers. In this work, a new approach, as scaling laws set, for the scaled structures of the 
actuators with magnetically linear circuit e.g. open system, is presented. We report magnetic field 
investigations of the tubular linear actuators with scaled geometries. Thus, the static 
characteristics for the integral parameters of the scaled devices are given. 

II. Rules for Parameters Calculating of the Actuators with Magnetically Linear Circuit

After geometrical scaling of an electrical device, the linear dimensions l of the full-scale model 
(original) turn into the dimensions l1 of the scaled one, naturally. It applies to coil linear dimensions 
s=lc1/lc , and the ferromagnetic core s=lF1/lF , as well. Similarly, we can scale a quantity X of the 
original to the scale-model X1. The scale factor mX=X1/X  is obvious for transformation [6] of the 
quantity. 

From Maxwell’s equations we obtain that the scale factors are valid for the geometrical 
transformation if they hold the conditions of electrodynamic similarity [6]. 

1,1,1 222

H

J
ff m

smsmmmsmmm  (1) 

If we neglect the displacement currents in dielectrics, only the two last equations must be held. 
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Keeping the same number N of the coil wires in an actuator, and including the geometric similarity 
rules [4], [7], the cross-section Sw of each wire is changed by the scale factor s2. When we keep at 
a constant level of the current value, the current density is considerably increasing while the cross 
section is shrinking, Jw1  Jw. Thus, one should make additional winding cooling. 

When we change the whole cross section Sc of the coil, we can keep the same number of turns 
N1=N, or fits other turn number, certainly. In the second case, to secure the same current value (in each 
wire), with variation of the scale s, we must change the number of turns N1= s2N. The ampere-turns of 
the coil are obviously not the same:  

1 = I1N1 = s2IN = s2  (2) 

It is convenient transformation, because we conserve the average value of the current density in coil 
cross-section. The current density value within the all cross-sections of the coil wires is the same: 

Jc1 = I1N1/Sc1 = s2 IN /(s2 Sc) = Jc (3) 

The same scale factor s, (as for the scaled coil) is assumed for the magnetic core, naturally, and the 
iron cross-section is scaled according the expression SF1 =s2SF. Having regarded Ampere’s law for the 
original and for the model we can write, respectively 

 IN = HF lF , I1N1 = HF1lF1 (4)

Including (4), and equality lF1 = slF, the ampereturns of the model amount to 

1 =I1N1 = s2 IN = s HF1lF (5)

From the above, taking into account (4), we obtain relation for field intensity in magnetically linear 
systems 

HF1 = s HF (6)

The magnetic flux value, in scaled cross-section of the core iron, is determined according to 

1 = B1SF1 = sB s2SF = s3 (7)

The flux linkage and the inductance, which is calculated from the definition formula L= /I , (of all 
winding wires) and the inductance are equal to, respectively 

1 = 1N1 = s5 , L1 = s5L (8)

From magnetic energy, we can also calculate the magnetic force on the actuator mover F1 = s4F.

III. Field Analyses for Magnetically Nonlinear Models

Using magnetic vector potential ( A ) formulation, the axis-symmetrical magnetic field was 
described in form of the simple elliptic equation in cylindrical coordinates r and z

J
z

A
B

zr
A

r

A
B

r
 (9) 

The magnetic material permeability is characterized by the nonlinear reluctivity function B . Thus, 
the B/H ought to be included in the calculations. For the tubular actuators we can assume that the 
potential has only the A  component [2], [5]. 
From the A  values, the magnetic flux density components can be calculated 

r
A

r
AB

z
AB zr ,  (10) 

B. Tomczuk et al. / Electromagnetic Parameters Similarity510



In Fig. 1, the magnetic flux density maps and flux lines in the upper part of the halved actuator, 
with the mover ejected towards right from the central position, have been presented. The distribution 
of the field lines relates the enlarged (s=2) actuator with the closed magnetic system. Contrary, in 
Fig. 2 the field lines, for the open magnetic system, are presented. The flux density maps and field 
lines are given only in the actuator vicinity. Thus the boundary lines are not visible. The figures 
concern the magnetic fields excited by relatively small current value (I=1A) in the excitation winding. 

Fig. 1. Flux density map and field lines for the scaled (enlargement s=2) actuator (I=1A)

Fig. 2. Actuator with open magnetic circuit (s=2, I=1A)

IV. Recalculation of the Flux Density Values in the Scaled Actuator and 
Measurement Verification

In this work we verified the calculation results (by the experimental tests) for the actuator with 
open magnetic circuit. The magnetic flux density components have been measured (by means of a 
hallotron probe) at many points of the magnetic field area. Some measurement lines, along which the 
verification has been done, are presented in Fig. 3. In the figure we depicted halved (along axis of 
symmetry) actuator with the mover ejected from excitation winding. We measured the flux density 
components at many accessible points of the actuator structure. In this work we present some values, 
which were measured in the vicinity of the mover (armature) inside the stator (section A–A’). The 
measurements consider the rms current value I=1 A in the excitation winding of the stator.

Fig. 3. The measurement lines for the mover ejected from excitation winding (I=1A)

In Fig. 4, the magnetic flux density components, obtained from the calculations and the 
measurements have been compared. The values, related to the scaled up model, were recalculated 
(circles) to the original (continuous line). As the excitation current is relatively small (I=1 A), the field 
lines cross magnetically linear system. Field intensity can be recalculated by expression (6). Flux 
density values B in the scaled object were obtained by multiplication of the field intensity H by the 
magnetic permeability value. 

B. Tomczuk et al. / Electromagnetic Parameters Similarity 511



Fig. 4. The recalculated Bz and Br components along the line A–A’ (current value I=1A)

For high excitation current (e.g. I=8A) in the actuator winding of the actuator, with open or closed 
magnetic circuits, the B values have to be recalculated with the magnetization curve of the core iron. 
Some recalculated flux density values are given at points of the segment C–C’ (Fig. 5). It is visible 
(Fig. 6), that the values, which are denoted by the circles, correspond with those obtained for the 
full-scaled actuator (s=1). Due to high current and saturation of the core, the values recalculated by the 
scale factor (Sec. II) differ very much from those recalculated by the proper characteristic. Thus, we 
must look for the B values at the proper nonlinear part of the B/H curve, for the I1= sI current value. 

Fig. 5. The measurement line for the mover ejected from the excitation winding (I=8A)

Fig. 6. Bz components at the points of the segment C–C’ (current value I=8A)

a) enlarged object (s=2)
––– scaled object (s=2) 

 recalculated from original (s=1)
- - - improper linear recalculation from original

b) full scaled object (s=1) 
––– original (s=1) 

 recalculated from scaled (s=2) object  
- - - improper linear recalculation from s=2

 measurements 

a) b) 

a) b) 
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Many pieces of field analysis have been performed and integral parameters have been determined 
for the scaled objects. In this work we created the characteristics of the actuator with the scale factors 
equal to 1, 1/5, 1/2, 2 and 5, respectively. Some curves for scaling by s=2 are given, in this paper. 

Fig. 7. Flux linkage divided by the fourth power of the scale factor, verso the scaled current value 

The important parameter, i.e. flux linkage ( ) of the scaled actuator, has been calculated. Using the 
/I curve (Fig. 7), we have also determined the inductances L of the windings for the scaled devices. 

Using the characteristics it is possible to determine a scaled coil inductance. We must multiply (by the 
factor s) the current value in the full-scaled coil. Then, one can read of (from the curve, Fig. 7) value 
of the flux linkage divided by the fourth power of the scale factor s. Each curve concerns one position 
of the mover. For the full-scale actuator the mover is ejected by a quarter of its length from the 
excitation winding. If the mover is put deep (within the winding), the  line is naturally up than for 
the mover ejected from the coil. For high values of the excitation current, the ferromagnetic parts are 
almost completely saturated, and the  changes nearly linearly with the current variation (Fig. 7). 

Fig. 8. Force values divided by the second power of the scale factor, verso the scaled current value
In Fig. 8, the values of the magnetic force are divided by the second power of a scale factor, and 

the current values are multiplied by the factor. Each graph deals with one position of the mover. For 
the full-scale actuator, the mover is ejected by a quarter of its length from the excitation winding.

V. Nonlinear Characteristics of the Field Integral Parameters
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The graphs of the flux linkage (Fig. 7) and the magnetic force (Fig. 8) have been drawn after magnetic 
field analyses (for the full-scale actuator only). The values for the scaled objects can be obtained using 
the curves. The quantities F and  can be found (from the curves) for the current value I1= sI.

Conclusions

Under scaling the nonlinear electromagnetic systems, like the actuators, we have to change the 
number turns or to keep the magnetic intensity factor mH=1 to unity. The second case is very 
difficult for realization. Thus, we have proposed to carry out the first one, and maintain the 
current value in each wire of winding.

The goal of this work was to give the way for static parameters determination of the scaled 
actuators. One must underline, that according to the approach presented here we can obtain the 
parameters without reiterated field analysis. For magnetically linear system the scale factors are given. 
For saturation of the actuator magnetic system some diagrams have to be used. The integral values of 
the magnetic field, obtained from the calculations, were compared with those obtained from 
measurements, which is not presented here. 

When we have characteristics for the full-scaled object (original), we can use them for recalculating 
of the field values without numerical modeling of the scaled objects, repeatedly. The experimental 
results have been compared with the calculated ones. The recalculated magnetic flux density values 
were checked by the measurements, and a good agreement was obtained. 

The presented approach can be applied for the analysis of the actuator operation, and the method 
can be used for designing of all electromagnetic devices. 
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Abstract - The present paper intends to analyse and compare three methods of measuring electrical current by 
modern sensors. These methods are important because they allow the compensation of crosstalk errors 
associated to the use of several busbars in the vicinity. The selected measuring systems have in common that they 
can be verified easily by experimental setup. In this way, the accuracy and the uncertainty associated to each 
method in function of the variations of the electric current in the conductors has been evaluated. Moreover the 
position of the sensors around the conductor in order to improve the response has been studied. All these 
situations have been simulated by the Finite Element Method (FEM) and have been measured and verified in 
our Laboratory of Electrical Metrology (LME) accredited by ENAC, the Spanish Accreditation System in the 
frame of the EA (European Accreditation). 

1. Introduction

The aim of this paper is to study and compare several modern methods of measuring high currents (circular 
sensor arrays [1], linear equations [2] and stable point [3]) and the compensation of crosstalk errors originated by 
the current carried by near conductors [4], [5] under normal working conditions. In this way, a comparison 
between the uncertainties associated to the three studied methods -values numerically calculated with the 
modelization by Finite Element Method- and the magnetic flux of an infinite straight line calculated theoretically 
by the Biot-Savart law has been done. Simulations have been developed using the commercial software OPERA-
3D of Vector Fields for low frequency fields (50Hz). 

The system analysed consists, see figure 1, of a single circuit with currents flowing through two straight 
conductors of rectangular section (5 x 40 mm). One of the bars is placed in the centre of the measuring toroidal 
core, where the different sensors are positioned in function of the selected measuring method. The two parallel 
conductors have the same geometry and the perpendicular distance between them is d = 50mm. The geometrical 
characteristics of the core are the following: inner and outer radius RIN = 25mm, REX = 39mm and height 
h = 25,4mm. The core used is a commercial non-linear iron powder toroidal core (yellow-white) ref. T300-26D 
of Micrometal Inc. Magnetic flux through a cross-sections of the torus was chosen as the result from the 
numerical calculations as the response of a current transducer and measurement errors were evaluated. 

Figure 2 shows the magnetic flux, obtained by simulation, for the different angles of the toroidal core in the case 
of a rectangular conductor in the inner and the complete system constituted by two bus bars, one in the inner and 
the other one outside the torus and carrying the same current in the same sense for both conductors. Both 
graphics are compared with the value of the magnetic flux obtained in the ideal model. In the three cases shown, 
the current carried by each conductor is ICIN = ICEX = 300A and the relative permeability of the core is μ = 213.
The ideal magnetic flux corresponds to the one obtained theoretically for an infinite straight cable and for the 
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data of our problem gives a value of 147,76μWb. In the other side, the magnetic flux due to the alone inner bus 
bar varies between 147,03μWb and 148,20μWb. It corresponds to a maximal deviation of 0,494% with respect to 
the ideal. In the case of the two parallel bus bars, the magnetic flux shows a greater variation, due to the 
crosstalk, the influence of the external conductor in the magnetic material of the sensor. It varies between 
138,02μWb and 151,07μWb. It corresponds to a maximal deviation 6,591% with respect to the ideal model. This 
paper shows the technical development accomplished by the research group in uncertainties of measurements. 

Fig 1. Illustration of the experimental model. Fig 2. Magnetic flux measured with one and two bus 
bars, versus the angle  of the sensor ICIN = ICEX = 300A. 

Figures 3 and 4 show -in color contour map format- the influence of a near external current (ICEX = 300A) in the 
magnetic flux in the inner of the torus (where the sensors are situated) originated by an internal current 
(ICIN = 150A, ICIN = 0A). The computer simulations by FEM have allowed to estimate the errors associated to the 
magnetic flux in each studied method with respect to the ideal situation, analyzing in all cases the influence of 
the current in the measuring system. In this way, the errors associated to the computational analysis have been 
estimated under 0,14%. Another possible source of error in the measurement comes from the uncertainty in the 
positioning of the sensors around the conductor: small variations with respect to the suitable angle give rise to 
non negligible errors in the different methods of measurement based on numerical compensation [2], [3]. 

Fig 3. Simulation of the single circuit model  Fig 4. Influence or current near to conductor, 
with two conductor, ICIN = 150A; ICEX = 300A.  ICIN = 0A; ICEX = 300A. 
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2. Comparison Between Methods Of Measuring Current

In this paragraph the different methods for current measurement analysed (based in the measure of the magnetic 
field) and the obtained results are described briefly. These methods present, as fundamental characteristic, the 
compensation of the crosstalk error associated to the influence of the currents in the vicinity of the sensor. For 
each one of the studied method, the error in the value of the current measured, originated by an angular 
positioning, will be determined. In this work the errors introduced by the sensors have not been taken into 
account, considering the sensors as ideals. 

Sensor Array’s [1]. Sensors are distributed uniformly around the circle whose centre is the centre of the 
rectangular conductor , see figure 5 A. Two arrays constituted by 4 and 8 sensors have been calculated and the 
uncertainties associated to the angular positioning of the sensors in each one of the two proposed systems have 
been determined. The angular rotation affects in the same way to all sensors, because they are mechanically 
fixed all together. 

Fig 5. Geometrical situation of the sensors in the studied cases: 
A) Method based in an array of 4 sensors. B) Method of linear equations

Linear Equation [2]. The sensors are situated parallel to the rectangular conductors. In this way the 
compensation is established by calculating, in analytical way, the influence of the magnetic field originated by 
the external current ICEX in the measurement of the flux created by the current carried by the internal conductor 
ICIN. So 1 = aICIN + bICEX, and for calculating the coefficients a and b is enough to calculate the contribution to 
the flux 1 of each one of the currents ICIN e ICEX. The main advantage of this method is the easy implementation 
of the experimental setup. (See figure 5B) 

Stable Point [3]. This method consist in situating the sensor in the point of intersection of the lines of the 
magnetic flux, as shown in the figure 2, obtained by the circulation of current in only one conductor (ICEX = 0)
and the existence of both currents (ICEX  0).This point has immunity with respect to modifications of the 
external current (all the curves converge in that point independently of the current carried by the external 
conductor). The main disadvantage of the method is that a previous numerical calculation of the point is needed. 
In our model this point is situated at  = 9,755º, as shown in the figure 5B, this position is related with the 
geometry of the model and the magnetical properties of the surroundings of the conductors and the torus. In the 
method of stable point only one sensor S´1 is used. 

The figure 6 represents the relative error produced by the different methods with respect to the angular position 
of the sensor. As can be appreciated the method more insensible to this position is the sensor array whose results 
are improved with the number of used sensors. Logic results because there is a better approximation to the 
Ampere’s law. In fact with an array of 8 sensors the obtained errors are below of the estimated one’s by the 
simulation program. 
With respect to the rest, for ICIN = 2×ICEX and considering a maximum admissible error of  = ±0,5%, case 
represented in the figure 6, it can be seen that the maximum angular variation associated to each model. The 
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method of linear equations has a margin of operation of  +14,853º while the method of the stable point 
allows a margin of +8,180º  +30,285º.
The table I presents a comparison between the studied measurement methods, showing the maximum error MAX

and the ratio between the flux variation and the theoretical flux T in the different methods. If this points to a 
better operation of the method of the linear equations in front of the method of the stable point, the bigger 
sensibility of the first method with respect to the variations of the external current originates that in practice the 
performance of both methods is comparable. In particular, with the same admissible error of  = ±0,5% but in 
the case of ICEX = 2×ICIN, the angular position in the method of linear equations -4,958º  +4,466º is superior 
to the interval obtained for the method of the stable point +9,314º  +16,497º.

Fig 6. Current errors versus the angular position of the Table I. Comparison among the crosstalk 
sensor for the different method, ICIN = 300A; ICEX = 150A.  compensation procedures.

3. Conclusions

The present study contributes to improve the knowledge about the uncertainty sources in current measurements 
based on sensor or transducers. Furthermore, it explores the possibilities of using FEM simulations to reduce the 
experimental arrangements needed for calibrating these devices. Consequently this work is devoted to help the 
metrology authorities and instrumentation manufacturers to develop new rules for calibration devices and new 
procedures to characterize the precision of the equipment. 

The computer simulations by FEM have allowed to estimate the errors associated to the magnetic flux in each 
studied method with respect to the ideal situation, analyzing in all cases the influence of the current in the 
measuring system. On the other hand, it is observed that this phenomenon is lower in the method based in sensor 
array [1] due to his axial symmetry (better approximation to a current transformer). But it is important to 
consider that this method is more expensive as higher is the number of sensors used in the array. This fact does 
not affect to the other two methods. 
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Abstract - The paper presents the results of asymmetry influence of the first, fifth and seventh harmonics of 
power supply on contents of higher harmonics in armature currents in a cylindrical synchronous generator 
with and without damping cage. In calculations of the total armature currents the superposition method for 
the first, fifth and seventh higher harmonics of positive- and negative-sequence voltages have been used. 
Obtained in numerical calculations results have been confirmed in experimental verification.

Introduction

Electromagnetic properties of a synchronous machine in large stage depend on presence of the 
damping cage. The dumping cage in dynamic states allows on shortening many transients’ stages e.g. 
the hunting [3]. Determination of the damping cage influence on higher harmonic contents in armature 
currents in synchronous cylindrical generators is possible by means of magnitude and phase 
characteristics of synchronous machine spectral impedance. The way of validation of the frequency 
characteristics by means ot the standstill frequency response (SSFR) test has been described in paper 
[4].  
Frequency characteristics of the magnitude Ld(j ), Lq(j ) and phase d(j ), q(j ) of the spectral 
impedance in d-axis and q-axis for two constructional rotor structures for the examined synchronous 
generator rated data as follows: PN = 8.5 kW, UN = 380 V (windings connected in star), IN = 15.25 A, 
nN = 3000 obr/min, cos N = 0.85 with and without damping cage are presented in Fig. 1  Fig. 4. 
Frequency characteristics of spectral impedance in d-axis with shorted field winding are presented in 
Figure 1. In d-axis, in case of synchronous machine harmonics voltage supplying with shorted field 
winding, it is visible the small difference in course of determined magnitude characteristics for the two 
constructional rotor structure: with damping cage and without damping cage. Obvious conclusion 
results from here, that for harmonics supply voltages the influence of the presence or lack of damping 
cage in relation to influences shunt of the field winding and solid iron of the rotor in d-axis is small. 
From the course of the phase – Fig. 1 in d axis, we can see that for higher frequencies dominates 
considerably the real over the imaginary part of the impedance. This means, that for examined 
synchronous machine, the phase angle between components of the currents and voltages for higher 
harmonics in d-axis is equal to about 10odag. If to determined spectral impedance Ld(j ) add the 
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resistance of armature winding, the phase angle between components of the currents and voltages for 
higher harmonics is smaller then 10odag.
 a) b) 
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Fig. 1. Frequency characteristics of spectral impedance in d-axis with shorted field winding for the two 
constructional rotor structure: Ldzk – with damping cage, Ldbk – without damping cage  

a) magnitude, b) phase. 

The courses of spectral impedance for two constructional rotor structure of examined synchronous 
machine in d-axis with open field winding Ld0(j ) are presented in Fig. 2.
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Fig. 2. Frequency characteristics of spectral impedance in d-axis for two constructional rotor structure with 
opened field winding Ldozk – with damping cage, Ldobk – without damping cage  

a) magnitude, b) phase

The courses of the spectral impedance Ld0(j ) in d-axis for two constructional rotor structure with 
open field winding shows the large influence of shunting effect of the damping cage already for small 
frequencies.
From comparison of the shape of the spectral impedance courses in d-axis with shorted and opened 
field winding (shown in Fig. 1 and Fig. 2) we can state, that for higher frequencies of supply voltages 
the decrease of spectral impedance magnitude values get out of shunting influence of the damping 
cage, solid iron and field circuit. 
In Fig. 3 the courses of spectral impedance frequency characteristics in q-axis are shown. For the 
higher frequency supply voltages similarly like in longitudinal axis also and in transverse axis the 
presence of the damping cage and solid iron decrease the magnitude values of the spectral impedance 
Fig. 3.a. From the course of the phase – Fig. 3.b in q-axis it is possibly to conclude, that for higher 
frequencies the ratio of the imaginary component to the real component of the spectral impedance is 
equal to 4. This means, that for examined synchronous machine, the phase angle between components 
of the currents and voltages for higher harmonics in q-axis is more then 30o than in d axis.  
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Fig. 3. Frequency characteristics of spectral impedance in q-axis for two constructional rotor structure: Lqzk – 
with damping cage, Lqbk – without damping cage a) magnitude, b) phase 

In Fig. 4 the courses of spectral impedance frequency characteristics in d-axis are shown in conclusion 
of the courses in Fig. 1  Fig. 3: without damping cage and opened field winding Ldobk, with damping 
cage and opened field winding – Ldozk, with damping cage and shorted field winding – Ldzk.
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Fig. 4. Frequency characteristics of spectral impedance in d-axis a) magnitude, b) phase 

The characteristics of the spectral impedance show, that both the constructional rotor structure as well 
as the way of damping circuits representation in equivalent electrical network have got large influence 
on cylindrical synchronous machine electromagnetic properties. The damping cage presence in the 
rotor slots causes: the decrease of spectral impedance magnitude as well as the decrease of minimum 
phase characteristic and its shift in direction of lower frequencies. 
From the courses of magnitude characteristics of spectral impedance obtained with measurements 
taking into account the real rotor structure we can state, that for higher harmonics supply voltages 
greater than 50 Hz (harmonics order n > 1) it can be assumed that in d-axis Ldn = Ld’’ (Xdn = Xd’’ – 
sub-transient impedance in d axis). Whereas similar assumption in q-axis is possible only for the 
higher harmonics supply voltages greater than 350 Hz (harmonics order n > 7) in other words Lqn =
Lq’’ (Xqn = Xq’’- sub-transient impedance w q axis). For the frequency lower than 350 Hz assumption 
Lqn = Lq’’ causes considerable mistakes. For example with damping cage, the value Lq2 for 100 Hz is 
equal to 0.19 [p. u.] but for 250 Hz  – Lq5 = 0.12 [p. u.].  
From the shown courses of the spectral impedance magnitude characteristics we can see the difference 
between values of spectral impedance in d and q axes, it means that the investigated synchronous 
machine has got the considerable asymmetry of the magnetic circuit. The value of the impedance is 
equal to Ld = 1.5 [p. u.] and Lq = 1.25 [p. u.] respectively. We can see the difference between values of 
spectral impedance magnitude in d and q axes for frequency greater than 50 Hz. Difference between 
the values of the magnitudes and the asymmetry of magnetic circuit especially for 5 harmonics (250 
Hz) and for 7 harmonics (350 Hz) have got an influence on the shapes of the armature current courses. 
Moreover, about shape of armature currents in examined synchronous machine for the frequency 
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supply voltages greater than or equal to 100 Hz, the shunting circuits of the damping cage and solid 
iron in d and q axes as well as shunting circuit of the field winding in d-axis have been decided. 

Mathematical Modelling Of Synchronous Generator

Basing on the determined frequency characteristics shown in Fig. 1  Fig. 4, the distributed parameters 
equivalent circuit with and without damping cage has been calculated [5]. The value of the parameters 
were as follows:

for the constructional structure of the rotor with damping cage: Ra = 0.024, L  = 0.042, Lad =1.459,
Laq = 1.208, Lekd = 0.0076, Lekq = 0.038, Red = 0.021, Req = 0.025, Rkd  =0.190, Rkq = 0.399, Rf = 
0.011, Lf  = 0.038, Ted = 0.026, Teq = 0.010. 
for the constructional structure of the rotor without damping cage: Ra = 0.024, L  = 0.042, Lad = 
1.459, Laq = 1.208, Lekd = 0.0082, Lekq = 0.026, Red = 0.025, Req = 0.023, Rkd  =1.497, Rkq = 2.12,
Rf = 0.0105, Lf  = 0.034, Ted = 0.022, Teq = 0.007.  

The time constants are in [s] but R, L parameters are in [p. u.] referred to the magnitude of 
synchronous generator rated impedance ZN. The equivalent circuit parameters of the synchronous 
generator in d and q axes are shown in fig. 5.
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Fig. 5. Equivalent circuit parameters for the synchronous generator a) in d axis, b) in q axes 

To calculate the armature currents in d and q axes coming from higher harmonic supply of positive-
sequence voltages (1) and negative-sequence voltages (2) taking into account the equivalent circuit 
parameters shown in Fig. 5 is required as well as determination of higher harmonics voltages in 
longitudinal axis ud(1, 2)(pn) and in transverse axis uq(1, 2)(pn) and the values of the spectral impedance. 
Determination of the harmonics voltages ud(1, 2)(pn in d and uq(1, 2)(pn in q axes have been presented in 
[2]. The values of the spectral impedance are depended on the determined parameters of investigated 
synchronous generator, frequency and slips calculated for higher harmonic supply of positive- and 
negative-sequence voltages. Above mentioned dependencies in detail have been presented in [1, 2]. 
Influence of frequency of higher harmonic supply and taking into account the direction of rotor motion 
(with m = 1 = cons.) in relation to revolving of positive- and negative-sequence supply voltages 
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cause, that the values of spectral impedance (with rotor motion) can be determined taking into account 
the equivalent circuits shown in Fig. 5 and as well as through replacement in operator's place 
differentiation p = jv 1 = j new operator pn = jn 1  j . Whereas, for the slips of higher harmonic 
supply of positive-sequence voltages order 6N + 1 and negative-sequence voltages order 6N – 1 has 
been accepted pn = jn 1 – j . Moreover, for the slips of higher harmonic supply of positive-sequence 
voltages order 6N – 1 and negative-sequence voltages order 6N + 1 has been accepted  
pn = jn 1 + j .

Simulating Harmonics in Armature Currents for Synchronous Machines 
with and without Damping Cage

For the supply voltages measured in Laboratory of Electrical Machines in Kielce Technical University 
the calculations of armature currents with taking into account the mathematical model of the examined 
synchronous machine with and without damping cage have been carried out in Matlab. The rms 
harmonic values and the initial phase angles used in calculations are given in Tab. 1. In field circuit 
(Fig. 5) was added resistance Rfd = 0.0117 [p. u.]. The additional resistor has been used during 
experiment to adjust value of the field current equal to If = 3.35A and power angle  equal to 0.5 rad. 
Table 1. The rms harmonic values and the initial phase angles 

Harmonics 
n

UAn
[V] 

uAn
[rad] 

UBn
[V] 

uBn
[rad] 

UCn
[V] 

uCn
[rad] 

1  215.83 2.43 215.59 3.80 218.13 4.55 
5 2.44 2.90 3.20 5.27 2.04 1.22 
7 1.73 4.13 1.62 2.19 1.97 6.24 

For the supply voltages given in Table 1, the armature currents for the individual harmonics positive- 
and negative-sequence supply voltages with and without damping cage have been calculated. The 
results of the simulations of armature current courses for the individual harmonics positive- and 
negative-sequence supply voltages are shown in Fig. 6.
 a)  b) 

0,000 0,005 0,010 0,015 0,020
-15

-10

-5

0

5

10

15

 iA
 iB
 iC

i A
, i

B
, i

B
   

 [ 
A

 ]

t   [ s ]
0,000 0,005 0,010 0,015 0,020

-15

-10

-5

0

5

10

15

 iA
 iB
 iC

i A
, i

B
, i

C
   

 [ 
A

 ]

t   [ s ]
Fig. 6. Armature current courses for the individual harmonics positive- and negative-sequence supply voltages: 

a) with damping cage, b) without damping cage 

The maximal value (amplitude) of individual harmonics in courses of armature currents shown in Fig 
6, with damping cage are given in Table 2 and without damping cage are given in Table 3. Moreover, 
in Tables 2 and 3 are given IHDIk (Individual Harmonic Distortion) and THDIk (Total Harmonic 
Distortion).
Table 2. Individual harmonics in courses of armature currents with damping cage 

Harmonics 
n

ImAn
[A] 

ImBn
[A] 

ImCn
[A] 

IHDIA
[%] 

IHDIB
[%] 

IHDIC
[%] 

THDIA
[%] 

THDIB
[%] 

THDIC
[%] 

1 10.17 10.85 9.96 100 100 100 
3 0.08 0.09 0.02 0.78 0.75 0.80 

6.55 7.07 6.29 
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5 0.59 0.71 0.52 5.80 6.54 5.22 
7 0.30 0.28 0.34 2.95 2.58 3.41 
9 0.006 0.006 0.006 0.06 0.05 0.06 

Table 3. Individual harmonics in courses of armature currents without damping cage 
Harmonics 

n
ImAn
[A] 

ImBn
[A] 

ImCn
[A] 

IHDIA
[%] 

IHDIB
[%] 

IHDIC
[%] 

THDIA
[%] 

THDIB
[%] 

THDIC
[%] 

1 10.21 10.73 10.04 100 100 100 
3 0.06 0.06 0.02 0.55 0.52 0.21 
5 0.31 0.39 0.30 3.06 3.56 2.96 
7 0.23 0.21 0.25 2.22 1.98 2.39 

3.82 4.11 3.81 

Removing the damping cage cause reduction about 48% harmonic contents in courses of armature 
currents. Percentage participation of 3, 5, 7 and 9 harmonic in armature currents in individual phases k 
= A, B and C with damping cage (index zk) without damping cage (index bk) are shown in Fig. 7.
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Fig. 7. Percentage participation of 3, 5, 7 and 9 harmonic in armature currents:  
a) with damping cage, b) without damping cage 

From carried out simulations result, that during supplying 5 and 7 harmonic positive- and negative-
sequence and 1 harmonic negative-sequence supply voltages without damping cage, in armature 
current courses decease of participation of 3, 5, 7 and 9 harmonic positive- and negative-sequence 
harmonics. In individual phases of armature currents also decrease THDIk The decrease of THDIk
(without damping cage) is due to increase of investigated synchronous generator impedance for higher 
harmonics (Fig. 1  Fig. 4). 

Experimental Verification

Registration of steady–state phase current waveforms for the examined synchronous generator (  = 1

= const) in the individual phases of armature windings in case of the co-operation between the 
synchronous generator and the distorted and asymmetrical electric power system taking into account 
the real rotor structure (damping cage, solid iron and field winding) has been carried out. The 
generator rated data were as follows: SN = 10 kVA, UN = 380 V (Y), nN = 3000 r/min, cos N = 0.85, 

PN = 940W. The field winding was supplied by means of battery of accumulators and additional 
resistance Rfd to adjust value of the field current equal to If = 3.35A and power angle  equal to 0.5 rad, 
what corresponds to the simulations. Registered courses of armature currents are shown in Fig. 8.a. In 
Fig. 8.b are shown the results obtained from theoretical analysis. Fig. 8.b is presented to compare the 
simulations to the real time courses presented in Fig. 8.a.
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Fig. 8. Armature current courses: a) registered in measurement set, b) obtained in simulations.

Analysis of individual harmonic contents in the courses obtained in theoretical and experimental
 

verification with the help of Fouriera's series has been carried out. The most important contents 
harmonic, which appear in registered courses are given in Table 4, while calculated theoretically in 
Table 5. Moreover, in Table 4 and Table 5 harmonics participation IHDIk in individual phases in

 

relation to armature current fundamental components (fundamental harmonic) is compared. Whereas,
 

THDIk only for harmonics given in Table 4 and Table 5 is calculated. 
Table 4. The most important contents harmonic in registered courses 

Harmonics 
n

IAn
[A] 

IBn
[A] 

ICn
[A] 

IHDIAn
[%] 

IHDIBn
[%] 

IHDICn
[%] 

THDIA
[%] 

THDIB
[%] 

THDIC
[%] 

1 7.34 7.62 6.55 100 100 100 
3 0.11 0.11 0.07 1.50 1.44 1.07 
5 0.40 0.59 0.41 5.45 7.74 6.26 
7 0.19 0.25 0.28 2.59 3.28 4.27 
9   0.004   0.004   0.004 0.05 0.05 0.06 

6.22 8.53 7.65 

Table 5. The most important contents harmonic calculated theoretically 
Harmonics 

n
IAn
[A] 

IBn
[A] 

ICn
[A] 

IHDIAn
[%] 

IHDIBn
[%] 

IHDICn
[%] 

THDIA
[%] 

THDIB
[%] 

THDIC
[%] 

1 7.19 7.67 6.89 100 100 100 
3 0.06 0.06 0.02 0.83 0.78 0.29 
5 0.40 0.55 0.37 5.56 7.17 5.37 
7 0.21 0.22 0.24 2.92 2.87 3.48 
9 0.004 0.004 0.004 0.05 0.05 0.06 

6.33 7.76 6.41 

Comparison of individual contents 3, 5, 7 and 9 harmonics in armature currents registered in
 

measurement set and obtained in simulations are presented in Fig. 9.
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Fig. 9. Comparison of individual contents 3, 5, 7 and 9 harmonics in armature currents registered in 
measurement set and obtained in simulations

In presented comparison of harmonic contents in armature currents we can state large convergence 
among harmonic contents obtained in simulations and in measurement set. It confirms usefulness of 
frequency characteristics and on the base of the characteristics determined equivalent circuit parameter 
with distributed parameters in analysis of harmonic contents in armature currents for different 
constructional rotor structures. For construction of rotor structure without damping cage, the 
experimental verification have not been conducted because of large convergence among values of 
harmonics obtained in simulations and in measurement set (for construction of rotor structure with 
damping cage). 

Conclusion

The paper presents simulations of constructional rotor structure influence on content of higher 
harmonics in armature currents in a cylindrical synchronous generator with and without damping cage. 
Simulations of the armature current courses for the asymmetry of the first, fifth and seventh harmonics 
of power supply have been carried out. From conducted simulations in the paper results, that removing 
the damping cage causes reduction about 48% contents of harmonics in armature current courses. It 
means, that the stronger influence of the damping cage the higher contents of harmonics in armature 
currents for the same values of power supply voltages. Because all synchronous machines are 
equipped with damping cage, therefore it is necessary limitation of harmonics amplitude in power 
supply. 
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Abstract – This paper presents a finite element investigation into the proximity losses in brushless AC 
permanent magnet motors used in hybrid/electric vehicle applications. The proximity effect in winding 
conductors is as a result of eddy-currents caused by magnetic fields generated by nearby conductors. This 
paper considers the influence of the conductor shape and disposition on the losses for a given stator 
lamination. Several structures of the winding are analysed and compared in respect to the loss and AC 
resistance. The analysis shows that the proximity losses can be significantly reduced through an appropriate 
choice of conductor shape and winding technique. An experimental winding test bench is used to validate the 
calculated results. 

Introduction

The output power of an electrical machine is ultimately limited by the maximum temperature of the 
windings.  To realise a high output for a given frame size it is necessary to both reduce the level of 
copper loss and improve the thermal path between the winding and the external coolant. The copper 
loss can be reduced by increasing the volume of copper in the winding (packing factor). In practice the 
choice of conductor size and the winding physical layout can significantly influence the overall loss, 
particularly at high speeds where eddy current effects are more prominent. There are two different 
phenomena that contribute to the total eddy-current losses: the skin effect and the proximity effect. 
The skin effect is the tendency for high-frequency currents to flow on the surface of a conductor and 
can be mitigated through the use of smaller conductor strands. The proximity effect is the tendency for 
current to flow in other undesirable patterns that form localised current loops or concentrated 
distributions due to the presence of a magnetic field generated by nearby conductors [1-4]. Both of 
these are well-known current-displacement effects within electrical machines.  However, little 
attention has been paid to considering proximity effects in brushless permanent magnet machines. 
Whilst the effect is often mitigated through the use of multi-stranded Litz wire, this has its own 
drawbacks as a result of the relatively poor thermal performance, low packing factor and high cost. In 
brushless AC traction motors used in hybrid/electric vehicle applications these effects can be 
considerable and are a consequence of the high maximum operating frequencies and the high levels of 
slot leakage flux present in typical high specific output designs. This paper presents an analysis of 
proximity losses through the use of the finite element method (FEM) where each conductor is coupled 
via an external circuit. The calculations are carried out for a worst case condition – a winding short 
circuit at maximum rotational speed – and are representative of a machine operating in the field 
weakened regime. Several winding structures are analysed and compared in respect to the loss and AC 
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resistance. The calculated results show that the proximity losses can be significantly reduced using 
selected profiles of copper wire and winding techniques. 

Prototype motor used in the investigation

The research has been applied to the design of a surface-mounted brushless traction permanent magnet 
motor for a hybrid vehicle application. To minimise the overall system weight the machine is required 
to operate at a high speed.  The basic structure of the original motor is shown in Fig. 1 and comprises a 
concentrically wound twelve-slot stator and an eight-pole rotor magnetisation. In the original design a 
high copper packing factor is realised through the use of a segmented stator construction and a multi-
stranded parallel winding. 

Fig. 1. Structure of the traction motor Fig. 2. Circulation of the magnetic flux in the motor winding 
(short-circuit, n = 6000rpm) 

FEM analysis

The analysis of the proximity loss is carried out using a two-dimensional discrete time step finite 
element (FE) method where each conductor is coupled via an external circuit. Due to symmetry the 
calculation area is limited to one quarter of the motor cross-section (see Fig. 1). The conductor 
currents are solved for a winding short circuit over a range of rotor speeds. This short circuit is a worst 
case condition and is representative of a machine operating in the field weakened regime. Several 
winding structures are analysed and compared in respect to the loss and AC resistance. The power loss 
in the winding regions is determined from the Joules loss from which an equivalent bulk value of the 
AC winding resistance is found: 

                                                 
V S

rmsaciRdSJldVJP 222                                              (1) 

where: Rac is the AC resistance and irms is the RMS value of the short-circuit current. 
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Results

Fig. 2 illustrates an example of circulation of the magnetic flux in the winding during a short-circuit. 
The distribution of the magnetic flux causes eddy-currents, which circulate in a direction parallel to 
the motor axis. The highest eddy-currents are induced close to the tooth opening. Fig. 3 presents the 
winding layouts initially assumed in the analysis. The copper packing factor for each winding version 
is fixed at 50%. The baseline configuration, winding version I, is representative of a standard mush 
winding comprising 7 parallel conductor strands wound onto the tooth ‘in-hand’. Table 1 compares the 
FE calculated eddy-current losses for the different winding layouts. The losses are lowest when the 
conductors are located towards the rear of the slot (see Figs. 3c) and 3e)) and when the conductor 
height is minimal in the radial direction, Fig. 3f. The extent of the proximity effect can be deduced 
from the distribution of the magnetic flux local to the conductors, i.e. is greatest in the conductors that 
are placed close to the slot opening, Fig. 2. 

a) b) c) d) e) f) 

winding version I winding version II winding version III winding version IV winding version V winding version VI 

Fig. 3. Winding layouts considered: a) baseline 7-strands of parallel conductors wound uniformly around the 
tooth;  b) single round conductor;  c) single round conductor concentrated at rear of slot;  d) bar conductor;  e)  
bar conductor concentrated at rear of slot;  f) bar conductor with a different orientation

Table 1 Relative power losses and Rac/Rdc calculated for short-circuit condition (n = 6000rpm, f = 400Hz) 
Winding 
version I II III IV V VI 

Pi/ P 1.00 0.54 0.34 0.81 0.62 0.30 
Rac/Rdc 7.62 4.10 2.94 6.97 5.90 2.66 

Rdc is the DC resistance, Rac  is the AC resistance, which can be calculated form Joule’s losses (1), Pi is  power 
losses for i-th winding version,  P is power losses for baseline winding version 

Based on the initial findings, four new winding configurations were proposed, Fig. 4. In each case the 
conductors are located towards the rear of the slot and the effective conductor height is limited in the 
radial direction by use of parallel rectangular conductors. Two copper fill factors are compared, 32% 
and 48%, based respectively upon 2- and 3-parallel stranded rectangular conductors. Additionally the 
benefit of transposing the conductors between coil layers was investigated (winding versions IX and 
X).
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a) b) c) d) 

winding version VII winding version VIII winding version IX winding version X

Fig. 4. Winding layouts: a) 2 parallel conductors;  b) 2 parallel conductors transposed between layers; 

  

c) 3 parallel conductors;  d) 3 parallel conductors transposed between layers

Table 2 Relative power losses and Rac/Rdc calculated for short-circuit condition (n = 6000rpm, f = 400Hz) 
Winding 
version VII VIII IX X   

Pi/ P 0.26 0.25 0.33 0.27   
Rac/Rdc 1.48 1.42 2.55 2.06   

Rdc is the DC resistance, Rac  is the AC resistance, which can be calculated form Joule’s losses (1), Pi is  power 
losses for i-th winding version, , P is power losses for baseline winding version 

Table 2 compares the FE calculated losses for the new winding layouts. It is shown that the proposed 
winding techniques give significant reductions in high frequency losses compared to the initial 
windings considered. The improvement gained through transposition of the conductors is relatively 
small and does not warrant the additional winding complexity. The lowest proximity losses occur in 
winding version VIII, Fig. 4a. However if it is desirable to maintain the same fill factor as the original 
baseline winding to achieve a low DC resistance, winding version X, Fig. 4b, may be preferred. To 
validate the computed results an experimental bench was constructed, Fig. 5. As rewinding a complete 
prototype machine would be expensive and time consuming, the measurements were confined to a 
single wound tooth. Two further stator segments were placed on either side to replicate the true slot 
profile, fig 5a, and the influence of the rotor was assumed to be negligible. 
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a) b) c) 

Fig. 5. The experimental bench: a) 3-tooth sector of the stator with wound coil; b) single tooth with 2-strands of parallel 
conductors; c) single tooth with 3-strands of parallel conductors 

Fig. 6. Schematic of electrical system of the winding test rig 

The circuit shown in Fig. 6 was used to measure the resistances of the different winding 
configurations. A class-D power amplifier under closed-loop current control and switching at a carrier 
frequency of 12kHz was used to energise the winding under test with a sinusoidal current waveform of 
variable frequency and magnitude. The current, voltage and power were measured using a high 
bandwidth power analyser, therefore allowing the change in resistance with frequency to be 
determined.   
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The measured proximity effect is presented in Fig. 7 and is compared against the FE analyses. Whilst 
the use of a 2D FE analysis does not address end winding effects, which would be expected to be 
prominent considering the short lamination stack length here, the measured and the modelled results 
indicate very simlar trends. The benefit of the improved winding layouts can be clearly seen. 

Conclusions

An investigation into the proximity losses in brushless AC permanent magnet motors used in 
hybrid/electric vehicle applications has been presented in this paper. The proximity effect in winding 
conductors is as a result of eddy-currents caused by magnetic fields generated by nearby conductors 
and is significant in these machines. For example, a 15 - fold increase in resistance over the motor 
operating speed range was observed in a winding comprising 7 parallel strands wound ‘in-hand’ onto 
the tooth using standard manufacturing methods. Several alternative winding layouts are compared 
using discrete time step 2D FEM with respect to fill factor and AC resistance. It is shown that the 
proximity effect can be significantly reduced with an appropriate arrangement of conductors and is 
minimised by locating the conductors towards the rear of the slot and minimizing height in the radial 
direction of the parallel conductor bundle forming each turn. The FEM analysis has been validated 
through measurements taken from a custom test bench. 
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