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Preface

Since the first edition of the Energy Management and Conservation Handbook was published
in 2007, awareness of the need to shift from an economy based on fossil fuels to one that relies
mostly on low- or zero-carbon sustainable sources has received global acceptance. This
recognition for the need to change our energy system was most recently addressed at the United
Nations Climate Change Conference (COP21) in Paris in late 2015. The conference was
attended by representatives of 185 countries and the European Union. The primary goal of the
conference was to create an agreement limiting global warming to less than 1.5°C compared to
preindustrial levels. Toward this end, countries must find ways to achieve zero net
anthropogenic emissions over the next 35 years. While these goals were uniformly supported
by the attendees of the conference, adequate funding to achieve them is still lacking.

Updating the first edition of this handbook after 10 years is important because research into
and development of the tools necessary to achieve cost-effective reduction in fossil fuel
consumption has been ongoing. Furthermore, the need to take effective action is apparent from
the continued increase in global temperature, severe health-threatening air pollution in major
cities such as Beijing and Delhi, and rising ocean levels, which threaten the very existence of
low-lying countries.

This book presents updates on the most important tools to manage energy conservation and
reduction in the use of CO,-generating technologies. Chapter 1 presents an overview of

sustainability management. Chapter 2 deals with transportation issues from the perspective of a
well-to-wheel analysis. Chapter 3 covers economic methods, including risk assessment.
Chapters 4 through 8 cover energy conservation in buildings. Chapter 9 deals with heat pump
technology. Chapters 10 and 11 deal with industrial energy management and electric motors.
Chapter 12 covers energy storage, and Chapter 13 addresses demand-side management.

With the exception of Chapter 1, all other chapters have been extracted from the more
expansive coverage in the Energy Efficiency and Renewable Energy Handbook. Energy
conservation is still the least expensive means of reducing the detrimental environmental
effects of anthropogenic burning of fossil fuels. The updated versions in this handbook will be
useful for engineering design of more efficient buildings, industrial technology, and energy
planning. The editors express their appreciation to the contributors for updating the material
published in 2007 and providing the most effective available tools for sustainable energy
management. In a work of this type that covers such a variety of topics, errors and omissions
are unavoidable. The editors would, therefore, appreciate feedback from the readers to rectify
any of these issues they may discover.

Frank Kreith
D. Yogi Goswami



Editors
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1.1 Sustainability Principles in Management

The historic growth in all forms of energy use has led to unsustainable growth in population
and the use of natural resources and land, as well as adverse environmental impact. Figure 1.1
shows the kind of interrelated issues that an engineer must consider in managing energy system
investments. It is important to keep in mind that energy is not only an engineering challenge but
also a politically and socially charged management field.

The energy choices made in the near future are among the most important of any choices in
human history. Sustainability considerations reflect priorities in our society as well as our
attitude toward future generations. Management of a sustainable energy future is only possible
if we develop an overall technical, social, and political strategy that combines renewable
energy development, energy conservation, and adaptation of our lifestyle to greatly reduce
energy consumption (Kreith & Krumdieck, 2013; Rojey, 2009). One of the most important
international studies of sustainable energy was the World Commission on Energy and the
Environment headed by Gro Harlem Brundtland, the former prime minister of Norway, in
1983. The goal of this commission was to formulate a realistic proposal that allows human
progress, but without depriving future generations of the resources they will need. The outcome
of this study was summarized in an important book entitted Our Common Future (Brundtland,
1987); it concluded that the current development of human progress in both developed and
developing countries is unsustainable because it uses an increasing amount of environmental
resources, especially fossil fuels. The Brundtland Commission’s definition of sustainable
development is as valid today as it was in 1983: “Sustainable developments should meet the



needs of the present without compromising the ability of future generations to meet their own
needs.” The traditional assumption of economists that when we run short of any one resource
or material, engineers will always find a substitute is no longer valid for future planning.
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FIGURE 1.1

Complex and interrelated nature of engineering, social, and environmental issues. (From Alliance for Water Efficiency and
American Council for an Energy-Efficient Economy, Addressing the Energy-Water Nexus: A Blueprint for Action and
Policy Agenda, May 2011; ASME, ETP: Energy-Water Nexus-Cross-cutting Impacts.)

1.2 Management of Common Resources

Key elements for the management of common resources are the allocation of resources that
might become in short supply and the regulations that limit environmental impacts to protect
public health. Allocations of limited water resources in California and Australia and
punishment for people who pollute rivers and lakes are examples of such regulations. The last
30 years have seen a number of federal environmental legislations in the United States, for
example, the Clean Air Act (1972) and the Safe Drinking Water Act (1974) have led to
improvement in air and water quality. At present, many countries are considering legislation to
limit the exhaust of carbon dioxide to avoid dangerous global warming that could adversely
impact the environment. Energy engineers will be responsible for providing energy and
services with current technology, while at the same time transitioning to more suitable systems.
An example of the potential for such an approach is the 1987 Montreal Protocol on Substances



that Deplete the Ozone Layer, substances that created an ozone hole above the Arctic. The
protocol, which was ratified by most developed nations, required corporations to phase out
production and use of hydrochlorofluorocarbons (HCFC), refrigerants that created the ozone
hole. Engineers under pressure developed substitutes for HCIF that have stopped the ozone
hole from growing.

The most important lesson to learn from each experience is that in the past environmental
regulations are developed after a problem arises when a technical alternative is available.
There are many examples for this, such as the emission of pesticide DT and sulfur dioxide
from coal fire power plants. The companies that were innovators of a transition technology, for
example, electrostatic precipitators or catalytic converters, ahead of legal requirements were
in a superior business position rather than those who fought the changes. One of the guiding
principles for future sustainability management is to seek out scientific evidence and begin
work on changing the existing processes before environmental regulations are enacted. Today,
there are developing social businesses and B Corps that are for-profit companies that have
social and environmental well-being as part of their objectives. Some corporations have hired
sustainability managers even when there is no requirement for corporations to consider
sustainability or social welfare. But consideration of sustainability is increasing in business
and industry, and engineers capable of innovative and creative solutions are in short supply
(Winston, 2014).

1.3 Water, Population, and Food Issues

Population growth, lack of food supply, and limited water resources are three issues that
grossly affect the resource management challenges of the future. Although as shown in Figure
1.2 the rate of growth of world population has gone down, the actual number of people on the
globe continues to increase. The United Nations predicts that global population will reach 9
billion by the year 2050, and even today with a global population of 7 billion, a large
percentage of people, particularly in Africa and the Middle East, face lack of clean water and
inadequate food supply. The world food production has increased substantially in the past
century as has the calorie intake per capita, but the absolute number of undernourished people
has increased considerably. It is estimated that almost a trillion are undernourished, and a
continued increase in global population will increase food demand. Increased fertilizer
application as well as water usage has been responsible for more than 70% of the crop yield
increase in the recent past according to the UNEP (GRID-Arendal, n.d.), but cereal yield has
nearly stabilized now and fisheries landings have decreased in the past decade mainly as a
result of overfishing and unsound fishing methods. About 30 million tons of fish needed to
sustain the growth in aquaculture correspond roughly to the amount of fish discarded at sea
with current fishing methods. An extensive study providing recent data and findings from a
range of international collaborations and studies can be found in Martindale (2014).
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Annual additions and the annual growth rate of global population. (From Population Division of the Department of Economic and
Social Affairs of the United Nations Secretariat, World population prospects: The 2008 revision, March 2009,
http://esa.un.org/unpp.)

Although there is an enormous amount of water on the planet, less than 1% is usable for
drinking and agriculture; the rest is salty, brackish, or frozen. Freshwater refers to rivers or
lakes fed by seasonal precipitations. Aquifers are underground freshwater reservoirs in
permeable gravel or sand. Some of these, called unconfined, are replenished by surface
precipitation. But others, called confined aquifers, such as the massive Ogallala Aquifer under
the Great Plains of the United States, are actually finite and were deposited over a million
years ago. Confined aquifers have a finite lifetime and some of them have already run dry. A
recent study found that at least 30% of the southern Great Plains will exhaust their ground
water reserve within the next 30 years (Scanlon et al., 2012).

The World Health Organization stipulates that the basic requirement for water is 20 L per
day per person and that it be accessible within 1 km of the user. In industrial societies,
personal water consumption is considerably larger, and if industrial and energy production are
added, freshwater usage can exceed 5000 L per day per capita, and water scarcity in a
developed country is equivalent to an annual availability of less than 1000 m> per person
(World Bank, 2003).

The biggest user of freshwater from lakes and rivers are cooling towers of electrothermal
power plants. A majority of power plants operate on the Rankine cycle and they need cooling
water in the condensers to operate. Although much of the water used by power plants is
returned to rivers or lakes, the returned water is warmed to between 4°C and 10°C and the
upper regulation of temperature rise is necessary to protect aquatic ecosystems. But 3% of all



US water consumption is evaporated from the cooling towers of power plants and lost as
water vapor into the atmosphere. Figure 1.3 shows a breakdown of the water withdraws and
consumption according to a recent study (ASME, 2011).

Although the technology for desalination is well known, the process requires a very large
amount of energy. There are more than 7000 desalination projects in operation, with 60%
located in the Middle East. The levelized cost of water from desalination plants is about $0.60
per m®> for large plants and considerably higher for smaller ones. Thermal processes like
multistage desalination (MFD) use 10-15 kWh/m? of water, while reverse osmosis (RO) uses
between 1 and 2.5 kWh/m® for brackish water and 4-13 kW/m> of electricity for seawater
(Loupasis, 2002). Water desalination can be a source of fresh drinking water in parts of the
world that have excess energy, but it is not a solution to the forthcoming water crisis as the
population grows.
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(a) Freshwater withdrawals. (b) Freshwater consumption.
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2.1 Introduction

A viable transportation system is a crucial part of a sustainable energy future. Transportation is
a complex interdisciplinary topic, which really deserves a book unto itself. However, some of
the main issues related to transportation have to do with fuels and energy storage, which are
the topics covered in this book. This section does not purport to be exhaustive, but examines
some of the key issues related to a viable transportation future.

Gasoline and diesel not only are very convenient fuels for ground transportation, but also
have a high energy density that permits storage in a relatively small volume—an important
asset for automobiles. For example, these liquid fuels have a volumetric specific energy
content of about 10,000 kWh/m>, compared to hydrogen compressed to 100 bar at about 300



kWh/m®. But known petroleum resources worldwide are being consumed rapidly, and future
availability of these resources is bound to decline. At present, more than 97% of the fuel used
for ground transportation in the United States is petroleum based. Importation of fossil fuels in
the United States has recently been decreasing, primarily because of domestic exploration and
production of oil and natural gas. The increase in the cost of gas and oil has become of
growing concern to average citizens, and the emission from current transportation systems is a
major component of CO, pollution that produces global warming.
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FIGURE 2.1

Oil production vs. time for various recoverable amounts of petroleum. (According to Bartlett, A.A., Math. Geol., 32(1), 2000.
With permission.)

There is worldwide agreement among oil experts that global oil production will reach a
peak sometime between 2020 and 2030. The predictions for the date of peak world oil
production according to various estimates [1] are demonstrated in Figure 2.1. The oil
production is shown as a function of time for three total amounts of recoverable oil that span
the entire range of assumptions by experts. Although new oil fields may be discovered in the
future, it is not expected that they will substantially increase the total recoverable amounts.
Hence, it is believed that the total amounts lie somewhere between 3000 and 4000 billion
barrels of oil (bbl). The obvious conclusion to be drawn from these predictions is that the
production peak is imminent and the price of oil will continue to escalate as supplies decline.
Thus, planning for a sustainable transportation system that does not depend entirely on
petroleum resources is an imperative segment of a sustainable energy future.

2.2 Alternative Fuels



Alternative fuels available to supplement oil as well as their feedstock are shown in Table 2.1
[2]. Inspection of the table shows that biodiesel, electricity, ethanol, and hydrogen (via
electricity) are the fuels potentially independent of a petroleum resource such as oil or natural
gas. The potential of producing liquid fuel from biomass has been treated elsewhere in this
handbook. There is every reason to believe that biomass will provide an increasing percentage
of the future transportation fuel, especially if ethanol can be produced from cellulosic
materials such as switchgrass or bio-waste, or diesel from algae. The reason for this is that
ethanol produced by traditional methods from corn kernels has only an energy return on energy
investment on the order of 1.25, whereas the EROI for cellulosic ethanol is claimed to be
about 6. Diesel from algae may be even better. As shown in Figure 2.2, even cellulosic ethanol
would not be able to replace oil, because growing it would require too large a percentage of
all the arable lands in the United States, and the production of large amounts of ethanol would
compete with the production of food, which is of increasing importance for a socially
sustainable energy system.

TABLE 2.1

Feedstocks for Alternative Fuels

Fuel Feedstock

Propane (LPG) Natural gas (NG), petroleum

CNG NG

Hydrogen NG or (water + electricity)

FT diesel NG, coal, or algae

Methanol (M85) NG or coal

Ethanol (E85) Corn, sugarcane, or cellulosic biomass

Electricity NG, coal, uranium, or renewables
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Relative land area requirement for various liquid fuel biosources. (From Dismukes, C. et al., Curr. Opin. Biotechnol., 19, 235,
June 2008. With permission.)

It has recently been proposed [3] to use biofuels derived from aquatic microbial oxygenic
photoautotrophs (AMOPs), commonly known as algae. In this study, it was shown that AMOPs
are inherently more efficient solar collectors, use less or no land, can be converted to liquid
fuels using simpler technologies than cellulose, and offer secondary uses that fossil fuels do
not provide. AMOPs have a 6- to 12-fold energy advantage over terrestrial plants because of
their inherently higher solar energy conversion efficiency, which is claimed to be between 3%
and 9%. Figure 2.2 compares the area needed for three different biomass sources. The data are
for corn grain, switchgrass, mixed prairie grasses, and AMOPs. Each box superimposed on the
map of the United States represents the area needed to produce a sufficient amount of biomass
to generate enough liquid fuel to displace all the gasoline used in the United States in the year
2007. The two boxes for AMOPs are for 30% and 70% conversion efficiency. The overall
solar energy conversion to biofuels works out to about 0.05% for solar to ethanol from corn
grain and roughly 0.5% from switchgrass to ethanol. Comparatively, this value is about 0.5%—
1% for AMOPs to ethanol or biodiesel.

TABLE 2.2
Comparison of Some Sources of Biodiesel



Percentage of Existing

Crop Oil Yield (L/ha) Land Area Needed (Mha)* U.S. Cropping Area®
Corn 172 1540 546

Soybean 446 594 326

Canola 1,190 223 122

Oil palm 5,950 45 24
Microalgae® 136,900 2 1:3
Microalgae 58,700 4.5 2.5

Source: Abstracted from Christi, Y., Biotechnol. Adv., 25, 294, 2007.
* For meeting 50% of all transport fuel needs of the United States.
b 70% oil (by wt) in biomass.
¢ 30% oil (by wt) in biomass.

An even more favorable assessment for the potential of algae to produce biodiesel is
presented in Ref. [4]. According to this study, microalgae may be a source of biodiesel that has
the potential to displace fossil fuel. According to Ref. [4], microalgae grow extremely rapidly
and are exceedingly rich in oil. Some microalgae double their biomass every day, and the oil
content of microalgae can exceed 80% by weight. Table 2.2 shows a comparison of some
sources of biodiesel that could meet 50% of all of the transportation needs in the United States.
According to estimates in Ref. [4], only a small percentage of U.S. cropping areas would be
necessary to supply 50% of the entire transport fuel needs in the United States. However, no
full-scale commercial algae biodiesel production facility has been built and operated for a
sufficient time to make reliable predictions regarding the future of algae for a sustainable
transportation system.

2.3 Well-to-Wheel Analysis

Rather than simply looking at the efficiency of an engine or a given fuel, a more comprehensive
way to determine overall efficiency when evaluating the potential of any new fuel for ground
transportation is to use what is called a well-to-wheel analysis. The approach to a well-to-
wheel analysis is shown schematically in Figure 2.3 [5, 14]. The well-to-wheel approach of a
fuel cycle includes several sequential steps: feedstock production; feedstock transportation and
storage; fuel production; transportation, storage, and distribution (T&S&D) of fuel; and finally
vehicle operation. This approach is essential for a fair comparison of different options because
each step entails losses. For example, whereas a fuel cell has a much higher efficiency than an
internal combustion (IC) engine, for its operation, it depends on a supply of hydrogen, which
must be produced by several steps from other sources. Moreover, there is no infrastructure for
transporting and storing hydrogen, and this step in the overall well-to-wheel analysis has large
losses and contributes to much larger energy requirements compared to a gasoline or
electrically driven vehicle.
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FIGURE 2.3
Steps in a well-to-wheel analysis for ground transportation vehicles.

2.4 Mass Transportation

An opinion held widely among state governments and environmentalists is that the mass
transportation would greatly reduce the total energy consumption for the transportation sector.
However, as shown in Table 2.3, based upon data collected by the U.S. Transportation
Department in this country, the energy intensity of intercity rail and transit buses, that is, the
energy spent per passenger-mile traveled, is virtually the same as the energy intensity of
automobiles with current use. This is due to the urban sprawl in major cities that makes it
difficult to reach outlying areas by a mass transport network. In other words, unless there are
incentives for mass transport or disincentives to use the automobile, thereby achieving higher
mass transport load factors—that is, more passengers per mile—on transit buses and light rail,
the availability of mass transport systems will not materially change the overall energy use by
the transportation sector. Moreover, installing new light rail is very capital-intensive and may
not always be worth the energy and/or the money invested in its construction. Although
passenger mass transit does not appear to offer large untapped opportunities, using ship or rail
instead of air for shipment of freight and commercial goods is a source of enormous fuel
reduction potential.

2.5 Hybrid Electric Vehicles



Another obvious approach to ameliorating the expected increase in price and lack of
availability of petroleum fuel is to increase the mileage of the vehicles. This can be achieved
by improving the efficiency of the IC engine, for instance, by using advanced diesel engines
that have a higher compression ratio than spark ignition (SI) engines, or by using hybrid
electric vehicles (HEVs). Increasing the efficiencies of IC or diesel engines is a highly
specialized topic and is not discussed here. However, HEVs offer a near-term option for
utilizing improved battery technology.

An HEV is powered by the combination of a battery pack and electric motor—Ilike that of
an electric vehicle—and a power generation unit (PGU), which is normally an IC or diesel
engine. Unlike electric vehicles, however, HEV batteries can be recharged by an onboard
PGU, which can be fueled by existing fuel infrastructure.

TABLE 2.3
Passenger Travel and Energy Use, 2002



Energy Intensities

Load i Energy
No. of Vehicle- Passenger- Factor (Btu/ (Btu/ Use
Vehicles Miles Miles (Persons/  Vehicle- Passenger- (Trillion
(Thousands)  (Millions)  (Millions)  Vehicle) Mile) Mile) Btu)

Automobiles 135,920.7 1,658,640 2,604,065 1.57 5,623 3,581 9.325.9
Personal trucks 65,268.2 698,324 1,201,117 1,72 6,978 4,057 4,872.7
Motorcycles 5,004.2 9,553 10,508 1.22 2,502 2,274 23.9
Demand 34.7 803 353 1.1 14,449 13,642 11.6

response
Vanpool 6.0 77 483 6.3 8,568 1,362 0.7
Buses . " 2 . L A 191.6
Transit 76.8 2,425 22,029 9.1 37,492 4,127 90.0
Intercity® . " . . " a 29.2
School® 617.1 . . A 2 a 71.5
Air A . a = 2 . 2,289
Certified routes . 5,841 559,374 95.8 354,631 3,703 2071.4
General 211.2 A X o 2 141.5

aviation
Recreation 12,409.7 A 3 8 2 a 187.2

boats
Rail 18.2 1,345 29,913 222 74,944 3,370 100.8
Intercity! 0.4 379 5314 14.0 67,810 4,830 25.7
Transit 8.5 682 15,095 22.1 72,287 3,268 49.3
Commuter 5.3 284 9,504 33.5 90,845 2,714 25.8

Source: Davis, S. and Diegel, S., Transportation Enerqy Data Book, Oak Ridge National Laboratory/U.S.
Department of Energy, Oak Ridge, TN, 2004,

* Data are not available.

b Energy use is estimated.

¢ Includes domestic scheduled service and half of international scheduled service. These energy intensities may

be inflated because all energy use is attributed to passengers; cargo use not taken into account.

Amtrak only.

¢ Light and heavy rail.

HEVs can be configured in a parallel or a series design. The parallel design enables the
HEV to be powered by both the PGU and the motor, either simultaneously or separately. The
series design uses the PGU to generate electricity, which recharges the HEV battery pack and
produces power via an electric motor. The key element of either design is that the battery pack,
as well as the PGU, can be much smaller than those of a typical electric vehicle or a vehicle
powered by an IC engine because the IC engine can be operated at its maximum efficiency
nearly all the time.

Currently available HEVs, such as the Toyota Prius, use a parallel configuration, as shown
in Figure 2.4. A parallel HEV has two propulsion paths: one from the PGU and one from the
motor, while computer chips control the output of each. A parallel-configuration HEV has a
direct mechanical connection between the PGU and the wheels, as in a conventional vehicle
(CV), but also has an electric motor that can drive the wheels. For example, a parallel vehicle



could use the electric motor for highway cruising and the power from IC engine for
accelerating. The power produced by the PGU also drives the generator, which in turn can
charge the battery as needed. The system to transfer electricity from the generator to the battery
pack is exactly like that of an electric vehicle, with alternating current converted to DC by the
inverter. HEV parallel designs also use a regenerative braking feature that converts energy
stored in the inertia of the moving vehicle into electric power during deceleration (see Figure

2.5).

Gasoline, Battery—DC
ethanol, or
diesel engine
Inverter
AC DC
A
’ I
Dri?re - Generator and motor—AC
train
Wheels I Energy recovery—AC

FIGURE 2.4
Schematic of a parallel-configuration hybrid electric vehicle.

(a) (b)

FIGURE 2.5
Fuel-efficient cars (a) 2010 Toyota Prius: Toyota’s third-generation Prius is a parallel hybrid; the 80 hp (60 kW) electric motor

and gas engine work together to produce an average 50 mpg. (b) 2010 Ford Fusion: The Fusion can travel up to 47 mph (75
kph) on electric power alone. The motor is powered by a nickel metal hydride battery pack, and the car’s engine is a 2.5 L
Atkinson Cycle I-4 gasoline engine. The Fusion gets 41 mpg in the city and 36 mpg highway. (Courtesy of Solar Today,
November/December 2009.)



Some benefits of a parallel configuration versus a series configuration include the
following:

e The vehicle has more power because both the engine and the motor provide power
simultaneously.

e Parallel HEVs do not need a separate generator.

e Power is directly coupled to the road, thus operating the vehicle more efficiently.

Energy and cost savings from an HEV depend on many factors, such as the overall car design,
cost of fuel, and the cost and efficiency of the batteries. Preliminary estimates indicate that
over 5-8 years, the reduced size of the motor and savings in gasoline could pay for the
additional cost of the batteries. Economically, an HEV would be beneficial when the price per
gallon of gasoline or diesel exceeds $3.00/gal, but the life cycle of the batteries will also have
to be considered. If batteries have a life cycle of 150,000 miles, as claimed by Toyota, they
will not need to be replaced during the life of an average vehicle. On the other hand, if the
battery life is considerably less and battery replacement is necessary during the expected 10-
year life of the car, the operation cost over the life of an HEV would be considerably higher.

2.6 Plug-In Hybrid Electric Vehicles

Given the current state of technology, probably the most promising near-term solution to the
ground transportation crisis is the use of plug-in HEVs (PHEVs). PHEVs have the potential of
making the leap to the mainstream consumer market because they require neither a new
technology nor a new distribution infrastructure. Like hybrids, which are already widely
available, PHEVs have a battery and an IC engine for power, but the difference is that a PHEV
has a larger battery capacity and a plug-in charger with which the battery can be recharged
whenever the car is parked near a 110 or 220 V outlet. A so-called series PHEV40 can travel
the first 40 miles on grid-supplied electric power when fully charged. When that charge is
depleted, the gas or diesel motor kicks in, and the vehicle operates like a conventional hybrid.
Because most commuter trips are less than 40 miles, it is estimated that a PHEV could reduce
gasoline usage by 50% or more for many U.S. drivers. Moreover, using electric energy is
cheaper and cleaner than using gasoline in automobile-type ground transportation. Figure 2.6
shows a Prius with plug-in potential added. These early plug-in additions are available as
aftermarket conversions, but because they are not in mass production, their cost is high, and
Toyota does not honor their warranty when plug-in features are added aftermarket. More
recently, all major original equipment manufacturers (OEMs) have introduced plug-in vehicles
with various battery storage capacities.
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FIGURE 2.6
Plug-in hybrid electric vehicle. (Courtesy of NREL, Golden, CO.)

An important feature of PHEVs is that their batteries can be charged at night when utilities
have excess power available. Utilities have taken notice of the potential energy charging and
storage capabilities of PHEVs because off-peak charging would help utilities to use low-cost
baseload generation more fully. Furthermore, more advanced vehicle-to-grid concepts would
allow utilities to buy back energy from the batteries of vehicle owners during peak demand
periods and thus make a fleet of PHEVs into a large distributed storage-generation network.
The arrangement would also enable renewable energy storage by charging PHEVs using solar-
or wind-generated excess capacity. As mentioned in the previous section on batteries, lithium-
ion and lithium-polymer batteries have the potential to store large charges in a lightweight
package, which would make the HEVs even more attractive than the current technology, which
uses nickel metal hydride (NiMH) batteries.

The efficiency of a PHEV depends on the number of miles the vehicle travels on liquid fuel
and electricity, respectively, as well as on the efficiency of the prime movers according to the
following equation:

nPHEV = Energy to wheelsEnergy from primary source = finln2 + f2n3n4 (2.1)

where
n; is the efficiency from the primary energy source to electricity

M, is the efficiency of transmitting energy to the wheels
f; is the fraction of energy supplied by electricity



f> is the fraction of energy supplied by fuel = (1 - f;)
N is the well-to-wheel efficiency
N4 is the tank-to-wheel efficiency

PHEVs can be designed with different all-electric ranges. The distance, in miles, that a PHEV
can travel on batteries alone is denoted by a number after PHEV. Thus, a PHEV20 can travel
20 miles on fully charged batteries without using the gasoline engine. According to a study by
the Electric Power Research Institute (EPRI) [7], on average, one-third of the annual mileage
of a PHEV20 is supplied by electricity and two-thirds by gasoline. The percentage depends, of
course, on the vehicle design and the capacity of the batteries on the vehicle. A PHEV60 can
travel 60 miles on batteries alone, and the percentage of electric miles will be greater as will
the battery capacity and weight. The tank-to-wheel (more appropriately battery-to-wheel)
efficiency for a battery all-electric vehicle according to EPRI [7] is 0.82.

Given the potentials for plug-in hybrid vehicles, the EPRI [7] conducted a large-scale
analysis of the cost, the battery requirements, and the economic competitiveness of plug-in
vehicles today and within the near-term future. Table 2.4 presents the net present value of life
cycle costs over 10 years for a midsized IC engine vehicle such as the Ford Focus [IC], HEVs
such as the Prius [HEV], and a future PHEV20 plug-in electric vehicle. The battery module
cost in dollars per kWh is the cost at which the total life cycle costs of all three vehicles would
be the same. According to projections for the production of NiMH battery modules, a
production volume of about 10,000 units per year would achieve the necessary cost reduction
to make both an HEV and a PHEV20 economically competitive. The EPRI analysis was
conducted in 2004 and is, therefore, extremely conservative because it assumed a gasoline cost
of $1.75/gal. A reevaluation of the analysis based upon a gasoline cost of $2.50/gal showed
that the permitted battery price at which the net present value of conventional IC vehicles and
battery vehicles are equal for battery module costs $1135 for an HEV and $1648 for a
PHEV20, respectively.

TABLE 2.4

Net Value of Life Cycle Costs over 117,000 Miles/10 Years for Conventional Gasoline (IC), HEV and PHEV20 Midsize
Vehicles with Gasoline Costs at $1.75/gal



Vehicle Type IC HEV PHEV 20

Battery unit cost ($/kWh) 385 316*
[ncremental vehicle cost (%) 547 224
Battery pack cost (%) 60 3,047 3,893
Fuel costs (%) 5,401 3,725 2,787
Maintenance costs (%) 5,445 4,733 4,044
Battery salvage costs ($) 54 43
Total life cycle costs ($) 10,906 10,904 10,905

Source: Extracted from EPRI, Advanced batteries for electric drive vehicles: A technology and cost-
effectiveness assessment for battery electric vehicles, power assist hybrid electric vehicles and
plug-in hybrid electric vehicles, EPRI Tech. Report 1009299, EPRI, Palo Alto, CA, 2004.

* Battery module price at which life cycle parity with CV occurs.

Table 2.5 shows the electric and plug-in hybrid vehicle battery requirements (module basis
for the cost estimates in Table 2.4), and it is apparent that, even with the currently available
NiMH batteries, the cost of owning and operating HEVs and PHE Vs is competitive with that of
an average IC engine vehicle.

TABLE 2.5
NiMH Battery Cost Assumptions for Table 2.4

ARB 2000 Report for
BEVs
. EPRI

Assumption 2003 Volume Assumptions
Module cost ($/kWh)? 300 235 Varied”
Added cost for pack ($/kWh) 40 20 680 + 13
Multiplier for manufacturer and dealer 1.15 1.15 Varies¢
markup
Battery life assumptions (years) 6 10 10

4 Equivalent module costs for an HEV 0 battery is $480 for 2003 and $384 for volume.
Equivalent module costs for a PHEV 20 battery is $376 for 2003 and $301 for volume. HEV
0 and PHEV 20 batteries have a higher power-to-energy ratio and are more costly. These
figures are based on data shown in the biomass chapter of this handbook.

b Battery module costs were varied in this analysis to determine the effect of battery module
cost on life cycle cost.

¢ Manufacturer and dealer mark-up for HEV 0 battery modules estimated at $800, PHEV 20

battery modules $850, pack hardware mark-up assumed to be 1.5. Method documented in
2001 EPRI HEV report.



A cautionary note in the expectation of future ground transportation systems is the reduction
in the rate of petroleum consumption that can be expected as HEVs and PHEVs is introduced
into the fleet [8]. In these estimates, a rate of new vehicle sales of 7% of the fleet per year, a
retirement rate of 5% per year resulting in a net increase in total vehicles of 2% per year was
assumed. This increase is in accordance with previous increase rates between 1966 and 2003.
Based upon the existing mileage for IC engine, HEVs, and PHEVs, it was estimated that even if
all new cars were HEVs or PHEVs, after 10 years, the annual gasoline savings as a percentage
of the gasoline usage by an all-gasoline fleet in the same year would only be about 30% for the
HEVs and 38% for the PHEVs. These relatively small reductions in the gasoline use are due to
the fact that despite introduction of more efficient vehicles, it takes time to replace the existing
fleet of cars, and the positive effects will not be realized for some years.

2.7 Advanced Ground Transportation with Biomass Fuel

The previous section analyzed the potential of using batteries combined with traditional
engines to reduce the petroleum consumption in the transportation system. However, the
scenario used for this analysis can also be extended to determine the combination of PHEVs
with biofuels, particularly ethanol made from corn or cellulosic biomass. No similar analysis
for using diesel from algae is available at this time.

It is important to note that in October 2010, the U.S. Environmental Protection Agency
granted a partial waiver for the use of E15 (15% ethanol and 85% gasoline) for use in light-
duty motor vehicles in cars newer than model year 2007. In January 2011, a second waiver
was granted that allowed for use of E15 in light-duty vehicles manufactured in 2001-2006.
The decision to grant the waivers was the result of testing performed by the Department of
Energy (DOE) and information regarding the potential effect of 15 on vehicle emissions [9].
According to the Renewable Fuels Association, the E15 waivers pertain to over 62% of
vehicles currently on the roads in the United States. If all passenger cars and pickup trucks
were to switch to E15, this would represent 17.5 gal of ethanol use annually [10]. There
remain some practical infrastructure barriers, as the current fuel pumps at gasoline retail
stations do not support this higher blend. However, as consumers begin to demand more
options in biofuels, it is likely that E15 will be made more available in the foreseeable future.

A scenario for a sustainable transportation system based on fuel from biomass has been
presented in Ref. [11]. In this analysis, the following four vehicle types combined with various
fuel options have been calculated. The preferred mixture in an economy based largely on
ethanol (E85) would be 85% ethanol and 15% gasoline that could be used in Flex Fuel
automobiles. Currently, the United States is using E10, a mixture of 90% gasoline and 10%
ethanol, with ethanol produced from corn. The fuel types used in this analysis are gasoline
only, E10 with ethanol made from either corn or cellulosic materials, and E85 with ethanol
from either corn or cellulosic materials. The four vehicle combinations are a convention SI
engine, an HEV similar to the Toyota Prius, a PHEV20, and a PHEV30. The analysis was
based upon an average 2009 performance on the U.S. light vehicle fleet at approximately 20



miles per gallon (mpg), for an HEV at 45 mpg, and for a PHEV20 at 65 mpg, according to Ref.
[7]. For ethanol-/gasoline-blended fuels, it was assumed that the gasoline and ethanol are
utilized with the same efficiency. That is, the mileage per unit of fuel energy is the same for
gasoline and ethanol.

Based on the earlier assumption, the following parameters were calculated:

1. The miles per gallon of fuel, including the gasoline used to make ethanols (mpg).

2. The petroleum required to drive a particular distance for a case vehicle as a percentage
of the petroleum required to drive the same distance by a gasoline-fueled SI vehicle.

3. The carbon dioxide emission rate for case vehicles as a percentage of that for SI
gasoline only.

Using the earlier assumptions, one can calculate the mpg of fuel as

MFij = miles/gal gas) % [ (gal gas/gal fuel) + (1 gal gas/gal fuel) x (energy, LHV/gal ethanol)
(LHV/gal gasoline) ]= MGOi x [FGj + (1-FGj) x (LHV ratio)] (2.2)

where
MF; is the mpg of fuel for vehicles type i and fuel type j
MGO,; is the mpg gasoline-only for vehicle i (see Table 2.4)
FG,; is the volume fraction of gasoline in fuel type
J(1- FG;) is the volume fraction of ethanol in fuel type j

LHYV ratio is the ratio of lower heating values; LHV ratio = (LHV/gal ethanol)/(LHV/gal
gasoline) = 0.6625

The index i indicates the vehicle type as shown in Table 2.4, and the index j denotes the
volume fraction of gasoline in an ethanol—gasoline blend as follows: for gasoline only, FG; =
1; for E10 (i.e., 10 vol% ethanol and 90 vol% gasoline), FG, = 0.90; and for E85 (85 vol%
ethanol, 15 vol% gasoline), FG; = 0.15. Other ethanol concentrations could be used (Figure
2.7).

The mpg of gasoline in the fuel, including the petroleum-based fuels used in the making of

the ethanol in the fuel (by counting the energy of all petroleum-based fuels as gasoline), is
given by

MGijk = MFij[FGj + (1-FGj) x (0.6625) x (MJ MJgasolineusedinmaking1gal ethanol)/MJ/gal €

where Rk denotes the gallons of gasoline used to make 1 gal of ethanol. For corn-based
ethanol, k = 1, R1 = 0.06, while for cellulosic-based ethanol, k = 2, R2 = 0.08, according to
Ref. [12].
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Petroleum requirement as a percentage of that for SI gasoline vehicle. (Calculated by Kreith, F. and West, R.E., ASME J.
Energy Res. Technol., 128(9), 236, September 2006.)

2.7.1 Petroleum Requirement

The petroleum required to produce an ethanol—gasoline blend, including the petroleum used to
make the ethanol, is expressed as a percentage of the petroleum required for the same miles
traveled by the same vehicle type using gasoline only (Figure 2.7). For a gasoline-only-fueled
vehicle of any type, this percentage is 100%.

Petroleum requirement (%) = 100 x (MGOi)(MGijk) (2.4)

2.7.2 Carbon Dioxide Emissions

The CO, emissions, including those from making the ethanol and generating the electricity used

from the grid by the vehicle, are expressed as a percentage of the emissions produced by the
same type of vehicle fueled by gasoline only traveling the same number of miles (Figure 2.8).

=100 x [FEm x (kWh/miles) x (g-carbon/kWh)] + (1/MGOi) x (1-FEm) x [FGj x (g-
carbon/MJ gasoline) x (MJ/gal gasoline)] + (1-FGj) x [(MJ/gal ethanol) x (g-



carbon/MJ ethanol)][(g-carbon/MJ gasoline used) x (MJ/gal gasoline)/(MGO1)] (2.5)

100
a0
m Gasoline only

% 80 m E10 from corn
o @ E85 from corn
S 70 ® E10 from cellulose
2 60 m E85 from cellulose
Lé
2 50
b7
s 40
g 30
by
A& 9p

10

ﬂ | L | L | L |
Sl HEY PHEV20 PHEV30
Vehicle type
FIGURE 2.8

Carbon dioxide emissions as a percentage of emissions for SI gasoline vehicle.

where FE,_ is the fraction of the miles driven by electricity from the grid for a plug-in hybrid
vehicle. For m = 0, any non-PHEV, FE, = 0; for a PHEV20, m = 1, and FE; = 0.327 [7]; and
for a PHEV30, m = 2, and FE, = 0.50 estimated by analogy with PHEV20. According to Ref.
[7], the kWh/mile from the grid = 0.2853, the g-carbon emitted/kWh = 157 (146 average for all
electricity generation [13] divided by 0.93, the average transmission efficiency), the g-carbon
emitted/MJ gasoline = 94 [7], the MJ/gal gasoline = 121, the MJ/gal ethanol = 80.2, and CE,,
the g-carbon emitted/MJ ethanol. For k = 1 (corn), CE; = 87, and for k = 2, cellulosics, CE, =
11.

So

CO, production as % of that for a gasoline-only vehicle

100 x {FEm x (0.2853) x (157) + (1/MFij) x (1-FEm)= x [FGj x (94) x 121 + (1-FGj) x CEk x
(94) x (121)/21  (2.6)

The final question to be asked in the utilization of PHEVs is whether or not the existing
electricity system of the United States could handle the charging of the batteries in a PHEV-
based ground transportation system. This question has recently been answered by an analysis
in Ref. [14]. This analysis clearly showed that with a normal commuting scenario, which was
based upon statistical information from a major city, if charging occurred during off-peak
hours, no additional generational capacity or transmission requirements would be needed to



charge a significant portion of the automotive fleet with PHEVs in the system, as illustrated in
Figure 2.9. The analysis also showed that the off-peak charging scenario would also add to the
profit of the electric utilities.
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PHEYV impact on utilities’ load profile. (Courtesy of NREL, Golden, CO.)

An unexpected result of the analysis was that, although the amount of CO, emitted by the

electric utility will increase from PHEV charging, if this is compared to the corresponding
reduction in tailpipe emission to assess the overall environmental impact, the
generation/PHEV transportation system would substantially decrease CO, emission even if the

current mix of coal, nuclear, and renewable generation facilities were unchanged. This result
can be explained, however, because the average efficiency of the electric power system is on
the order of 43%, whereas the average efficiency of IC engines is only on the order of 22%.
Consequently, the net emission of CO, would be reduced by a hybrid system consisting of

PHEVs and electric charging during off-peak hours. Moreover, the utility generation profile
would be evened out, and this would also contribute to reducing CO, emissions, as well as the
cost of producing electricity.

In summary, in a PHEV transportation system, if charging of batteries is limited to off-peak
hours, this hybrid arrangement can

¢ Reduce the amount of petroleum consumed by the transportation sector
¢ Reduce the cost of driving
e Reduce CO, emission



¢ Improve the load profile of electric utilities

Although no quantitative analyses are as yet available, it is believed that the availability of
electric storage in the batteries of a fleet of PHEVs could also be used to reduce the peak
demand on electric utilities by utilizing the vehicle’s batteries as a distributed storage system.
Details of such an arrangement would have to be worked out by differential charges,
incentives, and taxation arranged between utilities and owners of PHEVs.

2.8 Future All-Electric System

The next step in the development of a viable transportation system could be the all-electric car.
All-electric vehicles were mandated in California as part of an effort to reduce air pollution
about 25 years ago by the California Air Resources Board. Initially, automakers embraced the
idea, but it is likely that the acceptance by Detroit was the result of the mandate that required
that at least 2% of all the cars sold in California by any one automaker had to be zero-emission
vehicles. The only zero-emission vehicle available at the time was the electric car, and the
mandate therefore required selling a certain number of all-electric vehicles. Battery technology
at the time was nowhere near ready for commercialization, and in addition, there was no
infrastructure available for charging vehicle batteries on the road. As a result, the mandate
failed to achieve its objective, and as soon as the mandate was lifted, automakers ceased to
make electric vehicles. In the meantime, however, battery technology has evolved to where one
could potentially envision an all-electric ground transportation system. Some people propose
that there should be enough charging stations built to make it possible to charge batteries
anywhere in the country, whereas others propose that there should be, instead of gas stations,
battery exchange stations that would simply replace batteries as they reach the end of their
charge. At present, batteries take too long to be charged during a trip, and it may be necessary
to combine the two ideas to evolve an all-battery transportation system sometime in the near
future.

City pollution could be significantly reduced with the use of electric cars due to their zero
tailpipe emissions. It is postulated that carbon dioxide emissions could be reduced by up to
40%, depending upon the country’s current energy mix. The information from Electric Drive
Transportation Association (EDTA) as of January 2015 (Figure 2.10) shows how the market
for PHEVs and EVs are growing over time [15].

At this time, it is not possible to assess which electrified powertrain will achieve the bigger
market domination over time as the price of fuel, batteries, and other infrastructure all play into
that equation. The earlier summary is a snapshot at the time of preparing this text and is a
continuous state of flux. The reader is encouraged to follow developments in the current
literature included in the bibliography. The EDTA is an excellent source for timely
developments regarding this technology.



2.9 Hydrogen for Transportation

Hydrogen was touted as a potential transportation fuel after former President George W. Bush
said in his 2001 inaugural address that “a child born today will be driving a pollution-free
vehicle... powered by hydrogen.” This appeared to be welcome news. However, to analyze
whether or not hydrogen is a sustainable technology for transportation, one must take into
account all the steps necessary to make the hydrogen from a primary fuel source, get it into the
fuel tank, and then power the wheels via a prime mover and a drive train. In other words, one
must perform a well-to-wheel analysis, as shown in Figure 2.3. There is a loss in each step,
and to obtain the overall efficiency, one must multiple the efficiencies of all the steps. Using
natural gas as the primary energy source, a well-to-wheel analysis [16] showed that a hybrid
SI car would have a wheel-to-energy efficiency of 32%; a hydrogen-powered fuel cell car
with hydrogen made by steam reforming of natural gas would have a wheel-to-energy
efficiency of 22%; a hydrogen fuel cell car with hydrogen made by electrolysis with electricity
from a natural gas—combined cycle power plant with 55% efficiency would have a well-to-
wheel efficiency of 12%, as shown in Table 2.6; and if the hydrogen were produced from
photovoltaic cells, the well-to-wheel efficiency of the automobiles would be less than 5%. The
estimates in Table 2.6 assume a fuel cell stack efficiency at a peak load of 44.5%, a part load
efficiency factor of 1.1, and a transmission efficiency of 90%. For details, see [17].
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Growth of market for PHEVs and EVs over time.

In addition to the low overall efficiency of a hydrogen transportation system, as well as the
high cost compared to other options, it should also be noted that before a hydrogen
transportation system could be put into practice, an infrastructure for the distribution and
storage of the hydrogen would have to be constructed. An extensive study of the comparative
costs of fuel distribution systems conducted at Argonne National Laboratory in 2001 estimated
that for a market penetration by the year 2030, 40% of hydrogen vehicles with a mileage of 2.5
times that of average CVs (i.e., about 55 mpg) would minimally cost $320 billion, but could be



as high as $600 billion. Based upon these estimates, a national transportation plan based on
hydrogen with any currently available technology would be wasteful and inefficient and should
not be considered as a pathway to a sustainable energy future [16]. The former U.S. DOE,
secretary of Energy and Nobel Laureate, Dr. Steven Chu, concurred with this conclusion and,
according to the New York Times, cutoff funds for development related to hydrogen fuel cell
vehicles in 2009 [19]. Before he left DOE, Chu reversed his support for FCs after several
meetings with OEMs, who showed their significant progress and commitment to FCVs.
Although still significant infrastructure hurdles exist for hydrogen, the ability to provide a
product with a range similar to conventional ICE is very compelling to OEMs, especially
when they consider the cost improvement potential of the fuel cell and associated components
including new and innovative packaging. Commitments by OEMs to develop hydrogen fuel-
cell cars surged between 2012 and 2014. BMW, Toyota, Hyundai, Daimler, Nissan, and Honda
all announced plans to commercialize the fuel cell drivetrain, in some cases through
collaborative agreements in order to spread early technology risk and accomplish economies
of scale.

TABLE 2.6
Well-to-Wheel Efficiency of Fuel Cell Vehicle with Hydrogen Produced by Electrolysis

NG feedstock production efficiency 95%

Conversion efficiency (NG to electricity) 55%
Electrolysis efficiency (electricity to H,) 63%
Storage and transmission 97%
Compression efficiency 87%

Overall efficiency of fuel production 289,
Total fuel cell well-to-wheel efficiency: (0.28 x 445 x 1.1 x 0.9) 12%

2.10 Natural Gas as a Transitional Bridging Fuel

Despite its potential as a transportation fuel, except for large buses and trucks, natural gas has
heretofore received relatively little attention from the U.S. automobile industry. The only major
effort to use natural gas for transportation was the Freedom CAR initiative proposed by
President George W. Bush in 2001. This program envisioned replacing gasoline with
hydrogen, which at that time was largely produced from natural gas. More than a billion
dollars was provided for R&D as well as generous tax incentives. But as shown in Table 2.6,
the efficiency of a natural gas/hydrogen vehicle based on a well-to-wheel analysis is less than
that of hybrid SI/natural gas vehicle (NGV), and the construction of a hydrogen distribution
system would be extremely expensive. Thus, the hydrogen via natural gas effort for
transportation was a failure and was terminated in 2010. However, since 2009, new supplies
of natural gas have become available in the United States, primarily as a result of fracking
technology for natural gas extraction from oil shale deposits. This development has heightened



awareness of the potential of natural gas as a bridging fuel for transportation for an eventual
zero carbon future. Within this context, MIT has conducted an interdisciplinary investigation
that addresses the question, “What is the role of natural gas in a carbon-constrained economy?”
[20].

Natural gas is likely to find increased use in the transportation sector with compressed
natural gas (CNG) playing an important role, particularly for high-mileage fleets. But the
advantage of liquid fuel in transportation indicates that the chemical conversion of the gas into
some form of liquid fuel may be a more desirable pathway for the future. It should be noted that
a basic infrastructure for distributing natural gas exists, and if CNG were to be used to fuel
automobiles, the only major addition at gas stations that have a natural gas outlet would be a
compressor to increase the gas pressure above that in the natural gas automobile tank.
However, the vast majority of natural gas supplies are delivered to markets by pipeline, and
delivery costs typically represent a relatively large fraction of the total cost in the supply
chain.

Natural gas vehicles have been in use for trucks and other large vehicles in many parts of
the world for some time as shown in Table 2.7. With a starting price of $26,305, a 2013
natural gas Civic costs $8,100 more than the base gasoline model. Big trucks that burn 20,000—
40,000 gal a year can easily make up that difference, but it takes far longer for regular
consumers, who may use only 500 gal/year. Home fueling stations add $4000-$6000 to the
cost.

Range is also a concern. The United States has 1100 natural gas fueling stations, but only
about half are open to the public. A natural gas Civic can go around 200 miles on a tank. That’s
better than an electric car, which might go 100 miles on a charge. But it’s less than the 300-350
miles a driver can go on a tank of gasoline in a regular Civic.

All those things could change, but GE is trying to develop a $500 home fueling station, and
the federal government could encourage sales with tax credits, as it has done with its $7500
electric vehicle credit. Some states are already giving tax credits to CNG vehicle buyers,
including West Virginia—which gives up to $7,500 for smaller vehicles and $20,000 for trucks
—and Colorado, which gives up to $6,000.

As availability of natural gas wanes, a number of renewable sources for natural gas or
biomethane are available. Biomethane can be produced from any organic matter. Nature
produces it naturally in landfills, but it can also be produced in anaerobic digesters or through
pyrolysis from sewage, industrial, animal, or crop wastes, or from specific energy crops. The
biomethane from landfills used in NGVs reduces greenhouse gases by 90% according to the
California Air Resources Board. After biomethane is produced, it can be injected into natural
gas pipeline systems and sold to NGV station operators. A 5% or 10% blend of biomethane
with natural gas would add to NGV’s greenhouse gas potential. While many other alternative
fuels are still in the R&D stage, NGVs are not in that category and are ready to go now.

TABLE 2.7
Top 11 NGV Countries



Country No. of NGVs

Pakistan 2,850,500

2. Iran 2,070,930
3. Argentina 1,927,007
4. Brazil 1,667,038
5. India 1,100,000
6. Italy 754 659
7. China 550,000
8. Colombia 340,000
9. Thailand 238,583
10. Ukraine 200,019
11. United States 112,000
Source: Gas Vehicle Rep., 10(4), June 2011.
]
References
1. Kreith, F. (1999) Ground Transportation for the 21st Century. National Conference of

State Legislatures, Denver, CO; ASME Press, New York.

. Kreith, F., West, R.E., and Isler, B. (2002) Legislative and technical perspectives for

advanced ground transportation system. Transportation Quarterly 96(1), 51-73, Winter
2002.

. Dismukes, C. et al. (June 2008) Aquatic phototrophs: Efficient alternatives to land-based

crops for biofuels. Current Opinions in Biotechnology 19, 235-240.

4. Christi, Y. (2007) Biodiesel from microalgae. Biotechnology Advances 25, 294-306.

. Kreith, F. and West, R.E. (2003) Gauging efficiency: Well-to-wheel. Mechanical

Engineering Power, 20-23.

. Davis, S. and Diegel, S. (2004) Transportation Energy Data Book. Oak Ridge National

Laboratory/U.S. Department of Energy, Oak Ridge, TN.

. EPRI (2004) Advanced batteries for electric drive vehicles: A technology and cost-

effectiveness assessment for battery electric vehicles, power assist hybrid electric
vehicles and plug-in hybrid electric vehicles. EPRI Tech Report 1009299, EPRI, Palo
Alto, CA.

. Kreith, F. and West, R.E. (September 2006) A vision for a secure transportation system

without hydrogen or oil. ASME Journal of Energy Resources Technology 128(9), 236—
243.



9. US. EPA (2013). E15 (a blend of gasoline and ethanol).
www.epa.gov/otaq/regs/fuels/additive/e15. Accessed April 8, 2014.

10. Renewable Fuels Association. The new fuel: E15. www.ethanolrfa.org/pages/E15.
Accessed April 8, 2014.

11. Kreith, F. and West, R.E. (May 2008) A scenario for a secure transportation system based
on fuel from biomass. Journal of Solar Energy Engineering 130, 1-6.

12. Farrell, A.E., Plevin, R.J., Turner, B.T., Jones, A.D., O’Hare, M., and Kammen, D.M.
(2006) Ethanol can contribute to energy and environmental goals. Science 311, 506-508.

13. EIA (2007) www.cia.doe.gov/fuelelectric/electricityinfocard2005.

14. Himelich, J.B. and Kreith, F. (2008) Potential benefits of plug-in hybrid electric vehicles
for consumers and electric power utilities. In: Proceedings of ASME 2008 IMEC, Boston,
MA, October 31-November 6, 2008.

15. Electric Drive Transportation Association (EDTA). (2015). www.electricdrive.org.
Accessed April 1, 2015.

16. Kreith, F. and West, R.E. (2004) Fallacies of a hydrogen economy: A critical analysis of
hydrogen production and utilization. Journal of Energy Resources Technology 126, 249—
257.

17. Kreith, F., West, R.E., and Isler, B.E. (2002) Efficiency of advanced ground transportation
technologies. Journal of Energy Resources Technology 24, 173-179.

18. Mince, M. (2001) Infrastructure requirement of advanced technology vehicles. In:
NCSL/TRB Transportation Technology and Policy Symposium, Argonne National
Laboratory, Argonne, IL.

19. Wald, M.L. (2009) New York Times News Service, April 8, 2009.

20. Moniz, E. et al. (2011). The future of natural gas: An interdisciplinary MIT study. MIT
Energy Initiative. http://web.mit.edu/mitei/research/studies/natural-gas-2011.shtml.

21. Bartlett, A.A. (2000) An analysis of U.S. and world oil production patterns using
Hubbard-style curves. Mathematical Geology 32(1).

Online Resources

http://www.nissanusa.convleaf-electric-car/index.
http://www.teslamotors.com/models.
http://www.nrel.gov/sustainable_nrel/transportation.html.
http://www.nrel.gov/learning/re_biofuels.html.
http://www.nrel.gov/vehiclesandfuels/energystorage/batteries.html.
http://cta.ornl.gov/vtmarketreport/index.shtml.



http://cta.ornl.gov/data/download31.shtml (a large source of data that can be downloaded for
free).



Economics Methods

Walter Short and Rosalie Ruegg

CONTENTS

3.1 Introduction
3.2 Making Economically Efficient Choices
3.3 Economic Evaluation Methods
3.3.1 Life-Cycle Cost (LCC) Method
3.3.2 Levelized Cost of Energy (LCOE) Method
3.3.3 Net Present Value (NPV) or Net Benefits (NB) Method
3.3.4 Benefit-to-Cost Ratio (BCR) or Savings-to-Investment Ratio (SIR) Method
3.3.5 Internal Rate-of-Return (IRR) Method
3.3.6 Overall Rate-of-Return (ORR) Method
3.3.7 Discounted Payback (DPB) Method
3.3.8 Other Economic-Evaluation Methods
3.4 Risk Assessment
3.4.1 Expected Value (EV) Analysis
3.4.2 Mean-Variance Criterion (MVC) and Coefficient of Variation (CV)
3.4.3 Risk-Adjusted Discount Rate (RADR) Technique
3.4.4 Certainty Equivalent (CE) Technique
3.4.5 Monte Carlo Simulation
3.4.6 Decision Analysis
3.4.7 Real Options Analysis (ROA)
3.4.8 Sensitivity Analysis
3.5 Building Blocks of Evaluation
3.5.1 Structuring the Evaluation Process and Selecting a Method of Evaluation
3.5.2 Discounting
3.5.3 Discount Rate
3.5.4 Inflation
3.5.5 Analysis Period
3.5.6 Taxes and Subsidies



3.5.7 Financing
3.5.8 Residual Values
3.6 Economic Analysis Software for Renewable Energy Investments
3.7 Summary
3.8 Defining Terms
References

3.1 Introduction

Economic-evaluation methods facilitate comparisons among energy technology investments.
Generally, the same methods can be used to compare investments in energy supply or energy
efficiency. All sectors of the energy community need guidelines for making economically
efficient energy-related decisions.

This chapter provides an introduction to some basic methods that are helpful in designing
and sizing cost-effective systems, and in determining whether it is economically efficient to
invest in specific energy efficiency or renewable energy projects. The targeted audience
includes analysts, architects, engineers, designers, builders, codes and standards writers, and
government policy makers—collectively referred to as the “design community.”

The focus is on microeconomic methods for measuring cost-effectiveness of individual
projects or groups of projects, with explicit treatment of uncertainty. The chapter does not treat
macroeconomic methods and national market-penetration models for measuring economic
impacts of energy efficiency and renewable energy investments on the national economy. It
provides sufficient guidance for computing the measures of economic performance for
relatively simple investment choices, and it provides the fundamentals for dealing with
complex investment decisions.

3.2 Making Economically Efficient Choices

Economic-evaluation methods can be used in a number of ways to increase the economic
efficiency of energy-related decisions. There are methods that can be used to obtain the largest
possible savings in energy costs for a given energy budget; there are methods that can be used
to achieve a targeted reduction in energy costs for the lowest possible efficiency/renewable
energy investment; and there are methods that can be used to determine how much it pays to
spend on energy efficiency and renewable energy to lower total lifetime costs, including both
investment costs and energy costs.

The first two ways of using economic-evaluation methods (i.e., to obtain the largest savings
for a fixed budget and to obtain a targeted savings for the lowest budget) have more limited
applications than the third, which aims at minimizing total costs or maximizing net benefits



(NB) (net savings (NS)) from expenditure on energy efficiency and renewables. As an example
of the first, a plant owner may budget a specific sum of money for the purpose of retrofitting the
plant for energy efficiency. As an example of the second, designers may be required by state or
federal building standards and/or codes to reduce the design energy loads of new buildings
below some specified level. As an example of the third, engineers may be required by their
clients to include, in a production plant, those energy efficiency and renewable energy features
that will pay off in terms of lower overall production costs over the long run.

Note that economic efficiency is not necessarily the same as engineering thermal efficiency.
For example, one furnace may be more “efficient” than another in the engineering technical
sense, if it delivers more units of heat for a given quantity of fuel than another. Yet, it may not
be economically efficient if the first cost of the higher output furnace outweighs its fuel
savings. The focus in this chapter is on economic efficiency, not engineering efficiency.

Economic efficiency is conceptually illustrated in Figures 3.1, 3.2 and 3.3 with an
investment in energy efficiency. Figure 3.1 shows the level of energy conservation, Q. that

maximizes NB from energy conservation—that is, the level that is most profitable over the long
run. Note that it corresponds to the level of energy conservation at which the curves are most
distant from one another.

Figure 3.2 shows how “marginal analysis” can be used to find the same level of
conservation, Q., that will yield the largest NB. It depicts changes in the total benefits and cost

curves (i.e., the derivatives of the curves in Figure 3.1) as the level of energy conservation is
increased. The point of intersection of the marginal curves coincides with the most profitable
level of energy conservation indicated in Figure 3.1. This is the point at which the cost of
adding one more unit of conservation is just equal to the corresponding benefits in terms of
energy savings (i.e., the point at which “marginal costs” and “marginal benefits” are equal). To
the left of the point of intersection, the additional benefits from increasing the level of
conservation by another unit are greater than the additional costs, and it pays to invest more. To
the right of the point of intersection, the costs of an addition to the level of conservation exceed
the benefits—and the level of total NB begins to fall, as shown in Figure 3.1. Figure 3.3 shows
that the most economically efficient level of energy conservation, Q_, is that for which the total

cost curve is at a minimum.
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The most economically efficient level of conservation is the same, Q., in Figures 3.1, 3.2
and 3.3. Three different approaches to finding Q. are illustrated: finding the maximum

difference between benefits and costs; finding the point where marginal benefits equal
marginal costs; and finding the lowest life-cycle costs. The graphical methods of Figures 3.1,
3.2 and 3.3 are captured by the quantitative methods described in the section that follows.

3.3 Economic Evaluation Methods™

There are a number of closely related, commonly used methods for evaluating economic
performance. These include the life-cycle cost (LCC) method, levelized cost of energy
(LCOE) method, net present value (NPV) or NB (net present worth) method, benefit/cost (or
savings-to-investment) ratio (SIR) method, internal rate-of-return (IRR) method, overall rate-
of-return (ORR) method, and discounted payback (DPB) method. All of these methods are used
when the important effects can be measured in dollars. If incommensurable effects are critical
to the decision, it is important that they also be taken into account. But, because only quantified
effects are included in the calculations for these economic methods, unquantified effects must
be treated outside the models. Brief treatments of the methods are provided; some additional
methods are identified but not treated. For more comprehensive treatments, see Ruegg and
Marshall (1990).

3.3.1 Life-Cycle Cost (LCC) Method

The life-cycle costing method sums, for each investment alternative, the costs of acquisition,
maintenance, repair, replacement, energy, and any other monetary costs (less than any income



amounts, such as salvage value) that are affected by the investment decision. The time value of
money must be taken into account for all amounts, and the amounts must be considered over the
relevant period. All amounts are usually measured either in present value or annual value
dollars. This is discussed later in Sections 3.5.2 and 3.5.3. At a minimum, for comparison, the
investment alternatives should include a “base-case” alternative of not making the energy
efficiency or renewable investment, and at least one case of an investment in a specific
efficiency or renewable system. Numerous alternatives may be compared. The alternative with
the lowest LCC that meets the investor’s objective and constraints is the preferred investment.
This least-cost solution is analogous to the least cost presented in Figure 3.3.

The following is a formula for finding the LCCs of each alternative:
LCCA1=1A1+EA1+MA1+RA1-SA1 (3.1)

where
LCC, = life-cycle cost of alternative A1

I, = present-value investment costs of alternative A1l

E,; = present-value energy costs associated with alternative A1l

M, ; = present-value nonfuel operating and maintenance cost of A1l

R, = present-value repair and replacement costs of A1l

Sap; = present-value resale (or salvage) value less disposal cost associated with
alternative Al

The LCC method is particularly useful for decisions that are made primarily on the basis of
cost-effectiveness, such as whether a given energy efficiency or renewable energy investment
will lower total cost (e.g., the sum of investment and operating costs). It can be used to
compare alternative designs or sizes of systems, as long as the systems provide the same
service. The method, if used correctly, can be used to find the overall cost-minimizing
combination of energy efficiency investments and energy supply investments within a given
facility. However, in general, it cannot be used to find the best investment, because totally
different investments do not provide the same service.

3.3.2 Levelized Cost of Energy (LCOE) Method

The LCOE is similar to the LCC method, in that it considers all the costs associated with an
investment alternative and takes into account the time value of money for the analysis period.
However, it is generally used to compare two alternative energy supply technologies or
systems, for example, two electricity production technologies that may or may not provide
exactly the same service, that is, the same level of energy production. It differs from the LCC in
that it usually considers taxes, but like LCC, frequently ignores financing costs.

The LCOE is the value that must be received for each unit of energy produced to ensure that
all costs and a reasonable profit are made. Profit is ensured by discounting future revenues at a
discount rate that equals the rate of return that might be gained on other investments of



comparable risk, that is, the opportunity cost of capital. This can be represented in the
following equation:

Y= 1t = NLCOE*Qi(1+d)t = Yt = 0t = NCt(1+d)t (3.2)

where
N = the analysis period
Q, = the amount of energy production in period t
C, = the cost incurred in period t
d’ = the discount rate or opportunity cost of capital; if d’ is a real discount rate (excludes
inflation) then the LCOE will be in real (constant) dollar terms, while if d’ is a normal
discount rate, the LCOE will be in nominal (current) dollar terms

d = the discount rate used to bring future costs back to their present value. If those costs are
expressed in real dollars, then the discount rate d should be a real discount rate; while,
if they are in nominal dollars, the discount rate should be a nominal discount rate

3.3.3 Net Present Value (NPV) or Net Benefits (NB) Method

The NPV method finds the excess of benefits over costs, where all amounts are discounted for
their time value. (If costs exceed benefits, net losses result.)

The NPV method is also often called the “net present worth” or “NS” method. When this
method is used for evaluating a cost-reducing investment, the cost savings are the benefits, and
it is often called the “NS” method.

Following is a formula for finding the NPV from an investment, such as an investment in
energy efficiency or renewable energy systems:

NPVA1:A2 = Yt=0NBt- Ct(1+d)t (3.3)

where

NPV, 1.4» = NB, that is, present value benefits (savings) net of present value costs for
alternative A1 as compared with alternative A2

B, = benefits in year t, which may be defined to include energy savings associated with
using alternative A1 instead of alternative A2

C, = costs in year t associated with alternative A1 as compared with a mutually exclusive
alternative A2

d = discount rate

The NPV (NB) method is useful for deciding whether to make a given investment and for
designing and sizing systems. It is not appropriate for comparing investments that provide
different services.



3.3.4 Benefit-to-Cost Ratio (BCR) or Savings-to-Investment Ratio (SIR)
Method

This method divides benefits by costs or, equivalently, savings by investment. When used to
evaluate energy efficiency and renewable energy systems, benefits are in terms of energy cost
savings. The numerator of the SIR is usually constructed as energy savings, and net of
maintenance and repair costs; and the denominator as the sum of investment costs and the
present value of replacement costs less salvage value (capital cost items). However,
depending on the objective, sometimes only initial investment costs are placed in the
denominator and the other costs are subtracted in the numerator—or sometimes only the
investor’s equity capital is placed in the denominator. Like the three preceding methods, this
method is based on discounted cash flows.

Unlike the three preceding methods that provided a performance measure in dollars, this
method gives the measure as a dimensionless number. The higher the ratio, the more the dollar
savings realized per dollar of investment. In particular, a value greater than 1 is generally
required for an investment to be considered economically efficient.

Following is a commonly used formula for computing the ratio of savings-to-investment
costs:

SIRA1:A2 = Yt = ON(CSt(1+d)-) Yt = ON(It(1+d)-t) (3.4)

where
SIR1.4> = savings-to-investment ratio for alternative Al relative to mutually exclusive
alternative A2
CS; = cost savings (excluding those investment costs in the denominator) plus any positive

benefits of alternative A1 as compared with mutually exclusive alternative A2
I, = additional investment costs for alternative A1 relative to A2

Note that the particular formulation of the ratio with respect to the placement of items in the
numerator or denominator can affect the outcome. One should use a formulation appropriate to
the decision maker’s objectives.

The ratio method can be used to determine whether or not to accept or reject a given
investment on economic grounds. It also can be used for design and size decisions and other
choices among mutually exclusive alternatives, if applied incrementally (i.e., the investment
and savings are the difference between the two mutually exclusive alternatives). A primary
application of the ratio method is to set funding priorities among projects competing for a
limited budget. When it is used in this way—and when project costs are “lumpy” (making it
impossible to fully allocate the budget by taking projects in order according to the size of their
ratios)—SIR should be supplemented with the evaluation of alternative sets of projects using
the NPV or NB method.

3.3.5 Internal Rate-of-Return (IRR) Method



The IRR method solves for the discount rate for which dollar savings are just equal to dollar
costs over the analysis period; that is, the rate for which the NPV is zero. This discount rate is
the rate of return on the investment. It is compared to the investor’s minimum acceptable rate of
return to determine whether the investment is desirable. Unlike the preceding three techniques,
the IRR does not call for the inclusion of a prespecified discount rate in the computation, but,
rather, solves for a discount rate.

The rate of return is typically calculated by a process of trial and error, by which various
compound rates of interest are used to discount cash flows until a rate is found for which the
NPV of the investment is zero. The approach is the following: compute NPV using Equation
3.3, except substitute a trial interest rate for the discount rate, d, in the equation. A positive
NPV means that the IRR is greater than the trial rate; a negative NPV means that the IRR is less
than the trial rate. Based on the information, try another rate. By a series of iterations, find the
rate at which NPV equals zero.

Computer algorithms, graphical techniques, and—for simple cases—discount-factor tabular
approaches are often used to facilitate IRR solutions (Ruegg and Marshall, 1990, pp. 71-72).
Expressing economic performance as a rate of return can be desirable for ease in comparing
the returns on a variety of investment opportunities, because returns are often expressed in
terms of annual rates of return. The IRR method is useful for accepting or rejecting individual
investments or for allocating a budget. For designing or sizing projects, the IRR method, like
the SIR, must be applied incrementally. It is not recommended for selecting between mutually
exclusive investments with significantly different lifetimes (e.g., a project with a high annual
return of 35% for 20 years is a much better investment than a project with the same 35% annual
return for only 2 years).

IRR is a widely used method, but it is often misused, largely due to shortcomings that
include the possibility of

* No solution (the sum of all nondiscounted returns within the analysis period are less
than the investment costs)

» Multiple solution values (some costs occur later than some of the returns)

* Failure to give a measure of overall return associated with the project over the analysis
period (returns occurring before the end of the analysis are implicitly assumed to be
reinvested at the same rate of return as the calculated IRR. This may or may not be
possible).

3.3.6 Overall Rate-of-Return (ORR) Method

The ORR method corrects for the last two shortcomings expressed earlier for the IRR. Like the
IRR, the ORR expresses economic performance in terms of an annual rate of return over the
analysis period. But unlike the IRR, the ORR requires, as input, an explicit reinvestment rate
on interim receipts and produces a unique solution value.” The explicit reinvestment rate
makes it possible to express net cash flows (excluding investment costs) in terms of their future



value at the end of the analysis period. The ORR is then easily computed with a closed-form
solution as shown in Equation 3.5.

ORRA1:A2 =[ [ Y't= ON(Bt-CO)(1+r)N-t ¥t = ON[ Tt(1+r)t ] ]I/N-1 (3.5)

where

ORR,.4> = overall rate of return on a given investment alternative Al relative to a
mutually exclusive alternative A2 over a designated study period

B, = benefits from a given alternative relative to a mutually exclusive alternative A2 over
time period t

C, = costs (excluding that part of investment costs on which the return is to be maximized)
associated with a given alternative relative to a mutually exclusive alternative A2 over
time t

r = the reinvestment rate at which net returns can be reinvested, usually set equal to the
discount rate

N = the length of the study period

I, = investment costs in time t on which the return is to be maximized

The ORR is recommended as a substitute for the IRR, because it avoids some of the
limitations and problems of the IRR. It can be used for deciding whether or not to fund a given
project, for designing or sizing projects (if it is used incrementally), and for budgetallocation
decisions.

3.3.7 Discounted Payback (DPB) Method

This evaluation method measures the elapsed time between the time of an initial investment
and the point in time at which accumulated discounted savings or benefits—net of other
accumulated discounted costs—are sufficient to offset the initial investment, taking into
account the time value of money. (If costs and savings are not discounted, the technique is
called “simple payback.”) For the investor who requires a rapid return of investment funds, the
shorter the length of time until the investment pays off, the more desirable is the investment.

To determine the DPB period, find the minimum value of Y (year in which payback occurs)
such that the following equality is satisfied.

Yt=1YBt-Ct(1+d)t =10 (3.6)

where
B, = benefits associated in period t with one alternative as compared with a mutually

exclusive alternative
C, = costs in period t (not including initial investment costs) associated with an alternative
as compared with a mutually exclusive alternative in period t



I, = initial investment costs of an alternative as compared with a mutually exclusive

alternative, where the initial investment cost comprises total investment costs

DPB is often—correctly—used as a supplementary measure when project life is uncertain.
It is used to identify feasible projects when the investor’s time horizon is constrained. It is
used as a supplementary measure in the face of uncertainty to indicate how long capital is at
risk. It is a rough guide for accept/reject decisions. It is also overused and misused. Because it
indicates the time at which the investment just breaks even, it is not a reliable guide for
choosing the most profitable investment alternative, as savings or benefits after the payback
time could be significant.

3.3.8 Other Economic-Evaluation Methods

A variety of other methods have been used to evaluate the economic performance of energy
systems, but these tend to be hybrids of those presented here. One of these is the required
revenue method, which computes a measure of the before-tax revenue in present or annual
value dollars required to cover the costs on an after-tax basis of an energy system (Ruegg and
Short, 1988, pp. 22-23). Mathematical programming methods have also been used to evaluate
the optimal size or design of projects, as well as other mathematical and statistical techniques.

3.4 Risk Assessment

Many of the inputs to the evaluation methods mentioned earlier will be highly uncertain at the
time an investment decision must be made. To make the most informed decision possible, an
investor should employ these methods within a framework that explicitly accounts for risk and
uncertainty.

Risk assessment provides decision makers with information about the “risk exposure”
inherent in a given decision—that is, the probability that the outcome will be different from the
“best-guess” estimate. Risk assessment is also concerned with the “risk attitude” of the
decision maker, which describes his/her willingness to take a chance on an investment of
uncertain outcome. Risk assessment techniques are typically used in conjunction with the
evaluation methods outlined earlier; and not as stand-alone evaluation techniques.

The risk assessment techniques range from simple and partial to complex and
comprehensive. Though none takes the risk out of making decisions, the techniques—if used
correctly—can help the decision maker make more informed choices in the face of uncertainty.

This chapter provides an overview of the following probability-based risk assessment
techniques:

 Expected value (EV) analysis
» Mean-variance criterion (MVC) and coefficient of variation (CV)
* Risk-adjusted discount rate (RADR) technique



* Certainty equivalent (CE) technique
* Monte Carlo simulation

* Decision analysis

* Real options analysis (ROA)

* Sensitivity analysis

There are other techniques that are used to assess the risks and uncertainty (e.g., CAP_M and
break-even analysis), but those are not treated here.

3.4.1 Expected Value (EV) Analysis

EV analysis provides a simple way of taking into account uncertainty about input values, but it
does not provide an explicit measure of risk in the outcome. It is helpful in explaining and
illustrating risk attitudes.

How to calculate EV: An “expected value” is the sum of the products of the dollar value of
alternative outcomes, a; (i = 1,..., n), and their probabilities of occurrence, p;. The EV of the

decision is calculated as follows:
EV=alpl+a2p2+...+anpn (3.7)

Example of EV analysis: The following simplified example illustrates the combining of EV
analysis and NPV analysis to support a purchase decision.

Assume that a not-for-profit organization must decide whether to buy a given piece of
energy-saving equipment. Assume that the unit purchase price of the equipment is $100,000,
the yearly operating cost is $5,000 (obtained by a fixed-price contract), and both costs are
known with certainty. The annual energy cost savings, on the other hand, are uncertain, but can
be estimated in probabilistic terms as shown in Table 3.1 in the columns headed a;, p;, a,, and

p,. The present-value calculations are also given in Table 3.1.

If the equipment decision was based only on NPV, calculated with the “best-guess” energy
savings (column a,), the equipment purchase would be found to be uneconomic with a NPV of

$ — 483. But if the possibility of greater energy savings is taken into account by using the EV of
savings rather than the best guess, the conclusion is that, over repeated applications, the
equipment is expected to be cost-effective. The expected NPV of the energy-saving equipment
is $25,000 per unit.

Advantages and disadvantages of the EV technique: An advantage of the technique is that
it predicts a value that tends to be closer to the actual value than a simple “best-guess”
estimate over repeated instances of the same event, provided, of course, that the input
probabilities can be estimated with some accuracy.

A disadvantage of the EV technique is that it expresses the outcome as a single-value
measure, such that there is no explicit measure of risk. Another is that the estimated outcome is



predicated on many replications of the event, with the EV, in effect, a weighted average of the
outcome over many like events. But the EV is unlikely to occur for a single instance of an
event. This is analogous to a single coin toss: the outcome will be either heads or tails, not the
probabilistic-based weighted average of both.

TABLE 3.1
Expected Value (EV) Example

: : Energy Savings
Equipment Operating

Purchase Costs a, a, Pv: PV
Year $1000 $1000 $1000 Pi %1000 P2 Factor $1000
0 -100 — - - — - 1 100
1 -5 25 0.8 50 0.2b 0.926 23.1
2 -5 30 0.8 60 0.2 0.857 26.6
3 -5 30 0.7 60 0.3 0.794 27.0
+ -5 30 0.6 &0 0.4 0.735 27.2
5 -5 30 0.8 60 0.2 0.681 21.1
25.0

Note: Expected NPV.
" Present-value calculations are based on a discount rate of 8%.
 Probabilities sum to 1.0 in a given year.

EV and risk attitude: EVs are useful in explaining risk attitude. Risk attitude may be thought of
as a decision maker’s preference between taking a chance on an uncertain money payout of
known probability versus accepting a sure money amount. Suppose, for example, a person
were given a choice between accepting the outcome of a fair coin toss where heads means
winning $10,000 and tails means losing $5000 and accepting a certain cash amount of $2000.
EV analysis can be used to evaluate and compare the choices. In this case, the EV of the coin
toss is $2500, which is $500 more than the certain money amount. The “risk-neutral” decision
maker will prefer the coin toss because of its higher EV. The decision maker who prefers the
$2000 certain amount is demonstrating a “risk-averse” attitude. On the other hand, if the certain
amount were raised to $3000 and the first decision maker still preferred the coin toss, he or
she would be demonstrating a “risk-taking” attitude. Such trade-offs can be used to derive a
“utility function” that represents a decision maker’s risk attitude.

The risk attitude of a given decision maker is typically a function of the amount at risk.
Many people who are risk averse when faced with the possibility of significant loss, become
risk neutral—or even risk taking, when potential losses are small. Because decision makers
vary substantially in their risk attitudes, there is a need to assess not only risk exposure (i.e.,
the degree of risk inherent in the decision) but also the risk attitude of the decision maker.

3.4.2 Mean-Variance Criterion (MVC) and Coefficient of Variation (CV)



These techniques can be useful in choosing among risky alternatives, if the mean outcomes and
standard deviations (variation from the mean) can be calculated.

Consider a choice between two projects—one with higher mean NB and a lower standard
deviation than the other. This situation is illustrated in Figure 3.4. In this case, the project
whose probability distribution is labeled B can be said to have stochastic dominance over the
project labeled A. Project B is preferable to Project A, both on grounds that its output is likely
to be higher and that it entails less risk of loss. But what if Project A, the alternative with
higher risk, has the higher mean NB, as illustrated in Figure 3.5? If this were the case, the
MVC would provide inconclusive results.

When there is no stochastic dominance of one project over the other(s), it is helpful to
compute the CV to determine the relative risk of the alternative projects. The CV indicates
which alternative has the lower risk per unit of project output. Risk-averse decision makers
will prefer the alternative with the lower CV, other things being equal. The CV is calculated as
follows:

Project B
Project A
Hi Ha
$ Losses 4 0 = $ Profits Net present value

FIGURE 3.4
Stochastic dominance as demonstrated by mean-variance criterion.

Project B

Project A

l I
H2 Ky
$ Losses 4= 0 - $ Profits Net present value

FIGURE 3.5
Inconclusive results from mean-variance criterion.

CV=op (3.8)



where
CV = coefficient of variation
o = standard deviation
1 = mean

The principal advantage of these techniques is that they provide quick, easy-to-calculate
indications of the returns and risk exposure of one project relative to another. The principal
disadvantage is that the MVC does not provide a clear indication of preference when the
alternative with the higher mean output has the higher risk, or vice versa.

3.4.3 Risk-Adjusted Discount Rate (RADR) Technique

The RADR technique takes account of risk through the discount rate. If a project’s benefit
stream is riskier than that of the average project in the decision maker’s portfolio, a higher-
than-normal discount rate is used; if the benefit stream is less risky, a lower-than-normal
discount rate is used. If costs are the source of the higher-than-average uncertainty, a lower-
than-normal discount rate is used and vice versa. The greater the variability in benefits or
costs, the greater the adjustment in the discount rate.

The RADR is calculated as follows:
RADR =RFR + NRA + XRA (3.9)

where
RADR = risk-adjusted discount rate
RFR = risk-free discount rate, generally set equal to the treasury bill rate
NRA = “normal” risk adjustment to account for the average level of risk encountered in the
decision maker’s operations
XRA = extra risk adjustment to account for risk greater or less than normal risk

TABLE 3.2
RADR Example



Year Costs (3M) Revenue (M) PV Costs® ($M) PV Revenue® (5M) NPV (5M)

0 80 — 80 - -80
1 5 20 4 17 13
2 5 20 4 14 10
3 5 20 4 12 8
4 5 20 3 10 7
5 5 20 3 9 6
6 5 20 3 7 4
7 5 20 2 6 4
Total NPV 28

" Costs are discounted with a discount rate of 12%: revenue with a discount rate of 18%.

An example of using the RADR technique is the following: A company is considering an
investment in a new type of alternative energy system with high payoff potential and high risk
on the benefits side. The projected cost and revenue streams and the discounted present values
are shown in Table 3.2. The treasury bill rate, taken as the risk-free rate, is 8%. The company
uses a normal risk adjustment of 5% to account for the average level of risk encountered in its
operations. This investment is judged to be twice as risky as the company’s average
investment, so an additional risk adjustment of 5% is added to the risk-adjusted discount rate.
Hence, the RADR is 18%. With this RADR, the NPV of the investment is estimated to be a loss
of $28 million. On the basis of this uncertainty analysis, the company would be advised not to
accept the project.

Advantages of the RADR technique are that it provides a way to account for both risk
exposure and risk attitude. Moreover, RADR does not require any additional steps for
calculating NPV once a value of the RADR is established. The disadvantage is that it provides
only an approximate adjustment. The value of the RADR is typically a rough estimate based on
sorting investments into risk categories and adding a “fudge factor” to account for the decision
maker’s risk attitude. It generally is not a fine-tuned measure of the inherent risk associated
with variation in cash flows. Further, it typically is biased toward investments with short
payoffs because it applies a constant RADR over the entire analysis period, even though risk
may vary over time.

3.4.4 Certainty Equivalent (CE) Technique

The CE technique adjusts investment cash flows by a factor that will convert the measure of
economic worth to a “CE” amount—the amount a decision maker will find equally acceptable
to a given investment with an uncertain outcome. Central to the technique is the derivation of
the certainty equivalent factor (CEF), which is used to adjust net cash flows for uncertainty.

Risk exposure can be built into the CEF by establishing categories of risky investments for
the decision maker’s organization and linking the CEF to the CV of the returns—greater
variation translating into smaller CEF values. The procedure is as follows:



1. Divide the organization’s portfolio of projects into risk categories. Examples of
investment risk categories for a private utility company might be the following: low-risk
investments—expansion of existing energy systems and equipment replacement;
moderate-risk investments—adoption of new, conventional energy systems; and high-
risk investments—investment in new alternative energy systems.

2. Estimate the CVs (see Section 3.4.2) for each investment-risk category (e.g., on the basis
of historical risk-return data).

3. Assign CEFs by year, according to the coefficients of variation, with the highest-risk
projects being given the lowest CEFs. If the objectives are to reflect only risk exposure,
set the CEFs such that a risk-neutral decision maker will be indifferent between
receiving the estimated certain amount and the uncertain investment. If the objective is to
reflect risk attitude as well as risk exposure, set the CEFs such that the decision maker
with his or her own risk preference will be indifferent.

To apply the technique, proceed with the following steps:

4. Select the measure of economic performance to be used—such as the measure of NPV
(i.e., NB).

5. Estimate the net cash flows and decide in which investment-risk category the project in
question fits.

6. Multiply the yearly net cash flow amounts by the appropriate CEFs.

7. Discount the adjusted yearly net cash flow amounts with an RFR (an RFR is used
because the risk adjustment is accomplished by the CEFs).

8. Proceed with the remainder of the analysis in the conventional way.
In summary, the CE NPV is calculated as follows:
NPVCE = 't = 0N[ CEFy(Bt-Ct)(1+RFD)t], (3.10)

where
NPV, = NPV adjusted for uncertainty by the CE technique

B, = estimated benefits in time period t
C, = estimated costs in time period t
RFD = risk-free discount rate

Table 3.3 illustrates the use of this technique for adjusting NPV calculations for an
investment in a new, high-risk alternative energy system. The CEF is set at 0.76 and is assumed
to be constant with respect to time.

A principal advantage of the CE Technique is that it can be used to account for both risk
exposure and risk attitude. Another is that it separates the adjustment of risk from discounting
and makes it possible to make more precise risk adjustments over time. A major disadvantage
is that the estimation of CEF is only approximate.



3.4.5 Monte Carlo Simulation

Monte Carlo simulation entails the iterative calculation of the measure of economic worth from
probability functions of the input variables. The results are expressed as a probability density
function and as a cumulative distribution function. The technique, thereby, enables explicit
measures of risk exposure to be calculated. One of the economic-evaluation methods treated
earlier is used to calculate economic worth; a computer is employed to sample repeatedly—
hundreds of times—from the probability distributions and make the calculations. Monte Carlo
simulation can be performed by the following steps:

TABLE 3.3
CE Example (Investment-Risk Category; High-Risk—New-Alternative Energy System)
Yearly Net RFD Discount
Cash Flow (M) CV CEF Factors? NPV ($M)
1 -100 0.22 0.76 0.94 -71
2 -100 0.22 0.76 0.89 —68
3 20 0.22 0.76 0.54 13
4 30 0.22 0.76 0.79 18
5 45 0.22 0.76 0.75 26
§ 65 0.22 0.76 0.7 35
7 65 0.22 0.76 0.67 33
8 65 0.22 0.76 0.63 31
9 50 0.22 0.76 0.59 22
10 50 0.22 0.76 0.56 21

Total NPV 60

* The RFD is assumed equal to 6%.

1.

Express variable inputs as probability functions. Where there are interdependencies
among input values, multiple probability density functions, tied to one another, may be
needed.

. For each input for which there is a probability function, draw randomly an input value;

for each input for which there is only a single value, take that value for calculations.

. Use the input values to calculate the economic measure of worth and record the results.
. If inputs are interdependent, such that input X is a function of input Y, first draw the value

of Y, then draw randomly from the X values that correspond to the value of Y.

. Repeat the process many times until the number of results is sufficient to construct a

probability density function and a cumulative distribution function.

. Construct the probability density function and cumulative distribution function for the

economic measure of worth, and perform statistical analysis of the variability.



The strong advantage of the technique is that it expresses the results in probabilistic terms,
thereby providing explicit assessment of risk exposure. A disadvantage is that it does not
explicitly treat risk attitude; however, by providing a clear measure of risk exposure, it
facilitates the implicit incorporation of risk attitude in the decision. The necessity of
expressing inputs in probabilistic terms and the extensive calculations are also often
considered disadvantages.

3.4.6 Decision Analysis

Decision analysis is a versatile technique that enables both risk exposure and risk attitude to be
taken into account in the economic assessment. It diagrams possible choices, costs, benefits,
and probabilities for a given decision problem in “decision trees,” which are useful in
understanding the possible choices and outcomes.

Although it is not possible to capture the richness of this technique in a brief overview, a
simple decision tree, shown in Figure 3.6, is discussed to give a sense of how the technique is
used. The decision problem is whether to lease or build a facility. The decision must be made
now, based on uncertain data. The decision tree helps to structure and analyze the problem.
The tree is constructed left to right and analyzed right to left. The tree starts with a box
representing a decision juncture or node—in this case, whether to lease or build a facility. The
line segments branching from the box represent the two alternative paths: the upper one the
lease decision and the lower one the build decision. Each has a cost associated with it that is
based on the expected cost to be incurred along the path. In this example, the minimum
expected cost of $6.26 million is associated with the option to build a facility.

An advantage of this technique is that it helps to understand the problem and to compare
alternative solutions. Another advantage is that, in addition to treating risk exposure, it can also
accommodate risk attitude by converting benefits and costs to utility values (not addressed
here). A disadvantage is that the technique, as typically applied, does not provide an explicit
measure of the variability of the outcome.
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FIGURE 3.6
Decision tree: build versus lease.

3.4.7 Real Options Analysis (ROA)

ROA is an adaptation of financial options valuation techniques” to real asset investment
decisions. ROA is a method used to analyze decisions in which the decision maker has one or
more options regarding the timing or sequencing of an investment. It explicitly assumes that the
investment is partially or completely irreversible, that there exists leeway or flexibility about
the timing of the investment, and that it is subject to uncertainty over future payoffs. Real
options can involve options (and combinations) to: defer, sequence, contract, shut down
temporarily, switch uses, abandon, or expand the investment. This is in contrast to the NPV
method that implies the decision is a “now or never” choice.

The value of an investment with an option is said to equal the value of the investment using
the traditional NPV method (that implicitly assumes no flexibility or option) plus the value of
the option. The analysis begins by construction of a decision tree with the option decision
embedded in it. There are two basic methods to solve for the option value: the risk-adjusted
replicating portfolio (RARP) approach and the risk-neutral probability (RNP) approach. The
RARP discounts the expected project cash flows at a RADR, while the RNP approach
discounts CE cash flows at a risk-free rate. In other words, the RARP approach takes the cash
flows essentially as is, and adjusts the discount rate per time period to reflect that fact that the



risk changes as one moves through the decision tree (e.g., risk declines with time as more
information becomes available). In the RNP approach, the cash flows themselves are
essentially adjusted for risk and discounted at a risk-free rate.

Copeland and Antikarov provide an overall four-step approach for ROAT

1. Step 1—Compute a base-case traditional NPV (e.g., without flexibility).

2. Step 2—Model the uncertainty using (binominal) event trees (still without flexibility;
e.g., without options)—although uncertainty is incorporated, the “expected” value of
Step 2 should equal that calculated in Step 1.

3. Step 3—~Create a decision tree incorporating decision nodes for options, as well as
other (nondecision and nonoption decisions) nodes.

4. Step 4—Conduct an ROA by valuing the payoffs, working backward in time, node by
node, using the RARP or RNP approach to calculate the ROA value of the investment.

3.4.8 Sensitivity Analysis

Sensitivity analysis is a technique for taking into account uncertainty that does not require
estimates of probabilities. It tests the sensitivity of economic performance to alternative values
of key factors about which there is uncertainty. Although sensitivity analysis does not provide a
single answer in economic terms, it does show decision makers how the economic viability of
a renewable energy or efficiency project changes as fuel prices, discount rates, time horizons,
and other critical factors vary.

|
50 —
D=0.10E=0.15

D=0E=0
D=0.10E=0.10
20 - =

) D=0.10E=0.5
15 [~ D=0.05E=0

10 |- D=0.10E=0
; D=0.15E=0

Present value of savings ($1000)

l

| | | 1
0 10 15 20 25

Years

FIGURE 3.7
Sensitivity of present-value energy savings to time horizons, discount rates, and energy price escalation rates.



Figure 3.7 illustrates the sensitivity of fuel savings realized by a solar energy heating system
to three critical factors: time horizons (0-25 years), discount rates (D equals 0%, 5%, 10%,
and 15%), and energy escalation rates (E equals 0%, 5%, 10%, and 15%). The present value
of savings is based on yearly fuel savings valued initially at $1000.

Note that, other things being equal, the present value of savings increase with time— but
less with higher discount rates and more with higher escalation rates. The huge impact of fuel
price escalation is most apparent when comparing the top line of the graph (D = 0.10, E =
0.15) with the line next to the bottom (D = 0.10, E = 0). The present value of savings at the end
of 25 years is approximately $50,000 with a fuel escalation rate of 15%, and only about $8000
with no escalation, other things being equal. Whereas the quantity of energy saved is the same,
the dollar value varies widely, depending on the escalation rate.

This example graphically illustrates a situation frequently encountered in the economic
justification of energy efficiency and renewable energy projects: The major savings in energy
costs, and thus the bulk of the benefits, accrue in the later years of the project and are highly
sensitive to both the assumed rate of fuel-cost escalation and the discount rate. If the two rates
are set equal, they will be offsetting as shown by the straight line labeled D=0 E =0 and D =
0.10 E = 0.10.

3.5 Building Blocks of Evaluation

Beyond the formula for the basic evaluation methods and risk assessment techniques, the
practitioner needs to know some of the “nuts-and-bolts” of carrying out an economic analysis.
He or she needs to know how to structure the evaluation process; how to choose a method of
evaluation; how to estimate dollar costs and benefits; how to perform discounting operations;
how to select an analysis period; how to choose a discount rate; how to adjust for inflation;
how to take into account taxes and financing; how to treat residual values; and how to reflect
assumptions and constraints, among other things. This section provides brief guidelines for
these topics.

3.5.1 Structuring the Evaluation Process and Selecting a Method of
Evaluation

A good starting point for the evaluation process is to define the problem and the objective.
Identify any constraints to the solution and possible alternatives. Consider if the best solution
is obvious, or if economic analysis and risk assessment are needed to help make the decision.
Select an appropriate method of evaluation and a risk assessment technique. Compile the
necessary data and determine what assumptions are to be made. Apply appropriate formula(s)
to compute a measure of economic performance under risk. Compare alternatives and make the
decision, taking into account any incommensurable effects that are not included in the dollar
benefits and costs. Take into account the risk attitude of the decision maker, if it is relevant.



Although the six evaluation methods given earlier are similar, they are also sufficiently
different, in that they are not always equally suitable for evaluating all types of energy
investment decisions. For some types of decisions, the choice of method is more critical than
for others. Figure 3.8 categorizes different investment types and the most suitable evaluation
methods for each. If only a single investment is being considered, the “accept/reject” decision
can often be made by any one of several techniques, provided the correct criterion is used.

Investment decisions and evaluation
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FIGURE 3.8

Investment decisions and evaluation methods.

Accept/reject criteria:
LCC technique—LCC must be lower as a result of the energy efficiency or renewable energy
investment than without it.

* NPV (NB) technique—INPV must be positive as a result of the investment.

* B/C (SIR) technique—B/C (SIR) must be greater than 1.

* IRR technique—the IRR must be greater than the investor’s minimum acceptable rate of
return.



* DPB technique—the number of years to achieve DPB must be less than the project life
or the investor’s time horizon, and there are no cash flows after payback is achieved
that would reverse payback.

If multiple investment opportunities are available, but only one investment can be made (i.e.,
they are mutually exclusive), any of the methods (except DPB) will usually work, provided
they are used correctly. However, the NPV method is usually recommended for this purpose,
because it is less likely to be misapplied. The NPV of each investment is calculated and the
investment with the highest present value is the most economic. This is true even if the
investments require significantly different initial investments, have significantly different times
at which the returns occur, or have different useful lifetimes. Examples of mutually exclusive
investments include different system sizes (e.g., three different photovoltaic array sizes are
being considered for a single rooftop), different system configurations (e.g., different turbines
are being considered for the same wind farm), and so forth.

If the investments are not mutually exclusive, then (as shown in Figure 3.8) one must
consider whether there is an overall budget limitation that would restrict the number of
economic investments that might be undertaken. If there is no budget (i.e., no limitation on the
investment funds available), than there is really no comparison to be performed and the
investor simply makes an “accept/reject” decision for each investment individually as
described earlier.

If funds are not available to undertake all of the investments (i.e., there is a budget), then the
easiest approach is to rank the alternatives, with the best having the highest benefit-to-cost
ratio or rate of return. (The investment with the highest NPV will not necessarily be the one
with the highest rank, because present value does not show return per unit investment.) Once
ranked, those investments at the top of the priority list are selected until the budget is
exhausted.

In the case where a fast turnaround on investment funds is required, DPB is recommended.
The other methods, although more comprehensive and accurate for measuring an investment’s
lifetime profitability, do not indicate the time required for recouping the investment funds.

3.5.2 Discounting

Some or all investment costs in energy efficiency or renewable energy systems are incurred
near the beginning of the project and are treated as “first costs.” The benefits, on the other
hand, typically accrue over the life span of the project in the form of yearly energy saved or
produced. To compare benefits and costs that accrue at different points in time, it is necessary
to put all cash flows on a time-equivalent basis. The method for converting cash flows to a
time-equivalent basis is often called “discounting.”

The value of money is time-dependent for two reasons: First, inflation or deflation can
change the buying power of the dollar; and second, money can be invested over time to yield a
return over and above inflation. For these two reasons, a given dollar amount today will be
worth more than that same dollar amount a year later. For example, suppose a person were
able to earn a maximum of 10% interest per annum risk-free. He or she would require $1.10 a



year from now to be willing to forego having $1 today. If the person were indifferent between
$1 today and $1.10 a year from now, then the 10% rate of interest would indicate that person’s
time preference for money. The higher the time preference, the higher the rate of interest
required to make future cash flows equal to a given value today. The rate of interest for which
an investor feels adequately compensated for trading money now for money in the future is the
appropriate rate to use for converting present sums to future equivalent sums and future sums to
present equivalent sums (i.e., the rate for discounting cash flows for that particular investor).
This rate is often called the “discount rate.”

To evaluate correctly the economic efficiency of an energy efficiency or renewable energy
investment, it is necessary to convert the various expenditures and savings that accrue over
time to a lump-sum, time-equivalent value in some base year (usually the present), or to annual
values. The remainder of this section illustrates how to discount various types of cash flows.

Discounting is illustrated by Figure 3.9 in a problem of installing, maintaining, and
operating a heat pump, as compared to an alternative heating/cooling system. The lifecycle cost
calculations are shown for two reference times. The first is the present, and it is therefore
called a present value. The second is based on a yearly time scale and is called an annual
value. These two reference points are the most common in economic evaluations of
investments. When the evaluation methods are derived properly, each time basis will give the
same relative ranking of investment priorities.

. . Cash flow diagram -
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{Find P, given A) 250 50 S50 S50 S50 550 S50 —= Pm=Am - UPW
Find the present value {Pm) | | | | [y I | N [li];“' Pm = 550 (UPW, 10%, 15 years)
of the $50 annual maintenance fi 1 a2 T3 T 4 1 51 15 T Fm =550 (7.606) = 5380
costs (Am) over 15 years d
Pm
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FIGURE 3.9

Determining present-value LCCs: heat pump example. Note: P, present value; A, annual value; F, future value. bUPW,
uniform present worth factor; SPW, single present worth factor; UPW*, uniform present worth factor with energy escalation.
Purchase and installation costs are $1500 incurred initially. (From Ruegg, R.T. and Marshall, H.E., Building Economics:
Theory and Practice, Chapman & Hall, New York, 1990.)



The assumptions for the heat pump problem—which are given only for the sake of
illustration and not to suggest actual prices—are as follows:

1. The residential heat pump (not including the ducting) costs $1500 to purchase and install.
2. The heat pump has a useful life of 15 years.

3. The system has annual maintenance costs of $50 every year during its useful life, fixed
by contractual agreement.

4. A compressor replacement is required in the eighth year at a cost of $400.

5. The yearly electricity cost for heating and cooling is $425, evaluated at the outset, and
increased at a rate of 7% per annum due to rising electricity prices.

6. The discount rate (a nominal rate that includes an inflation adjustment) is 10%.
7. No salvage value is expected at the end of 15 years.

The LCCs in the sample problem are derived only for the heat pump and not for alternative
heating/cooling systems. Hence, no attempt is made to compare alternative systems in this
discounting example. To do so would require similar calculations of life-cycle costs for other
types of heating/cooling systems. Total costs of a heat pump system include costs of purchase
and installation, maintenance, replacements, and electricity for operation. Using the present as
the base-time reference point, we need to convert each of these costs to the present before
summing them. If we assume that the purchase and installation costs occur at the base reference
point (the present), the $1500 is already in present value terms.

Figure 3.9 illustrates how to convert the other cash flows to present values. The first task is
to convert the stream of annual maintenance costs to present value. The maintenance costs, as
shown in the cash flow diagram of Figure 3.9, are $50 per year, measured in current dollars
(i.e., dollars of the years in which they occur). The triangle indicates the value to be found.
Here we follow the practice of compounding interest at the end of each year. The present refers
to the beginning of year one.

The discounting operation for calculating the present value of maintenance costs (last
column of Figure 3.9) is to multiply the annual maintenance costs times the uniform present
worth (UPW) factor. The UPW is a multiplicative factor computed from the formula given in
Table 3.4, or taken from a look-up table of factors that have been published in many economics
textbooks. UPW factors make it easy to calculate the present values of a uniform series of
annual values. For a discount rate of 10% and a time period of 15 years, the UPW factor is
7.606. Multiplying this factor by $50 gives a present value maintenance cost equal to $380.
Note that the $380 present value of $50 per year incurred in each of 15 years is much less than
simply adding $50 for 15 years (i.e., $750). Discounting is required to achieve correct
statements of costs and benefits over time.

The second step is to convert the one-time future cost of compressor replacement, $400, to
its present value. The operation for calculating the present value of compressor replacement is
to multiply the future value of the compressor replacement times the single-payment present
worth (SPW) factor, which can be calculated from the formula in Table 3.4, or taken from a
discount factor look-up table. For a discount rate of 10% and a time period of 15 years, the



SPW factor is 0.4665. Multiplying this factor by $400 gives a present-value cost of the
compressor replacement of $187, as shown in the last column of Figure 3.9.

TABLE 3.4
Discount Formulas
Standard Nomenclature Use When Standard Notation Algebraic Form
Single compound amount Given P; to find F (SCA, d%, N} F="P1 +dN
Single present worth Given F; to find P (SPW, d%, N) P = Fﬁ\f
: T
. N
Uniform compound amount Given A; to find F (UCA, d%, N) F=A (“ﬂ#
C
Uniform sinking fund Given F; to find A (USF, d%, N) A=F d\
=+ —
' (1+d)” -1
; ; - 5 - d(1+d)™
Uniform capital recovery Given P; to find A (UCR, d%, N) =P =
) (1+d)” -1
1+d)™ -1
Uniform present worth Given A; to find P (UPW, d%, N) P = A{ e 5
d(1+d)
i
(1 +e)[1—[ 3+§ ] J
_i_
Uniform present worth modified Given A escalating (UPW*, d%, e, N) P=A

d-e

ataratee; to find P

Note: P, a present sum of money; F, a future sum of money, equivalent to P at the end of N periods of time at a
discount rate of d; N, number of interest periods; A, an end-of-period payment (or receipt) in a uniform
series of payments (or receipts) over N periods at discount rate d, usually annually; e, a rate of escalation in
A in each of N periods.

Again, note that discounting makes a significant difference in the measure of costs. Failing to
discount the $400 would result in an overestimate of cost, in this case of $213.

The third step is to convert the annual electricity costs for heating and cooling to present
value. A year’s electricity costs, evaluated at the time of installation of the heat pump, are
assumed to be $425. Electricity prices, for purposes of illustration, are assumed to increase at
a rate of 7% per annum. This is reflected in Table 3.4 by multiplying $425 times (1.07)" where
t=1, 2, ..., 15. The electricity cost at the end of the fourth year, for example, is $425(1.07)* =
$55.

The discounting operation for finding the present value of all electricity costs (shown in
Figure 3.9) is to multiply the initial, yearly electricity costs times the appropriate UPW* factor.
(An asterisk following UPW denotes that a term for price escalation is included.) The UPW or
UPW* discount formulas in Table 3.4 can also be used to obtain present values from annual
costs or multiplicative discount factors from look-up tables can be used. For a period of 15
years, a discount rate of 10%, and an escalation rate of 7%, the UPW* factor is 12.1092.
Multiplying the factor by $425 gives a present value of electricity costs of $5146. Note, once
again, that failing to discount (i.e., simply adding annual electricity expenses in current prices)



would overestimate costs by $1229 ($6376—-$5146). Discounting with a UPW factor that does
not incorporate energy price escalation would underestimate costs by $1913 ($5146-$3233).

The final operation described in Figure 3.9 is to sum purchase and installation cost and the
present values of maintenance, compressor replacement, and electricity costs. Total LCCs of
the heat pump in present value terms are $7213. This is one of the amounts that a designer
would need for comparing the cost-effectiveness of heat pumps to alternative heating/cooling
systems.

Only one discounting operation is required for converting the present value costs of the heat
pump to annual value terms. The total present value amount is converted to the total annual
value simply by multiplying it by the uniform capital recovery (UCR) factor—in this case the
UCR for 10% and 15 years. The UCR factor, calculated with the UCR formula given in Table
3.4, is 0.13147. Multiplying this factor by the total present value of $7213 gives the cost of the
heat pump as $948 in annual value terms. The two figures—$7213 and $948 per year—are
time-equivalent values, made consistent through the discounting.

Figure 3.9 provides a model for the designer who must calculate present values from all
kinds of benefit or cost streams. Most distributions of values occurring in future years can be
handled with the SPW, the UPW, or the UPW™ factors.

3.5.3 Discount Rate

Of the various factors affecting the NB of energy efficiency and renewable energy investments,
the discount rate is one of the most dramatic. A project that appears economic at one discount
rate will often appear uneconomic at another rate. For example, a project that yields NS at a
6% discount rate might yield net losses if evaluated with a 7% rate.

As the discount rate is increased, the present value of any future stream of costs or benefits
is going to become smaller. High discount rates tend to favor projects with quick payoffs over
projects with benefits deferred further in the future.

The discount rate should be set equal to the rate of return available on the next-best
investment opportunity of similar risk to the project in question—that is, it should indicate the
opportunity cost of the investor.

The discount rate may be formulated as a “real rate” exclusive of general price inflation or
as a “nominal rate” inclusive of inflation. The former should be used to discount cash flows
that are stated in constant dollars. The latter should be used to discount cash flows stated in
current dollars.

3.5.4 Inflation

Inflation is a rise in the general price level. Because future price changes are unknown, it is
frequently assumed that prices will increase at the rate of inflation. Under this assumption, it is
generally easier to conduct all economic evaluations in constant dollars and to discount those
values using “real” discount rates. For example, converting the constant dollar annual
maintenance costs in Figure 3.9 to a present value can be easily done by multiplying by a UPW



factor (calculated using a real discount rate) because the maintenance costs do not change over
time. However, some cash flows are more easily expressed in current dollars—for example,
equal loan payments, tax depreciation, etc. These can be converted to present values using a
nominal discount rate.

3.5.5 Analysis Period

The analysis period is the length of time over which costs and benefits are considered in an
economic evaluation. The analysis period need not be the same as either the “useful life” or the
“economic life,” two common concepts of investment life. The useful life is the period over
which the investment has some value; that is, the investment continues to conserve or provide
energy during this period. Economic life is the period during which the investment in question
is the least-cost way of meeting the requirement. Often, economic life is shorter than useful
life.

The selection of an analysis period will depend on the objectives and perspective of the
decision maker. A speculative investor who plans to develop a project for immediate sale, for
example, may view the relevant time horizon as that short period of ownership from planning
and acquisition of property to the first sale of the project. Although the useful life of a solar
domestic hot water heating system, for example, might be 20 years, a speculative home builder
might operate on the basis of a 2-year time horizon, if the property is expected to change hands
within that period. Only if the speculator expects to gain the benefit of those energy savings
through a higher selling price for the building, will the higher first cost of the solar energy
investment likely be economic.

If an analyst is performing an economic analysis for a particular client, that client’s time
horizon should serve as the analysis period. If an analyst is performing an analysis in support
of public investment or a policy decision, the life of the system or building is typically the
appropriate analysis period.

When considering multiple investment options, it is best with some evaluation methods
(such as LCC, IRR, and ORR) to use the same analysis period. With others like NPV and BCR,
different analysis periods can be used. If an investment’s useful life is shorter than the analysis
period, it may be necessary to consider reinvesting in that option at the end of its useful life. If
an investment’s useful life is longer than the analysis period, a salvage value may need to be
estimated.

3.5.6 Taxes and Subsidies

Taxes and subsidies should be taken into account in economic evaluations, because they may
affect the economic viability of an investment, the return to the investor, and the optimal size of
the investment. Taxes, which may have positive and negative effects, include— but are not
limited to—income taxes, sales taxes, property taxes, excise taxes, capital gain taxes,
depreciation recapture taxes, tax deductions, and tax credits.



Subsidies are inducements for a particular type of behavior or action. They include grants—
cash subsidies of specified amounts; government cost sharing; loan-interest reductions; and
tax-related subsidies. Income tax credits for efficiency or renewable energy expenditures
provide a subsidy by allowing specific deductions from the investor’s tax liability. Property
tax exemptions eliminate the property taxes that would otherwise add to annual costs. Income
tax deductions for energy efficiency or renewable energy expenses reduce annual tax costs.
The imposition of higher taxes on nonrenewable energy sources raises their prices and
encourages efficiency and renewable energy investments.

It is important to distinguish between a before-tax cash flow and an after-tax cash flow. For
example, fuel costs are a before-tax cash flow (they can be expensed), while a production tax
credit for electricity from wind is an after-tax cash flow.

3.5.7 Financing

Financing of an energy investment can alter the economic viability of that investment. This is
especially true for energy efficiency and renewable energy investments that generally have
large initial investment costs with returns spread out over time. Ignoring financing costs when
comparing these investments against conventional sources of energy can bias the evaluation
against the energy efficiency and renewable energy investments.

Financing is generally described in terms of the amount financed, the loan period, and the
interest rate. Unless specified otherwise, a uniform payment schedule is usually assumed.
Generally, financing improves the economic effectiveness of an investment if the after-tax
nominal interest rate is less than the investor’s nominal discount rate.

Financing essentially reduces the initial outlay in favor of additional future outlays over
time—usually equal payments for a fixed number of years. These cash flows can be treated
like any other: The equity portion of the capital cost occurs at the start of the first year, and the
loan payments occur monthly or annually. The only other major consideration is the tax
deductibility of the interest portion of the loan payments.

3.5.8 Residual Values

Residual values may arise from salvage (net of disposal costs) at the end of the life of systems
and components, from reuse values when the purpose is changed, and from remaining value
when assets are sold prior to the end of their lives. The present value of residuals can
generally be expected to decrease, other things equal, as (1) the discount rate rises, (2) the
equipment or building deteriorates, and (3) the time horizon lengthens.

To estimate the residual value of energy efficiency or renewable energy systems and
components, it is helpful to consider the amount that can be added to the selling price of a
project or building because of those systems. It might be assumed that a building buyer will be
willing to pay an additional amount equal to the capitalized value of energy savings over the
remaining life of the efficiency or renewable investment. If the analysis period is the same as
the useful life, there will be no residual value.



3.6 Economic Analysis Software for Renewable Energy Investments

Over the last three to four decades, a large number of models for the economic analysis of
renewable energy systems have been developed. In the early years, the emphasis was on
simpler models for the analysis of solar hot water and space heating. In the last decade, the
emphasis has shifted to models of renewable electric technologies as those technologies have
become more and more cost competitive. At the same time due to the complexities of the
electric system, the models have become more and more sophisticated with respect to both
system performance and system economics and financing. The need for reliable power and the
variability of wind and solar are dealt with in many models by performance projections down
to the hourly level. Similarly, the complex ownership and regulation of power plants and
electric utilities has led to increasingly sophisticated financing and ownership structures in
today’s models. We will examine these intricacies as we briefly review a handful of the more
prominent models used in the United States with an emphasis on the economic measures used,
the technologies treated, and the different areas of emphasis of the different models.

System advisor model (available at https://sam.nrel.gov/) SAM is probably the most
sophisticated of the tools available today for the analysis of renewable energy technologies in
the electric sector. Developed by the National Renewable Energy Laboratory (NREL), “SAM
makes performance predictions and cost of energy estimates for grid-connected power projects
based on installation and operating costs and system design parameters that you specify as
inputs to the model.” (Gilman and Dobos 2012). It calculates the performance for each of the
8760 hours of the year which can be viewed at the hourly level or through more aggregated
measures like capacity factors and seasonal or annual output. The technologies it can evaluate
include

* Photovoltaic systems (flat plate and concentrating)

* Parabolic trough concentrating solar power systems

* Power tower concentrating solar power systems

* Linear Fresnel concentrating solar power systems

* Dish-Stirling concentrating solar power systems
 Conventional fossil-fuel thermal systems

« Solar water heating for residential or commercial buildings™
* Large and small wind power projects

» Geothermal power and coproduction

* Biomass power

SAM can evaluate the economics of these systems from the perspective of different owners
and developer perspectives to include



* Residential rooftop
» Commercial rooftop
» Utility scale (power purchase agreement)
* Single owner
* Leveraged partnership flip
* All equity partnership flip
* Sale leaseback

SAM calculates the following measures based on the cash flows for the ownership, financing,
and other descriptors input by the user:

* Payback period (buildings only)

* Revenue with and without renewable energy system

* LCOE

* NPV

» Power purchase agreement price (electricity sales price)
* IRR

In making these financial calculations, SAM can account for a wide range of incentives
including

* Investment-based incentives

» Capacity-based incentives

* Production-based incentives

* Investment tax credits

* Production tax credits

* Depreciation (MACRS, straight-line, custom)

Cost of Renewable Energy Spreadsheet Tool (CREST is available at
https://financere.nrel.gov/finance/content/crest-cost-energy-models) CREST was developed
for NREL by Sustainable Energy Advantage. It is distinguished from SAM primarily in that it
is easier to use, is spreadsheet based, and has fewer technical performance, financing, and
economic-metric details and options. It calculates the first year cost of energy or the LCOE for
photovoltaics, concentrating solar power, wind, and geothermal electricity technologies, as
well as anaerobic digestion technologies. It can account for different cost-based incentives and
several ownership structures.

HOMER (available at: http://homerenergy.com/index.html) HOMER can be used to design
and analyze hybrid power systems, that can include storage, conventional generators and
combined heat and power systems along with photovoltaics, wind, hydropower, and biomass.
HOMER was also originally developed at NREL and is now supported by HOMER Energy. It
is distinguished from NREL's SAM and CREST models described earlier primarily in that it
can be used for grid and off-grid applications of hybrid and distributed energy systems. To



analyze these systems, HOMER’s performance calculations are made on an hourly basis for
every hour of a year and show the changing mix over time of contributing generators from the
hybrid system.

RETScreen (available from the Canadian government at:
http://www.retscreen.net/ang/home.php): RETScreen is actually two separate programs—
RETScreen 4, an Excel spreadsheet program (available at:

http://www.retscreen.net/ang/versiond.php), and RETScreen Plus, a Windows-based
performance measurement and verification program. We focus here on the economic analysis
part, RETScreen 4. It differs from the NREL suite of models described earlier primarily in that
it addresses both electric and nonelectric renewable energy technologies as well as efficiency
and cogeneration projects. It includes a large database of international resource and weather
data for analyzing systems in almost all global locations, although it makes annual performance
approximations, not hourly estimates. It calculates the standard set of economic metrics, for
example, IRR, NPV, payback, through cash flow analysis that considers financing and tax
provisions.

3.7 Summary

There are multiple methods for evaluating economic performance and multiple techniques of
risk analysis that can be selected and combined to improve decisions in energy efficiency and
renewable energy investments. Economic performance can be stated in a variety of ways,
depending on the problem and preferences of the decision maker: as NPV, as LCCs, as the cost
of energy, as a rate of return, as years to payback, or as a ratio. To reflect the reality that most
decisions are made under conditions of uncertainty, risk assessment techniques can be used to
reflect the risk exposure of the project and the risk attitude of the decision maker. Rather than
expressing results in single, deterministic terms, they can be expressed in probabilistic terms,
thereby revealing the likelihood that the outcome will differ from the best-guess answer. These
methods and techniques can be used to decide whether or not to invest in a given energy
efficiency or renewable energy system; to determine which system design or size is
economically efficient; to find the combination of components and systems that are expected to
be cost-effective; to estimate how long before a project will break even; and to decide which
energy-related investments are likely to provide the highest rate of return to the investor. The
methods support the goal of achieving economic efficiency—which may differ from
engineering technical efficiency. There are many models available today that can assist in
evaluating the economic and financial viability of an investment in renewable energy.

3.8 Defining Terms



Analysis period—Length of time over which costs and benefits are considered in an economic
evaluation.

Benefit/cost (B/C) or saving-to-investment (SIR) ratio—A method of measuring the economic
performance of alternatives by dividing present-value benefits (savings) by present-value
costs.

Constant dollars—Values expressed in terms of the general purchasing power of the dollar in
a base year. Constant dollars do not reflect price inflation or deflation.

Cost-effective investment—The least-cost alternative for achieving a given level of
performance.

Current dollars—Values expressed in terms of actual prices of each year (i.e., current dollars
reflect price inflation or deflation).

Discount rate—Based on the opportunity cost of capital, this minimum acceptable rate of
return is used to convert benefits and costs occurring at different times to their equivalent
values at a common time.

Discounted payback period—The time required for the discounted annual net benefits derived
from an investment to pay back the initial investment.

Discounting—A technique for converting cash flows that occur over time to equivalent
amounts at a common point in time using the opportunity cost for capital.

Economic efficiency optimization—Maximizing net benefits or minimizing costs for a given
level of benefits (i.e., “getting the most for your money”).

Economic life—That period of time over which an investment is considered to be the least-
cost alternative for meeting a particular objective.

Future value (worth)—The value of a dollar amount at some point in the future, taking into
account the opportunity cost of capital.

Internal rate of return—The discount rate that equates total discounted benefits with total
discounted costs.

Investment costs—The sum of the planning, design, and construction costs necessary to obtain
or develop an asset.

Levelized cost of energy—The before-tax revenue required per unit of energy to cover all
costs plus a profit/return on investment equal to the discount rate used to levelize the costs.

Life-cycle cost—The total of all relevant costs associated with an asset or project over the
analysis period.

Net benefits—Benefits minus costs.

Present value (worth)—Past, present, or future cash flows all expressed as a lump sum amount
as of the present time, taking into account the time value of money.



Real options analysis—Method used to analyze investment decisions in which the decision
maker has one or more options regarding the timing or sequencing of investment.

Risk assessment—As applied to economic decisions, the body of theory and practice that
helps decision makers assess their risk exposures and risk attitudes in order to increase the
probability that they will make economic choices that are best for them.

Risk attitude—The willingness of decision makers to take chances on investments with
uncertain outcomes. Risk attitudes may be classified as risk averse, risk neutral, and risk
taking.

Risk exposure—The probability that a project’s economic outcome will be less favorable than
what is considered economically desirable.

Sensitivity analysis—A non-probability-based technique for reflecting uncertainty that entails
testing the outcome of an investment by altering one or more system parameters from the
initially assumed values.

Time value of money—The amount that people are willing to pay for having money today
rather than some time in the future.

Uncertainty—As used in the context of this chapter, a lack of knowledge about the values of
inputs required for an economic analysis.
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* Modified by Walter Short, retired from the National Renewable Energy Laboratory (NREL),
from the original text prepared by Rosalie Ruegg for the 2007 Handbook of Energy
Efficiency and Renewable Energy.

* This section is based on a treatment of these concepts provided by Marshall and Ruegg
(1980a).

* These methods are treated in detail in Ruegg and Marshall (1990).

* As shown in Equation 3.5, the reinvestment rate is also used to bring all investments back to
their present value. Alternatively, investments after time zero can be discounted by the
overall growth rate. In this case, a unique solution is not guaranteed, and the ORR must be
found iteratively (Stermole and Stermole, 2000).

* Financial options valuation is credited to Fisher Black and Myron Scholes who demonstrated
mathematically that the value of a European call option—an option, but not the obligation, to
purchase a financial asset for a given price (i.e., the exercise or strike price) on a particular
date (i.e., the expiry date) in the future—depends on the current price of the stock, the
volatility of the stock’s price, the expiry date, the exercise price, and the risk-free interest
rate. (See Black and Scholes, 1973.)

T See Dixit and Pindyck (1994), which is considered the “bible” of real options, and Copeland
and Antikarov (2001) which offers more practical spreadsheet methods.
Ibid, pp. 220 and 239-240.

* This is the only non-electric-production technology that can be evaluated with SAM.
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4.1 Introduction

Since the oil embargo of 1973, significant improvements have been made in the energy
efficiency of new buildings. However, the vast majority of the existing building stock is more
than 20 years old and does not meet current energy efficiency construction standards (EIA,
2008). Therefore, energy retrofits of existing buildings will be required for decades to come if
the overall energy efficiency of the building stock is to meet the standards.

Investing to improve the energy efficiency of buildings provides an immediate and
relatively predictable positive cash flow resulting from lower energy bills. In addition to the
conventional financing options available to owners and building operators (such as loans and
leases), other methods are available to finance energy retrofit projects for buildings. One of
these methods is performance contracting in which payment for a retrofit project is contingent
upon its successful outcome. Typically, an energy services company (ESCO) assumes all the
risks for a retrofit project by performing the engineering analysis and obtaining the initial
capital to purchase and install equipment needed for energy efficiency improvements. Energy
auditing is an important step used by energy service companies to insure the success of their
performance contracting projects.

Moreover, several large industrial and commercial buildings have established internal
energy management programs based on energy audits to reduce waste in energy use or to
comply with the specifications of some regulations and standards. Other building owners and
operators take advantage of available financial incentives typically offered by utilities or state
agencies to perform energy audits and implement energy conservation measures (ECMs).

In the 1970s, building energy retrofits consisted of simple measures such as shutting off
lights, turning down heating temperatures, turning up air-conditioning temperatures, and
reducing the hot water temperatures. Today, building energy management includes a
comprehensive evaluation of almost all the energy systems within a facility. Therefore, the
energy auditor should be aware of key energy issues such as the subtleties of electrical utility
rate structures and of the latest building energy efficiency technologies and their applications.

This chapter describes a general but systematic procedure for energy auditing suitable for
both commercial buildings and industrial facilities. Some of the commonly recommended
ECMs are briefly discussed. A case study for an office building is presented to illustrate the
various tasks involved in an energy audit. Finally, an overview is provided to outline the
existing methods for measurement and verification of energy savings incurred by the
implementation of ECMs.

4.2 Types of Energy Audits

The term energy audit is widely used and may have different meanings depending on the
energy service companies. Energy auditing of buildings can range from a short walkthrough of
the facility to a detailed analysis with hourly computer simulation. Generally, four types of
energy audits can be distinguished as briefly described in the following (Krarti, 2010).



4.2.1 Walk-Through Audit

This audit consists of a short on-site visit of the facility to identify areas where simple and
inexpensive actions can provide immediate energy use and/or operating cost savings. Some
engineers refer to these types of actions as operating and maintenance (O&M) measures.
Examples of O&M measures include setting back heating set point temperatures, replacing
broken windows, insulating exposed hot water or steam pipes, and adjusting boiler fuel—air
ratio.

4.2.2 Utility Cost Analysis

The main purpose of this type of audit is to carefully analyze the operating costs of the facility.
Typically, the utility data over several years are evaluated to identify the patterns of energy
use, peak demand, weather effects, and potential for energy savings. To perform this analysis,
it is recommended that the energy auditor conducts a walk-through survey to get acquainted
with the facility and its energy systems.

It is important that the energy auditor understands clearly the utility rate structure that
applies to the facility for several reasons:

e To check the utility charges and insure that no mistakes were made in calculating the
monthly bills. Indeed, the utility rate structures for commercial and industrial facilities
can be quite complex with ratchet charges and power factor penalties.

e To determine the most dominant charges in the utility bills. For instance, peak demand
charges can be significant portion of the utility bill especially when ratchet rates are
applied. Peak shaving measures can be then recommended to reduce these demand
charges.

e To identify whether or not the facility can benefit from using other utility rate structures to
purchase cheaper fuel and reduce its operating costs. This analysis can provide a
significant reduction in the utility bills especially with implementation of the electrical
deregulation and the advent of real-time pricing rate structures.

Moreover, the energy auditor can determine whether or not the facility is prime for energy
retrofit projects by analyzing the utility data. Indeed, the energy use of the facility can be
normalized and compared to indices (for instance, the energy use per unit of floor area— for
commercial buildings—or per unit of a product, for industrial facilities).

4.2.3 Standard Energy Audit

The standard audit provides a comprehensive energy analysis for the energy systems of the
facility. In addition to the activities described for the walk-through audit and for the utility cost
analysis described earlier, the standard energy audit includes the development of a baseline for
the energy use of the facility and the evaluation of the energy savings and the cost-effectiveness



of appropriately selected ECMs. The step-by-step approach of the standard energy audit is
similar to that of the detailed energy audit that is described later on in the following section.

Typically, simplified tools are used in the standard energy audit to develop baseline energy
models and to predict the energy savings of ECMs. Among these tools are the degree-day
methods and linear regression models (Fels, 1986). In addition, a simple payback analysis is
generally performed to determine the cost-effectiveness of ECMs.

4.2.4 Detailed Energy Audit

This audit is the most comprehensive but also time-consuming energy audit type. Specifically,
the detailed energy audit includes the use of instruments to measure energy use for the whole
building and/or for some energy systems within the building (for instance, by end uses, lighting
systems, office equipment, fans, and chillers). In addition, sophisticated computer simulation
programs are typically considered for detailed energy audits to evaluate and recommend
energy retrofits for the facility.

The techniques available to perform measurements for an energy audit are diverse. During
on-site visit, handheld and clamp-on instruments can be used to determine the variation of
some building parameters such as the indoor air temperature, the luminance level, and the
electrical energy use. When long-term measurements are needed, sensors are typically used
and connected to a data-acquisition system so measured data can be stored and be remotely
accessible. Recently, nonintrusive load monitoring (NILM) techniques have been proposed
(Shaw et al., 1998). The NILM technique can determine the real-time energy use of the
significant electrical loads in a facility using only a single set of sensors at the facility service
entrance. The minimal effort associated with using the NILM technique when compared to the
traditional submetering approach (which requires separate set of sensors to monitor energy
consumption for each end use) makes the NILM a very attractive and inexpensive load
monitoring technique for energy service companies and facility owners.

The computer simulation programs used in the detailed energy audit can provide typically
the energy use distribution by load type (i.e., energy use for lighting, fans, chillers, and
boilers). They are often based on dynamic thermal performance of the building energy systems
and require typically high level of engineering expertise and training. These simulation
programs range from those based on the bin method (Knebel, 1983) to those that provide
hourly building thermal and electrical loads such as DOE-2 (LBL, 1980). The reader is
referred to Krarti (2010) for more detailed discussion of the energy analysis tools that can be
used to estimate energy and cost savings attributed to ECMs.

In the detailed energy audit, more rigorous economical evaluation of the ECMs is generally
performed. Specifically, the cost-effectiveness of energy retrofits may be determined based on
the life-cycle cost (LCC) analysis rather than the simple payback period analysis. LCC
analysis takes into account a number of economic parameters such as interest, inflation, and tax
rates. Krarti (2010) describes some of the basic analysis tools that are often used to evaluate
energy efficiency projects.



4.3 General Procedure for a Detailed Energy Audit

To perform an energy audit, several tasks are typically carried out depending on the type of the
audit and the size and function of the audited building. Some of the tasks may have to be
repeated, reduced in scope, or even eliminated based on the findings of other tasks. Therefore,
the execution of an energy audit is often not a linear process and is rather iterative. However, a
general procedure can be outlined for most buildings.

4.3.1 Step 1: Building and Utility Data Analysis

The main purpose of this step is to evaluate the characteristics of the energy systems and the
patterns of energy use for the building. The building characteristics can be collected from the
architectural/mechanical/electrical drawings and/or from discussions with building operators.
The energy use patterns can be obtained from a compilation of utility bills over several years.
Analysis of the historical variation of the utility bills allows the energy auditor to determine if
there are any seasonal and weather effects on the building energy use. Some of the tasks that
can be performed in this step are presented here with the key results expected from each task
and are noted:

e Collect at least 3 years of utility data (to identify a historical energy use pattern).

¢ Identify the fuel types used (electricity, natural gas, oil, etc.) (to determine the fuel type
that accounts for the largest energy use).

e Determine the patterns of fuel use by fuel type (to identify the peak demand for energy
use by fuel type).

e Understand utility rate structure (energy and demand rates) (to evaluate if the building is
penalized for peak demand and if cheaper fuel can be purchased).

e Analyze the effect of weather on fuel consumption (to pinpoint any variations of energy
use related to extreme weather conditions).

e Perform utility energy use analysis by building type and size (building signature can be
determined including energy use per unit area) (to compare against typical indices).

4.3.2 Step 2: Walk-Through Survey

From this step, potential energy savings measures should be identified. The results of this step
are important since they determine if the building warrants any further energy auditing work.
The following are some of the tasks involved in this step:

e Identify the customer concerns and needs.
e Check the current O&M procedures.



Determine the existing operating conditions of major energy use equipment (lighting,
HVAC systems, motors, etc.).

Estimate the occupancy, equipment, and lighting (energy use density and hours of
operation).

4.3.3 Step 3: Baseline for Building Energy Use

The main purpose of this step is to develop a base-case model that represents the existing
energy use and operating conditions for the building. This model is to be used as a reference to
estimate the energy savings incurred from appropriately selected ECMs. There are major tasks
to be performed during this step:

Obtain and review architectural, mechanical, electrical, and control drawings.

Inspect, test, and evaluate building equipment for efficiency, performance, and reliability.
Obtain all occupancy and operating schedules for equipment (including lighting and
HVAC systems).

Develop a baseline model for building energy use.

Calibrate the baseline model using the utility data and/or metered data.

4.3.4 Step 4: Evaluation of Energy Savings Measures

In this step, a list of cost-effective ECMs is determined using both energy savings and
economical analysis. To achieve this goal, the following tasks are recommended:

Prepare a comprehensive list of ECMs (using the information collected in the walk-
through survey).

Determine the energy savings due to the various ECMs pertinent to the building using the
baseline energy use simulation model developed in phase 3.

Estimate the initial costs required to implement the ECMs.

Evaluate the cost-effectiveness of each ECM using an economical analysis method
(simple payback or LCC analysis).

Tables 4.1 and 4.2 provide summaries of the energy audit procedure recommended,
respectively, for commercial buildings and for industrial facilities. Energy audits for thermal
and electrical systems are separated since they are typically subject to different utility rates.

TABLE 4.1
Energy Audit Summary for Residential and Commercial Buildings



Phase

Thermal Systems

Electrical Systems

Utility * Thermal energy use profile (building * Electrical energy use profile (building
analysis signature). signature).
* Thermal energy use per unit area (or per * Electrical energy use per unit area (or per
student for schools or per bed for hospitals). student for schools or per bed for hospitals).
* Thermal energy use distribution (heating, * Electrical energy use distribution (cooling,
DHW, process, etc.). lighting, equipment, fans, etc.).
* Fuel types used. * Weather effect on electrical energy use.
* Weather effect on thermal energy use. * Utility rate structure (energy charges, demand
 Utility rate structure. charges, power factor penalty, etc.).
On-site » Construction materials (thermal resistance * HVAC system type.
survey type and thickness). * Lighting type and density.
¢ HVAC system type. * Equipment type and density.
* DHW system. * Energy use for heating.
* Hot water/steam use for heating. * Energy use for cooling,.
* Hot water/steam for cooling. * Energy use for lighting.
* Hot water/steam for DHW. * Energy use for equipment.
» Hot water/steam for specific applications * Energy use for air handling,.
(hospitals, swimming pools, etc.). * Energy use for water distribution.
Energy * Review architectural, mechanical, and * Review architectural, mechanical, electrical,
use control drawings. and control drawings.
baseline  ® Develop a base-case model (using any * Develop a base-case model (using any
baselining method ranging from very simple baselining method ranging from very simple
to more detailed tools). to more detailed tools).
* Calibrate the base-case model (using utility * Calibrate the base-case model (using utility
data or metered data). data or metered data).
ECMs * Heat recovery system (heat exchangers). * Energy-efficient lighting.
= Efficient heating system (boilers). * Energy-efficient equipment (computers).
* Temperature setback. * Energy-efficient motors.
* EMCS. * HVAC system retrofit.
* HVAC system retrofit. * EMCS.
* DHW use reduction. * Temperature setup.
* Cogeneration. * Energy-efficient cooling system (chiller).
* Peak demand shaving,.
* TES system.
* Cogeneration.
* Power factor improvement.
¢ Reduction of harmonics.
TABLE 4.2

Energy Audit Summary for Industrial Facilities



Phase Thermal Systems Electrical Systems

Utility * Thermal energy use profile (building ¢ Electrical energy use profile (building
analysis signature). signature).
* Thermal energy use per unit of a product. * Electrical energy use per unit of a product.
* Thermal energy use distribution (heating, * Electrical energy use distribution (cooling,
process, etc.). lighting, equipment, process, etc.).
* Fuel types used. * Analysis of the electrical energy input for
* Analysis of the thermal energy input for specific processes used in the production
specific processes used in the production line line (such as drying).
(such as drying). * Utility rate structure (energy charges,
* Utility rate structure. demand charges, power factor penalty,
etc.).
On-site * List of equipment that use thermal energy. * List of equipment that use electrical energy.
survey * Perform heat balance of the thermal energy. * Perform heat balance of the electrical
* Monitor the thermal energy use of all or part of energy.
the equipment. * Monitor the electrical energy use of all or
* Determine the by-products of thermal energy part of the equipment.
use (such as emissions and solid waste). * Determine the by-products of electrical
energy use (such as pollutants).
Energy * Review mechanical drawings and production * Review electrical drawings and production
use flow charts. flow charts.
baseline  * Develop a base-case model (using any * Develop a base-case model (using any
baselining method). baselining method).
e Calibrate the base-case model (using utility * Calibrate the base-case model (using utility
data or metered data). data or metered data).
ECMs * Heat recovery system. * Energy-efficient motors.
¢ Efficient heating and drying system. * Variable speed drives.
e EMCS. * Air compressors.
* HVAC system retrofit. * Energy-efficient lighting.
* Hot water and steam use reduction. * HVAC system retrofit.
* Cogeneration (possibly with solid waste from * EMCS.
the production line). * Cogeneration (possibly with solid waste

from the production line).
* Peak demand shaving.
* Power factor improvement.
* Reduction of harmonics.

4.4 Common Energy Conservation Measures

In this section, some ECMs commonly recommended for commercial and industrial facilities
are briefly discussed. It should be noted that the list of ECMs presented in this section does not
pretend to be exhaustive nor comprehensive. It is provided merely to indicate some of the
options that the energy auditor can consider when performing an energy analysis of a
commercial or an industrial facility. More discussion of energy efficiency measures for various
building energy systems is provided in later chapters of this book. However, it is strongly



advised that the energy auditor keeps abreast of any new technologies that can improve the
building energy efficiency. Moreover, the energy auditor should recommend the ECMs only
based on a sound economical analysis for each ECM.

4.4.1 Building Envelope

For some buildings, the envelope (i.e., walls, roofs, floors, windows, and doors) can have an
important impact on the energy used to condition the facility. The energy auditor should
determine the actual characteristics of the building envelope. During the survey, a descriptive
sheet for the building envelope should be established to include information such as materials
of construction (for instance, the level of insulation in walls, floors, and roofs) and the area
and the number of building envelope assemblies (for instance, the type and the number of panes
for the windows). In addition, comments on the repair needs and recent replacement should be
noted during the survey.

The following are some of the commonly recommended ECMs to improve the thermal
performance of building envelope:

(a) Addition of thermal insulation: For building surfaces without any thermal insulation,
this measure can be cost-effective.

(b) Replacement of windows: When windows represent a significant portion of the exposed
building surfaces, using more energy-efficient windows (high R-value, low-emissivity
glazing, air tight, etc.) can be beneficial in both reducing the energy use and improving
the indoor comfort level.

(c) Reduction of air leakage: When infiltration load is significant, leakage area of the
building envelope can be reduced by simple and inexpensive weather-stripping
techniques.

The energy audit of the envelope is especially important for residential buildings. Indeed, the
energy use from residential buildings is dominated by weather since heat gain and/or loss from
direct conduction of heat or from air infiltration/exfiltration through building surfaces accounts
for a major portion (50%-80%) of the energy consumption. For commercial buildings,
improvements to building envelope are often not cost-effective due to the fact that
modifications to the building envelope (replacing windows, adding thermal insulation in
walls) are typically considerably expensive. However, it is recommended to systematically
audit the envelope components not only to determine the potential for energy savings but also
to insure the integrity of its overall condition. For instance, thermal bridges—if present—can
lead to heat transfer increase and to moisture condensation. The moisture condensation is often
more damaging and costly than the increase in heat transfer since it can affect the structural
integrity of the building envelope.

4.4.2 Electrical Systems



For most commercial buildings and a large number of industrial facilities, the electrical energy
cost constitutes the dominant part of the utility bill. Lighting, office equipment, and motors are
the electrical systems that consume the major part of energy in commercial and industrial
buildings.

(a) Lighting: Lighting for a typical office building represents on average 40% of the total
electrical energy use. There are a variety of simple and inexpensive measures to
improve the efficiency of lighting systems. These measures include the use of energy-
efficient lighting lamps and ballasts, the addition of reflective devices, delamping (when
the luminance levels are above the recommended levels by the standards), and the use of
daylighting controls. Most lighting measures are especially cost-effective for office
buildings for which payback periods are less than 1 year.

(b) Office equipment: Office equipment constitutes the fastest-growing part of the electrical
loads especially in commercial buildings. Office equipment includes computers, fax
machines, printers, and copiers. Today, there are several manufacturers that provide
energy-efficient office equipment (such those that comply with the U.S. EPA Energy Star
specifications). For instance, energy-efficient computers automatically switch to a low-
power sleep mode or off mode when not in use.

(c) Motors: The energy cost to operate electric motors can be a significant part of the
operating budget of any commercial and industrial building. Measures to reduce the
energy cost of using motors include reducing operating time (turning off unnecessary
equipment), optimizing motor systems, using controls to match motor output with
demand, using variable speed drives for air and water distribution, and installing
energy-efficient motors. Table 4.3 provides typical efficiencies for several motor sizes.

TABLE 4.3

Typical Efficiencies of Motors

Motor Size (HP) Standard Efficiency (%) Premium Efficiency (%)
1 73.0 85.5
2 75.0 86.5
3 /7.0 86.5
b 80.0 89.5
7.0 82.0 89.5
10 85.0 91.7
15 86.0 92.4
20 87.5 93.0
30 88.0 93.6
40 88.5 93.6
50 89.5 94.1

In addition to the reduction in the total facility electrical energy use, retrofits of the electrical
systems decrease space cooling loads and therefore further reduce the electrical energy use in



the building. These cooling energy reductions as well as possible increases in thermal energy
use (for space heating) should be accounted for when evaluating the cost-effectiveness of
improvements in lighting and office equipment.

4.4.3 Daylighting Controls

Several studies indicated that daylighting can offer a cost-effective alternative to electrical
lighting for commercial and institutional buildings. Through sensors and controllers, day-
lighting can reduce and even eliminate the use of electrical lighting required to provide
sufficient illuminance levels inside office spaces. Recently, a simplified calculation method
has been developed by Krarti et al. (2005) to estimate the reduction in the total lighting energy
use due to daylighting with dimming controls for office buildings. The method has been shown
to apply for office buildings in the United States as well as in Egypt (El Mohimem et al.,
2005). The simplified calculation method is easy to use and can be used as a predesign tool to
assess the potential of daylighting in saving electricity use associated with artificial lighting
for office buildings.

To determine the percent savings, f,4, in annual use of artificial lighting due to implementing

daylighting using daylighting controls in office buildings, Krarti et al. (2005) found that the
following equation can be used:

fd =b[1-exp(—atwAw/Ap)]ApAf (4.1)

where
A,/A, is the window to perimeter floor area. This parameter provides a good indicator of
the window size relative to the daylit floor area
Ay/A; is the perimeter to total floor area. This parameter indicates the extent of the daylit
area relative to the total building floor area. Thus, when A/Af = 1, the whole building
can benefit from daylighting

a and b are the coefficients that depend only on the building location and are given by
Table 4.4 for various sites throughout the world

T,, is the visible transmittance of the glazing

TABLE 4.4
Coefficients a and b of Equation 4.1 for Various Locations throughout the World



Location a b Location a b

Atlanta 19.63 74.34 Casper 19.24 /2.66
Chicago 18.39 71.66 Portland 17.79 70.93
Denver 19.36 72.86 Montreal 18.79 69.83
Phoenix 22.31 74.75 Quebec 19.07 70.61
New York City 18.73 66.96 Vancouver 16.93 68.69
Washington, DC 18.69 70.75 Regina 20.00 70.54
Boston 18.69 67.14 Toronto 19.30 70.48
Miami 2513 74.82 Winnipeg 19.56 70.85
San Francisco 20.58 73.95 Shanghai 19.40 67.29
Seattle 16.60 69.23 Kuala Lumpur 20.15 72.37
Los Angeles 21.96 74.15 Singapore 23.27 73.68
Madison 18.79 70.03 Cairo 26.98 74.23
Houston 21.64 74.68 Alexandria 36.88 74.74
Fort Worth 19.70 7291 Tunis 25.17 74.08
Bangor 17.86 70.73 Sao Paulo 29.36 L
Dodge City 18.77 72.62 Mexico 91 28.62 73.63
Nashville 20.02 70.35 Melbourne 19.96 67.72
Oklahoma City 20.20 74.43 Roma 16.03 72.44
Columbus 18.60 72.28 Frankfurt 15.22 69.69
Bismarck 17.91 71.50 Kuwait 21.98 65.31
Minneapolis 18.16 71,98 Riyadh 21.17 72.69
Omaha 18.94 72.30

4.4.4 HVAC Systems

The energy use due to HVAC systems can represent 40% of the total energy consumed by a
typical commercial building. The energy auditor should obtain the characteristics of major
HVAC equipment to determine the condition of the equipment, their operating schedule, their
quality of maintenance, and their control procedures. A large number of measures can be
considered to improve the energy performance of both primary and secondary HVAC systems.
Some of these measures are listed:

(a) Setting up/back thermostat temperatures: When appropriate, setting back heating
temperatures can be recommended during unoccupied periods. Similarly, setting up
cooling temperatures can be considered.

(b) Retrofit of constant air volume systems: For commercial buildings, variable air
volume (VAV) systems should be considered when the existing HVAC systems rely on
constant volume fans to condition part or the entire building.



(c) Installation of heat recovery systems: Heat can be recovered from some HVAC
equipment. For instance, heat exchangers can be installed to recover heat from air
handling unit (AHU) exhaust air streams and from boiler stacks.

(d) Retrofit of central heating plants: The efficiency of a boiler can be drastically
improved by adjusting the fuel—air ratio for proper combustion. In addition, installation
of new energy-efficient boilers can be economically justified when old boilers are to be
replaced.

(e) Retrofit of central cooling plants: Currently, there are several chillers that are energy
efficient and easy to control and operate and are suitable for retrofit projects.

It should be noted that there is a strong interaction between various components of heating and
cooling system. Therefore, a whole-system analysis approach should be followed when
retrofitting a building HVAC system. Optimizing the energy use of a central cooling plant
(which may include chillers, pumps, and cooling towers) is one example of using a whole-
system approach to reduce the energy use for heating and cooling buildings.

4.4.5 Compressed Air Systems

Compressed air has become an indispensable tool for most manufacturing facilities. Its uses
range from air-powered hand tools and actuators to sophisticated pneumatic robotics.
Unfortunately, staggering amounts of compressed air are currently wasted in a large number of
facilities. It is estimated that only a fraction of 20%-25% of input electrical energy is
delivered as useful compressed air energy. Leaks are reported to account for 10%—-50% of the
waste, while misapplication accounts for 5%—-40% of loss in compressed air (Howe and
Scales, 1998).

To improve the efficiency of compressed air systems, the auditor can consider several
issues including whether or not compressed air is the right tool for the job (for instance,
electric motors are more energy efficient than air-driven rotary devices), how compressed air
is applied (for instance, lower pressures can be used to supply pneumatic tools), how it is
delivered and controlled (for instance, the compressed air needs to be turned off when the
process is not running), and how compressed air system is managed (for each machine or
process, the cost of compressed air needs to be known to identify energy and cost savings
opportunities).

4.4.6 Energy Management Controls

With the constant decrease in the cost of computer technology, automated control of a wide
range of energy systems within commercial and industrial buildings is becoming increasingly
popular and cost-effective. An energy management and control system (EMCS) can be
designed to control and reduce the building energy consumption within a facility by
continuously monitoring the energy use of various equipment and making appropriate
adjustments. For instance, an EMCS can automatically monitor and adjust indoor ambient
temperatures, set fan speeds, open and close AHU dampers, and control lighting systems.



If an EMCS is already installed in the building, it is important to recommend a system tune-
up to insure that the controls are properly operating. For instance, the sensors should be
calibrated regularly in accordance with manufacturers’ specifications. Poorly calibrated
sensors may cause increase in heating and cooling loads and may reduce occupant comfort.

4.4.7 Indoor Water Management

Water and energy savings can be achieved in buildings by using water-savings fixtures instead
of the conventional fixtures for toilets, faucets, showerheads, dishwashers, and clothes
washers. Savings can also be achieved by eliminating leaks in pipes and fixtures.

Table 4.5 provides typical water use of conventional and water-efficient fixtures for
various end uses. In addition, Table 4.5 indicates the hot water use by each fixture as a fraction
of the total water. With water-efficient fixtures, savings of 50% of water use can be achieved
for toilets, showers, and faucets.

4.4.8 Advanced Technologies

The energy auditor may consider the potential of implementing and integrating new
technologies within the facility. It is therefore important that the energy auditor understands
these new technologies and knows how to apply them. The following are among the new
technologies that can be considered for commercial and industrial buildings:

(a) Building envelope technologies: Recently, several materials and systems have been
proposed to improve the energy efficiency of building envelope and especially windows
including

* Spectrally selective glasses that can optimize solar gains and shading effects

* Chromogenic glazings that change its properties automatically depending on
temperature and/or light level conditions (similar to sunglasses that become dark in
sunlight)

* Building integrated photovoltaic (PV) panels that can generate electricity while
absorbing solar radiation and reducing heat gain through building envelope (typically
roofs)

TABLE 4.5
Usage Characteristics of Water-Using Fixtures



End Use

Conventional Fixtures

Water-Efficient Fixtures

Usage Pattern

Hot Water (%)

Toilets

Showers
Faucets
Dishwashers
Clothes washers
Leaks

3.5 gal /flush
5.0 gal /min

4.0 gal /min
14.0 gal/load
55.0 gal/load
10% of total use

1.6 gal/flush
2.5 gal/min
2.0 gal/min
8.5 gal/load
42.0 gal/load
2% of total use

4 flushes/day
5 min/shower

2.5 min/day

0.17 loads/day

0.3 loads/day
N/A

0
60
50

100
25
50

(b) Light pipe technologies: While the use of daylighting is straightforward for perimeter
zones that are near windows, it is not usually feasible for interior spaces, particularly
those without any skylights. Recent but still emerging technologies allow to pipe light
from roof or wall-mounted collectors to interior spaces that are not close to windows or

skylights.

(c) HVAC systems and controls: Several strategies can be considered for energy retrofits:

» Heat recovery technologies such as rotary heat wheels and heat pipes can recover
50%—-80% of the energy used to heat or cool ventilation air supplied to the building.

* Desiccant-based cooling systems are now available and can be used in buildings with
large dehumidification loads during long periods (such as hospitals, swimming pools,
and supermarket fresh produce areas).

* Geothermal heat pumps can provide an opportunity to take advantage of the heat
stored underground to condition building spaces.

* Thermal energy storage (TES) systems offer a mean of using less expensive off-peak
power to produce cooling or heating to condition the building during on-peak
periods. Several optimal control strategies have been developed in recent years to
maximize the cost savings of using TES systems.

(d) Cogeneration: This is not really a new technology. However, recent improvements in
its combined thermal and electrical efficiency made cogeneration cost-effective in
several applications including institutional buildings such as hospitals and universities.

4.5 Net-Zero Energy Retrofits

While the concept of the zero net energy (ZNE) buildings has been mostly applied to new
construction, it can be considered for retrofit projects including residential buildings.
Typically, ZNE is defined in terms of either site energy or resource energy. Site energy consists
of energy produced and consumed at the building site. Source or primary energy includes site
energy as well as the energy used to generate, transmit, and distribute this site energy.
Therefore, source energy provides a better indicator of the energy use of buildings and their
impact on the environment and the society and thus is better suited for ZNE building analysis.



An analysis based on source energy effectively allows different fuel types, such as electricity
and natural gas commonly used in buildings, to be encompassed together.

It is generally understood that ZNE buildings produce as much energy as they consume on-
site annually. These buildings typically include aggressive energy efficiency measures and
active solar water heating systems. Moreover, ZNE buildings employ grid-tied, net-metered
renewable energy generation technologies, generally PV systems, to produce electricity.
Effectively, ZNE buildings use the grid as battery storage to reduce required generation
system capacity.

Unlike the case for new construction, analysis methods and case studies of net zero energy
(NZE) retrofits of existing buildings are limited. A more detailed description of NZE
retrofitting approaches, analysis techniques, and some case studies is provided by Krarti
(2012). In this section, a case study for NZE retrofitting of existing homes in Mexico is
provided. Specifically and in a study by Griego et al. (2012), NZE retrofits of Mexican
residential building have been carried out. In the study, various combinations of energy
efficiency are applied to arrive at an optimum set of recommendations for existing residential
and new construction residential buildings. The optimum point is the minimum annualized
energy-related costs and the corresponding annual source energy savings. Two separate
optimizations are performed for an existing-unconditioned home and an existing-conditioned
home.

The baseline annualized energy-related costs for the conditioned and unconditioned homes
are US$797 and US$557, respectively. These costs are obtained before any of the energy
efficiency and thermal comfort measures are applied. Therefore, it is determined that the cost
of improved thermal comfort for a typical home in Salamanca is roughly US$240/year. The
optimum point for the unconditioned case occurs at 17.3% annual energy savings and a
corresponding minimum cost of US$433 as shown in Figure 4.1. The conditioned case on the
other hand has a greater opportunity for energy savings and achieves a minimum cost of
US$542 at 35.0% energy savings as indicated in Figure 4.2. The optimum point for the
conditioned case includes implementing methods to reduce miscellaneous plug loads, R-1.4
m? K/W roof assembly, low-flow showerheads and sinks, an electric stove, 100% compact
fluorescent lamps, and R-0.35 m’* K/W trunk-branch domestic hot water (DHW) pipe
distribution. The optimum point for the unconditioned case includes all of the same measures
as the conditioned model with the exception of the added roof insulation.

The comparison between the unconditioned and the conditioned optimization results
outlined in Figure 4.3 reveals that the optimum point for the conditioned case (US$542) is
roughly the cost neutral point for the unconditioned case (US$557). It is also useful to compare
energy end uses to gauge measures with highest potential of the energy savings. Figures 4.4 and
4.5 include a summary of the total annual source energy consumption by end use for the
unconditioned and conditioned home models, respectively. The minimum cost option and the
PV start options are compared with the baseline model. In the unconditioned case, the largest
energy savings are obtained for the hot water, miscellaneous equipment, and lighting. The
conditioned case has similar energy savings as the unconditioned case for miscellaneous



equipment and domestic hot water; however, the greatest area for energy savings is for cooling,
which is primarily attributed to the use of roof insulation.
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FIGURE 4.1
Retrofit optimization path for an unconditioned home in Salamanca, Mexico.
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FIGURE 4.2
Retrofit optimization path for an air-conditioned home in Salamanca, Mexico.



® Unconditioned |
1500: Ref = 44 MBtu
1600 -

s Conditioned_ Ex
1400 Ref=73 MBtu

Annualized energy related
costs ($/year)

U LI | L ] 1 ] L]
0 10 20 30 40 50 60 70 80 90 100

Avg. source energy savings (%/year)

FIGURE 4.3
Comparison of retrofit optimization paths for unconditioned and conditioned homes.
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Annual end-use source energy for NZE retrofitting of an air-conditioned home in Salamanca, Mexico.

The two renewable energy technologies evaluated in this study are solar domestic hot water
systems and PV systems. Although solar DHW has a large potential for energy savings, the high
implementation cost makes it unfeasible. Figures 4.1 and 4.2 show points hovering
significantly above the optimization curve; those points are associated to combinations of
measures that include solar domestic hot water systems. Note that the cost for labor and
materials is assumed to be comparable to those in the United States.

The results for the PV system are shown by the sloped line leading to 100% energy savings.
The size of PV to arrive at a ZNE solution for the unconditioned home model is a 3 kW system,
and the conditioned home model is a 4 kW system. Both systems are south facing and installed
in inclined panels to match the latitude in Salamanca. The slope of the line toward ZNE is
relatively shallow where the annualized energy cost for 100% annual energy savings is
US$920 for the unconditioned and US$1185 for the conditioned cases. Similar to the solar
DHW system, U.S. costs are assumed for PV material and labor cost. PV technology may only
be desirable with the appropriate subsidies for implementation costs.

The Predicted Mean Vote (PMV) thermal comfort analysis is used as verification for the
optimization results by evaluating the improved indoor thermal comfort after implementing the
recommended energy efficiency measures. First, the PMV ratings above and below the
acceptable comfort range (i.e., PMV values between —1 and 1) are determined, the baseline
and optimal cases for both conditioned and unconditioned building models. The unconditioned
building model shows roughly 1550 h above 1 PMV and 150 h below 1 PMV annually. This is
in contrast to the conditioned building models, where thermal comfort is maintained throughout
the year, as expected.
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Comparison of various existing home configurations with and without NZE retrofits including thermal comfort analysis.

The thermal comfort analysis is also applied at the optimum building models. The annual
energy consumption in the conditioned new construction and existing building models
decreases relative to the baseline when thermal insulation is added to the building and, as
predicted, the annual PMV ratings remain relatively constant. However, when the optimum set
of ECMs from the conditioned case are applied to the unconditioned baseline home model, the
number of hours outside of the thermal comfort zone decreases significantly as indicated in
Figure 4.6.

In the conditioned baseline retrofit case, the cost of installing an electric heat pump is
estimated at US$4394 for a 3.5 tons unit. However, when roof insulation is added to the
unconditioned retrofit building, the number of hours outside of the thermal comfort zone
decreases by almost 60% for a much lower initial cost of roughly US$426.

4.6 Verification Methods of Energy Savings

Energy conservation retrofits are deemed cost-effective based on predictions of energy and
cost savings. However, several studies have found that large discrepancies exist between



actual and predicted energy savings. Due to the significant increase in the activities of ESCOs,
the need became evident for standardized methods for measurement and verification of energy
savings. This interest has led to the development of the North American Energy Measurement
and Verification Protocol published in 1996 and later expanded and revised under the
International Performance Measurement and Verification Protocol (IPMVP, 1997, 2002,
2007).
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FIGURE 4.7

Daily variation of a building energy consumption showing preretrofit, construction, and postretrofit periods.

In order to estimate the energy savings incurred by an energy project, it is important to first
identify the implementation period of the project, that is, the construction phase where the
facility is subject to operational or physical changes due to the retrofit (Guiterman and Krarti,
2011). Figure 4.7 illustrates an example of the variation of the electrical energy use in a
facility that has been retrofitted from constant volume to a VAV HVAC system. The time-series
plot of the facility energy use clearly indicated the duration of the construction period, the end
of the preretrofit period, and the start of the postretrofit period. The duration of the
construction period depends on the nature of the retrofit project and can range from few hours
to several months.

In principle, the measurement of the retrofit energy savings can be obtained by simply
comparing the energy use during pre- and postretrofit periods. Unfortunately, the change in
energy use between the pre- and postretrofit periods is not only due to the retrofit itself but
also to other factors such as changes in weather conditions, levels of occupancy, and HVAC
operating procedures. It is important to account for all these changes to determine accurately
the retrofit energy savings.

Several methods have been proposed to measure and verify energy savings of implemented
ECMs in commercial and industrial buildings. Some of these techniques are briefly described:

Regression models: The early regression models used to measure savings adapted the
variable-base degree-day method. Among these early regression models, the Princeton
Scorekeeping Method is the method that uses measured monthly energy consumption
data and daily average temperatures to calibrate a linear regression model and



determine the best values for non-weather-dependent consumption, the temperature at
which the energy consumption began to increase due to heating or cooling (the change-
point or base temperature), and the rate at which the energy consumption increased.
Several studies have indicated that the simple linear regression model is suitable for
estimating energy savings for residential buildings. However, subsequent work has
shown that the PRISM model does not provide accurate estimates for energy savings for
most commercial buildings (Ruch and Claridge, 1992). Single-variable (temperature)
regression models require the use of at least four-parameter segmented-linear or
changepoint regressions to be suitable for commercial buildings. Figure 4.8 illustrates
the basic functional forms commonly used for ambient-temperature linear regression
models. There are regression models that are also called change-point or segmented-
linear models. Table 4.6 summarizes the mathematical expressions of four change-point
models and their applications. In general, the change-point regression models are more
suitable for predicting heating rather than cooling energy use. Indeed, these regression
models assume steady-state conditions and are insensitive to the building dynamic
effects, solar effects, and nonlinear HVAC system controls such as on—off schedules.
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Basic forms of single-variable regression models using (a) 2 parameters (2P), (b) 3 parameters (3P), (c) 4 parameters (4P), and
(d) 5 parameters (5P).

Katipamula et al. (1994) proposed multiple linear regression models to include as
independent variables internal gain, solar radiation, wind, and humidity ratio, in addition to the



outdoor temperature. For the buildings considered in their analysis, Katipamula et al. found
that wind and solar radiation have small effects on the energy consumption. They also found
that internal gains have generally modest impact on energy consumption. Katipamula et al.
(1998) discussed in more details the advantages and the limitations of multivariate regression
modeling.

TABLE 4.6
Mathematical Expressions and Applications of Change-Point Regression Models

Model
Type

Two-

parameter o . o- Buildings with constant air volume
(2-P) E=pO+BL-T systems and simple controls
model

Three-
parameter Heating E=0+f1-(1-T)+Cooling
(3-P)  E=pO+P1-(T-B2)+

Mathematical Expression Applications

Buildings with envelope-driven heating
or cooling loads (most residential
buildings follow this model)

model

Four- Buildings with VAV systems and/or with
arameter Heating E=F0+p1-(B3-T)+—p2:(T - high latent loads; also, buildings with

1(34—P) B3)+Cooling E=B0+p1-(p3-T)++p2:(T nonlinear control features (such as

model B3)+ economizer cycles and hot deck reset

schedules)

Five- Buildings with systems that use the same

parameter . _ ha_ o energy source for both heating and

(5-P) E=PO+BL-(B3-T)++B2-(T ~ p4)+ cooling (i.e., heat pumps, electric heating

model and cooling systems)

Time-variant models: There are several techniques that are proposed to include the effect
of time variation of several independent variables on estimating the energy savings due
to retrofits of building energy systems. Among these techniques are the artificial neural
networks (Krarti et al., 1998), Fourier series (Dhar et al., 1998), and NILM (Shaw et
al., 1998). These techniques are typically involved and require high level of expertise
and training,

4.7 Summary

Retrofitting of buildings encompasses a wide variety of tasks and requires expertise in a
number of areas to determine the best ECMs suitable for an existing facility. This chapter



provided a description of a general but a systematic approach to perform energy audits. If
followed carefully, the approach helps facilitate the process of analyzing a seemingly endless
array of alternatives and complex interrelationships between building and energy system
components. In particular, the chapter discussed net-zero energy retrofitting of buildings using
detailed simulation analysis and optimization techniques to ensure that over a period of 1 year,
the retrofitted building would effectively consume as much source energy as it produces.
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5.1 Principal Electricity Uses in Buildings

5.1.1 Introduction: The Importance of Energy Efficiency in Buildings

A typical building is designed for a 40-year economic life. This implies that the existing
inventory of buildings—with all their good and bad features—is turned over very slowly.
Today we know it is cost-effective to design a high degree of energy efficiency into new
buildings, because the savings on operating and maintenance costs will repay the initial
investment many times over. Many technological advances have occurred in the last few
decades, resulting in striking reductions in the energy usage required to operate buildings
safely and comfortably. Added benefits of these developments are reductions in air pollution
and greenhouse gas emissions, which have occurred as a result of generating less electricity.

There are hundreds of building types, and buildings can be categorized in many ways— by
use, type of construction, size, or thermal characteristics, to name a few. For simplicity, two
designations will be used here: residential and commercial. Industrial facilities are not
included here, but are discussed in Chapter 10.

The residential category includes features common to single family dwellings,
condominiums and townhouses, and multifamily apartments. In 2012, there were approximately
115 million occupied housing units in the United States (U.S. Census Bureau 2012). The
commercial category includes a major emphasis on office buildings, as well as a less detailed
discussion of features common to retail stores, hospitals, restaurants, and laundries. The
extension to other types is either obvious or can be pursued by referring to the literature. There
are roughly five million commercial buildings in the United States, estimated to total 83 billion
square feet in 2012 (EIA 2013a). Three-quarters of these buildings are 25 or more years old,
and the average building age is about 50 years (SMR Research Corporation 2011). Most of
this space is contained in buildings larger than 10,000 ft°.

Total energy consumption in the two sectors has evolved over time and since the previous
three editions of this book (see Table 5.1):

There has been a remarkable shift in the energy sources used by the residential and
commercial sectors in the decades since 1975. Natural gas, which increased rapidly in these
sectors prior to 1975, flattened out and has remained more or less constant. The use of
petroleum has decreased. The big change has been the dramatic increase in electricity sales to
the residential and commercial sectors, more than doubling from 1980 to 2011 and increasing
by 2.6 times since 1975.



TABLE 5.1
Total Energy Consumption Trends, Quadrillion BTU

Year
1955 1965 1975 1985 1995 2005 2011
Residential 7.3 10.6 14.8 16.0 18.5 21.6 21.6
Commercial 3.9 5.8 0.5 11.5 14.7 17.9 18.0
Total 11.2 16.5 24 .3 27.5 33.2 39.5 39.6

Source: EIA, Annual energy review 2011, DOE/EIA-0384(2011), U.S. Energy Information Administration,
Washington, DC, 2012, http://www.eia.gov / totalenergy /data /annual / pdf/aer.pdf.

The approach taken in this chapter is to list two categories of specific strategies that are
cost-effective methods for using electricity efficiently. The first category includes those
measures that can be implemented at low capital cost using existing facilities and equipment in
an essentially unmodified state. The second category includes technologies that require
retrofitting, modification of existing equipment, or new equipment or processes. Generally,
moderate to substantial capital investments are also required.

5.1.2 Electricity Use in Residential and Commercial Buildings

Figures 5.1 and 5.2 illustrate estimated breakdowns of purchased electricity by major end use
for the residential and commercial sectors, respectively. The data are from the Energy
Information Administration’s (EIA’s) most recent estimates (EIA 2013a,b).

The single most significant residential end use of electricity is space cooling (19%),
followed by lighting (13%), water heating (9%), refrigeration (8%), televisions and related
equipment (6%), and space heating (6%). The combination of other uses such as clothes
washers and dryers, personal computers, dishwashers, fans, pumps, etc. is also substantial,
accounting for nearly 40% of residential electricity use.

In the commercial sector, space conditioning—that is, the combination of heating,
ventilating, and air conditioning (HVAC)—is the top user of electricity, accounting for 28%.
When HVAC equipment are considered as separated end uses, lighting rises to the top as the
largest single end use of electricity in the commercial sector at 21%. Refrigeration (8%), non-
personal computer (non-PC) office equipment (5%), and PC office equipment (5%) are also
significant end uses of electricity. In addition, other end uses such as water heating,
transformers, medical equipment, elevators and escalators, fume hoods, etc. account for the
remaining third of electricity use in commercial buildings.
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5.1.2.1 Residential Electricity Use

Space conditioning (including both space cooling and heating and associated fans and pumps)
is the most significant end use of electricity in residential buildings, accounting for more than
one-quarter of total electricity purchases today. EIA projects space conditioning’s share of
total residential electricity use will continue to be substantial with the possibility of increases
in demand in the absence of greater efficiency improvements. Electricity is used in space
heating and cooling to drive fans and compressors, to provide a direct source of heat
(resistance heating), to provide an indirect source of heat or cool (heat pumps),” and for
controls.

At 13% in 2011, residential lighting electricity use is up from 9% in 2001, due in part to a
smaller share of electricity being consumed by other end uses. However, EIA expects lighting
electricity use to decline considerably over the next decade both in terms of absolute quantity
of electricity delivered to homes to power lights (35% reduction between 2011 and 2023) and
in terms of lighting’s relative share of residential end use (down to 8% in 2023). These
projected reductions are due to the Energy Independence and Security Act (EISA) of 2007,
which as of January 1, 2013, has been phasing in standards to replace incandescent lamps with
more efficient compact fluorescent (CFL) and light-emitting diode (LED) lamps.

The share of residential electricity use by water heating has stayed relatively constant at 9%
during the last decade. EIA projects the total electricity delivered to water heating systems
will increase by 15% over the next decade and water heating’s relative share of electricity use
will rise to over 10% by 2023. Electricity use for this purpose currently occurs in electric
storage tank water heaters, tankless electric water heaters, and heat pump water heaters. Solar
water heating is another alternative that is used on a limited basis.

Refrigerators are another important energy end use in the residential sector, accounting for
8% of residential electricity consumption in 2011, down from 14% in 2001. EIA projects
refrigeration’s share of residential electricity use as well as the absolute quantity of electricity
delivered to refrigerators will maintain roughly constant between now and 2023. For the last
half century, virtually every home in the United States has had a refrigerator. Therefore,
refrigerators have fully penetrated the residential sector for some time. However, significant
changes related to energy use have occurred during this period as new standards have been
implemented. For one, the average size of refrigerators has more than doubled from less than
10 63 in 1947 to over 20 ft® today. Meanwhile, the efficiency of refrigerators has increased
dramatically. The net result is that current refrigerators use about one-quarter as much energy
(~450 kWh/year in 2011) as smaller units did 40 years ago (~1800 kWh/year in 1972),
according to data from the Association of Home Appliance Manufacturers. Furthermore, when
new efficiency standards take effect in Fall 2014, new refrigerators will use about one-fifth of
the energy use of those in the early 1970s.

TVs, computers, and related equipment collectively account for over 9% of residential
electricity use. These types of electronic systems have proliferated in homes during the last
few decades. Clothes washers and dryers, cooking, dishwashers, and freezers account for
another 11%, while other uses (including small electric devices, heating elements, and motors
not included earlier) make up the balance (22%) of electricity use in the residential sector.



5.1.2.2 Commercial Electricity Use

For the commercial sector as a whole, HVAC dominates electricity use, with space cooling,
space heating, and ventilation systems accounting for over one-quarter of electricity use. This
trend is also true for most types of commercial buildings where space conditioning is used.
There are exceptions of course—in energy-intensive facilities such as laundries, the process
energy will be most important. Electricity is used in space conditioning to run fans, pumps,
chillers, cooling towers, and heat pumps. Other uses include electric resistance heating (e.g., in
terminal reheat systems) or electric boilers.

Commercial lighting is generally next in importance to HVAC for total use of electricity,
except in those facilities with energy-intensive processes. Interior lighting is predominantly
fluorescent, with an increasing portion of metal halide, a small fraction of incandescent, and a
growing use of LED lamps. High-efficiency fluorescent lamps, electronic ballasts, CFL lamps,
and improved lighting controls are now the norm. Incandescent lamps still see use in retail for
display lighting as well as in older buildings or for decorative or esthetic applications.
Lighting—estimated by the EIA to represent 21% of commercial sector electricity use in 2011
—shows a reduction over the last two decades, dropping from 27.7% in 1992. The EIA
predicts lighting’s share of commercial building electricity use will continue to drop, reaching
an estimated 15% by 2040 (EIA 2013a).

Refrigeration is an important use of energy in supermarkets and several other types of
commercial facilities. As in residential applications, commercial refrigeration’s share of
electricity use has decreased in the past few decades due to efficiency gains. For example, in
2011, refrigeration accounted for 8% of commercial electricity use, down from 10% in 1992;
EIA predictions estimate its share will drop to 7% over the next decade (EIA 2013a).

Commercial electricity use by office equipment has changed substantially over the last 20
years; its share grew from 7% in 1992 to 18% in 1999 and has now decreased to 10% in 2011.
Much of the increase at the turn of the millennium was due to a greater use of computers.
Computers have now greatly penetrated the commercial sector, and efficiency is constantly
improving. As a result, EIA estimates the absolute quantity of energy used by computers will
stay relatively constant over the next decade.

Water heating is another energy use in commercial buildings, but here circulating systems
(using a heater, storage tank, and pump) are more common. Many possibilities exist for using
heat recovery as a source of hot water. The share of electricity use for water heating in
commercial buildings has grown from about 1% in 1999 to 2% in 2011. The EIA predicts the
absolute quantity of electricity use for water heating will stay relatively constant over the next
couple of decades (EIA 2013a).

In commercial buildings, the balance of the electricity use is for elevators, escalators, and
miscellaneous items.

5.2 Setting Up an Energy Management Program



The general procedure for establishing an energy management program in buildings involves
five steps:

Review historical energy use.

Perform energy audits.

Identify energy management opportunities (EMOs).

Implement changes to save energy.

Monitor the energy management program, set goals, and review progress.

Each step will be described briefly. These steps have been designed for homeowners,
apartment owners, and commercial building owners or operators to carry out. Many electric
utilities also provide technical and financial assistance for various types of energy efficiency
studies and improvements, so building owners and operators are encouraged to seek support
from their local utility.

5.2.1 Review of Historical Energy Use

Utility records can be compiled to establish electricity use for a recent 12-month period. These
should be graphed (see Figure 5.3) so that annual variations and trends can be evaluated. By
placing several years (e.g., last year, this year, and next year projected) on the graph, past
trends can be reviewed and future electricity use can be compared with goals. Alternatively,
several energy graphs can be compared, or energy use versus production determined (meals
served, for a restaurant, kilograms of laundry washed, for a laundry, etc.).

Previously, the norm was to review monthly data to look for energy use trends; however,
daily, hourly, 15 min, and even 1 min energy data is now much more available due to the
increasing deployment of interval meters. Studying trends in interval data allows building
owners to have a greater understanding of exactly when electricity is used in addition to how
much is used in a given billing cycle. This additional knowledge can help building owners or
operators manage loads during peak demand periods. Figure 5.4 illustrates a daily load profile
generated with hourly interval data for a single family home in California. The graph has two
daily peaks: the midday peak is when the home’s pool pump is on and the evening peak is
when the family turns on lights, cooks dinner, uses the spa, and watches television.
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FIGURE 5.3
Sample graph: Historical energy use in an office building.
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FIGURE 5.4
Example of single family home daily electric load profile, summer.

5.2.2 Perform Energy Audits

Figures 5.5 and 5.6 are data sheets used in performing an energy audit of a building. The
Building Energy Survey Form (Figure 5.5) provides a gross indication of how energy is used
in the building in meeting the particular purpose for which it was designed. This form would
not be applicable to single family residences, but it could be used with apartments. It is
primarily intended for commercial buildings.

Figure 5.6 is a form used to gather information concerning energy used by each piece of
equipment in the building. When totaled, the audit results can be compared with the historical
energy use records plotted on Figures 5.3 and 5.4. The energy audit results show a detailed
breakdown and permit identification of major energy using equipment items.

Another way to perform energy audits is to use a laptop and a commercially available
database or spreadsheet program to record the data and make the calculations. If the workload
is extensive, the program can include look-up tables of frequently used electrical loads, utility
rates, and other essential information to automate the process. We have used teams of engineers
with laptops to rapidly survey and collect the energy data from large commercial facilities.
See Figure 5.7 for example results from a lighting audit conducted several years ago.

In some cases, monitoring of key equipment may be warranted to improve the accuracy of
the audit results. Monitoring provides insight into the actual time-based loads of equipment. It
can also be used to simply indicate when loads are turned on or off. It is particularly valuable
for highly variable or weather-dependent loads, including HVAC equipment. Monitoring can



be accomplished with temporary data loggers that are placed on equipment for a representative
period of time (e.g., 2—4 weeks). Permanent monitoring devices integrated with building
management system can also be used to characterize energy use patterns on a continuous basis.
Major advantages of continuous monitoring include the ability to spot energy use anomalies
early and to measure performance of energy efficiency improvements against savings targets.



Building Description

Name Age years Construction material

Location

No. of floors Gross floor area m? (ft*) Net floor area m* (ft?)
Percentage of surface area that is glazed % Double or single pane (circle)

Type of air conditioning system (describe)

Type of heating system (describe)

Cooling degree days Heating degree days
Percentage breakdown of lighting equipment: Fluorescent % HID %
Incandescent % Other % Lighting controls?

Other unique attributes (describe)

Building Mission
«  What is facility used for
+ Full time occupancy (employees) persons
» Transient occupancy (visitors or public) persons
+ Hours of operations per year
«  Unit of production per year Unit is
Installed Capacity
+ Installed capacity for lighting lewr
+ Total installed capacity of electric drives greater than 7.5 kW (10 hp)
(motors, pumps, fans, elevators, chillers, etc.) hp x 0.746 = kW
« Total steam requirements Ibs/day or kg/day
+ Total gas requirements ft*/day or BTU/h or m*/day
+ Total other fuel requirements
Annual Energy End Use
Energy Form x Conversion kBT U/year Metric Units Conversion M]/year
+ Electricity kWh/year x 3.41 = kWh/year x 3.6 =
+ Steam Ib/year x 1.00 = kg/year 3 2.32 =
+ Natural gas cffyear x1.03 = m3/year X 38.4 =
+ QOil gls/year x [#2139| = _ l/year % #238.9 =
#6150 #641.8
+ Coal tons/vear x 24,000 = kg/year X 28.0 =
+ Other x = x =
Totals
Energy Use Performance Factors (EUPFs) for Building
+ EUPF 1 = M]/year(kBT U/year) + Net floor area = M]J/m?*year(kBTU/ft? year)
» EUPF 2 = M]/year(kBT U/year) + Average annual occupancy = M]J/person - year
(kBT U/person - year)
« EUPF 3 = M]/year(kBTU/year) + Annual units of production = M]/unit - year

(kBTU/unit - year)

FIGURE 5.5

Building energy survey form.




Energy audits can vary from simple 1-day walkthroughs to comprehensive multiday studies.
Often significant opportunities are captured in a simple audit, but more detailed studies may be
necessary to justify large capital projects. (See Chapter 4 for further information on energy
audits.)

Conversion Factors

Facility Name Date By Sheet__ Of Multiply by to get
Location Period of survey: 1 day 1 week 1 month 1vyear kWh 3.6 M]
Symbols: K = 10° M = 10° Notes Btu/h 0.000293 KW
hp 0.746 kw
Power Total
. Est. Hrs
Item | Equipment Name Plate Conv. | Est%Load | ;o pol | Lwh Conv. | Energy Use
No. Description | Rating (Btu/h, | Factor (100%, Period Factor | Per Period
kW, hp, etc.) to kW | 50%, etc.) | (M])
FIGURE 5.6

Energy audit data sheet.

5.2.3 Identify Energy Management Opportunities

An overall estimate should be made of how effectively the facility uses its energy resources.
This is difficult to do in many cases, because so many operations are unique. An idea can be
obtained, however, by comparing similar buildings located in similar climates. Several online
benchmarking tools exist, including EPA’s ENERGY STAR Portfolio Manager. Table 5.2
shows representative values of energy use intensity (EUI), which is a measure of energy use
per square foot of building area. The table includes median values for several types of
commercial buildings and illustrates the range in performance factors that exists across these
different building types.

Next, areas or equipment that use the greatest amounts of electricity should be examined.
Each item should be reviewed and these questions asked:



Lighting Energy Savings Summary

Is this actually needed?
How can the same equipment be used more efficiently?
How can the same purpose be accomplished with less energy?
Can the equipment be modified to use less energy?

Would new, more efficient equipment be cost-effective?

Prepare by:

Existing annual kKW h: 181,828 kWh Existing kW draw: 36.37 kW Annual Energy $$ saved: $12,094
Proposed annual kWh: 95,234 kWh Proposed kW draw: 18.52 kW Estimated PRE-REBATE cost: $13,592
Annual kWh savings: 86,594 kWh KW savings: 17.85 kW
% kWh savings: 47.6% % kW savings: 49.1%
Lighting Inventory, Recommendations, and Savings
Existing Recommended Savings Estimated
Item Location Weekly | Qty Fixtures W/Fix | Qty Fixture WiFix | kW Annual Unit Total
# Hours kWh Energy | Cost Cost
) () ©)
1 Presidents office 60 8§ | 75 Watt INC 75 8 | 18 Watt CFL/SI/Ref. 18 0.5 1368 219 22 176
Spotlight
2 Presidents office 60 6 | 2-F40T12(40W)/STD 96 6 | 2-F32T8(32W)/ELEC 61 0.2 630 101 48 288
3 V.. office 60 8 | 75 WATT INC 75 8 18 Watt CFL/SI/Ref. 18 0.5 1368 219 22 176
Spotlight
4 V.P. office 60 4 | 2-FA0T12(40W)/STD 96 4 | 2-F32T8(32W)/ELEC 61 0.1 420 67 48 192
5 Night lighting 168 4 | 2-F40T12(40W)/STD 96 4 | 2-F32T8(32W)/ELEC 61 0.1 1176 145 48 192
6 Women's 60 12 | 25 Watt INC 25 Naone
restroom mirror
7 Women's 60 6 | 2-F40T12(34W)/U/ 94 6 | 2-FA0T12(34W)/U/ 60 0.2 612 98 48 288
restroom STD ELEC
8 Men’s restroom 60 6 | 2-F40T12(34W)/U/ 94 6 | 2-FA0T12(34W)/U/ 60 0.2 612 98 48 288
STD ELEC
9 Main office area 60 56 | 3-F40T12(40W)/2- 136 56 | 3-F32T8(32W)/1- 90 2.6 7728 1240 48 2688
Class11 ELEC
10 Storage room 25 1 | 100 Watt INC 100 1 | 28 Watt PL CFL/SI 30 0.1 88 19 32 32
11 Parking garage 168 26 | 500 Watt Quartz 350 26 | 175 Watt MH 205 3.8 | 31,668 3906 200 5200
12 Parking garage 168 8 | 2-F96T12(75W)/STD 173 8 | 20F96T8(50W)/ELEC 104 0.6 4637 572 60 480
13 Physical plant 80 28 | 2-F96T12(215W) 450 28 | 2-F96T12(95W)/HO/ 166 8.0 | 31,808 4741 110 3080
WHO/STD ELEC
14 Physical plant 80 162 | 100 Watt INC 100 16 | 28 Watt PL CFL/SI 30 1.0 4480 668 32 512
Total 17.9 86,594 $12,094 N/A  $13,592
FIGURE 5.7

Sample energy audit results XYZ corporation.

TABLE 5.2

Median EUI Values for Representative Building Types




Building Type Source EUI* (kBTU/ft?) Site EUI" (kBTU/ft?)

Fast food 1170 418
Food sales 570 193
Restaurant,/cafeteria 434 207
Strip and enclosed mall 247 94
College /university 244 104
Lodging 163 72
QOutpatient and health care 163 62
Retail (nonmall) 139 53
Public assembly 89 42

Source: EPA, CBECS national median source energy use and performance comparisons by building
type, 2011, http: // www.energystar.gov/ia/business/tools_resources/new_bldg_design/2003_
CBECSPerformanceTargetsTable.pdf. (Accessed August 13, 2013).

® Source EUI represents the quantity of raw fuel used to operate a building; it captures energy losses

associated with the generation, transmission, and distribution of electricity.

b Site EUI represents the quantity of energy used directly on site.

5.2.4 Implement Changes

Once certain actions to save energy have been identified, an economic analysis will be
necessary to establish the economic benefits and to determine if the cost of the action is
justified. (Refer to Chapter 3 for guidance.) Those changes that satisfy the economic criteria of
the building owner (or occupant) will then be implemented. Economic criteria might include a
minimum return on investment (e.g., 25%), a minimum payback period (e.g., 2 years), or a
minimum benefit—cost ratio (e.g., 2.0).

5.2.5 Monitor the Program, Establish Goals

This is the final—and perhaps most important—step in the program. A continuing monitoring
program is necessary to ensure that energy savings do not gradually disappear as personnel
return to their old ways of operation, equipment gets out of calibration, needed maintenance is
neglected, etc. Also, setting goals (they should be realistic) provides energy management
personnel with targets against which they can gauge their performance and the success of their
programs.

5.2.6 Summary of Energy Management Programs

The foregoing has been outlined in two tables to provide a step-by-step procedure for
electrical energy management in buildings. Table 5.3 is directed at the homeowner or
apartment manager, while Table 5.4 has been prepared for the commercial building owner or
operator. Industrial facilities are treated separately; refer to Chapter 10. As mentioned to



previously, prior to undertaking an independent energy management program, ask your electric
utility if you qualify for technical support or financial assistance.

One problem in performing the energy audit is determining the energy used by each item of
equipment. In many cases, published data are available—as in Table 5.5 for residential
appliances. In other cases, engineering judgments must be made, the manufacturer consulted, or
instrumentation provided to actually measure energy use.

TABLE 5.3
Energy Management Plan for the Homeowner or Apartment Manager



Review Historical Data

1.
2,

3.

Collect utility bills for a recent 12-month period.

Add up the bills and calculate total kWh, total $, average kWh (divide total by 12), average $, and note the
months with the lowest and highest kWh. If you have access to interval data, investigate daily load profiles
and note the hours of peak usage.

Calculate a seasonal variation factor (svf) by dividing the kWh for the greatest month by the kWh for the
lowest month.

Perform Energy Audits

4.

10.

11.
12.

15.

Identify all electrical loads greater than 1 kW (1000 W). Refer to Table 5.5 for assistance. Most electrical
appliances have labels indicating the wattage. If not, use the relation W =V x A,

Estimate the number of hours per month each appliance is used.

Estimate the percentage of full load (pfl) by each device under normal use. For a lamp, it is 100%; for water
heaters and refrigerators, which cycle on and off, about 30%, for an electric range, about 25% (only rarely
are all burners and the oven used), etc.

For each device, calculate kWh by multiplying: kW x hours/month x pfl = kWh/month.

Add up all kWh calculated by this method. The total should be smaller than the average monthly kWh
calculated in Step 2.

. Note: if the svf is greater than 1.5, the load shows strong seasonal variation, for example, summer air

conditioning, winter heating, etc. If this is the case, make two sets of calculation, one for the lowest month
(when the fewest loads are operating) and one for the highest month.

Make a table listing the wattage of each lamp and the estimated numbers of hours of use per month for
each lamp. Multiply Watts times hours for each, sum, and divide by 1000. This gives kWh for the lighting
loads. Add this to the total shown.

Add the refrigerator, television, and all other appliances or tools that use 5 kWh/month or more.

By this process, you should now have identified 80%-90% of electricity using loads. Other small appliances
that are used infrequently can be ignored. The test is to now compare with the average month (high or low
month if svf is greater than 1.5). If your total is too high, you have overestimated the pfl or the hours of use.

Now rank each appliance in descending order of kWh used per month. Your list should read approximately
like this:

First: Air conditioning (hot climates)
Second: Lighting

Third: Water heating

Fourth: Refrigeration

Fifth: Televisions and related equipment
Sixth: Space heating (electric)

Seventh to last: All others

Identify Opportunities and Apply Energy Management Principles

14,

15

Attack the highest priority loads first. There are three general things that can be done to save energy and/or
lower energy bills: (1) reduce kW (more efficient lamps and appliances); (2) reduce hours of use (turn lights
off, etc.); (3) shift operation of loads to off-peak periods (if your electricity rates are higher during peak
hours). Refer to the text for detailed suggestions.

Educate and get support from family members or other occupants of the space.

Monitor Program, Calculate Savings

16.

17.
18.

After the energy management program has been initiated, examine subsequent utility bills to determine if
you are succeeding,.

Calculate energy and cost savings by comparing utility data.
Continue to set goals and try to meet them.




TABLE 5.4
Energy Management Plan for Commercial Building Operator



Review Historical Data

1. Collect utility bills for a recent 12-month period.

2. Add up the bills and calculate total kWh, total $, average kWh (divide total by 12), average $, and note the
months with the lowest and highest kWh. If you have access to interval data, investigate daily load profiles
and note hours of peak usage.

3. Calculate an svf by dividing the kWh for the greatest month by the kWh for the lowest month.

4. Prepare a graph of historical energy use (see Figures 5.3 and 5.4).

Perform Energy Audits
5. Evaluate major loads. In commercial buildings, loads can be divided into four categories:
a. HVAC (fans, pumps, chillers, heaters, cooling towers)
b. Lighting
¢. Office equipment and appliances (elevators, computers, cash registers, copy machines, hot water heaters, etc.)
d. Process equipment (as in laundries, restaurants, bakeries, shops, etc.)
Items a—c are common to all commercial operations and will be discussed here. Item d overlaps with

industry and the reader should also refer to Chapter 10. Generally items a, b, and d account for the greatest
use of electricity and should be examined in that order.

6. In carrying out the energy audit, focus on major loads. Items that together comprise less than 1% of the
total connected load in kW can often be ignored with little sacrifice in accuracy.
7. Use the methodology described earlier and in Chapter 4 for conducting the audit.

8. Compare audit results with historical energy use. If 80%-90% of the total (according to the historical
records) has been identified, this is generally adequate.

Formulate the Energy Management Plan

9. Secure management commitment. The need for this varies with the size and complexity of the operation.
However, any formal program will cost something, in terms of salary for the energy coordinator as well as
(possibly) an investment in building modifications and new equipment. At this stage, it is very important to
project current energy usage and costs ahead for the next 3-5 years, make a preliminary estimate of potential
savings (typically 10%-50% per year), and establish the potential payback or return on investment in the program.

10. Develop a list of EMOs and estimate the cost of each EMO and its payback. Methods for economic analysis
are given in Chapter 3. For ideas and approaches useful for identifying EMOs, refer to the text.

11. Communicate the plan to employees, department heads, equipment operators, etc. Spell out who will do
what, why there is a need, what are the potential benefits and savings. Make the point (if appropriate) that
the energy you save may save your job. If employees are informed, understand the purpose, and realize that
the plan applies to everyone, including the president, cooperation is increased.

12. Set goals for department managers, building engineers, equipment operators, etc., and provide monthly
reports so that they can measure their performance.

13. Enlist the assistance of all personnel in (1) better housekeeping and operations (e.g., turning off lights, keeping
doors closed) and (2) locating obvious wastes of electricity (e.g., equipment operating needlessly, better
methods of doing jobs).

Implement Plan

14. Implementation should be done in two parts. First, carry out operational and housekeeping improvements
with a goal of, say, 10% reduction in electricity use at essentially no cost and no reduction in quality of
service or quantity of production. Second, carry out those modifications (retrofitting of buildings, new
equipment, process changes) that have been shown to be economically attractive.

15. As changes are made, it is important to continue to monitor electricity usage to determine if goals are being
realized. Additional energy audits may be justified.
Evaluate Progress, Management Report

16. Compare actual performance to the goals established in Item 12. Make corrections for weather variations,
increases or decreases in production or number of employees, addition of new buildings, etc.

17. Provide a summary report of energy quantities and dollars saved.
18. Prepare new plans for the future.




TABLE 5.5
Typical Residential Energy Usage for Common Appliances



Electric Appliances

Power (W)

Homie entertainment
Radio
Stereo
Speakers
Television
Tube, 25"-27"
LCD, =40"
DLP, >40"
Plasma, >40"
CD player
DVD player
Gaming stations
Personal computer
Laptop
Desktop CPU
Desktop monitor
Computer printer
Aquarium
Food preparation
Blender
Coffee maker
Dishwasher
Frying pan
Hot plate
Mixer
Microwave oven
Range
Oven bake unit
Broil unit
Self-cleaning feature
Toaster
Trash compactor
Waffle iron
Waste dispenser
Refrigerator/freezer
Top freezer, <10 years old
Side by side, <10 years old
Laundry
Electric clothes dryer
Clothes washer
Iron (hand)
Water heater

10-20
50400
50

90-120
150-220
200-240
400480
10-20
20-25
20-210

20-50
30-120
30-150
100
50-1210

300
400-1,200
1,200-2,400
1,200

1,200

127
750-1,100

2,300-3,200
3,600

4,000
750-1,400
400

1200

450

440-600 kWh /year
600-1200 kWh/year

1,800-5,000
350-500

1,000-1,800
2,500-5,500



Housewares
Clock

Floor polisher
Sewing machine

Vacuum cleaner

Comfort conditioning
Air conditioner (room)
Central air conditioner
Electric blanket
Heating pad
Dehumidifier
Fan

Attic

Ceiling

Furnace

Portable
Heater (portable, baseboard)
Electric furnace with fan
Heat pump
Humidifier

Health and beauty
Hair dryer

Curling iron

Heat lamp (infrared)

Shaver
Tooth brush

Swimming pool and spa
Sweep pump (3/4 hp)
Filter pump (1-1/2 hp)
Filter pump (2 hp)

Spa electric heater

2

305
75-100
630-1,400

600-2,000
2,000-5,000
60-180

65

257-785

370

50-175
300-1,000
55-250
750-1,500
10,500
2,900-10,000
177

1,000-1,875
50

250

15

1

560

1,120

1,500
1,500-5,500

5.3 Electricity-Saving Techniques by Category of End Use

This section discusses strategies for saving energy in the major end uses found in residential
and commercial buildings. Projects that can be implemented in a short time at zero or low
capital cost are presented along with retrofit and new design strategies. The ordering of topics



corresponds approximately to their importance in terms of building energy use. Smaller end
uses and processes specific to select building types are excluded.

5.3.1 Residential HVAC

Residential HVAC units using electricity are generally air conditioning systems, electric
resistance heaters, heat pumps, and ventilation fans. Cooling systems range from window air
conditioning units to central air conditioning systems. Evaporative coolers are also used in
some climates. Heater types range from electric furnaces, small radiant heaters, duct heaters,
and strip or baseboard heaters, to embedded floor or ceiling heating systems. Heat pump
systems can be used for both heating and cooling and are a highly efficient alternative.

Principal operational and maintenance strategies for existing equipment include the
following:

System maintenance and cleanup

Thermostat calibration and set-back

Night cool down

Improved controls and operating procedures
Heated or cooled volume reduction

Reduction of infiltration and exfiltration losses

System maintenance is an obvious but often neglected energy-saving tool. Dirty heat transfer
surfaces decrease in efficiency. Clogged filters increase pressure drops and pumping power.
Inoperable or malfunctioning dampers can waste energy and prevent proper operation of the
system.

In residential systems, heating and cooling are generally controlled by a central or local
thermostat. Thermostats should be set to about 26°C (78°F) or higher for cooling and 20°C
(68°F) or lower for heating when occupants are home and awake. During periods when
occupants are away or asleep, the temperature set points should be adjusted to reduce heating
and cooling energy use. As a first step, check the calibration of the thermostat, since these low
cost devices can be inaccurate by as much as +5°C. Programmable thermostats are now widely
available. These can be programmed by the user to set-back or set-forward temperature
automatically depending on the time of day and day of week. By eliminating the need for
manual control, they ensure that the settings will indeed be changed, whereas manual resetting
of thermostats depends on occupant diligence. Some utilities have set up demand response
programs in which they can communicate with smart thermostats, also referred to as
programmable communicating thermostats (PCTs). Participating customers can program their
PCTs to control the temperature in response to pricing signals or other demand response event
notifications from the utility, thereby reducing peak demand and lowering energy costs. In some
programs, the utility uses the PCT to control the customer’s equipment directly during high
peak periods. A general rule of thumb is that for every 1°C of thermostat set-back (heating) or
set-forward (cooling) during an 8 h period, there is a 1% savings in annual heating or cooling
energy costs. (The energy savings are generally lower in more severe climates.)



Sometimes simple changes in controls or operating procedures will save energy. In cooling,
use night air for summer cool-down. When the outside air temperature is cool, turn off the air
conditioner and circulate straight outside air or simply open windows. If fan units have more
than one speed, use the lowest speed that provides satisfactory operation. Also, check the
balance of the system and the operation of dampers and vents to insure that heating and cooling
is provided in the correct quantities where needed.

Reducing the volume of the heated or cooled space can yield energy savings. This can be
accomplished by closing vents, doors, or other appropriate means. Usually, it is not necessary
to heat or cool an entire residence; the spare bedroom is rarely used, halls can be closed off,
etc.

A major cause of energy wastage is air entering or leaving a home. Unintentional air
transfer toward the inside is referred to as infiltration, and unintentional air transfer toward
the outside is referred to as exfiltration. However, infiltration is often used to imply air
leakage both into and out of a home, and this is the terminology used in this chapter. In a poorly
sealed residence, infiltration of cold or hot air will increase heating or cooling energy use. A
typical home loses 25%—40% of its HVAC energy through infiltration. Infiltration also affects
concentrations of indoor pollutants and can cause uncomfortable drafts. Air can infiltrate
through numerous cracks and spaces created during building construction, such as those
associated with electrical outlets, pipes, ducts, windows, doors, and gaps between ceilings,
walls, floors, and so on. Infiltration results from temperature and pressure differences between
the inside and outside of a home caused by wind, natural convection, and other forces. Major
sources of air leakage are attic bypasses (paths within walls that connect conditioned spaces
with the attic), fireplaces without dampers, leaky ductwork, window and door frames, and
holes drilled in framing members for plumbing, electrical, and HVAC equipment. According to
the U.S. Department of Energy, the most significant source for infiltration is the combination of
walls, ceilings, and floors, which comprises 31% of the total infiltration in a typical home.
Ducts (15%), fireplaces (14%), plumbing penetrations (13%), doors (11%), and windows
(10%) are also substantial contributors to infiltration. Of lesser consequence are fans and vents
(4%) and electrical outlets (2%).

To combat infiltration, builders of energy-efficient homes use house wraps, caulking, foam
insulation, tapes, and other seals. Sealing ducts in the home is also important to prevent the
escape of heated or cooled air. Homeowners should also check for open doors and windows,
open fireplace dampers, inadequate weather stripping around windows and doors, and any
other openings that can be sealed. Caution must be exercised to provide adequate ventilation,
however. Standards vary, depending on the type of occupancy. Ventilation rates specified in the
builder guidelines for the American Lung Association’s Health House program state that for
healthy homes “continuous general ventilation should be at least 1.0 cfm (cubic feet per
minute) per 100 ft* of floor area plus at least 15 cfm for the first bedroom and 7.5 cfm for each
additional bedroom.” In addition, intermittent ventilation for the kitchen should be at least 100
cfm. For the bathrooms, rates should be 50 cfm intermittent or 20 cfm continuous. The Health
House ventilation rates comply with ASHRAE standard 62.2.

In retrofit or new design projects, the following techniques will save energy:



e Site selection and building orientation
¢ Building envelope design
e Selection of efficient heating/cooling equipment

Site selection and building orientation are not always under the control of the owner/occupant.
Where possible, though, select a site sheltered from temperature extremes and wind. Orient the
building (in cold climates) with a maximum southerly exposure to take advantage of direct
solar heating in winter. Use earth berms to reduce heat losses on northerly exposed parts of the
building. Deciduous trees provide summer shading but permit winter solar heating.

Building envelope design can improve heat absorption and retention in winter and summer
coolness. The first requirement is to design a well-insulated, thermally tight structure.
Insulation reduces heating and cooling loads by resisting the transfer of heat through ceilings,
walls, floors, and ducts. Reductions are usually proportionately higher for heating than for
cooling because of generally larger indoor-to-outdoor temperature differences in winter than in
summer. Insulation is available in a variety of forms including batts, rolls, boards, blocks,
loose-fill, or sprayed foam. The appropriate insulation material is selected on the basis of
climate, building type, and recommended R-value. Higher R-values indicate better insulating
properties. It is typically cost-effective to use greater than recommended R-values to improve
energy efficiency above and beyond standard building practice.

Windows are an important source of heat gain and loss. The heat loss for single pane
glazing is around 5-7 W/m?°C. For double glazing, the comparable value is in the range of 3—4
W/m?°C. Window technology is constantly improving. Newer windows often have low
emissivity (low-E) or spectrally selective coatings to prevent heat gain and/or loss. Low-E
windows with an argon gas fill have a heat loss rate of about 2 W/m?°C. They have a higher
visible transmittance, and are available with a low solar heat gain coefficient to reduce
cooling loads in the summer. Low-E windows are available with an internal plastic film,
which essentially makes them triple glazed. The heat loss rate for these windows is on the
order of 1 W/m?°C.

Windows equipped with vinyl, wood, or fiberglass frames, or aluminum frames with a
thermal barrier, provide the best insulation. It is also important to seal windows to prevent
infiltration, as well as to use window coverings to minimize heat loss by radiation to the
exterior during the evening. The appropriate placement of windows can also save energy by
providing daylighting.

In general, the most efficient electric heating and cooling system is the heat pump. Common
types are air-to-air heat pumps, either a single package unit (similar to a window air
conditioner) or a split system where the air handling equipment is inside the building and the
compressor and related equipment are outdoors. Commercially available equipment
demonstrates a wide range of efficiency. Heating performance is measured in terms of a
heating seasonal performance factor (HSPF), in BTUs of heat added per Watt-hour of
electricity input. Typical values are 6.8-10.0 for the most efficient heat pumps. Cooling
performance of residential heat pumps, air conditioners, and packaged systems is measured in
terms of a seasonal energy efficiency ratio (SEER), which describes the ratio of cooling



capacity to electrical power input. Typical values are 10.0-14.5 and even higher for the most
efficient systems. The Federal standards set in 2006 for air conditioners, heat pumps, and
residential packaged units require a minimum SEER of 13 and a minimum HSPF of 7.7. Many
existing older units have SEERs of 6-7, or roughly half the new minimum requirement.
Therefore, substantial efficiency improvements are possible by replacing older equipment. In
purchasing new equipment, consider selecting systems with the highest HSPF and SEER. The
operating savings almost always justify the higher initial cost of these units. In addition, many
utilities offer rebates for installing the more efficient units.

Sizing of equipment is important, since the most efficient operation generally occurs at or
near full load. Selection of oversized equipment is thus initially more expensive, and will also
lead to greater operating costs.

The efficiency of heat pumps declines as the temperature difference between the heat source
and heat sink decreases. Since outside air is generally the heat source, heat is most difficult to
get when it is most needed. For this reason, heat pumps often have electrical backup heaters for
extremely cold weather.

An alternate approach is to design the system using a heat source other than outside air.
Examples include heated air (such as is exhausted from a building), a deep well (providing
water at a constant year-round temperature), the ground, or a solar heat source. There are a
great many variations on solar heating and heat pump combinations.

5.3.2 Nonresidential HVAC

HVAC systems in commercial buildings and other nonresidential installations may involve
package rooftop or ground mounted units, or a central plant. Although the basic principles are
similar to those discussed earlier in connection with residential systems, the equipment is
larger and control more complex.

Efficiency of many existing HVAC systems can be improved. Modifications can reduce
energy use by 10%-15%, often with building occupants unaware that changes have been made.
Instituting an energy management program that includes evaluating and fine-tuning the operation
of HVAC systems to ensure they are operating as originally designed (referred to as
retrocommissioning in existing buildings) can uncover many inefficiencies and often yields
significant energy savings and improved comfort.

The basic function of HVAC systems is to heat, cool, dehumidify, humidify, and provide air
mixing and ventilating. The energy required to carry out these functions depends on the
building design, its duty cycle (e.g., 24 h/day use as in a hospital vs. 10 h/day in an office), the
type of occupancy, the occupants’ use patterns and training in using the HVAC system, the type
of HVAC equipment installed, and finally, daily and seasonal temperature and weather
conditions to which the building is exposed.

A complete discussion of psychometrics, HVAC system design, and commercially available
equipment types is beyond the scope of this chapter.

Energy management strategies will be described in three parts:



e Equipment modifications (control, retrofit, and new designs)
Fans
Pumps
Packaged air conditioning units
Chillers
Ducts and dampers
o Systems
e Economizer systems and enthalpy controllers
e Heat recovery techniques
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5.3.2.1 Equipment Modifications (Control, Retrofit, and New Designs)
5.3.2.1.1 Fans

All HVAC systems involve some movement of air. The energy needed for this motion can make
up a large portion of the total system energy used. This is especially true in moderate weather
when the heating or cooling load drops off, but the distribution systems often operate at the
same level.

5.3.2.1.1.1 Control

Simple control changes can save electrical energy in the operation of fans. Examples include
turning off large fan systems when relatively few people are in the building or stopping
ventilation a half hour before the building closes. The types of changes that can be made will
depend upon the specific facility. Some changes involve more sophisticated controls, which
may already be available in the HVAC system.

5.3.2.1.1.2 Retrofit

The capacity of the building ventilation system is usually determined by the maximum cooling
or heating load in the building. This load may change over time due to reduced outside air
requirements, more efficient lighting, and fluctuations in building occupancy. As a result, it may
be feasible to decrease air flow in existing commercial buildings as long as adequate indoor
air quality is maintained.

The volume rate of air flow through the fan, Q, varies directly with the speed of the
impeller’s rotation. This is expressed as follows for a fan whose speed is changed from N; to

N,
Q2=(N2N1)xQ1l (5.1)

The pressure developed by the fan, P, (either static or total) varies as the square of the impeller
speed.



P2=(N2N1)2xP1 (5.2)
The power needed to drive the fan, H, varies as the cube of the impeller speed.
H2=(N2N1)3xH1 (5.3)

The result of these laws is that for a given air distribution system (specified ducts, dampers,
etc.), if the air flow is to be doubled, eight (2°) times the power is needed. Conversely, if the
air flow is to be cut in half, one-eighth (%4%) of the power is required. This is useful in HVAC
systems, because even a small reduction in air flow (say 10%) can result in significant energy
savings (27%).

The manner in which the air flow is reduced is critical in realizing these savings. Sizing the
motor exactly to the requirements helps to yield maximum savings. Simply changing pulleys to
provide the desired speed will also result in energy reductions according to the cubic law.
Note the efficiency of existing fan motors tends to drop off below the half load range.

If variable volume air delivery is required, it may be achieved through inlet vane control,
outlet dampers, variable speed drives (VSDs), controlled pitch fans, or cycling. Energy
efficiency in a retrofit design is best obtainable with VSDs on motors. This can be seen by
calculating the power reduction that would accompany reduced flow using different methods of
control, as noted in Table 5.6. Numbers in the table are the percent of full-flow input power:

5.3.2.1.1.3 New Design

The parameters for new design are similar to those for fan retrofit. It is desirable, when
possible, to use a varying ventilation rate that will decrease as the load decreases. A system
such as variable air volume incorporates this in the interior zones of a building. In some cases,
there will be a trade-off between power saved by running the fan slower and the additional
power needed to generate colder air. The choices should be determined on a case-by-case
basis.

5.3.2.1.2 Pumps

Pumps are found in a variety of HVAC applications such as chilled water, heating hot water,
and condenser water loops. They are another piece of peripheral equipment that can use a
large portion of HVAC energy, especially at low system loads.

TABLE 5.6
Comparison of Flow Control Alternatives for Fans and Pumps



Percent of Full-Flow Input Power

Fans Pumps

Flow (%) Inlet Vanes Dampers VSDs Throttle Valve VSDs

100 102 103 102 101 103
90 86 98 76 96 77
80 73 94 58 89 58
70 64 88 43 83 41
60 56 81 31 77 30
50 50 74 22 71 19
40 16 67 15 65 13
30 41 59 9 59 8

5.3.2.1.2.1 Control

The control of pumps is often neglected in medium and large HVAC systems where it could
significantly reduce the demand. A typical system would be a three chiller installation where
only one chiller is needed much of the year. Two chilled water pumps in parallel are designed
to handle the maximum load through all three chillers. Even when only one chiller is on, both
pumps are used. When not needed to meet demand, two chillers could be bypassed and one
pump turned off. All systems should be reviewed in this manner to ensure that only the
necessary pumps operate under normal load conditions.

5.3.2.1.2.2 Retrofit

Pumps follow laws similar to fan laws, the key being the cubic relationship of power to the
volume pumped through a given system. Small decreases in flow rate can save significant
portions of energy.

In systems in which cooling or heating requirements have been permanently decreased, flow
rates may be reduced also. A simple way to do this is by trimming the pump impeller. The
pump curve must be checked first, however, because pump efficiency is a function of the
impeller diameter, flow rate, and pressure rise. After trimming, one should ensure that the
pump will still be operating in an efficient region. This is roughly the equivalent of changing
fan pulleys in that the savings follow the cubic law of power reduction.

Another method for decreasing flow rates is to use a throttle (pressure reducing) valve. The
result is equivalent to that of the discharge damper in the air-side systems. The valve creates
an artificial use of energy, which can be responsible for much of the work performed by the
pumps. VSDs are more efficient for varying flow, as shown in Table 5.6.

5.3.2.1.2.3 New Design



In a variable load situation, common to most HVAC systems, more efficient systems with new
designs are available, rather than the standard constant volume pump. (These may also apply to
some retrofit situations.)

One option is the use of several pumps of different capacity so that a smaller pump can be
used when it can handle the load and a larger pump used the rest of the time. This can be a
retrofit modification as well when a backup pump provides redundancy. Its impeller would be
trimmed to provide the lower flow rate.

Another option is to use VSD pumps. While their initial cost is greater, they offer a
significant improvement in efficiency over the standard pumps. The economic desirability of
this or any similar change can be determined by estimating the number of hours the system will
operate under various loads. Many utilities also offer rebates for installing variable speed

pumps.

5.3.2.1.3 Package Air Conditioning Units

The most common space conditioning systems for commercial buildings are unitary equipment,
either single package systems or split systems. These are used for cooling approximately two-
thirds of the air-conditioned commercial buildings in the United States. For very large
buildings or building complexes, absorption chillers or central chiller plants are used. (The
following section describes Chillers.)

Air conditioner efficiency is typically rated by one or more of three parameters: the energy
efficiency ratio (EER), the SEER as described previously, and the integrated energy efficiency
ratio (IEER) that replaces a former metric used called the integrated part-load value (IPLV).
The EER is easy to understand; it is the ratio of cooling capacity, expressed in BTU/hour
(kilojoules/hour) to the power input required in Watts. The SEER is a calculated ratio of the
total annual cooling produced per annual electrical energy input in Watt-hours for units rated at
less than 65,000 BTU/h. The IEER is a new part-load metric introduced in ASHRAE Standard
90.1-2010 to replace the IPLV for rating commercial unitary loads of more than 65,000 BTU/h.

Great improvements in packaged air conditioner efficiency have been made in the last few
decades, and new standards continue to increase efficiency even further. This is illustrated by
the 30% increase in minimum SEER requirement that took effect in June 2008 for commercial
three-phase central air conditioners and heat pumps under 65,000 BTU/h as the result of the
EISA (2007). The current standard is a minimum SEER of 13.0. These commercial units are
similar to the residential central air conditioners and heat pumps discussed earlier in the
chapter in the residential HVAC section. Standards for larger units (>65,000 BTU/h) also
continue to increase. All current standards are published in ASHRAE Standard 90.1-2010.
Manufacturers sell systems with a broad range of efficiencies. Units with high EERs are
typically more expensive, as the greater efficiency is achieved with larger heat exchange
surface, more efficient motors, and so on.

To evaluate the economic benefit of the more efficient units, it is necessary to determine an
annual operating profile, which depends in part on the nature of the load and on the weather
and temperature conditions at the site where the equipment will be installed. Or, an
approximate method can be used. ASHRAE publishes tables that show typical equivalent full-



load operating hours for different climate zones. These can be used to estimate the savings in
electrical energy use over a year and thereby determine if the added cost of a more efficient
unit is justified. (It almost always is.)

Since the more efficient unit is almost always more cost-effective (except in light or
intermittent load conditions), one might wonder why the less efficient units are sold. The
reason is that many commercial buildings are constructed and sold by developers whose
principal concern is keeping the initial cost of the building as low as practicable. They do not
have to bear the annual operating expense of the building once it is sold, and therefore have
less incentive to minimize operating expenses. However, the demand for energy-efficient and
LEED-certified buildings is growing, causing many developers to rethink design approaches.”

5.3.2.1.4 Chillers

Chillers are often the largest single energy user in the HVAC system. The chiller cools the
water used to extract heat from the building and outside air. Optimizing chiller operation
improves the performance of the whole system.

Two basic types of chillers are found in commercial and industrial applications: absorption
and mechanical chillers. Absorption units boil water, the refrigerant, at a low pressure through
absorption into a high concentration lithium bromide solution. Mechanical chillers cool
through evaporation of a refrigerant at a low pressure after it has been compressed, cooled,
and passed through an expansion valve. Hydrochlorofluorocarbon (HCFC) products such as
R22 are among the most common refrigerants used; however, they are currently being phased
out, because they contribute to ozone depletion. The Environmental Protection Agency (EPA)
lists acceptable refrigerant substitutes for various types of chillers on their website. Ammonia
is a type of refrigerant that has been increasing in favor due to its efficiency advantages and the
fact that it will continue to be available.

There are three common types of mechanical chillers. They have similar thermodynamic
properties, but use different types of compressors. Reciprocating and screw-type compressors
are both positive displacement units. The centrifugal chiller uses a rapidly rotating impeller to
pressurize the refrigerant.

All of these chillers must reject heat to a heat sink outside the building. Some use air-cooled
condensers, but most large units operate with evaporative cooling towers. Cooling towers
have the advantage of rejecting heat to a lower-temperature heat sink, because the water
approaches the ambient wet-bulb temperature, while air-cooled units are limited to the dry-
bulb temperature. As a result, air-cooled chillers have a higher condensing temperature, which
lowers the efficiency of the chiller. In full-load applications, air-cooled chillers require about
1-1.3 kW or more per ton of cooling, while water-cooled chillers usually require between 0.4
and 0.9 kW/ton. Air-cooled condensers are sometimes used, because they require much less
maintenance than cooling towers and have lower installation costs. They can also be desirable
in areas of the country where water is scarce and/or water and water treatment costs are high,
since they do not depend on water for cooling.



Mechanical cooling can also be performed by direct expansion (DX) units. These are very
similar to chillers except that they cool the air directly instead of using the refrigerant as a heat
transfer medium. They eliminate the need for chilled water pumps and also reduce efficiency
losses associated with the transfer of the heat to and from the water. DX units must be located
close (~30 m) to the ducts they are cooling, so they are typically limited in size to the cooling
required for a single air handler. A single large chiller can serve a number of distributed air
handlers. Where the air handlers are located close together, it can be more efficient to use a
DX unit.

5.3.2.1.4.1 Controls

Mechanical chillers operate on a principle similar to the heat pump. The objective is to
remove heat from a low-temperature building and deposit it in a higher temperature
atmosphere. The lower the temperature rise that the chiller has to face, the more efficiently it
will operate. It is useful, therefore, to maintain as warm a chilled water loop and as cold a
condenser water loop as possible.

Using lower-temperature water from the cooling tower to reject the heat can save energy.
However, as the condenser temperature drops, the pressure differential across the expansion
valve drops, starving the evaporator of refrigerant. Many units with expansion valves,
therefore, operate at a constant condensing temperature, usually 41°C (105°F), even when
more cooling is available from the cooling tower. Field experience has shown that in many
systems, if the chiller is not fully loaded, it can be operated with a lower cooling tower
temperature.

5.3.2.1.4.2 Retrofit

Where a heat load exists and the wet-bulb temperature is low, cooling can be done directly
with the cooling tower. If proper filtering is available, the cooling tower water can be piped
directly into the chilled water loop. Often a direct heat exchanger between the two loops is
preferred to protect the coils from fouling. Another technique is to turn off the chiller but use
its refrigerant to transfer heat between the two loops. This thermocycle uses the same
principles as a heat pipe, and only works on chillers with the proper configuration.

A low wet-bulb temperature during the night can also be utilized. It requires a chiller that
handles low condensing temperatures and a cold storage tank. This thermal energy storage
(TES) technique is particularly desirable for consumers with access to time-based electricity
rates that reward peak-shaving or load-shifting.

5.3.2.1.4.3 New Design

In the purchase of a new chiller, an important consideration should be the load control feature.
Since the chiller will be operating at partial load most of the time, it is important that it can do
so efficiently. Variable speed chillers are an efficient alternative. In addition to control of
single units, it is sometimes desirable to use multiple compressor reciprocating chillers. This
allows some units to be shut down at partial load. The remaining compressors operate near full
load, usually more efficiently. Good opportunities to install a high-efficiency chiller are when
an old unit needs to be replaced, or when it is necessary to retire equipment that uses
environmentally unacceptable refrigerants.



5.3.2.1.5 Ducting-Dampers
5.3.2.1.5.1 Controls

In HVAC systems using dual ducts, static pressure dampers are often placed near the start of
the hot or cold plenum run. They control the pressure throughout the entire distribution system
and can be indicators of system operation. In an overdesigned system, the static pressure
dampers may never open more than 25%. Reducing the fan speed and opening the dampers
fully can eliminate the previous pressure drop. The same volume of air is delivered with a
significant drop in fan power.

5.3.2.1.5.2 Retrofit

Other HVAC systems use constant volume mixing boxes for balancing that create their own
pressure drops as the static pressure increases. An entire system of these boxes could be
overpressurized by several inches of water without affecting the air flow, but the required fan
power would increase. (One inch of water pressure is about 250 N/m? or 250 Pa.) These
systems should be monitored to ensure that static pressure is controlled at the lowest required
value. It may also be desirable to replace the constant volume mixing boxes with boxes without
volume control to eliminate their minimum pressure drop of approximately 1 in. of water. In
this case, static pressure dampers will be necessary in the ducting.

Leakage in any dampers can cause a loss of hot or cold air. Adding or replacing seals on the
blades can slow leakage considerably. If a damper leaks more than 10%, it can be less costly
to replace the entire damper assembly with effective positive-closing damper blades rather
than to tolerate the loss of energy.

5.3.2.1.5.3 New Design

In the past, small ducts were installed because of their low initial cost despite the fact that the
additional fan power required offset the initial cost on a life cycle basis. ASHRAE 90.1
guidelines now set a maximum limit on the fan power that can be used for a given cooling
capacity. As a result, the air system pressure drop must be low enough to permit the desired air
flow. In small buildings, this pressure drop is often largest across filters, coils, and registers.
In large buildings, the duct runs may be responsible for a significant fraction of the total static
pressure drop, particularly in high velocity systems. New designs should incorporate ducting
that optimizes energy efficiency.

5.3.2.1.6 Systems

The use of efficient equipment is only the first step in the optimum operation of a building.
Equal emphasis should be placed upon the combination of elements in a system and the control
of those elements. This section discusses some opportunities for equipment modifications.
Chapter 6 describes HVAC control systems in greater detail.



5.3.2.1.6.1 Control

Some systems use a combination of hot and cold to achieve moderate temperatures. Included
are dual duct, multizone, and terminal reheat systems, and some induction, variable air volume,
and fan coil units. Whenever combined heating and cooling occurs, the temperatures of the hot
and cold ducts or water loops should be brought as close together as possible, while still
maintaining building comfort.

This can be accomplished in a number of ways. Hot and cold duct temperatures are often
reset on the basis of the temperature of the outside air or the return air. Another approach is to
monitor the demand for heating and cooling in each zone. For example, in a multizone building,
the demand of each zone is communicated back to the supply unit. At the supply end, hot air
and cold air are mixed in proportion to this demand. The cold air temperature should be just
low enough to cool the zone calling for the most cooling. If the cold air were any colder, it
would be mixed with hot air to achieve the right temperature. This creates an overlap in
heating and cooling not only for the zone but for all the zones, because they would all be
mixing in the colder air.

If no zone calls for total cooling, then the cold air temperature can be increased gradually
until the first zone requires cooling. At this point, the minimum cooling necessary for that
multizone configuration is performed. The same operation can be performed with the hot air
temperature until the first zone is calling for heating only.

Note that simultaneous heating and cooling is still occurring in the rest of the zones. This is
not an ideal system, but it is a first step in improving operating efficiency for these types of
systems.

The technique for resetting hot and cold duct temperatures can be extended to the systems
that have been mentioned. Ideally, it would be performed automatically with a control system,
but it could also be done manually. In some buildings, it will require the installation of more
monitoring equipment (usually only in the zones of greatest demand), but the expense should be
relatively small and the payback period short.

Nighttime temperature set-back is another control option that can save energy without
significantly affecting the comfort level. Energy is saved by shutting off or cycling fans.
Building heat loss may also be reduced, because the building is cooler and no longer
pressurized.

In moderate climates, complete night shutdown can be used with a morning warm-up
period. In colder areas where the overall night temperature is below 4°C (40°F), it is usually
necessary to provide some heat during the night. Building set-back temperature is partially
dictated by the capacity of the heating system to warm the building in the morning. In some
cases, it may be the mean radiant temperature of the building rather than air temperature that
determines occupant comfort.

Some warm-up designs use free heating from people and lights to help attain the last few
degrees of heat. This also provides a transition period for the occupants to adjust from the
colder outdoor temperatures.

In some locations during the summer, it is desirable to use night air for a cool-down period.
This free cooling can decrease the temperature of the building mass that has accumulated heat



during the day. In certain types of massive buildings (such as libraries or buildings with thick
walls), a long period of night cooling may decrease the building mass temperature by a degree
or two. This represents a large amount of cooling that the chiller will not have to perform the
following day.

5.3.2.1.6.2 Retrofit

Retrofitting HVAC systems may be an easy or difficult task depending upon the possibility of
using existing equipment in a more efficient manner. Often retrofitting involves control or
ducting changes that appear relatively minor but will greatly increase the efficiency of the
system. Some of these common changes, such as decreasing air flow, are discussed elsewhere
in this chapter. This section will describe a few changes appropriate to particular systems.

Both dual duct and multizone systems mix hot and cold air to achieve the proper degree of
heating or cooling. In most large buildings, the need for heating interior areas is essentially
nonexistent, due to internal heat generation. A modification that adjusts for this is simply
shutting off air to the hot duct. The mixing box then acts as a variable air volume box,
modulating cold air according to room demand as relayed by the existing thermostat. (It should
be confirmed that the low volume from a particular box meets minimum air requirements. )

Savings from this modification come mostly from the elimination of simultaneous heating
and cooling, depending on fan control strategies. That is, if fans in these systems are controlled
by static pressure dampers in the duct after the fan, they do not unload very efficiently and
would represent only a small portion of the savings.

5.3.2.2 Economizer Systems and Enthalpy Controllers

The economizer cycle is a technique for introducing varying amounts of outside air to the
mixed air duct. Basically, it permits mixing warm return air at 24°C (75°F) with cold outside
air to maintain a preset temperature in the mixed air plenum (typically 10°C-15°C, 50°F
—60°F). When the outside temperature is slightly above this set point, 100% outside air is used
to provide as much of the cooling as possible. During very hot outside weather, minimum
outside air will be added to the system.

A major downfall of economizer systems is poor maintenance. The failure of the motor or
dampers may not cause a noticeable comfort change in the building, because the system is often
capable of handling the additional load. Since the problem is not readily apparent, corrective
maintenance may be put off indefinitely. In the meantime, the HVAC system will be working
harder than necessary for any economizer installation.

Typically, economizers are controlled by the dry-bulb temperature of the outside air rather
than its enthalpy (actual heat content). This is adequate most of the time, but can lead to
unnecessary cooling of air. When enthalpy controls are used to measure wet-bulb temperatures,
this cooling can be reduced. However, enthalpy controllers are more expensive and less
reliable.

The rules that govern the more complex enthalpy controls for cooling-only applications are
as follows:



e When outside air enthalpy is greater than that of the return air or when outside air dry-
bulb temperature is greater than that of the return air, use minimum outside air.

e When the outside air enthalpy is below the return air enthalpy and the outside dry-bulb
temperature is below the return air dry-bulb temperature but above the cooling coil
control point, use 100% outside air.

e When outside air enthalpy is below the return air enthalpy and the outside air dry-bulb
temperature is below the return air dry-bulb temperature and below the cooling coil
controller setting, the return and outside air are mixed by modulating dampers according
to the cooling set point.

These points are valid for the majority of cases. When mixed air is to be used for heating and
cooling, a more intricate optimization plan will be necessary, based on the value of the fuels
used for heating and cooling.

5.3.2.3 Heat Recovery

Heat recovery is often practiced in industrial processes that involve high temperatures. It can
also be employed in HVAC systems.

Systems are available that operate with direct heat transfer from the exhaust air to the inlet
air. These are most reasonable when there is a large volume of exhaust air, for example, in
once-through systems, and when weather conditions are not moderate.

Common heat recovery systems are broken down into two types: regenerative and
recuperative. Regenerative units use alternating air flow from the hot and cold stream over the
same heat storage/transfer medium. This flow may be reversed by dampers or the whole heat
exchanger may rotate between streams. Recuperative units involve continuous flow; the
emphasis is upon heat transfer through a medium with little storage.

The rotary regenerative unit, or heat wheel, is one common heat recovery device. It contains
a corrugated or woven heat storage material that gains heat in the hot stream. This material is
then rotated into the cold stream where the heat is given off again. The wheels can be
impregnated with a desiccant to transfer latent as well as sensible heat. Purge sections for
HVAC applications can reduce carryover from the exhaust stream to acceptable limits for most
installations.

The heat transfer efficiency of heat wheels generally ranges from 60% to 85% depending
upon the installation, type of media, and air velocity. For easiest installation, the intake and
exhaust ducts should be located near each other.

Another system that can be employed with convenient duct location is a plate type air-to-air
heat exchanger. This system is usually lighter though more voluminous than heat wheels. Heat
transfer efficiency is typically in the 60%—75% range. Individual units range from 1,000 to
11,000 SCFM and can be grouped together for greater capacity. Almost all designs employ
counterflow heat transfer for maximum efficiency.

Another option to consider for nearly contiguous ducts is the heat pipe. This is a unit that
uses a boiling refrigerant within a closed pipe to transfer heat. Since the heat of vaporization is
utilized, a great deal of heat transfer can take place in a small space.



Heat pipes are often used in double wide coils, which look very much like two steam coils
fastened together. The amount of heat transferred can be varied by tilting the tubes to increase
or decrease the flow of liquid through capillary action. Heat pipes cannot be turned off, so
bypass ducting is often desirable. The efficiency of heat transfer ranges from 55% to 75%,
depending upon the number of pipes, fins per inch, air face velocity, etc.

Runaround systems are also used for HVAC applications, particularly when the supply and
exhaust plenums are not physically close. Runaround systems involve two coils (air-to-water
heat exchangers) connected by a piping loop of water or glycol solution and a small pump. The
glycol solution is necessary if the air temperatures in the inlet coils are below freezing.
Standard air conditioning coils can be used for the runaround system. Precaution should be
used when the exhaust air temperature drops below 0°C (32°F), which would cause freezing of
the condensed water on its fins. A three-way bypass valve will maintain the temperature of the
solution entering the coil at just above 0°C (32°F). The heat transfer efficiency of this system
ranges from 60% to 75% depending upon the installation.

Another system similar to the runaround in layout is the desiccant spray system. Instead of
using coils in the air plenums, it uses spray towers. The heat transfer fluid is a desiccant
(lithium chloride) that transfers both latent and sensible heat—desirable in many applications.
Tower capacities range from 7,700 to 92,000 SCFM; multiple units can be used in large
installations. The enthalpy recovery efficiency is in the range of 60%—-65%.

5.3.2.4 Thermal Energy Storage

TES systems are used to reduce the on-peak electricity demand caused by large cooling loads.
TES systems utilize several different storage media, with chilled water, ice, or eutectic salts
being most common. Chilled water requires the most space, with the water typically being
stored in underground tanks. Ice storage systems can be aboveground insulated tanks with heat
exchanger coils that cause the water to freeze, or can be one of several types of ice-making
machines.

In a typical system, a chiller operates during off-peak hours to make ice (usually at night).
Since the chiller can operate for a longer period of time than during the daily peak, it can have
a smaller capacity. Efficiency is greater at night, when the condensing temperature is lower
than it is during the day. During daytime operation, chilled water pumps circulate water
through the ice storage system and extract heat. Systems can be designed to meet the entire
load, or to meet a partial load, with an auxiliary chiller as a backup.

This system reduces peak demand and can also reduce energy use. With ice storage, it is
possible to deliver water at a lower temperature than is normally done. This means that the
chilled water piping can be smaller and the pumping power reduced. A low-temperature air
distribution system will allow smaller ducts and lower capacity fans to deliver a given amount
of cooling. Careful attention must be paid to the system design to ensure occupant comfort in
conditioned spaces. Some government agencies and electric utilities offer incentives to
customers installing TES systems. The utility incentives could be in the form of a set rebate per
ton of capacity or per kW of deferred peak demand, or a time-of-use pricing structure that
favors TES.



5.3.3 Water Heating

5.3.3.1 Residential Systems

Residential storage water heaters typically range in size from 76 L (20 gal) to 303 L (80 gal).
Electric units generally have one or two immersion heaters, each rated at 2—6 kW depending
on tank size. Energy input for water heating is a function of the temperature at which water is
delivered, the supply water temperature, and standby losses from the water heater, storage
tanks, and piping.

Tankless water heaters are an energy-efficient alternative that has achieved greater market
penetration over the last few years. These systems can be electric or gas-fired and provide hot
water on demand, eliminating energy losses associated with a storage tank.

The efficiency of water heaters is referred to as the energy factor (EF). Higher EF values
equate to more efficient water heaters. Typical EF values range from about 0.9-0.95 for
electric resistance heaters, 0.6-0.86 for natural gas units, 0.5-0.85 for oil units, and 1.5-2.2
for heat pump water heaters. The higher efficiency values for each fuel type represent the more
advanced systems available, while the lower efficiency values are for the more conventional
systems.

In single tank residential systems, major savings can be obtained by

Thermostat temperature set back to 60°C (140°F)
Automated control

Supplementary tank insulation

Hot water piping insulation

The major source of heat loss from electric water theaters is standby losses through the tank
walls and from piping, since there are no flame or stack losses in electric units. The heat loss
is proportional to the temperature difference between the tank and its surroundings. Thus,
lowering the temperature to 60°C will result in two savings: (1) a reduction in the energy
needed to heat water and (2) a reduction in the amount of heat lost. Residential hot water uses
do not require temperatures in excess of 60°C; for any special use which does, it would be
advantageous to provide a booster heater to meet this requirement when needed, rather than
maintain 100-200 L of water continuously at this temperature with associated losses. The
temperature should be set back even lower when occupants are away during long periods of
times.

When the tank is charged with cold water, both heating elements operate until the
temperature reaches a set point. After this initial rise, one heating element thermostatically
cycles on and off to maintain the temperature, replacing heat that is removed by withdrawing
hot water or that is lost by conduction and convection during standby operation.

Experiments indicate that the heating elements may be energized only 10%—-20% of the time,
depending on the ambient temperature, demand for hot water, water supply temperature, etc. By
carefully scheduling hot water usage, this time can be greatly reduced. In one case, a
residential water heater was operated for 1 h in the morning and 1 h in the evening. The
morning cycle provided sufficient hot water for clothes washing, dishes, and other needs.



Throughout the day, the water in the tank, although gradually cooling, still was sufficiently hot
for incidental needs. The evening heating cycle provided sufficient water for cooking, washing
dishes, and bathing. Standby losses were eliminated during the night and much of the day.
Electricity use was cut to a fraction of the normal amount. This method requires the installation
of a time clock or other type of control to regulate the water heater. A manual override can be
provided to meet special needs.

Supplementary tank insulation can be installed at a low cost to reduce standby losses. The
economic benefit depends on the price of electricity and the type of insulation installed.
However, paybacks of a few months up to a year are typical on older water heaters. Newer
units have better insulation and reduced losses. Hot water piping should also be insulated,
particularly when hot water tanks are located outside or when there are long piping runs. If
copper pipe is used, it is particularly important to insulate the pipe for the first 3-5 m where it
joins the tank, since it can provide an efficient heat conduction path.

Since the energy input depends on the water flow rate and the temperature difference
between the supply water temperature and the hot water discharge temperature, reducing either
of these two quantities reduces energy use. Hot water demand can be reduced by cold water
clothes washing, and by providing hot water at or near the use temperature, to avoid the need
for dilution with cold water. Supply water should be provided at the warmest temperature
possible. Since reservoirs and underground piping systems are generally warmer than the air
temperature on a winter day in a cold climate, supply piping should be buried, insulated, or
otherwise kept above the ambient temperature.

Solar systems are available today for heating hot water. Simple inexpensive systems can
preheat the water, reducing the amount of electricity needed to reach the final temperature.
Alternatively, solar heaters (some with electric backup heaters) are also available, although
initial costs may be prohibitively high, depending on the particular installation.

Heat pump water heaters may save as much as 25%—-30% of the electricity used by a
conventional electric water heater. Some utilities have offered rebates of several thousand
dollars to encourage customers to install heat pump water heaters.

The microwave water heater is an interesting technology that is just beginning to emerge in
both residential and commercial applications. Microwave water heaters are tankless systems
that produce hot water only when needed, thereby avoiding the energy losses incurred by
conventional water heaters during the storage of hot water. These heaters consist of a closed
stainless steel chamber with a silica-based flexible coil and a magnetron. When there is a
demand for hot water, either because a user has opened a tap or because of a heater timing
device, water flows into the coil and the magnetron bombards it with microwave energy at a
frequency of 2450 MHz. The microwave energy excites the water molecules, heating the water
to the required temperature.

Heat recovery is another technique for preheating or heating water, although opportunities in
residences are limited. This is discussed in more detail under commercial water heating.

Apartments and larger buildings use a combined water heater/storage tank, a circulation
loop, and a circulating pump. Cold water is supplied to the tank, which thermostatically
maintains a preset temperature, typically 71°C (160°F). The circulating pump maintains a flow



of water through the circulating loop, so hot water is always available instantaneously upon
demand to any user. This method is also used in hotels, office buildings, etc.

Adequate piping and tank insulation is even more important here, since the systems are
larger and operate at higher temperature. The circulating hot water line should be insulated,
since it will dissipate heat continuously otherwise.

5.3.3.2 Heat Recovery in Nonresidential Systems

Commercial/industrial hot water systems offer many opportunities for employing heat
recovery. Examples of possible sources of heat include air compressors, chillers, heat pumps,
refrigeration systems, and water-cooled equipment. Heat recovery permits a double energy
savings in many cases. First, recovery of heat for hot water or space heating reduces the direct
energy input needed for heating. The secondary benefit comes from reducing the energy used to
dissipate waste heat to a heat sink (usually the atmosphere). This includes pumping energy and
energy expended to operate cooling towers and heat exchangers. Solar hot water systems are
also finding increasing use. Interestingly enough, the prerequisites for solar hot water systems
also permit heat recovery. Once the hot water storage capacity and backup heating capability
has been provided for the solar hot water system, it is economical to tie in other sources of
waste heat, for example, water jackets on air compressors.

5.3.4 Lighting

There are seven basic techniques for improving the efficiency of lighting systems:

Delamping

Relamping

Improved controls

More efficient lamps and devices
Task-oriented lighting

Increased use of daylight

Room color changes, lamp maintenance

The first two techniques and possibly the third are low cost and may be considered operational
changes. The last four items generally involve retrofit or new designs. (Chapter 7 contains
further details on energy-efficient lighting technologies.)

The first step in reviewing lighting electricity use is to perform a lighting survey. An
inexpensive handheld light meter can be used as a first approximation; however, distinction
must be made between raw intensities (lux or foot-candles) recorded in this way and
illumination quality.

Many variables can affect the correct lighting values for a particular task: task complexity,
age of employee, glare, etc. For reliable results, consult a lighting specialist or refer to the
literature and publications of the Illuminating Engineering Society.



The lighting survey indicates those areas of the building where lighting is potentially
inadequate or excessive. Deviations from illumination levels that are adequate can occur for
several reasons: over design; building changes; change of occupancy; modified layout of
equipment or personnel, more efficient lamps, improper use of equipment, dirt buildup, etc.

Once the building manager has identified areas with potentially excessive illumination
levels, he or she can apply one or more of the seven techniques listed previously. Each of these
will be described briefly.

Delamping refers to the removal of lamps to reduce illumination to acceptable levels. With
incandescent lamps, remove unnecessary bulbs. With fluorescent or high intensity discharge
(HID) lamps, remove lamps and disconnect ballasts, since ballasts account for 10%—20% of
total energy use. Note that delamping is not recommended if it adversely affects the distribution
of the lighting; instead, consider relamping.

Relamping refers to the replacement of existing lamps by lamps of lower wattage and lower
lumen output in areas with excessive light levels. More efficient lower wattage fluorescent
tubes are available that require 15%—-20% less wattage while producing 10%—-15% less light.
In some types of HID systems, it is possible to substitute a more efficient lamp with lower
lumen output directly. However, in most cases, ballasts must also be changed.

Improved controls permit lamps to be used only when and where needed. For example,
certain office buildings have all lights for one floor or large area on a single contactor. These
lamps will be switched on at 6 a.m. before work begins, and are not turned off until 10 p.m.
when maintenance personnel finish their cleanup duties. In such cases, energy usage can be cut
by as much as 50% by better control and operation strategies: installing individual switches
for each office or work area; installing timers, occupancy sensors, daylighting controls, and/or
dimmers; and instructing custodial crews to turn lights on as needed and turn them off when
work is complete.

Sophisticated building-wide lighting control systems are also available, and today are being
implemented at an increasing rate, particularly in commercial buildings.

There is a great variation in the efficacy (a measure of light output per electricity input) of
various lamps. Incandescent lamps have the lowest efficacy, typically 5-20 Im/W. Wherever
possible, substitute incandescent lamps with fluorescent lamps, or with other efficient
alternatives. This not only saves energy, but offers substantial economic savings as well, since
fluorescent lamps last 10-50 times longer. Conventional fluorescent lamps have efficacies in
the range of 30—70 Im/W; high-efficiency fluorescent systems yield about 85—-100 Im/W.

CFLs and LED lamps are also good substitutes for a wide range of incandescent lamps.
They are available in a variety of wattages and will replace incandescent lamps with a fraction
of the energy consumption. Typical efficacies are 5570 Im/W for CFLs and 60—100 1m/W for
LEDs. In addition to the energy savings, they have longer rated lifetimes and thus do not need
to be replaced as often as incandescent lamps. As mentioned previously, EISA (2007) put
standards in place to phase out common incandescent lamps (40—100 W) with more efficient
CFL and LED options. Replacement lighting must use at least 27% less energy. The first phase
began in January 2012 and affects 100 W bulbs; the second phase took effect in January 2013,
affecting 75 W bulbs.



Still greater improvements are possible with HID lighting, particularly metal halide lamps.
While they are generally not suited to residential use (high light output and high capital cost),
they are increasingly being used in commercial and industrial buildings for their high
efficiency and long life. It should be noted that HID lamps are not suited for any area that
requires lamps to be switched on-and-off, as they still take several minutes to restart after
being turned off.

Improving ballasts is another way of saving lighting energy. One example of a significant
increase in efficacy in the commercial sector is illustrated in the transition from T12 (1.5 in.
diameter) fluorescent lamps with magnetic ballasts to T8 (1 in. diameter) fluorescent lamps
with electronic ballasts. This transition began to occur in the late 1970s and early 1980s. Now
T8 electronic ballast systems are the standard for new construction and retrofits. The efficacy
improvement, depending on the fixture, is roughly 20%—40% or even more. For example, a
two-lamp F34T12 fixture (a fixture with two 1.5 in. diameter, 34 W lamps) with energy-saving
magnetic ballast requires 76 W, whereas a two-lamp F32T8 fixture (a fixture with two 1 in.
diameter, 32 W lamps) with electronic ballast requires only 59 W, which is an electricity
savings of 22%. The savings is attributable to the lower wattage lamps as well as the
considerably more efficient ballast.

In recent years, T5 (5/8 in. diameter) fluorescent lamps have been gaining a foothold in the
fluorescent market. They are smaller and have a higher optimum operating temperature than
T8s, which makes them advantageous in certain applications. One common use is for high bay
lighting, where they are displacing HID alternatives because of their better coloring rendering,
longer life, shorter warm-up time, and greater lumen maintenance properties.

Task-oriented lighting is another important lighting concept. In this approach, lighting is
provided for work areas in proportion to the needs of the task. Hallways, storage areas, and
other nonwork areas receive less illumination.

Task lighting can replace the so-called uniform illumination method sometimes used in
offices and other types of commercial buildings. The rationale for uniform illumination was
based on the fact that the designer could never know the exact layout of desks and equipment in
advance, so designs provided for uniform illumination and the flexibility it offers. With today’s
higher electricity costs, a more customized task lighting approach is often a cost-effective
alternative.

Daylighting was an important element of building design for centuries before the discovery
of electricity. In certain types of buildings and operations today, daylighting can be utilized to
at least reduce (if not replace) electric lighting. Techniques include windows, an atrium,
skylights, etc. There are obvious limitations such as those imposed by the need for privacy, 24
h operation, and building core locations with no access to natural light.

The final step is to review building and room color schemes and decor. The use of light
colors can substantially enhance illumination without modifying existing lamps.

An effective lamp maintenance program also has important benefits. Light output gradually
decreases over lamp lifetime. This should be considered in the initial design and when
deciding on lamp replacement. Dirt can substantially reduce light output; simply cleaning



lamps and luminaries more frequently can gain up to 5%—-10% greater illumination, permitting
some lamps to be turned off.

In addition to the lighting energy savings, efficient lighting also reduces energy requirements
for cooling since efficient systems produce less heat. This is a yearlong benefit in many
commercial buildings, since space conditioning equipment often operates year-round.
However, it is an energy penalty when buildings operate heating systems, since the heating
systems have to work a little harder.

5.3.5 Refrigeration

The refrigerator, at roughly 40-140 kWh/month depending on the size and age of the model, is
among the top four residential users of electricity. In the last 60 years, the design of
refrigerator/freezers has changed considerably, with sizes increasing from 5-10 ft3 to 20-25 ft
today. At the same time, the energy input per unit increased up until the oil embargo, after
which efforts were made that led to a steady decline in energy use per unit between the mid-
1970s through today, despite increases in average refrigerator size. As noted earlier, current
refrigerators use about one-quarter the energy (average of ~450 kWh/year in 2011) smaller
units did 40 years ago (average of ~1800 kWh/year in 1972).

Energy losses in refrigerators arise from a variety of sources. The largest losses are due to
heat gains through the walls and frequent door openings. Since much of the energy used by a
refrigerator depends on its design, care should be used in selection. Choose a refrigerator that
is the correct size for the application and look for ENERGY STAR models to maximize
efficiency. Refrigerators with freezers on the top or bottom are more efficient than side-by-side
models. In addition, refrigerators without in-door ice and water dispensers use less energy, as
do models with automatic moisture control and manual defrost.

Purchase of a new, more efficient unit is not a viable option for many individuals who have
a serviceable unit and do not wish to replace it. In this case, the energy management challenge
is to obtain the most effective operation of the existing equipment. Techniques include the
following:

Reducing operation of automatic defrost and antisweat heaters

Providing a cool location for the refrigerator

Reducing the number of door openings

Maintaining temperature settings recommended levels for food safety (not lower)
Precooling foods before refrigerating

Commercial refrigeration systems are found in supermarkets, liquor stores, restaurants,
hospitals, hotels, schools, and other institutions—about one-fifth of all commercial facilities.
Systems include walk-in dairy cases, open refrigerated cases, and freezer cases. In a typical
supermarket, lighting, HVAC, and miscellaneous uses account for half the electricity use, while
refrigerated display cases, compressors, and condenser fans account for the other half. Thus,
commercial refrigeration can be an important element of electric energy efficiency.



It is a common practice in some types of units to have the compressor and heat exchange
equipment located remotely from the refrigerator compartment. In such systems, try to locate
the compressor in a cool location rather than placing it next to other equipment that gives off
heat. Modern commercial refrigerators often come equipped with heat recovery systems,
which recover compressor heat for space conditioning or water heating.

Walk-in freezers and refrigerators lose energy though door openings; refrigerated display
cases have direct transfer of heat. Covers, strip curtains, air curtains, glass doors, or other
thermal barriers can help mitigate these problems. In addition, it is important to use the most
efficient light sources in large refrigerators and freezers; elimination of 1 W of electricity to
produce light also eliminates two additional Watts required to extract the heat. Other potential
energy saving improvements include high-efficiency motors, VSDs, more efficient
compressors, and improved refrigeration cycles and controls, such as the use of floating head
pressure controls.

5.3.6 Cooking

Consumer behavior toward cooking has changed dramatically since the first edition of this
handbook. Consumers today are cooking less in the home and dining out or picking up prepared
food more often. Consumers are also purchasing more foods that are easier to prepare—
convenience is key to the modern family. In response, the food processing industry offers a
wide variety of pre-prepared, ready-to-eat products. Recent end use electricity data illustrate
this change in behavior. Cooking accounted for about 7% of residential electricity use in 2001;
in 2011, it accounted for only 2%.

Though habits are changing and more cooking is occurring outside the home (in restaurants
and food processing facilities), reductions in energy use are still important. In general,
improvements in energy use efficiency for cooking can be divided into three categories:

e More efficient use of existing appliances
e Use of most efficient existing appliances
e More efficient new appliances

The most efficient use of existing appliances can lead to substantial reductions in energy use.
While slanted toward electric ranges and appliances, the following observations also apply to
cooking devices using other sources of heat.

First, select the right size equipment for the job. Do not heat excessive masses or large
surface areas that will needlessly radiate heat. Second, optimize heat transfer by ensuring that
pots and pans provide good thermal coupling to the heat sources. Flat-bottomed pans should be
used on electric ranges. Third, be sure that pans are covered to prevent heat loss and to shorten
cooking times. Fourth, when using the oven, plan meals so that several dishes are cooked at
once. Use small appliances (electric fry pans, slow cookers, toaster ovens, etc.) whenever they
can be substituted efficiently for the larger appliances such as the oven.

Different appliances perform similar cooking tasks with widely varying efficiencies. For
example, the electricity used and cooking time required for common foods items can vary as



much as ten to one in energy use and five to one in cooking times, depending on the method. As
an example, four baked potatoes require 2.3 kWh and 60 min in an oven (5.2 kW) of an electric
range, 0.5 kWh and 75 min in a toaster oven (1.0 kW), and 0.3 kWh and 16 min in a
microwave oven (1.3 kW). Small appliances are generally more efficient when used as
intended. Measurements in a home indicated that a pop-up toaster cooks two slices of bread
using only 0.025 kWh. The toaster would be more efficient than using the broiler in the electric
range oven, unless a large number of slices of bread (more than 17 in this case) were to be
toasted at once.

If new appliances are being purchased, select the most efficient ones available. Heat losses
from some ovens approach 1 kW, with insulation accounting for about 50%; losses around the
oven door edge and through the window are next in importance. These losses are reduced in
certain models. Self-cleaning ovens are normally manufactured with more insulation. Careful
design of heating elements can also contribute to better heat transfer. Typically, household
electric ranges require around 2300-3200 W for oven use, 3600 W for broiler use, and 4000
W for use of the self-cleaning feature.

Microwave cooking is highly efficient for many types of foods, since the microwave energy
is deposited directly in the food. Energy input is minimized, because there is no need to heat
the cooking utensil. Although many common foods can be prepared effectively using a
microwave oven, different methods must be used as certain foods are not suitable for
microwave cooking. A typical microwave oven requires 750-1100 W. Convection ovens and
induction cook tops are two additional electric alternatives that can reduce cooking energy use.

Commercial cooking operations range from small restaurants and cafes where methods
similar to those described previously for residences are practiced, to large institutional
kitchens in hotels and hospitals. Many of the same techniques apply. Careful scheduling of
equipment use, and provision of several small units rather than a single large one, will save
energy. For example, in restaurants, grills, soup kettles, bread warmers, etc., often operate
continuously. Generally, it is unnecessary to have full capacity during off-peak hours; one small
grill might handle midmorning and midafternoon needs, permitting the second and third units to
be shut down. The same strategy can be applied to coffee warming stations, hot plates, etc.

5.3.7 Residential Appliances

A complete discussion of EMOs associated with all the appliances found in homes is beyond
the scope of this chapter. However, the following subsections discuss several of the major
ones and general suggestions applicable to the others are provided.

5.3.7.1 Clothes Drying

Clothes dryers typically use about 2.5 kWh or more per load, depending on the unit and size of
the load. A parameter called the EF, which is a measure of the 1bs of clothing dried per kWh of
electricity consumed, can be used to quantify the efficiency of clothes drying. The current
minimum EF for a standard capacity electric dryer is 3.01. New standards based on a new
metric that incorporates standby energy use (combined energy factor [CEF]) are scheduled to



take effect in January 2014. ENERGY STAR certified models are not yet available. In the
United States, new dryers are not required to display energy use information, so it is difficult
to compare models. In fact, most electric dryers in the market are pretty comparable in their
construction and the basic heating technology. However, the actual energy consumption of the
dryer varies with the types of controls it has, and how the operator uses those controls. Models
with moisture-sensing capability can result in the most energy savings—savings on the order of
15% compared to conventional operation are common.

In addition, electric clothes dryers operate most efficiently when fully loaded. Operating
with one-third to one-half load costs roughly 10%—-15% in energy efficiency.

Locating clothes dryers in heated spaces could save 10%—-20% of the energy used by
reducing energy needed for heating up. Another approach is to save up loads and do several
loads sequentially, so that the dryer does not cool down between loads.

The heavier the clothes, the greater the amount of water they hold. Mechanical water
removal (pressing, spinning, and wringing) generally requires less energy than electric heat.
Therefore, be certain the washing machine goes through a complete spin cycle (0.1 kWh)
before putting clothes in the dryer.

Solar drying, which requires a clothesline (rope) and two poles or trees, has been practiced
for millennia and is very sparing of electricity. The chief limitation is, of course, inclement
weather. New technologies such as microwave or heat pump clothes dryers may help reduce
clothes drying energy consumption in the future.

5.3.7.2 Clothes Washing

The modified energy factor (MEF) can be used to compare different models of clothes
washers. It is a measure of the machine energy required during washing, the water heating
energy, and the dryer energy needed to remove the remaining moisture. A higher MEF value
indicates a more efficient clothes washer. According to Federal standards, all new clothes
washers manufactured or imported after January 2007 are required to have an MEF of at least
1.26. In addition, as of February 2013, to be qualified as an ENERGY STAR unit, residential
clothes washers must have an MEF of at least 2.0.

Electric clothes washers are designed for typical loads of 3-7 kg. Surprisingly, most of the
energy used in clothes washing is for hot water; the washer itself only requires a few percent
of the total energy input. Therefore, the major opportunity for energy management in clothes
washing is the use of cold or warm water for washing. Under normal household conditions, it
is not necessary to use hot water. Clothes are just as clean (in terms of bacteria count) after a
20°C wash as after a 50°C wash. If there is concern for sanitation (e.g., a sick person in the
house), authorities recommend use of chlorine bleach. If special cleaning is required, such as
removing oil or grease stains, hot water (50°C) and detergent will emulsify oil and fat. There
is no benefit in a hot rinse.

A secondary savings can come from using full loads. Surveys indicate that machines are
frequently operated with partial loads, even though a full load of hot water is used.



5.3.7.3 Dishwashers

The two major energy uses in electric dishwashers are the hot water and the dry cycle.
Depending on the efficiency of the model and operation, dishwashers use between about 2 and
5 kWh/load.

The water heating often accounts for 80% of the total energy requirement of a dishwasher.
The volume of hot water used ranges from about 5 gal for the more efficient units to more than
double that for less efficient models. The water volume can be varied on some machines
depending on the load.

Since 1990, new models have been required to allow for a no-heat drying option. If you are
using a very old unit in which that option is not available, stop the cycle prior to the drying
step and let the dishes air-dry. Operating the dishwasher with a full load and using a cold
water prerinse are additional ways to minimize energy use.

New standards that took effect in mid-2013 require standard-size residential dishwashers to
use a maximum of 307 kWh/year and 5.0 gal/cycle and compact dishwashers to use a maximum
of 222 kWh/year and 3.5 gal/cycle. ENERGY STAR models are also available.

5.3.7.4 General Suggestions for Residential Appliances and Electrical
Equipment

Many electrical appliances (pool pumps, televisions, stereos, DVD and CD players, electronic
gaming systems, aquariums, blenders, floor polishers, hand tools, mixers, etc.) perform unique
functions that are difficult to duplicate. This is their chief value.

Attention should be focused on those appliances that use more than a few percent of annual
electricity use. General techniques for energy management include

e Reduce use of equipment where feasible (e.g., turn off entertainment systems when not in
use).

e Perform maintenance to improve efficiency (e.g., clean pool filters to reduce pumping
power).

e Schedule use for off-peak hours (evenings).

The last point requires further comment and applies to large electric appliances such as
washers, dryers, and dishwashers as well. Some utilities now offer time-based pricing that
includes a premium charge for usage occurring on-peak (when the greatest demand for
electricity takes place) and lower energy costs for off-peak electricity use. By scheduling
energy-intensive activities for off-peak hours (e.g., clothes washing and drying in the evening),
the user helps the utility reduce its peaking power requirement, thereby reducing generating
costs. The utility then returns the favor by providing lower rates for off-peak use.

5.4 Closing Remarks



This chapter has discussed the management of electrical energy in buildings. Beginning with a
discussion of energy use in buildings, we next outlined the major energy using systems and
equipment, along with a brief description of their features that influence energy use and
efficiency. A systematic methodology for implementing an energy management program was
then described. The procedure has been implemented in a wide variety of situations including
individual homes, commercial buildings, institutions, multinational conglomerates, and cities,
and has worked well in each case. Following the discussion of how to set up an energy
management program, a series of techniques for saving electricity in each major end use were
presented. The emphasis has been on currently available, cost-effective technology. There are
other techniques available, some of which are provided in other chapters of this handbook, but
we have concentrated on those of we know will work in today’s economy, for the typical
energy consumer.

The first edition of this book was published in 1980. Much of the data in the first edition
dated from the 1975 to 1980 time frame, when the initial response to the oil embargo of 1973
was gathering momentum and maturing. It is remarkable to return to those data and look at the
progress that has been made. In 1975, total U.S. energy use was 72 quads (1 quad = 10" BTU
= 1.055 EJ). Most projections at that time predicted U.S. energy use in excess of 100 quads by
1992; instead, we saw that it only reached 85 quads by 1992. In fact, by 2004, total U.S.
energy use had just reached the 100 quad mark. Estimates for 2012 show that usage has
actually declined to a value of 95 quads (EIA 2013c). In addition, between 1975 and 2012,
energy consumption per real dollar of the U.S. gross domestic product (GDP) decreased by
half, from 14.76 to 7.00 thousand BTU per chained 2005 dollar (EIA 2013c). Some of this is
due to a decrease in domestic energy-intensive industry and the recent economic recession, but
much of it represents a remarkable improvement in overall energy efficiency.

As noted earlier in this chapter (Table 5.1), a significant growth in total energy consumption
in the residential and commercial sectors has occurred in the intervening decades, but
efficiency improvements have helped to moderate this growth rate considerably. The
improvement in energy efficiency in lighting, refrigerators, air conditioning, and other devices
has been truly remarkable. Today the local hardware or home improvement store has supplies
of energy-efficient devices that were beyond imagination in 1973.

This is a remarkable accomplishment, technically and politically, given the diversity of the
residential/commercial market. Besides the huge economic savings this has meant to millions
of homeowners, apartment dwellers, and businesses, think of the environmental benefits
associated with avoiding the massive additional amounts of fuel, mining, and combustion,
which otherwise would have been necessary.
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6.1 Introduction: The Need for Control

This chapter describes the essentials of control systems for heating, ventilating, and air
conditioning (HVAC) of buildings designed for energy conserving operation. Of course, there
are other renewable and energy conserving systems that require control. The principles
described herein for buildings also apply with appropriate and obvious modification to these
other systems. For further reference, the reader is referred to several standard references in the
list at the end of this chapter.

HVAC system controls are the information link between varying energy demands on a
building’s primary and secondary systems and the (usually) approximately uniform demands
for indoor environmental conditions. Without a properly functioning control system, the most
expensive, most thoroughly designed HVAC system will be a failure. It simply will not control
indoor conditions to provide comfort.

The HVAC control system must

* Sustain a comfortable building interior environment
* Maintain acceptable indoor air quality

* Be as simple and inexpensive as possible and yet meet HVAC system operation criteria
reliably for the system lifetime

* Result in efficient HVAC system operation under all conditions
* Be commissioned, including the building, equipment, and control systems

* Be fully documented, so that the building staff successfully operates and maintains the
HVAC system

A considerable challenge is presented to the HVAC system designer to design a control
system that is energy efficient and reliable. Inadequate control system design, inadequate
commissioning, and inadequate documentation and training for the building staff often create
problems and poor operational control of HVAC systems. This chapter develops the basics of
HVAC control and follows through with the operational needs for successfully maintained
operation. The reader is encouraged to review the following references on the subject:
ASHRAE (2002, 2003, 2004, 2005), Haines (1987), Honeywell (1988), Levine (1996), Sauer
et al. (2001), Stein and Reynolds (2000), and Tao and Janis (2005).

To achieve proper control based on the control system design, the HVAC system must be
designed correctly and then constructed, calibrated, and commissioned according to the



mechanical and electrical systems drawings. These must include properly sized primary and
secondary systems. In addition, air stratification must be avoided, proper provision for control
sensors is required, freeze protection is necessary in cold climates, and proper attention must
be paid to minimizing energy consumption subject to reliable operation and occupant comfort.

The principal and final controlled variable in buildings is zone temperature (and to a lesser
extent humidity and/or air quality in some buildings). This chapter will therefore focus on
methods to control temperature. Supporting the zone temperature control, numerous other
control loops exist in buildings within the primary and secondary HVAC systems, including
boiler and chiller control, pump and fan control, liquid and airflow control, humidity control,
and auxiliary system control (e.g., thermal energy storage control). This chapter discusses only
automatic control of these subsystems. Honeywell (1988) defines an automatic control system
as “a system that reacts to a change or imbalance in the variable it controls by adjusting other
variables to restore the system to the desired balance.”

Set point
External disturbance Gain T
[ . P
—_— — Sensor

Actuator

FIGURE 6.1
Simple water level controller. The set point is the full water level; the error is the difference between the full level and the actual
level

Figure 6.1 defines a familiar control problem with feedback. The water level in the tank
must be maintained under varying outflow conditions. The float operates a valve that admits
water to the tank as the tank is drained. This simple system includes all the elements of a
control system:

Sensor—float; reads the controlled variable, the water level.

Controller—linkage connecting float to valve stem; senses difference between full tank
level and operating level and determines needed position of valve stem.

Actuator (controlled device)—internal valve mechanism; sets valve (the final control
element) flow in response to level difference sensed by controller.

Controlled system characteristic—water level; this is often termed the controlled variable.



This system is called a closed-loop or feedback system because the sensor (float) is directly
affected by the action of the controlled device (valve). In an open-loop system, the sensor
operating the controller does not directly sense the action of the controller or actuator. An
example would be a method of controlling the valve based on an external parameter such as the
time of day, which may have an indirect relation to water consumption from the tank.

There are four common methods of control of which Figure 6.1 shows, but one. In the next
section, we will describe each with relation to an HVAC system example.

6.2 Modes of Feedback Control

Feedback control systems adjust an output control signal based on feedback. The feedback is
used to generate an error signal, which then drives a control element. Figure 6.1 illustrates a
basic control system with feedback. Both off-on (i.e., two-position) control and analog (i.e.,
variable) control can be used. Numerous methodologies have been developed to implement
analog control. These include proportional, proportional—integral (PI), proportional—integral—
differential (PID), state feedback control, adaptive control, and predictive control.
Proportional and PI controls are currently used for most applications in HVAC control,
although more advanced strategies offer the potential for significantly improved performance.

Figure 6.2a shows a steam coil used to heat air in a duct. The simple control system shown
includes an air temperature sensor, a controller that compares the sensed temperature to the set
point, a steam valve controlled by the controller, and the coil itself. We will use this example
system as the point of reference when discussing the various control system types. Figure 6.2b
is the control diagram corresponding to the physical system shown in Figure 6.2a.



Input signal
(Set point) Controller
/ Actuator
Feedback
Controlled Temperature Steam valve Steam
variable: sensor supply
air temperature /
g — Airflow
T, sensed S =
Controlled
- process
(a)
Actuator Controlled
{VE\WE] process
Controller (coil and air duct)

Input Controlled
signal v @ €= [T Tensedl - G ucmrtru!: & Flow . & variable
(Set point) Air temp

T#'&'! Summing Tseuserf
junction
{Feedback) Sensor
G,
(b) Ll Tseusrd}
FIGURE 6.2

(a) Simple heating coil control system showing the process (coil and short duct length), controller, controlled device (valve and
its actuator), and sensor. The set point entered externally is the desired coil outlet temperature. (b) Equivalent control diagram

for heating coil. The Gs represent functions relating the input to the output of each module.
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Two-position (on-off) control characteristic.

Two-position control applies to an actuator that is either fully open or fully closed. This is
also known as on-off, bang-bang, or hysteretic control. In Figure 6.2a, the valve is a two-
position valve if two-position control is used. The position of the steam valve is determined
by the value of the coil outlet temperature. Figure 6.3 depicts two-position control of the
valve. If the air temperature drops below 95°F, the valve opens and remains open until the
air temperature reaches 100°F. The differential is usually adjustable, as is the temperature
setting itself. Two-position control is the least expensive method of automatic control and is
suitable for control of HVAC systems with large time constants and where an oscillatory
response is acceptable. Examples include residential space and water heating systems.
Systems that are fast reacting should not be controlled using this approach, since overshoot
and undershoot may be excessive.

Proportional control adjusts the controlled variable in proportion to the difference between
the controlled variable and the set point. For example, a proportional controller would
increase the coil heat rate in Figure 6.2 by 10% if the coil outlet air temperature dropped by
an amount equal to 10% of the temperature range specified for the heating to go from off to
fully on. The following equation defines the behavior of a proportional control loop:

u=u0+Kpe(6.1)

where
u is the controller output

u( is the constant value of controller output when no error exists

Kp is the proportional control gain; it determines the rate or proportion at which the control signal changes in response to
the error



e is the error; in the case of the steam colil, it is the difference between the air temperature set point and the sensed supply
air temperature:

e=Tset—Tsensed(6.2)
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Proportional control characteristic showing various throttling ranges and the corresponding proportional gains Kp. This
characteristic is typical of a heating coil temperature controller.

As coil air outlet temperature drops farther below the set temperature, error e increases
leading to increased control action—an increased steam flow rate. Note that the temperatures
in Equations 6.1 and 6.2 are often replaced by voltages or other variables, particularly in
electronic controllers.

The throttling range is the total change in the controlled variable that is required to cause
the actuator or controlled device to move between its limits. For example, if the nominal
temperature of a zone is 72°F and the heating controller throttling range is 6°F, then the heating
control undergoes its full travel between a zone temperature of 69°F and 75°F. This control,
whose characteristic is shown in Figure 6.4, is reverse acting; that is, as the temperature
(controlled variable) increases, the heating valve position decreases.

The throttling range is inversely proportional to the gain as shown in Figure 6.4. Beyond the
throttling range, the system is out of control. In actual hardware, one can set the set point and
either the gain or the throttling range (most common), but not both of the latter. Proportional
control by itself is not capable of reducing the error to zero, since an error is needed to
produce the capacity required for meeting a load as we will see in the following example. This
unavoidable value of the error in proportional systems is called the offset. From Figure 6.4, it



is easy to see that the offset is larger for systems with smaller gains. There is a limit to which
one can increase the gain to reduce offset, because high gains can produce control instability.

Example 6.1: Proportional Gain Calculation

If the steam heating coil in Figure 6.2a has a heat output that varies from 0 to 20 kW as the
outlet air temperature varies from 35°C to 45°C in an industrial process, what is the coil
gain and what is the throttling range? Find an equation relating the heat rate at any sensed
air temperature to the maximum rate in terms of the gain and set point.

Given

Q max=20 kWQ min=0 KWTmax=45°CTmin=35°C

Figure: See Figure 6.2a.

Assumptions: Steady-state operation

Find: Kp: ATrnax

Solution: The throttling range is the range of the controlled variable (air temperature)
over which the controlled system (heating coil) exhibits its full capacity range. The

temperature varies from 35°C to 45°C. Assuming that a temperature of 35°C corresponds
to heating rate of 0 kW, then the throttling range is

ATmax=45°C—35°C=10°C(6.3)

The proportional gain is the ratio of the controlled system (coil) output to the throttling
range. For this example, the Q controller output is Q and the gain is

Kp=Q max-Q minATmax=(20-0)kW10 K=2.0 KW/K(6.4)

The controller characteristic can be found by inspecting Figure 6.4. It is assumed that the
average air temperature (40°C) occurs at the average heat rate (10 kW). The equation of
the straight line shown is

Q =Kp(Tset—-Tsensed)+Q max—Q min2=Kpe+Q max—Q 'min2(6.4)

Note that the quantity (T,; — Tonseq) 1S the error e and a nonzero value indicates that the

set temperature is not met. However, the proportional control system used here requires
the presence of an error signal to fully open or fully close the valve.

Inserting the numerical values, we have
Q'=2.0 kW/K(40-Tsensed)+10kW(6.6)

Comments: In an actual steam coil control system, it is the steam valve that is controlled
directly to indirectly control the heat rate of the coil. This is typical of many HVAC
system controls in that the desired control action is achieved indirectly by controlling



another variable that in turn accomplishes the desired result. That is why the controller
and actuator are often shown separately as in Figure 6.2b.

This example illustrates with a simple system how proportional control uses an error
signal to generate an offset and how the offset controls an output quantity. Using a bias
value, the error can be set to be zero at one value in the control range. Proportional
control generally results in a nonzero error over the remainder of the control range, as
shown later.

A common approach for modeling dynamic HVAC systems where only one input—
output is considered is a process control model (Equation 6.7). The basic form of this
model includes a gain, k), a first-order dynamic characterized by the time constant, o, and

a pure time delay, T,. This basic model is easily augmented with additional time constants
as needed:

G(s)=kOe—Tdsts+1(6.6)

Assuming the basic feedback control loop (Figure 6.2b) where the controller is selected
to be a proportional control and the system model is given as in Equation 6.7, then the
relationship between the desired reference signal and the system error is given as
follows:

E(s)R(s)=11+C(s)G(s)=11s+1+KpkOe—Tds(6.7)

Assuming a unit step change in the reference signal, then the steady-state value of the
system output is given by

ess=lims — O[s(E(s)R(s))R(s)]=11+C(0)G(0)+11+Kpk0(6.9)

Thus, using proportional control, the system error (i.e., the difference between the
reference signal and system output) becomes smaller as the proportional gain is
increased, but the error will never be zero. For more details regarding this type of
analysis, see Franklin et al. (2006) for a detailed discussion of transfer functions, final
value theorem, and steady-state error analysis.

Real systems also have a dynamic response. This means that proportional control is
best suited to slow-response systems, where the throttling range can be set so that the
system achieves stability. Typically, slow-responding mechanical systems include
pneumatic thermostats for zone control and air handler unit damper control.

Integral control is often added to proportional control to eliminate the offset inherent in
proportional-only control. The result, proportional plus integral control, is identified by the
acronym PI. Initially, the corrective action produced by a PI controller is the same as for a
proportional-only controller. After the initial period, a further adjustment due to the integral
term reduces the offset to zero. The rate at which this occurs depends on the timescale of the
integration. In equation form, the PI controller is modeled by



V=V0+Kpe+Kifedt(6.10)

in which K; is the integral gain constant. It has units of reciprocal time and is the number of

times that the integral term is calculated per unit time. This is also known as the reset rate;
reset control is an older term used by some to identify integral control.

Today, most PI control implementations use electronic sensors, analog-to-digital
converters (A/Ds), and digital logic to implement the PI control. Integral windup must be
taken into account when using PI control, which occurs when actuators reach hardware or
software limitations, and the tracking error is nonzero. The integral term will continue to
grow, or wind up, and creates a large offset. This can prevent the control loop from
performing as desired for long periods until the integral term recovers. Various methods
exist to minimize or eliminate the windup problem.

The integral term in Equation 6.10 has the effect of adding a correction to the output signal
V as long as the error term exists. The continuous offset produced by the proportional-only
controller can thereby be reduced to zero because of the integral term. For HVAC systems,
the timescale (Kp/K;) of the integral term is often in the range of 10+ s to 10+ min. Using

large integral gains will allow the control system to converge quickly to the desired set
point value. However, large gains also tend to increase the oscillations in the response, and
thus a balance must be found.

PI control is used for fast-acting systems for which accurate control is needed. Examples
include mixed-air controls, duct static pressure controls, and coil controls. Because the
offset is eventually eliminated with PI control, the throttling range can be set rather wide to
ensure stability under a wider range of conditions than good control would permit with
proportional-only control. Hence, PI control is also used on almost all electronic
thermostats.

Derivative control is used to speed up the action of PI control. When derivative control is
added to PI control, the result is called PID control. The derivative term added to Equation
6.10 generates a correction signal proportional to the time rate of change of error. This term
has little effect on a steady proportional system with uniform offset (time derivative is zero)
but initially, after a system disturbance, produces a larger correction more rapidly. The
derivative control action is anticipatory in nature and can be effective in dampening
oscillations caused by an aggressive PI controller. Equation 6.11 includes the derivative
term in the mathematical model of the PID controller

V=V0+Kpe+Kifedt+Kddedt(6.11)

in which Kj is the derivative gain constant. The timescale (K,;/K},) of the derivative term is

typically in the range of 0.2—15 min. Since HVAC systems do not often require rapid control
response, the use of PID control is less common than use of PI control. Since a derivative is
involved, any noise in the error (i.e., sensor) signal must be avoided, or this noise will be
amplified in the control action, creating undesirable fluctuations. One application in



buildings where PID control has been effective is in duct static pressure control, a fast-
acting subsystem that has a tendency to be unstable otherwise.

Derivative control has limited application in HVAC systems because it requires correct tuning
for each of the three gain constants (Ks) over the performance range that the control loop
will need to operate. Another serious limitation centers on the fact that most facility
operators lack training and skills in tuning PID control loops. As a result, many PID
controllers are detuned and use artificially low control gains. This has the effect of
sacrificing good performance, so as to ensure a stable, albeit slow, response.
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Performance comparison of P, P1, and PID controllers when subjected to a uniform, input step change.

Figure 6.5 illustrates the loop response for three correctly configured systems when a step
function change, or disturbance, occurs. Note that the PI loop achieves the same final control
as the PID, and only the PI error signal is larger. An improperly configured PID loop can
oscillate from the high value to the low value in a continuous oscillatory manner.

6.3 Basic Control Hardware

In this section, the various physical components needed to achieve the actions required by the
control strategies of the previous section are described. Since there are two fundamentally



different control approaches—pneumatic and electronic—the following material is so divided.
Sensors, controllers, and actuators for principal HVAC applications are described.

6.3.1 Pneumatic Systems

The first widely adopted automatic control systems used compressed air as the signal
transmission medium. Compressed air had the advantage that it could be metered through
various sensors and could power large actuators. The fact that the response of a normal
pneumatic loop could take several minutes often worked as an advantage. Pneumatic controls
use compressed air (approximately 20 psig in the United States) for the operation of sensors
and actuators. Though most new buildings use electronic controls, many existing buildings use
pneumatic controls. This section provides an overview of how these devices operate.
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FIGURE 6.6
Drawing of pneumatic thermostat showing adjustment screw used to change temperature setting.

Temperature control and damper control comprise the bulk of pneumatic loop controls.
Figure 6.6 shows a method of sensing temperature and producing a control signal. Main supply
air, supplied by a compressor, enters a branch line through a restriction. The zone thermostat
bleeds a variable amount of air out, depending on the position of the flapper, controlled by the
temperature sensor bellows. As more air bleeds out, the branch line pressure (control
pressure) drops. This reduction in the total pressure to the control element changes the output
of the control element. This control can be forward acting or reverse acting. The restrictions
typically have hole diameters on the order of a few thousandths of an inch and consume very
little air. Typical pressures in the branch lines range between 3 and 13 psig (20-90 kPa). In
simple systems, this pressure from a thermostat could operate an actuator such as a control



valve for a room heating unit. In this case, the thermostat is both the sensor and the controller—
a rather common configuration.

Many other temperature sensor approaches can be used. For example, the bellows shown in
Figure 6.6 can be eliminated and the flapper can be made of a bimetallic strip. As temperature
changes, the bimetal strip changes curvature, opening or closing the flapper/nozzle gap.
Another approach uses a remote bulb filled with either liquid or vapor that pushes a rod (or a
bellows) against the flapper to control the pressure signal. This device is useful if the sensing
element must be located where direct measurement of temperature by a metal strip or bellows
is not possible, such as in a water stream or high-velocity ductwork. The bulb and connecting
capillary size may vary considerably by application.

Pressure sensors may use either bellows or diaphragms to control branch line pressure. For
example, the motion of a diaphragm may replace that of the flapper in Figure 6.6 to control the
bleed rate. A bellows similar to that shown in the same figure may be internally pressurized to
produce a displacement that can control air bleed rate. A bellows produces significantly
greater displacements than a single diaphragm.
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FIGURE 6.7
Pneumatic control valve showing counterforce spring and valve body. Increasing pressure closes the valve.

Humidity sensors in pneumatic systems are made from materials that change size with
moisture content. Nylon or other synthetic hygroscopic fibers that change size significantly



(i.e., 1%—2%) with humidity are commonly used. Since the dimensional change is relatively
small on an absolute basis, mechanical amplification of the displacement is used. The
materials that exhibit the desired property include nylon, hair, and cotton fibers. Human hair
exhibits a much more linear response with humidity than nylon; however, because the
properties of hair vary with age, nylon has much wider use (Letherman, 1981). Humidity
sensors for electronic systems are quite different and are discussed in the next section.

An actuator converts pneumatic energy to motion—either linear or rotary. It creates a
change in the controlled variable by operating control devices such as dampers or valves.
Figure 6.7 shows a pneumatically operated control valve. The valve opening is controlled by
the pressure in the diaphragm acting against the spring. The spring is essentially a linear
device. Therefore, the motion of the valve stem is essentially linear with air pressure.
However, this does not necessarily produce a linear effect on flow as discussed later. Figure
6.8 shows a pneumatic damper actuator. Linear actuator motion is converted into rotary
damper motion by the simple mechanism shown.

Pneumatic controllers produce a branch line (see Figure 6.6) pressure that is appropriate to
produce the needed control action for reaching the set point. Such controls are manufactured by
a number of control firms for specific purposes. Classifications of controllers include the sign
of the output (direct or reverse acting) produced by an error, by the control action
(proportional, PI, or two-position), or by number of inputs or outputs. Figure 6.9 shows the
essential elements of a dual-input, single-output controller. The two inputs could be the heating
system supply temperature and the outdoor temperature sensors, used to control the output
water temperature setting of a boiler in a building heating system. This is essentially a boiler
temperature reset system that reduces heating water temperature with increasing ambient
temperature for better system control and reduced energy use.
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FIGURE 6.8
Pneumatic damper actuator. Increasing pressure closes the parallel-blade damper.
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Example pneumatic controller with two inputs and one control signal output.

The air supply for pneumatic systems must produce very clean, oil-free, dry air. A
compressor producing 80—100 psig is typical. Compressed air is stored in a tank for use as
needed, avoiding continuous operation of the compressor. The air system should be oversized
by 50%—-100% of estimated, nominal consumption. The air is then dried to avoid moisture
freezing in cold control lines in air-handling units (AHUs) and elsewhere. Dried air should
have a dew point of -30°F or less in severe heating climates. In deep cooling climates, the
lowest temperature to which the compressed air lines are exposed may be the building cold air
supply. Next, the air is filtered to remove water droplets, oil (from the compressor), and any
dirt. Finally, the air pressure is reduced in a pressure regulator to the control system operating
pressure of approximately 20 psig. Control air piping uses either copper or nylon (in
accessible locations).

6.3.2 Electronic Control Systems

Electronic controls comprise the bulk of the controllers for HVAC systems. Direct digital
control (DDC) systems began to make inroads in the early 1990s and now make up over 80%
of all controller sales. Low-end microprocessors now cost under $0.50 each and are thus very
economical to apply. Along with the decreased cost, increased functionality can be obtained
with DDC. BACnet has emerged as the standard communication protocol (ASHRAE, 2001)



and most control vendors offer a version of the BACnet protocol. In this section, we survey the
sensors, actuators, and controllers used in modern electronic control systems for buildings.
DDC enhances the previous analog-only electronic system with digital features. Modern
DDC systems use analog sensors (converted to digital signals within a computer) along with
digital computer programs to control HVAC systems. The output of this microprocessor-based
system can be used to control either electronic, electrical, or pneumatic actuators or a
combination. DDC systems have the advantage of reliability and flexibility that others do not.
For example, accurately setting control constants in computer software is easier than making
adjustments at a controller panel with a screwdriver. DDC systems offer the option of
operating energy management systems (EMSs) and HVAC diagnostic, knowledge-based
systems since the sensor data used for control are very similar to that used in EMSs. Pneumatic
systems do not offer this ability. Figure 6.10 shows a schematic diagram of a DDC controller.
The entire control system must include sensors and actuators not shown in this controller-only
drawing.
Temperature measurements for DDC applications are made by three principal methods:

1. Thermocouples
2. Resistance temperature detectors (RTDs)
3. Thermistors

Each has its advantages for particular applications. Thermocouples consist of two dissimilar
metals chosen to produce a measurable voltage at the temperature of interest (i.e., Seebeck
effect). The voltage output is low (millivolts) but is a well-established function of the junction
temperature. By themselves, thermocouples generally produce voltages too small to be useful
in most HVAC applications (e.g., a type J thermocouple produces only 5.3 mV at 100°C).
However, modern signal conditioning equipment can easily amplify these signals, as well as
provide calibration (also known as cold junction compensation).
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FIGURE 6.10
Block diagram of a DDC controller.

RTDs use small, responsive sensing sections constructed from metals whose resistance—
temperature characteristic is well established and reproducible. To first order,

R=RO(1+KT)(6.12)

where
R is the resistance, ohms
R is the resistance at the reference temperature (0°C), ohms

k is the temperature coefficient of resistance, o1
T is the RTD temperature, °C

This equation is easy to invert to find the temperature as a function of resistance. Although
complex higher order expressions exist, their use is not needed for HVAC applications.

Two common materials for RTDs are platinum and Balco (a 40% nickel, 60% iron alloy).
The nominal values of k, respectively, are 3.85 x 10-3°C~! and 4.1 x 10-3°C-1,

Modern electronics measure current and voltage and then determine the resistance using
Ohm’s law. The measurement causes power dissipation in the RTD element, raising the
temperature and creating an error in the measurement. This Joule self-heating can be minimized
by minimizing the power dissipated in the RTD. Raising the resistance of the RTD helps, but
the most effective approach requires pulsing the current and making the measurement in a few
milliseconds. Since one measurement per second will generally satisfy the most demanding
HVAC control loop, the power dissipation can be reduced by a factor of 100 or more. Modern
digital controls can easily handle the calculations necessary to implement piecewise
linearization and other curve-fitting methods to improve the accuracy of the RTD
measurements. In addition, lead wire resistance can cause lack of accuracy for the class of
platinum RTDs whose nominal resistance is only 100 ohms because the lead resistance of 1-2
ohms is not negligible by comparison to that of the sensor itself.

Thermistors are semiconductors that exhibit a standard exponential dependence for
resistance versus temperature given by

R=Ae(B/T)(6.13)

A is related to the nominal value of resistance at the reference temperature (77°F) and is of the
order of several thousands of ohms. The exponential coefficient B (a weak function of
temperature) is of the order of 5400-7200 R (3000—4000 K). The nonlinearity inherent in
thermistors can be reduced by connecting a properly selected fixed resistor in parallel with it.
The resulting linearity is desirable from a control system design viewpoint. Thermistors can
have a problem with long-term drift and aging; the designer and control manufacturer should
consult on the most stable thermistor design for HVAC applications. Some manufacturers
provide linearized thermistors that combine both positive and negative resistive dependence
on temperature to yield a more linear response function.



Humidity measurements are needed for control of enthalpy economizers or may also be
needed to control special environments such as clean rooms, hospitals, and areas housing
computers. Relative humidity, dew point, and humidity ratio are all indicators of the moisture
content of air. An electrical, capacitance-based approach using a polymer with interdigitated
electrodes has become the most common sensor type. The polymer material absorbs moisture
and changes the dielectric constant of the material, changing the capacitance of the sensor. The
capacitance of the sensor forms part of a resonant circuit so when the capacitance changes, the
resonant frequency changes. This frequency then can be correlated to the relative humidity and
provide reproducible readings if not saturated by excessive exposure to high humidity levels
(Huang, 1991). The response times of tens of seconds easily satisfy most HVAC application
requirements. These humidity sensors need frequent calibration, generally yearly. If a sensor
becomes saturated or has condensation on the surface, they become uncalibrated and exhibit an
offset from their calibration curve. Older technologies used ionic salts on gold grids. These
expensive sensors frequently failed.
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(a) Resistance- and (b) capacitance-type pressure sensors.

Pressure measurements are made by electronic devices that depend on a change of
resistance or capacitance with imposed pressure. Figure 6.11 shows a cross-sectional drawing
of each. In the resistance type, stretching of the membrane lengthens the resistive element
thereby increasing resistance. This resistor is an element in a Wheatstone bridge; the resulting
bridge voltage imbalance is linearly related to the imposed pressure. The capacitive-type unit
has a capacitance between a fixed and a flexible metal that decreases with pressure. The
capacitance change is amplified by a local amplifier that produces an output signal



proportional to pressure. Pressure sensors can burst from overpressure or a water hammer
effect. Installation needs to carefully follow the manufacturer’s requirements.

DDC systems require flow measurements to determine the energy flow for air and water
delivery systems. Pitot tubes (or arrays of tubes) and other flow measurement devices can be
used to measure either air or liquid flow in HVAC systems. Airflow measurements allow for
proper flow in variable air volume (VAV) system control, building pressurization control, and
outside air control. Water flow measurements enable chiller and boiler control and monitoring
and various water loops used in the HVAC system. Some controls only require the knowledge
of flow being present. Open—closed sensors fill this need and typically have a paddle that
makes a switch connection under the presence of flow. These types of switches can also be
used to detect end of range, that is, fully open or closed for dampers and other mechanical
control elements.

Temperature, humidity, and pressure transmitters are often used in HVAC systems. They
amplify signals produced by the basic devices described in the preceding paragraphs and
produce an electrical signal over a standard range thereby permitting standardization of this
aspect of DDC systems. The standard ranges are

Current: 4-20 mA (dc)
Voltage: 0-10 V or 0-5 V (dc)

Although the majority of transmitters produce such signals, the noted values are not universally
used.

Figure 6.10 shows the elements of a DDC controller. The heart of the controller is the
microprocessor that can be programmed in either a standard or system-specific language.
Control algorithms (linear or not), sensor calibrations, output signal shaping, and historical
data archiving can all be programmed as the user requires. A number of firms have constructed
controllers on standard personal computer platforms. Describing the details of programming
HVAC controllers is beyond the scope of this chapter, since each manufacturer uses a different
approach. The essence of any DDC system, however, is the same as shown in the figure.
Honeywell (1988) discusses DDC systems and their programming in more detail.

Actuators for electronic control systems include

Motors—operate valves, dampers
Variable speed controls—pump, fan, chiller drives

Relays and motor starters—operate other mechanical or electrical equipment (pumps, fans,
chillers, compressors), electrical heating equipment

Additional components provide necessary functionality, such as transducers that convert signal
types (e.g., electrical to pneumatic) and visual displays that inform system operators of control
and HVAC system functions.

Pneumatic and DDC systems have their own advantages and disadvantages. Pneumatics
possess increasing disadvantages of cost, hard-to-find replacements, requiring an air
compressor with clean oil-free air, sensor drift, imprecise control, and a lack of automated



monitoring. The retained advantages include explosion-proof operation and a fail-soft
degradation of performance. DDC systems have emerged and have taken the lead for HVAC
systems over pneumatics because of the ability to integrate the control system into a large
energy management and control system (EMCS), the accuracy of the control, and the ability to
diagnose problems remotely. Systems based on either technology require maintenance and
skilled operators.

6.4 Basic Control System Design Considerations

This section discusses selected topics in control system design including control system
zoning, valve and damper selection, and control logic diagrams. The following section shows
several HVAC system control design concepts. Bauman (1998) may be consulted for additional
information.

The ultimate purpose of an HVAC control system is to control zone temperature (and
secondarily air motion and humidity) to conditions that assure maximum comfort and
productivity of the occupants. From a controls viewpoint, the HVAC system is assumed to be
able to provide comfort conditions if controlled properly. Basically, a zone is a portion of a
building that has loads that differ in magnitude and timing sufficiently from other areas so that
separate portions of the secondary HVAC system and control system are needed to maintain
comfort.

Having specified the zones, the designer must select the thermostat (and other sensors, if
used) location. Thermostat signals are either passed to the central controller or used locally to
control the amount and temperature of conditioned air or coil water introduced into a zone. The
air is conditioned either locally (e.g., by a unit ventilator or baseboard heater) or centrally
(e.g., by the heating and cooling coils in the central air handler). In either case, a flow control
actuator is controlled by the thermostat signal. In addition, airflow itself may be controlled in
response to zone information in VAV systems. Except for variable speed drives used in
variable-volume air or liquid systems, flow is controlled by valves or dampers. The design
selection of valves and dampers is discussed next.

6.4.1 Steam and Liquid Flow Control

The flow through valves such as that shown in Figure 6.7 is controlled by valve stem position,
which determines the flow area. The variable flow resistance offered by valves depends on
their design. The flow characteristic may be linear with position or not. Figure 6.12 shows
flow characteristics of the three most common types. Note that the plotted characteristics apply
only for constant valve pressure drop. The characteristics shown are idealizations of actual
valves. Commercially available valves will resemble but not necessarily exactly match the
curves shown.



The linear valve has a proportional relation between volumetric flow V and valve stem
position z:

V'=kz(6.14)

The flow in equal percentage valves increases by the same fractional amount for each
increment of opening. In other words, if the valve is opened from 20% to 30% of full travel,
the flow will increase by the same percentage as if the travel had increased from 80% to 90%
of its full travel. However, the absolute volumetric flow increase for the latter case is much
greater than for the former. The equal percentage valve flow characteristic is given by
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FIGURE 6.12
Quick-opening, linear, and equal percentage valve characteristics.

V' =ke(kz)(6.15)

where k and K are proportionality constants for a specific valve. Quick-opening valves do
not provide good flow control but are used when rapid action is required with little stem
movement for on/off control.

Example 6.2: Equal Percentage Valve



A valve at 30% of travel has a flow of 4 gal/min. If the valve opens another 10% and the
flow increases by 50% to 6 gal/min, what are the constants in Equation 6.15? What will
be the flow at 50% of full travel?

Figure: See Figure 6.15.
Assumptions: Pressure drop across the valve remains constant.

Find: k, K, V759

Solution: Equation 6.15 can be evaluated at the two flow conditions. If the results are
divided by each other, we have

V'2V' 1=64=ek(z2-z1)=ek(0.4-0.3)(6.16)

In this expression, the travel z is expressed as a fraction of the total travel and is
dimensionless. Solving this equation for k gives the result

k=4.05 (no units)
From the known flow at 30% travel, we can find the second constant K:
K=4 gal/mine4.05%0.3=1.19 gal/min(6.17)
Finally, the flow is given by
V'=1.19e4.05z(6.18)
At 50% travel, the flow can be found from the following expression:
V'50=1.19e4.05x0.5=9.0 gal/min(6.19)

Comments: This result can be checked, since the valve is an equal percentage valve. At
50% travel, the valve has moved 10% beyond its 40% setting at which the flow was 6
gal/min. Another 10% stem movement will result in another 50% flow increase from 6 to
9 gal/min, confirming the solution.

The plotted characteristics of all three valve types assume constant pressure drop across the
valve. In an actual system, the pressure drop across a valve will not remain constant, but if the
valve is to maintain its control characteristics, the pressure drop across it must be the majority
of the entire loop pressure drop. If the valve is designed to have a full-open pressure drop
equal to that of the balance of the loop, good flow control will exist. This introduces the
concept of valve authority defined as the valve pressure drop as a fraction of total system
pressure drop:

A=Apv,open(Apv,open+Apsystem)(6.20)



For proper control, the full-open valve authority should be at least 0.50. If the authority is 0.5
or more, control valves will have installed characteristics not much different from those shown
in Figure 6.12. If not, the valve characteristic will be distorted upward, since the majority of
the system pressure drop will be dissipated across the system at high flows.

Valves are further classified by the number of connections or ports. Figure 6.13 shows
sections of typical two-way and three-way valves. Two-port valves control flow through coils
or other HVAC equipment by varying valve flow resistance as a result of flow area changes.
As shown, the flow must oppose the closing of the valve. If not, near closure, the valve would
slam shut or oscillate, both of which cause excessive wear and noise. The three-way valve
shown in the figure is configured in the diverting mode. That is, one stream is split into two
depending on the valve opening. The three-way valve shown is double seated (single-seated
three-way valves are also available); it is therefore easier to close than a single-seated valve,
but tight shutoff is not possible.
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FIGURE 6.13
Cross-sectional drawings of direct-acting, single-seated two-way valve and dual-seated, three-way, diverting valve.

Three-way valves can also be used as mixing valves. In this application, two streams enter
the valve and one leaves. Mixing and diverting valves cannot be used interchangeably, since
their internal design is different to ensure that they can each seat properly. Particular attention



is needed by the installer to be sure that connections are made properly; arrows cast in the
valve body show the proper flow direction. Figure 6.14 shows an example of three-way
valves for both mixing and diverting applications.

Valve flow capacity is denoted in the industry by the dimensional flow coefficient C,

defined by
V' (gal/min)=Cv[Ap(psi)]0.5(6.21)

A, is the pressure drop across the fully open valve, so C, is specified as the flow rate of 60°F

water that will pass through the fully open valve if a pressure difference of 1.0 psi is imposed
across the valve. If ST units (m*s and Pa) are used, the numerical value of C, is 17% larger

than in USCS units. Once the designer has determined a value of C,, manufacturer’s tables can

be consulted to select a valve for the known pipe size. If a fluid other than water is to be
controlled, the C,, found from Equation 6.21, should be multiplied by the square root of the

fluid’s specific gravity.

Mixing Diverting
valve valve

FIGURE 6.14
Three-way mixing and diverting valves. Note the significant difference in internal construction. Mixing valves are more
commonly used.

Steam valves are sized using a similar dimensional expression:

m’(1b/h)=63.5Cv[Ap(psi)v(ft3/1b)]0.5(6.22)



in which v is the steam-specific volume. If the steam is highly superheated, multiply C, found
from Equation 6.22 by 1.07 for every 100°F of superheat. For wet steam, multiply C, by the

square root of the steam quality. Honeywell (1988) recommends that the pressure drop across
the valve to be used in the equation be 80% of the difference between steam supply and return
pressures (subject to the sonic flow limitation discussed later). Table 6.1 can be used for
preliminary selection of control valves for either steam or water.

The type of valve (linear or not) for a specific application must be selected so the
controlled system is as nearly linear as possible. Control valves are very commonly used to
control the heat transfer rate in coils. For a linear system, the combined characteristic of the
actuator, valve, and coil should be linear. This will require quite different valves for hot water
and steam control, for example, as we shall see.

Figure 6.15 shows the part load performance of a hot water coil used for air heating; at
10% of full flow, the heat rate is 50% of its peak value. The heat rate in a cross-flow heat
exchanger increases roughly in exponential fashion with flow rate, a highly nonlinear
characteristic. This heating coil nonlinearity follows from the longer water residence time in a
coil at reduced flow and the relatively large temperature difference between air being heated
and the water heating it.

However, if one were to control the flow through this heating coil by an equal percentage
valve (positive exponential increase in flow with valve position), the combined valve plus the
coil characteristic would be roughly linear. Referring to Figure 6.15, we see that 50% of stem
travel corresponds to 10% flow. The third graph in the figure is the combined characteristic.
This approximately linear subsystem is much easier to control than if a linear valve were used
with the highly nonlinear coil. Hence the general rule: use equal percentage valves for heating
coil control.

TABLE 6.1 Quick Sizing Chart for Control Valves



Steam Capacity (Ib/h)

Vacuum Return Systems®

Atmospheric Return Systems

Water Capacity (gal/min)

2 psi Supply 5 psi Supply 10 psi Supply 2 psiSupply 5 psi Supply 10 psi Supply
Press. Press. Press. Press. Press. Press. Differential Pressure (psig)
3.2 psi Press. 5.6 psi Press. 9.6 psi Press. 1.6 psi Press. 4.0 psi Press. 8.0 psi Press.

G Drop® Drop® Drop® Drop® Drop® Drop® 2 4 6 8 10 15 20
0.33 7.7 11.0 16.0 54 9.3 14.6 041 0.66 0.81 0.93 1.04 1.27 1.47
0.63 146 209 30.5 10.4 17.7 27.8 089 126 154 178 199 24 2.81
0.73 17.0 243 354 12 20.5 322 1.0 1.46 1.78 2.06 23 28 325
1.0 23.0 33.2 48.5 16.4 28 44 1.4 2.0 244 2.82 3.16 3.9 4.46
1.6 37.09 53.1 77.6 26.8 45 70.6 225 3.2 39 4.51 5.06 6.2 7.13
2.5 58.25 829 121.2 41.9 70.25 110.25 3.53 5.0 6.1 7.05 79 9.68 1115
3.0 69.9 99.5 145.5 50.2 843 132.3 423 60 732 846 948 1161 1338
4.0 93.2 1322 194.0 67 1124 177.4 5.6 8.0 9.76 11.28 126 155 17.87
5.0 116.2 165.2 2425 82.7 140.5 2205 7l 10.0 12.2 141 15.8 194 22.3
6.0 139 200 291.0 99 168 265 8.5 120 14.6 1692 189 232 27.0
6.3 146 209 311.5 104 177 278 8.9 126 15.4 1778 199 244 28.1
7.0 162 233 3395 115 196 309 9.9 14.0 17.1 1974 221 271 31
8.0 186.5 264.4 388.0 131.2 2248 352.8 11.3 16.0 19.5 2256 253 31.6 35.7

10.0 232 332 485.0 164 281 441 14.1 20 244 28.2 31.6 387 4.6

11.0 256 366 533.5 181 309 486 15.5 22 27 31.02 344 425 49

13.0 303 434 630.5 213.7 365.3 373.3 18.3 27 31.7 36.7 41.1 50.3 58

14.0 326 465 679.0 232 393 617 197 28 34 39 4 54 62

15.0 3493 497.6 7275 246 421.5 661.5 211 30 36.6 423 474 58 66.9

16.0 370.9 531 776.0 268 450 706 225 32 39 45,1 50.6 62 71.3

18.0 419 597 873.0 301 505 794 25 36 44 51 57 70 80

20.0 466 664 970.0 335 562 882 28 40 49 56 63 77 89

23.0 541 763 1,115 385 646 1,014 32 46 56 65 73 89 103

25.0 582.5 8§29 1,212 419 702.5 1,102.5 35.3 50 61 70.5 79 96.8 111.5
38.0 885 1,257 1,833 636 1,069 1,676 53 76 93 107 120 147 169
40.0 932 1,322 1,940 670 1,124 1,764 56 80 97.6 1128 126 155 1787
50.0 1,162 1,652 2,425 827 1,405 2,205 71 100 122 141 158 194 223
56.0 1,305 1,851 2,716 938 1,574 2,469 79 112 137 158 177 217 250
63.0 1,460 2,090 3,056 1,043 1,770 2,778 89 126 154 178 199 244 281
75.0 1,748 2481 3,637 1,230 2,107 3,307 106 150 183 212 237 290 335
80.0 1,865 2,644 3,880 1,312 2,248 3,528 113 160 195 2256 253 316 357
90.0 2,096 2,980 4,365 1,476 2,529 3,969 127 180 220 254 284 348 401
97.0 2,229 3,204 4,703 1,590 2,725 4,277 137 196 231 274 307 375 432

100.0 2,330 3,319 4,850 1,640 2,816 4,410 141 200 244 282 316 387 446
105.0 2,442 3481 5,092 1,722 2,950 4,630 148 210 256 296 332 406 468

130.0 3,030 4,340 6,305 2,137 3,653 5,733 183 270 317 367 411 503 580
150.0 3,493 4,976 7,275 2,460 4,215 6,615 211 300 366 423 474 280 699

160.0 3,709 5,310 7,760 2,680 4,500 7,060 225 320 390 451 560 620 713

170.0 3,960 5,642 8,245 2,788 4,777 7497 240 340 415 479 537 658 758

190.0 4,450 6,310 9,215 3,116 5,339 8,379 268 360 464 536 600 735 847

2440 5,670 7,930 11,834 4,001 6,856 10,760 344 488 595 688 771 944 1,088

250.0 5,825 8,290 12,125 4,190 7,025 11,025 353 500 610 705 790 968 1,115

270.0 6,282 8,960 13,095 4,525 7,587 11,907 381 540 659 761 853 1,045 1,204

300.0 6,990 9,950 14,550 5,025 8,430 13,230 423 600 732 846 948 1,161 1,338

350.0 8,160 11,590 16,975 5,860 9,835 15435 494 700 854 987 1,106 1,355 1,561
480.0 11,180 15,860 23,280 8,045 13,408 21,168 677 %0 1,171 1,353 1,517 1,858 2,141
640.0 14,910 21,180 31,040 10,496 17,984 28,224 902 1,280 1,561 1,805 2,022 2477 2,854
760.0 17,700 25,120 36,860 12,464 21,356 33,516 1,071 1,520 1,854 2,143 2401 2941 3,390

1,000.0 23,300 33,190 48,500 16,400 28,160 44,100 1,410 2,000 2440 2820 3,160 3,870 4,460

1,200.0 27,150 39,790 58,200 19,680 33,720 52,920 1,692 2400 2928 3384 2792 4644 57352
1,440.0 33,290 47,160 69,840 23,616 40,464 63,504 2,030 2,880 3514 4,061 4550 5573 6422

Source: From Honeywell, Inc., Engineering Manual of Automatic Control, Honeywell, Inc., Minneapolis, MN, 1988.
" Assuming a 4-8 in. vacuum.
" Pressure drop across fully open valve taking 80% of the pressure difference between supply and return main pressures.
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Heating coil, equal percentage valve, and combined coil-plus-valve linear characteristics.

Linear, two-port valves are to be used for steam flow control to coils, since the transfer of
heat by steam condensation is a linear, constant temperature process—the more steam
supplied, the greater the heat rate in exact proportion. Note that this is a completely different
coil flow characteristic than for hot water coils. However, steam is a compressible fluid, and
the sonic velocity sets the flow limit for a given valve opening when the pressure drop across
the valve is more than 60% of the steam supply line absolute pressure. As a result, the pressure
drop to be used in Equation 6.22 is the smaller of (1) 50% of the absolute stream pressure
upstream of the valve and (2) 80% of the difference between the steam supply and return line



pressures. The 80% rule gives good valve modulation in the subsonic flow regime
(Honeywell, 1988).

Chilled water control valves should also be linear, since the performance of chilled water
coils (smaller air—water temperature difference than in hot water coils) is more similar to
steam coils than to hot water coils.

Either two- or three-way valves can be used to control flow at part load through heating and
cooling coils as shown in Figure 6.16. The control valve can either be controlled from coil
outlet water or air temperature. Two- or three-way valves achieve the same local result at the
coil when used for part load control. However, the designer must consider the effects on the
balance of the secondary system when selecting the valve type.

In essence, the two-way valve flow control method results in variable flow (tracking
variable loads) with constant coil water temperature change, whereas the three-way valve
approach results in roughly constant secondary loop flow rate but smaller coil water
temperature change (beyond the local coil loop itself). In large systems, a primary/secondary
design with two-way valves is preferred, unless the primary equipment can handle the range of
flow variation that will result without a secondary loop. Since chillers and boilers require that
flow remain within a restricted range, the energy and cost savings that could accrue due to the
two-way valve, variable-volume system are difficult to achieve in small systems unless a two-
pump, primary/secondary loop approach is employed. If this dualloop approach is not used,
the three-way valve method is required to maintain required boiler or chiller flow.
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The location of the three-way valve at a coil must also be considered by the designer.
Figure 6.16b shows the valve used downstream of the coil in a mixing, bypass mode. If a
balancing valve is installed in the bypass line and set to have the same pressure drop as the
coil, the local coil loop will have the same pressure drop for both full and zero coil flows.
However, at the valve mid-flow position, overall flow resistance is less, since two parallel
paths are involved, and the total loop flow increases to 25% more than that at either extreme.

Alternatively, the three-way valve can also be used in a diverting mode as shown in Figure
6.16c. In this arrangement, essentially the same considerations apply as for the mixing
arrangement discussed earlier.* However, if a circulator (small pump) is inserted as shown in
Figure 6.16d, the direction of flow in the branch line changes and a mixing valve is used. The
reason that pumped coils are used is that control is improved. With constant coil flow, the
highly nonlinear coil characteristic shown in Figure 6.15 is reduced, since the residence time
of hot water in the coil is constant independent of load. However, this arrangement appears to
the external secondary loop the same as a two-way valve. As load is decreased, flow into the
local coil loop also decreases. Therefore, the uniform secondary loop flow normally
associated with three-way valves is not present unless the optional bypass is used.

For HVAC systems requiring precise control, high-quality control valves are required. The
best controllers and valves are of industrial quality; the additional cost for these valves
compared to conventional building hardware results in more accurate control and longer
lifetime.

6.4.2 Airflow Control

Dampers are used to control airflow in secondary HVAC air systems in buildings. In this
section, we discuss the characteristics of dampers used for flow control in systems where
constant-speed fans are involved. Figure 6.17 shows cross sections of the two common types
of dampers used in commercial buildings. Parallel-blade dampers use blades that rotate in the
same direction. They are most often applied to two position locations—open or closed. Use
for flow control is not recommended. The blade rotation changes airflow direction, a
characteristic that can be useful when airstreams at different temperatures are to be effectively
blended.

Opposed-blade dampers have adjacent counterrotating blades. Airflow direction is not
changed with this design, but pressure drops are higher than for parallel blading. Opposed-
blade dampers are preferred for flow control. Figure 6.18 shows the flow characteristics of
these dampers to be closer to the desired linear behavior. The parameter a on the curves is the
ratio of system pressure drop to fully open damper pressure drop.
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FIGURE 6.17
Diagram of parallel and opposed-blade dampers.
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Flow characteristics of opposed-blade dampers. The parameter a is the ratio of system resistance (not including the damper) to
damper resistance. An approximately linear damper characteristic is achieved if this ratio is about 10 for opposed-blade
dampers.
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FIGURE 6.19
Face and bypass dampers used for preheating coil control.

A common application of dampers controlling the flow of outside air uses two sets in a face
and bypass configuration as shown in Figure 6.19. For full heating, all air is passed through
the coil and the bypass dampers are closed. If no heating is needed in mild weather, the coil is
bypassed (for minimum flow resistance and fan power cost, flow through fully open face and
bypass dampers can be used if the preheat coil water flow is shut off). Between these
extremes, flow is split between the two paths. The face and bypass dampers are sized so that
the pressure drop in full bypass mode (damper pressure drop only) and full heating mode (coil
plus damper pressure drop) is the same.

6.5 Example HVAC System Control Systems

Several widely used control configurations for specific tasks are described in this section.
These have been selected from the hundreds of control system configurations that have been
used for buildings. The goal of this section is to illustrate how control components described
previously are assembled into systems and what design considerations are involved. For a
complete overview of HVAC control system configurations, see ASHRAE (2002, 2003, 2004),
Grimm and Rosaler (1990), Tao and Janis (2005), Sauer et al. (2001), and Honeywell (1988).
The illustrative systems in this section are drawn in part from the latter reference.



In this section, we will discuss seven control systems in common use. Each system will be
described using a schematic diagram, and its operation and key features will be discussed in
the accompanying text.

6.5.1 Outside Air Control

Figure 6.20 shows a system for controlling outside and exhaust air from a central AHU
equipped for economizer cooling when available. In this and the following diagrams, the
following symbols are used:

C—cooling coil

DA—discharge air (supply air from fan)

DX—direct-expansion coil

E—damper controller

EA—exhaust air

H—heating coil

LT—Ilow-temperature limit sensor or switch; must sense the lowest temperature in the air
volume being controlled

M—motor or actuator (for damper or valve), variable speed drive

MA—mixed air

NC—normally closed

NO—normally open

OA—outside air

Pl—proportional plus integral controller

R—relay

RA—return air
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FIGURE 6.20
Outside air control system with economizer capability.

S—switch
SP—static pressure sensor used in VAV systems

T—temperature sensor; must be located to read the average temperature representative of
the air volume being controlled

This system is able to provide the minimum outside air during occupied periods, to use
outdoor air for cooling when appropriate by means of a temperature-based economizer cycle,
and to operate fans and dampers under all conditions. The numbering system used in the figure
indicates the sequence of events as the air-handling system begins operation after an off
period:

1. The fan control system turns on when the fan is turned on. This may be by a clock signal
or a low- or high-temperature space condition.

2. The space temperature signal determines if the space is above or below the set point. If
above, the economizer feature will be activated if the OA temperature is below the upper
limit for economizer operation and control the outdoor and mixed-air dampers. If below,
the outside air damper is set to its minimum position.



6.5.

. The discharge air PI controller controls both sets of dampers (OA/RA and EA) to provide

the desired mixed-air temperature.

. When the outdoor temperature rises above the upper limit for economizer operation, the

outdoor air damper is returned to its minimum setting.

. Switch S is used to set the minimum setting on outside and exhaust air dampers manually.

This is ordinarily done only once during building commissioning and flow testing.

. When the supply fan is off, the outdoor air damper returns to its NC position and the

return air damper returns to its NO position.

. When the supply fan is off, the exhaust damper also returns to its NC position.
. Low temperature sensed in the duct will initiate a freeze-protect cycle. This may be as

simple as turning on the supply fan to circulate warmer room air. Of course, the OA and
EA dampers remain tightly closed during this operation.

2 Heating Control

If the minimum air setting is large in the preceding system, the amount of outdoor air admitted
in cold climates may require preheating. Figure 6.21 shows a preheating system using face and
bypass dampers. (A similar arrangement is used for DX cooling coils.) The equipment shown
is installed upstream of the fan in Figure 6.20. This system operates as follows:

1.
2.

The preheat subsystem control is activated when the supply fan is turned on.
The preheat PI controller senses temperature leaving the preheat section. It operates the
face and bypass dampers to control the exit air temperature between 45°F and 50°F.

. The outdoor air sensor and associated controller controls the water valve at the preheat

coil. The valve may be either a modulating valve (better control) or an on-off valve (less
costly).

. The low-temperature sensors (L'Ts) activate coil freeze protection measures including

closing dampers and turning off the supply fan.

DA
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FIGURE 6.21
Preheat control system. Counterflow of air and hot water in the preheat coil results in the highest heat transfer rate.

Note that the preheat coil (as well as all coils in this section) is connected so that the hot water
(or steam) flows counter to the direction of airflow. Counterflow provides a higher heating rate
for a given coil than does parallel flow. Mixing of heated and cold bypass air must occur
upstream of the control sensors. Stratification can be reduced by using sheet metal air blenders
or by propeller fans in the ducting. The preheat coil should be located in the bottom of the duct.
Steam preheat coils must have adequately sized traps and vacuum breakers to avoid
condensate buildup that could lead to coil freezing at light loads.

The face and bypass damper approach enables air to be heated to the required system
supply temperature without endangering the heating coil. (If a coil were to be as large as the
duct—no bypass area—it could freeze when the hot water control valve cycles are opened and
closed to maintain the discharge temperature.) The designer should consider pumping the
preheat coil as shown in Figure 6.19d to maintain water velocity above the 3 ft/s needed to
avoid freezing. If glycol is used in the system, the pump is not necessary but heat transfer will
be reduced.

During winter, in heating climates, heat must be added to the mixed airstream to heat the
outside air portion of mixed air to an acceptable discharge temperature. Figure 6.22 shows a
common heating subsystem controller used with central air handlers. (It is assumed that the
mixed-air temperature is kept above freezing by the action of the preheat coil, if needed.) This
system has the added feature that coil discharge temperature is adjusted for ambient
temperature, since the amount of heat needed decreases with increasing outside temperature.
This feature, called coil discharge reset, provides better control and can reduce energy
consumption. The system operates as follows:

1. During operation, the discharge air sensor and PI controller control the hot water valve.

2. The outside air sensor and controller reset the set point of the discharge air PI controller
up as ambient temperature drops.

3. Under sensed low-temperature conditions, freeze protection measures are initiated as
discussed earlier.
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FIGURE 6.22
Heating coil control subsystem using two-way valve and optional reset sensor.

Reheating at zones in VAV or other systems uses a system similar to that just discussed.
However, boiler water temperature is reset and no freeze protection is normally included. The
air temperature sensor is the zone thermostat for VAV reheat, not a duct temperature sensor.

6.5.3 Cooling Control

Figure 6.23 shows the components in a cooling coil control system for a single-zone system.
Control is similar to that for the heating coil discussed earlier except that the zone thermostat
(not a duct temperature sensor) controls the coil. If the system were a central system serving
several zones, a duct sensor would be used. Chilled water supplied to the coil partially
bypasses and partially flows through the coil, depending on the coil load. The use of three- and
two-way valves for coil control has been discussed in detail earlier. The valve NC connection
is used as shown so that valve failure will not block secondary loop flow.
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FIGURE 6.24
DX cooling coil control subsystem (on-off control).

Figure 6.24 shows another common cooling coil control system. In this case, the coil is a
DX refrigerant coil and the controlled medium is refrigerant flow. DX coils are used when
precise temperature control is not required, since the coil outlet temperature drop is large
whenever refrigerant is released into the coil because refrigerant flow is not modulated; it is
most commonly either on or off. The control system sequences as follows:

1. The coil control system is energized when the supply fan is turned on.

2. The zone thermostat opens the two-position refrigerant valve for temperatures above the
set point and closes it in the opposite condition.

3. At the same time, the compressor is energized or deenergized. The compressor has its
own internal controls for oil control and pumpdown.

4. When the supply fan is off, the refrigerant solenoid valve returns to its NC position and
the compressor relay to its NO position.

At light loads, bypass rates are high and ice may build up on coils. Therefore, control is poor
at light loads with this system.

6.5.4 Complete Systems

The preceding five example systems are actually control subsystems that must be integrated
into a single control system for the HVAC system’s primary and secondary systems. In the
remainder of this section, we will describe briefly two complete HVAC control systems
widely used in commercial buildings. The first is a constant-volume system, whereas the
second is a VAV system.
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FIGURE 6.25
Control for a complete, constant-volume HVAC system. Optional runaround heat recovery system is shown to left by dashed
lines.

Figure 6.25 shows a constant-volume central system air-handling system equipped with
supply and return fans, heating and cooling coils, and economizer for a single-zone application.
If the system were to be used for multiple zones, the zone thermostat shown would be replaced
by a discharge air temperature sensor. This constant-volume system operates as follows:

—_

. When the fan is energized, the control system is activated.

. The minimum outside air setting is set (usually only once during commissioning as
described earlier).

3. The OA temperature sensor supplies a signal to the damper controller.

4. The RA temperature sensor supplies a signal to the damper controller.

5. The damper controller positions the dampers to use outdoor or return air depending on

which is cooler.

6. The mixed-air low-temperature controller controls the outside air dampers to avoid
excessively low-temperature air from entering the coils. If a preheating system were
included, this sensor would control it.

. The space temperature sensor resets the coil discharge air PI controller.

. The discharge air controller controls the
a. Heating coil valve

No

(el



b. Outdoor air damper
c. Exhaust air damper
d. Return air damper
e. Cooling coil valve after the economizer cycle upper limit is reached
9. The low-temperature sensor initiates freeze protection measures as described previously.

A method for reclaiming either heating or cooling energy is shown by dashed lines on the left
side of Figure 6.25. This so-called runaround system extracts energy from exhaust air and uses
it to precondition outside air. For example, the heating season exhaust air may be at 75°F while
the outdoor air is at 10°F. The upper coil in the figure extracts heat from the 75°F exhaust and
transfers it through the lower coil to the 10°F intake air. To avoid icing of the air intake coil,
the three-way valve controls this coil’s liquid inlet temperature to a temperature above
freezing. In heating climates, the liquid loop should also be freeze protected with a glycol
solution. Heat reclaiming systems of this type can also be effective in the cooling season, when
the outdoor temperatures are well above the indoor temperature.

A VAV system has additional control features including a motor speed (or inlet vanes in
some older systems) control and a duct static pressure control. Figure 6.26 shows a VAV
system serving both perimeter and interior zones. It is assumed that the core zones always
require cooling during the occupied period. The system shown has a number of options and
does not include every feature present in all VAV systems. However, it is representative of VAV
design practice. The sequence of operation during the heating season is as follows:

1. When the fan is energized, the control system is activated. Prior to activation during
unoccupied periods, the perimeter zone baseboard heating is under control of room
thermostats.

2. Return and supply fan interlocks are used to prevent pressure imbalances in the supply air
ductwork.
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FIGURE 6.26
Control for complete VAV system. Optional supply and return flow stations shown by dashed lines.

3. The mixed-air sensor controls the outdoor air dampers (and/or preheat coil not shown) to

10.

provide proper coil air inlet temperature. The dampers will typically be at their minimum
position at about 40°F.

. The damper minimum position controls the minimum outdoor airflow.
. As the upper limit for economizer operation is reached, the OA dampers are returned to

their minimum position.

. The return air temperature is used to control the morning warm-up cycle after night

setback (option present only if night setback is used).

. The outdoor air damper is not permitted to open during morning warm-up by the action of

the relay shown.

. Likewise, the cooling coil valve is deenergized (NC) during morning warm-up.
. All VAV box dampers are moved full open during morning warm-up by the action of the

relay override. This minimizes the warm-up time. Perimeter zone coils and baseboard
units are under control of the local thermostat.

During operating periods, the PI static pressure controller controls both the supply and
return fan speeds (or inlet vane positions) to maintain approximately 1.0 in. WG of static
pressure at the pressure sensor location (or optionally to maintain building pressure). An
additional pressure sensor (not shown) at the supply fan outlet will shut down the fan if
fire dampers or other dampers should close completely and block airflow. This sensor
overrides the duct static pressure sensor shown.



11. The low-temperature sensor initiates freeze protection measures.

12. At each zone, room thermostats control VAV boxes (and fans if present); as zone
temperature rises, the boxes open more.

13. At each perimeter zone room, thermostats close VAV dampers to their minimum settings
and activate zone heat (coil and/or perimeter baseboard) as zone temperature falls.

14. The controller, using temperature information for all zones (or at least for enough zones to
represent the characteristics of all zones), modulates outdoor air dampers (during
economizer operation) and the cooling control valve (above the economizer cycle cutoff)
to provide air sufficiently cooled to maintain acceptable zone humidity and meet the load
of the warmest zone.

The duct static pressure controller is critical to the proper operation of VAV systems. The static
pressure controller must be of PI design, since a proportional-only controller would permit
duct pressure to drift upward as cooling loads drop due to the unavoidable offset in P-type
controllers. In addition, the control system should position inlet vanes (if present) closed
during fan shutdown to avoid overloading on restart.

Return fan control is best achieved in VAV systems by an actual flow measurement in supply
and return ducts as shown by dashed lines in the figure. The return airflow rate is the supply
rate less local exhausts (fume hoods, toilets, etc.) and exfiltration needed to pressurize the
building.

VAV boxes are controlled locally, assuming that adequate duct static pressure exists in the
supply duct and that supply air is at an adequate temperature to meet the load (this is the
function of the controller described in item 14). Figure 6.27 shows a local control system used
with a series-type, fan-powered VAV box. This particular system delivers a constant flow rate
to the zone, to assure proper zone air distribution, by the action of the airflow controller.
Primary air varies with cooling load as shown in the lower part of the figure. Optional
reheating is provided by the coil shown.



Airflow

sensor Reheat
coil (opt.)
Fan LZ H J:
Primary / R Discharge
air // ____________ r,‘\ air a
B : = Valve
: / / f / / Thermostat
Damper Open
actuator to p]enum
™ Fan (secondary
relay air)
Airflow
controller
Operational cycle
Maximum = Total flow
. Secondary
9 air
Air g
volume s, Primary air
flow e
/ .
Reheat g
Minimum i
L e High
o Set point 1

Space temperature

FIGURE 6.27

Series-type, fan-powered VAV box control subsystem and primary flow characteristic. The total box flow is constant at the
level identified as maximum in the figure. The difference between primary and total airflow is secondary air recirculated through

the return air grille. Optional reheat coil requires airflow shown by dashed line.

6.5.5 Other Systems

This section has not covered the control of central plant equipment such as chillers and boilers.
Most primary system equipment controls are furnished with the equipment and as such do not
offer much flexibility to the designer. However, Braun et al. (1989) have shown that



considerable energy savings can be made by properly sequencing cooling tower stages on
chiller plants and by properly sequencing chillers themselves in multiple chiller plants.

Fire and smoke control are important for life safety in large buildings. The design of smoke
control systems is controlled by national codes. The principal concept is to eliminate smoke
from the zones where it is present while keeping adjacent zones pressurized to avoid smoke
infiltration. Some components of space conditioning systems (e.g., fans) can be used for smoke
control, but HVAC systems are generally not smoke control systems by design.

Electrical systems are primarily the responsibility of the electrical engineer on a design
team. However, HVAC engineers must make sure that the electrical design accommodates the
HVAC control system. Interfaces between the two occur where the HVAC controls activate
motors on fans or chiller compressors, pumps, electrical boilers, or other electrical equipment.

In addition to electrical specifications, the HVAC engineer often conveys electrical control
logic using a ladder diagram. An example is shown in Figure 6.28 for the control of the supply
and return fans in a central system. The electrical control system is shown at the bottom and
operates on low voltage (24 or 48 VAC) from the control transformer shown. The supply fan is
manually started by closing the start switch. This activates the motor starter coil labeled 1M,
thereby closing the three contacts labeled 1M in the supply fan circuit. The fourth 1M contact
(in parallel with the start switch) holds the starter closed after the start button is released.

The hand-off-auto switch is typical and allows both automatic and manual operations of the
return fan. When switched to the hand position, the fan starts. In the auto position, the fans will
operate only when the adjacent contacts 3M are closed. Either of these actions activates the
relay coil 2M, which in turn closes the three 2M contacts in the return fan motor starter. When
either fan produces actual airflow, a flow switch is closed in the ducting, thereby completing
the circuit to the pilot lamps L. The fan motors are protected by fuses and thermal overload
heaters. If motor current draw is excessive, the heaters shown in the figure produce sufficient
heat to open the normally closed thermal overload contacts.

This example ladder diagram is primarily illustrative and is not typical of an actual design.
In a fully automatic system, both fans would be controlled by 3M contacts actuated by the
HVAC control system. In a fully manual system, the return fan would be activated by a fifth 1M
contact, not by the 3M automatic control system.

6.6 Commissioning and Operation of Control Systems

This chapter emphasizes the importance of making sound decisions in the design of HVAC
control systems. Ensuring that the control system be commissioned and used properly is
extremely important. The design process requires many assumptions about the building and its
use. The designer must be sure that the systems will provide comfort under extreme conditions,
and the sequence of design decisions and construction decisions often leads to systems that are
substantially oversized. Operation at loads far below design conditions is generally much less
efficient than at larger loads. Normal control practice can be a major contributor to this



inefficiency. For example, it is quite common to see variable-volume air handler systems that
operate at minimum flow as constant-volume systems almost all the time due to design flows
that sometimes are twice as large as the maximum flow used in the building.

Hence it is very important that following construction, the control system and the rest of the
HVAC system be commissioned. This process (ASHRAE, 2005) normally seeks to ensure that
the control system operates according to design intent. This is really a minimum requirement to
be sure that the system functions as designed. However, after construction, the control system
setup can be modified to meet the loads actually present in the building and fit the way the
building is actually being used rather than basing these decisions on the design assumptions. If
the VAV system is designed for more flow than is required, minimum flow settings of the
terminal boxes can be reduced below the design value so that the system will operate in the
VAV mode most of the time. Numerous other adjustments may be made as well. Such
adjustments, as commonly made during the version of commissioning known as Continuous
Commissioning®* (CC®), can frequently reduce the overall building energy use by 10% or
more (Liu et al., 2002). If the process is applied to an older building where control practices
have drifted away from design intent and undetected component failures have further eroded
system efficiency, energy savings often exceed 20% (Claridge et al., 2004).



o

o

-

o

o

555

O

M F
—o0 No—( 7 o |
~ E 2M
—0 [No— 3 o ||
~ E 2M
—0 No—{ ] o |}
k: J
> Fused disconnects
' . E A 1M
—o [No—1 7 o |}
N F / M
Tt -
o o ] -0 | |

o]

starter contact
Thermal overload
NC contact

Heater for thermal
overload contacts

S Airflow switch

Flow

closes on flow

L
Start
Stop i OL 1M
S O—1
1M
il
t{ u
3M
Flow
FE
i ?
L 2M
i O—t
| |
||
: L :
S
F
Symbols: —O— Relay coil —{ — Fuse
No relay or 4@7 Pilot lamp

Return
fan
motor

Supply
fan
motor



FIGURE 6.28
Ladder diagram for supply and return fan control. Hand-off-auto switch permits manual or automatic control of the return fan.

6.6.1 Control Commissioning Case Study

A case study in which this process was applied to a major army hospital facility located in San
Antonio, TX (Zhu et al., 2000a—c), is provided. The Brooke Army Medical Center (BAMC)
was a relatively new facility when the CC process was begun. The facility was operated for
the army by a third-party company, and it was operated in accordance with the original design
intent (Figure 6.29).

BAMC is a large, multifunctional medical facility with a total floor area of 1,349,707 ft2.
The complex includes all the usual in-patient facilities as well as out-patient and research
areas. The complex is equipped with a central energy plant, which has four 1200-ton water-
cooled electric chillers. Four primary pumps (75 hp each) are used to pump water through the
chillers. Two secondary pumps (200 hp each), equipped with VFDs, supply chilled water from
the plant to the building entrance. Fourteen chilled water risers equipped with 28 pumps
totaling 557 hp are used to pump chilled water to all of the AHUs and small fan coil units. All
of the chilled water riser pumps are equipped with VFDs. There are four natural gas-fired
steam boilers in this plant. The maximum output of each boiler is 20 MMBtwh. Steam is
supplied to each building at 125 psi (prior to CC) where heating water is generated.

FIGURE 6.29
The BAMC in San Antonio, TX.



There are 90 major AHUs serving the whole complex with a total fan power of 2570 hp.
VFDs are installed on 65 AHUs, while the others are constant-volume systems. There are 2700
terminal boxes in the complex of which 27% are dual-duct variable-volume boxes, 71% are
dual-duct constant-volume boxes, and 2% are single-duct variable-volume boxes.

The HVAC systems (chillers, boilers, AHUs, pumps, terminal boxes, and room conditions)
are controlled by a DDC system. Individual controller-field panels are used for the AHUs and
water loops located in the mechanical rooms. The control program and parameters can be
changed either by the central computers or by the field panels.

6.6.1.1 Design Conditions

The design control program was being fully utilized by the EMCS. It included the following
features:

1. Hot deck reset control for AHUs

2. Cold deck reset during unoccupied periods for some units

3. Static pressure reset between high and low limits for VAV units

4. Hot water supply temperature control with reset schedule

5. VED control of chilled water pumps with AP set point (no reset schedule)
6. Terminal box level control and monitoring

It was also determined that the facility was being well maintained by the facility operator in
accordance with the original design intent. The building is considered energy efficient for a
large hospital complex.

The commissioning activities were performed at the terminal box level, AHU level, loop
level, and central plant level. Several different types of improved operation measures and
energy solutions were implemented in different HVAC systems due to the actual function and
usage of the areas and rooms. Each measure will be discussed briefly, starting with the AHUs.

6.6.1.2 Optimization of AHU Operation

EMCS trending complemented by site measurements and use of short-term data loggers found
that many supply fans operated above 90% of full speed most of the time. Static pressures
were much higher than needed. Wide room temperature swings due to AHU shutoff lead to hot
and cold complaints in some areas. Through field measurements and analysis, the following
opportunities to improve the operation of the two AHUs were identified:

1. Zone air balancing and determination of new static pressure set points for VFDs
2. Optimize the cold deck temperature set points with reset schedules
3. Optimize the hot deck temperature reset schedules

4. Control of outside air intake and relief dampers during unoccupied periods to reduce
ventilation during these periods



5. Optimized time schedule for fans to improve room conditions
6. Improve the preheat temperature set point to avoid unnecessary preheating

Implementation of these measures improved comfort and reduced heating, cooling, and electric
use.

6.6.1.3 Optimization at the Terminal Box Level

Field measurements showed that many VAV boxes had minimum flow settings that were higher
than necessary, and some boxes were unable to supply adequate hot air due to specific control
sequences. A new control logic was developed, which increased hot air capacity by 30% on
average, in the full heating mode, and reduced simultaneous heating and cooling. During
unoccupied periods, minimum flow settings on VAV boxes were reduced to zero and flow
settings were reduced in constant-volume boxes.

During commissioning, it was found that some terminal boxes could not provide the
required airflow either before or after the control program modification. Specific problems
were identified in about 200 boxes, with most being high flow resistance due to kinked flex
ducts.

6.6.1.4 Water Loop Optimization

There are 14 chilled water risers equipped with 28 pumps that provide chilled water to the
entire complex. During the commissioning assessment phase, the following were observed:

1. All the riser pumps were equipped with VFDs and they were running from 70% to 100%
of full speed.

2. All the manual balancing valves on the risers were only 30%-60% open.

3. The AP sensor for each riser was located 10-20 ft from the far-end coil of the AHU on
the top floor.

4. Differential pressure set points for each riser ranged from 13 to 26 psi.

5. There is no control valve on the return loop.

6. Although most of the cold deck temperatures were holding well, there were 13 AHUs
whose cooling coils were 100% open but could not maintain cold deck temperature set
points.

Since the risers are equipped with VFDs, traditional manual balancing techniques are not
appropriate. All the risers were rebalanced by initially opening all of the manual balancing
valves. The actual pressure requirements were measured for each riser, and it was determined
that the AP for each riser could be reduced significantly. Pumping power requirements were
reduced by more than 40%.



6.6.1.5 Central Plant Measures

Boiler system: Steam pressure was reduced from 125 to 110 psi and one boiler was operated
instead of two during summer and swing seasons.

Chilled water loop: Before the commissioning, the blending valve separating the primary
and secondary loops at the plant was 100% open. The primary and secondary pumps were both
running. The manual valves were partially open for the secondary loop although the secondary
loop pumps are equipped with VFDs. After the commissioning assessment and investigations,
the following were implemented:

1. Open the manual valves for the secondary loop.
2. Close the blending stations.
3. Shut down the secondary loop pumps.

As a result, the primary loop pumps provide required chilled water flow and pressure to the
building entrance for most of the year, and the secondary pumps stay offline for most of the
time. The operator drops the online chiller numbers according to the load conditions and the
minimum chilled water flow can be maintained to the chillers. At the same time, the chiller
efficiency is also increased.

6.6.1.6 Results

For the 14-month period following initial CC implementation, measured savings were nearly
$410,000, or approximately $30,000/month, for a reduction in both electricity and gas use of
about 10%. The contracted cost to meter, monitor, commission, and provide a year’s follow-up
services was less than $350,000. This cost does not include any time for the facilities
operating staff who repaired kinked flex ducts, replaced failed sensors, implemented some of
the controls and subroutines, and participated in the commissioning process.

6.6.2 Commissioning Existing Buildings

The savings achieved from commissioning HVAC systems in older buildings are even larger. In
addition to the opportunities for improving efficiency similar to those in new buildings,
opportunities come from the following;

1. Control changes that have been made to solve problems, often resulting in lower operating
efficiency

2. Component failures that compromise efficiency without compromising comfort

3. Deferred maintenance that lowers efficiency

Mills et al. (2004, 2005) surveyed 150 existing buildings that had been commissioned and
found median energy cost savings of 15%, with savings in one-fourth of the buildings



exceeding 29%. Over 60% of the problems corrected were control changes, and another 20%
were related to faulty components that prevented proper control.

This suggests that relatively few control systems are operated to achieve the efficiency they
are capable of providing.

6.7 Advanced Control System Design Topics

Modern control techniques can offer significant benefits compared to basic control algorithms
such as PID. This section provides a short introduction to two approaches that are being used
with increasing frequency to improve the stability and performance of HVAC control systems.
These include nonlinear compensation and model predictive control (MPC).

6.7.1 Nonlinear Compensation

Most HVAC and refrigeration systems exhibit nonlinear dynamics. The physics of these
systems are described by nonlinear thermo-fluid relationships that result in dynamic behavior
that changes based on operating condition, external conditions, and controllable inputs. Despite
the many factors that contribute to the system nonlinearity, the dominant source tends to be the
system actuators that manipulate the flow of mass; compressors, valves, pumps, and fans all
are intended to vary the flow of primary/secondary fluids. In contrast, the control objectives
are generally posed in terms of regulating the flow or state of energy, such as regulating chiller
outlet water temperature or specifying a desired amount of cooling. As mass flow devices,
HVAC actuators are typically designed to provide a linear relationship between control input
and flow rate. However, the remaining portion of the system generally exhibits a nonlinear
relationship between flow rate and system outputs (temperatures, pressures, etc.).

There are many established methods or ways to account for these dynamic nonlinearities.
Although these can be approximated with linear models, they are typically only valid for a
small operating range. Common approaches to extend model wvalidity include
Hammerstein/Wiener models (i.e., identified linear models with a nonlinear input or output
function, Figure 6.30) and linear parameter-varying models where parameter values are
determined at multiple conditions and then scheduled based on a measured signal:

G(s,n)=k(m)t(n)s+1(6.23)

Fixed controllers (such as PID) are typically tuned for a single operating condition and thus
perform poorly at off-design conditions because the fundamental behavior of the system is
different. Oscillations, hunting behavior, and sluggish responses are all symptomatic of this
problem. Common nonlinear control techniques include the following:

* Gain-scheduled control: An approach where multiple linear controllers are designed to
cover the range in operating conditions and then interpolated appropriately (Khalil,



1996). Examples of this approach applied to HVAC systems include Outtagarts et al.
(1997) and Finn and Doyle (2000).
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FIGURE 6.30
Nonlinear process models: (a) Hammerstein model and (b) Wiener model

» Adaptive control: A technique for updating the dynamic model using real-time
measurements and then using a model-based control strategy that is likewise updated
(e.g., Astrom and Wittenmark, 1995).

» Static nonlinearity compensation: For systems whose dominant nonlinearity is a change
in system gain, for example, k(n). Various methods have been proposed, including inverse
modeling (Franklin et al., 2006) and nonlinear mapping (Singhal and Salsbury, 2007). The
interested reader can find a survey of linearization through feedback in Guardabassi and
Savaresi (2001).

» Cascaded feedback loops: Using multiple feedback loops has immediate practical
benefits in terms of inherent robustness (Skogestad and Postlethwaite, 1996) and can
partially compensate for nonlinear system gains (Elliott and Rasmussen, 2010).

6.7.1.1 Case Study: Nonlinear Compensation for Air Conditioning Expansion
Valves

In this section, we present an example of a particularly simple and effective technique for
compensating for the static nonlinearities present in many HVAC systems. The system being
considered is a vapor compression cycle, which is used extensively for air conditioning and
refrigeration systems. During operation, an expansion valve modulates the refrigerant flow
through the evaporator and regulates the temperature at the evaporator outlet (i.e., superheat).
In these systems, superheat must not only be kept low to ensure efficient operation, but also
remain high enough to prevent liquid refrigerant from entering the compressor.

As with many HVAC actuators, the relationship between valve input and system outputs is
highly nonlinear, with the system gain, k(n), varying several hundred percent between low-
flow and high-flow conditions. This can lead to poor performance in practice. If fixed-gain
controllers (e.g., PID) are designed for the high-flow conditions, then the system will oscillate



at low- and medium-flow conditions (i.e., valve hunting). However, if the controller gains are
selected based on the low-flow conditions, the performance will be extremely sluggish at
medium- and high-flow conditions.

One simple method for compensating for the nonlinear system gain is to utilize cascaded
control loops (Figure 6.31). An inner loop controller utilizes a high proportional gain, which
significantly lessens the sensitivity of the resulting closed-loop system, Q(s), to changes in the
system gain. A standard fixed controller, such as PID, is then designed and implemented in
cascade. The resulting system generally exhibits improved performance over a wide range of
operating conditions. This approach was advocated by Elliott et al. (2009) and Elliott and
Rasmussen (2010) who analyzed the effects for nonlinear electronic expansion valve (EEV)
controlled evaporator using temperature and pressure sensors. The resulting step responses
under different operating conditions are shown in Figure 6.32 and clearly show that the use of
cascaded control loops improves the response time, as well as virtually eliminates the
dynamic differences due to system nonlinearities.
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Feedback control architectures: (a) standard feedback control and (b) cascaded feedback control.
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Superheat response to step change in valve position for high and low flows: (a) standard feedback control and (b) cascaded
feedback control. Note the difference in speed of response, as well as the nonlinear compensation.

6.7.2 Model Predictive Control

MPC is an overarching term for a suite of control strategies first developed for the process
industries during the 1970s and 1980s. With the increased computational capabilities of
embedded controllers, MPC is increasingly being used in a wide range of control applications.
MPCs use an explicit dynamic model to optimize a user-defined cost function. System
constraints, such as actuator limitations, can be explicitly accounted for in the optimization,
which permits better operation than mere saturation of actuator signals. Additionally, output
constraints can be imposed upon the controller, which will keep the system operating in a safe
range. Since for many industrial systems, the most efficient operating point is at or near a set of
operating constraints, MPC has been successfully implemented as a cost and energy
minimization technology (Garcia et al., 1989; Qin and Badgwell, 2003).

MPC is a discrete-time control approach. At each time step, the controller uses a system
model to predict outputs over a finite-time prediction horizon (Figure 6.33a) and then
determine the optimal choice of the control inputs for a defined control horizon (Figure 6.33b).
The controller can also account for the effect of external disturbances, input constraints, and, to
some extent, output constraints. The controller then implements the first control action in this
optimal sequence. At the next time step, the process is repeated, accounting for any new
information. The ability to anticipate future outcomes and optimize the response while
conforming to constraints is unique to MPC and is not found in basic PID controllers, or even
fixed optimal controllers such as the linear quadratic regulator.



Past A Future

Reference trajectory

Prediction horizon

Measured output Sample time

(a) k-1 k k+1 k+2 k+3 k+p

FIGURE 6.33
MPC: (a) prediction horizon and (b) control horizon.

The majority of MPC techniques assume a linear model of the system dynamics, usually a
discrete-time model based on empirical data. A representative model is defined in Equation
6.24, where x are the dynamic states of the system, u are the control inputs, w and v are the
external disturbances, y is the measured output, r is the desired reference, e is the tracking
error, and k is the sampling index. The controller uses this model to determine the sequence of



control actions that minimizes the cost function J(x,u) (Equation 6.25), without violating the
constraints (Equation 6.26). In this formulation, Q and R are matrices that define the relative
penalty of tracking errors and actuator effort, p and n are the prediction and control horizons,
and T and P are the matrices that define the hard actuator constraints and soft state constraints,
respectively:

x(k+1)=Ax(k)+Buu(k)+Bww(k)y(k)=Cx(k)+Dv(k)e(k)=r(k)—y(k)(6.24)
J(x,u)=) 0pe(k)TQe(k)+> 0nu(k) TRu(k)(6.25)
Tu<bPx<c(6.26)

MPC is attractive for many applications because of its capability to optimize performance
while explicitly handling constraints. MPC is a mature technology with extensive research
literature addressing issues of stability, constrained feasibility, robustness, and nonlinearities.
Since optimal operating conditions often lie at the intersection of constraints, MPC offers a
safe way to drive the system to the optimum while not violating performance or actuation
limitations. The interested reader is referred to Garcia et al. (1989), Clarke (1994), Kothare et
al. (1996), Scokaert and Rawlings (1999), Mayne et al. (2000), Qin and Badgwell (2003),
Rossiter (2003), Camacho and Bordons (2004), Allgower (2005), and Rawlings and Mayne
(2009), and the references therein for additional details on each of these topics.

Given these advantages, it is not surprising that MPC quickly found success beyond its origins
in the chemical industries and is applied with increasing frequency to HVAC systems,
including the following:

* Direct application of MPC to basic HVAC components, such as AHUs, VAVs, or heating
systems (e.g., MacArthur and Woessner, 1993; He et al., 2005; Yuan and Perez, 2006; Xi
et al., 2007; Freire et al., 2008; Huang et al., 2010; Xu et al., 2010; May-Ostendorp et al.,
2011; Privara et al., 2011)

* Indirect application as a method of tuning standard HVAC control algorithms (e.g., Dexter
and Haves, 1989; MacArthur and Woessner, 1993; Sousa et al., 1997; Xu et al., 2005)

* In the form of the generalized predictive control algorithm, which is perhaps most widely
used in HVAC applications (Clarke, 1987)

* Vapor compression systems (e.g., Leducq et al., 2006; Elliott and Rasmussen, 2012, 2013)
* As a supervisory control for HVAC applications (Wang and Ma, 2008)

6.7.2.1 Case Study: MPC for Air Conditioning Expansion Valves

The ability to explicitly account for constraints when determining appropriate control actions
is a unique capability of MPC. This capability has numerous potential applications for HVAC
equipment. This section presents an experimental example of MPC’s constraint handling.
Again we examine the case of expansion valve control for vapor compression systems.
Although most valves are designed to regulate superheat to a fixed level, the exact superheat



set point is not of particular importance for system efficiency; as long as superheat is kept in a
reasonable band, the coefficient of performance (COP) does not vary significantly. By using an
MPC-based controller, the superheat can be kept in a band around an optimal point without
exerting a large amount of actuator effort, achieving efficient operation while minimizing
actuator wear. The following experimental results demonstrate that an MPC controller can be
used with an EEV to keep superheat in a band, exerting little effort until superheat begins to
leave the defined range.

Figures 6.33 and 6.34 present the results of experiments conducted on a residential air
conditioning system. For these tests, an MPC controller is used to keep the evaporator
superheat between 5°C and 13°C, with a set point of 9°C. As long as the superheat does not
leave the designated band, the controller will not react. While similar tracking results can be
had with a very nonaggressive PID controller, the construction of the MPC controller allows
the actuator to react very strongly to large disturbances while responding slowly to small
disturbances, so long as the user-defined constraints are not violated. This capability is not
available under a PID control paradigm. An illustration of this is provided in the test displayed
in Figure 6.33a. At 100 s, the compressor changes from stage 1 (low cooling) to stage 2 (high
cooling). As the superheat leaves the prescribed band, the EEV reacts strongly, opening up to
the EEV maximum constraint, which is set to 23% open. As the superheat drops down toward
its minimum constraint, the valve reacts again by closing, bringing superheat back within the
desired band. As Figure 6.33b shows, very little actuator effort is expended, even for such a
large disturbance as a compressor step change.
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FIGURE 6.34
Superheat response using MPC of the EEV with compressor stage change: (a) superheat response and soft output constraints,
(b) EEV actuation with hard input constraints.

Figure 6.34 displays the system efficiency under two different control paradigms. The left-
hand side shows the superheat, actuator effort, evaporator fan speed, and system COP under the
same MPC controller as that used in Figure 6.33. The right-hand side shows the same data for
a standard PID controller. The evaporator fan speed oscillated as shown, with a period of 20
min. In the MPC-controlled case, the superheat oscillates within the prescribed limits, with the
valve only moving as necessary to respect the constraints. In the PID-controlled case, the
superheat is kept within a much tighter band, as is expected. The bottom figures show that the
mean COP that each control paradigm achieves is virtually the same (4.9 for MPC, 4.8 for
PID). Additionally, the MPC controller requires much less motion from the EEV—a total of 14
steps as opposed to 254 steps over 2500 s of test time. Despite the relatively poor set point
tracking of the MPC controller, neither system efficiency nor compressor safety is
compromised, and the actuator is used much less heavily, implying a longer service life for the
valve (Figure 6.35).
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Comparison of superheat response for MPC- and PID-controlled EEV : (a-d) evaporator superheat, EEV actuation, fan speed,
and COP using MPC control; (e-h) evaporator superheat, EEV actuation, fan speed, and COP using standard PID control

6.8 Summary

This chapter has introduced the important features of properly designed control systems for
HVAC applications. Sensors, actuators, and control methods have been described. The method
for determining control system characteristics either analytically or empirically has been
discussed.

The following rules (ASHRAE, 2003) should be followed to ensure that the control system
is as energy efficient as possible:



1. Operate HVAC equipment only when the building is occupied or when heat is needed to
prevent freezing.

2. Consider the efficacy of night setback vis-a-vis building mass. Massive buildings may not
benefit from night setback due to overcapacity needed for the morning pickup load.

3. Do not supply heating and cooling simultaneously. Do not supply humidification and
dehumidification at the same time.

4. Reset heating and cooling air or water temperature to provide only the heating or cooling
needed.

5. Use the most economical source of energy first, the most costly last.

6. Minimize the use of outdoor air during the deep heating and cooling seasons subject to
ventilation requirements.

7. Consider the use of dead-band or zero-energy thermostats.

8. Establish control settings for stable operation to avoid system wear and to achieve proper
comfort.

Finally, consider the use of nonlinear compensation and MPC techniques where appropriate.
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* A little-known disadvantage of three-way valve control has to do with the conduction of heat
from a closed valve to a coil. For example, the constant flow of hot water through two ports
of a closed three-way heating coil control valve keeps the valve body hot. Conduction from
the closed, hot valve mounted close to a coil can cause sufficient air heating to actually
decrease the expected cooling rate of a downstream cooling coil during the cooling season.
Three-way valves have a second practical problem; installers often connect three-way
valves incorrectly given the choice of three pipe connections and three pipes to be
connected. Both of these problems are avoided by using two-way valves.



* Continuous Commissioning and CC are registered trademarks of the Texas A&M Engineering
Experiment Station.
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7.1 Introduction

Electricity for lighting accounts for approximately 15% of global power consumption and 5%
of worldwide greenhouse gas (GHG) emissions [1]. According to the United Nations
Environment Programme’s en.lighten initiative,* replacing all inefficient grid-connected
lighting globally would reduce global electricity consumption by approximately 5% and CO,

emissions by 490 million tons per year [2]. Grid-connected space lighting accounts for 99% of
total lighting energy use, with vehicle lighting (0.9%) and off-grid fuel-based lighting (0.1%)
constituting the remainder [3]. Together, residential and commercial lighting constitute about
three quarters of global grid-connected lighting (Figure 7.1).

Per-capita consumption of artificial light averages about 20 megalumen-hours per year
globally but varies widely. North Americans consume about 100 megalumen-hours per year on
average. By comparison, Chinese consume about 10, and Indians consume only 3, megalumen-
hours per year [3]. Given global demographic trends, lighting efficiency improvements not
only offer significant energy savings in developed countries, but more importantly, the
opportunity to contain large growth in lighting energy use in less developed countries.

Figure 7.2 shows the historic efficacies of different light source technologies (solid lines).
Incandescent lamps, including halogen incandescent lamps, are the lowest efficiency light
source type. (Lighting efficiency, referred to as efficacy, is quantified in units of Im/W.)
Compact fluorescent lamps (CFLs) are the next highest with efficacies approximately four
times those of incandescent lamps. Linear fluorescents have trended with an efficacy
intermediate that of low and high wattage high-intensity discharge (HID) lamps. Light-emitting
diodes (LEDs) are now starting to exceed the efficacy of fluorescent lamps, and expected to
reach about 200 Im/W by 2020—approximately twice that of today’s most efficacious
conventional lighting technologies.
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FIGURE 7.1
Global grid-connected lighting consumption by sector in 2005. (From IEA, Light’s Labour’s Lost, International Energy Agency,
Paris, France, 2006, http://www.iea.org/publications/freepublications/publication/light2006.pdf.)
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FIGURE 7.2

Historic best-on-market lamp efficacy trends by light source and lamp type and projected trends for solid-state lighting. (From
DOE, Solid-state lighting research and development: Multi-year Program Plan, U.S. Department of Energy, Energy Efficiency
& Renewable Energy Building Technologies Program, Washington, DC, April 2012.)

Up to the present, different lighting technologies have dominated different sectors. For
example, in 2010 in the United States, an estimated 86% of outdoor lighting was provided by
HID lamps, 72% of commercial lighting was provided by linear fluorescent lamps, and 79% of
residential lighting was provided by incandescent lamps [5]. Given the large differences in
efficiency of the different light sources (Figure 7.2), this has resulted in large sectoral



differences in efficiency. Solid-state lighting is poised to change that equation with LED
rapidly entering all sectors of the lighting market.

LEDs are expected to replace essentially all other lighting technologies in the coming
decades. Navigant Research anticipates LED’s global market share of replacement lamps to
grow from 5% in 2013 to 63% by 2021 [6]. The U.S. Department of Energy expects LEDs to
represent 70% of the U.S. residential and commercial lighting markets by 2030 (Figure 7.3). In
combination with an expected doubling in LED lamp efficacy anticipated by 2020 (also shown
in Figure 7.3), the total energy savings are expected to be very large. This is particularly true
in the residential sector, where the dominant incumbent technology (incandescent lamps) has an
efficacy of only about 15 Im/W. In addition to the trend toward LED lighting, increased use of
lighting controls is expected to further reduce energy use.

Because LED lights are significantly longer lived than conventional residential and
commercial lamps, global lamp sales are expected to peak and decline as a result of the LED
takeover of global lighting markets. Table 7.1 compares the typical lifetimes of various lamp
technologies currently on the market. Figure 7.4 shows projected revenues from technology-
specific lamps sales through 2021. This implies that, not only will consumers save money as a
result of efficiency-induced electricity savings resulting from increasing use of LEDs, they will
also save as a result of reduced lamps purchases.
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The projected market share of LED lamps in the U.S. residential and commercial markets and projected LED lamp efficacy.
(From Navigant Consulting, Inc., Energy savings potential of solid-state lighting in general illumination applications, U.S.
Department of Energy, Solid State Lighting Program, Navigant Consulting, Inc., January 2012,
http//apps1.eere.energy.gov/buildings/publications/pdfs/ssl/ssl_energy-savings-report_10—30.pdf.)

TABLE 7.1 Typical Lifetimes and Approximate Best-on-Market Efficacies in 2012, by Lamp Type



Lamp Type Lifetime (h) Efficacy (Im/W)

Incandescent 1,000 15
Halogen incandescent 5,000 22
Compact fluorescent 12,000 65
Linear fluorescent 25,000 120
HID (high wattage) 30,000 120
LED (commercial) 50,000 130
LED (residential) 25,000 100

Sources: DOE, Solid-state lighting research and development: Multi-year program plan, U.S.
Department of Energy, Energy Efficiency & Renewable Energy Building Technologies
Program, Washington, DC, April 2012; The U.S. Department of Energy’s LED Lighting
Facts Database, http:/ /www.lightingfacts.com/Products.

This paper examines these lighting efficiency trends, focusing on opportunities in the
residential and commercial sectors, which includes indoor and outdoor lighting associated
with residential and commercial buildings. Because there is some sectoral overlap in lighting
technologies, much of the technology discussion also applies to stationary source applications
for industrial and roadway lighting. Section 7.2 introduces lighting concepts used throughout
the remainder of the chapter. Section 7.3 discusses the different major lamp technologies by
light source type, focusing on factors that affect their energy efficiency and related market
trends. Section 7.4 discusses the cost-effectiveness of the different light source technologies
from both the societal and consumer perspectives. Section 7.5 describes policies to stimulate
energy lighting efficiency improvements. Section 7.6 presents conclusions.
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FIGURE 7.4

Projected revenues in world lamps market by technology type. The bar segments in each bar are ordered from top to bottom at
shown in the legend. (From Navigant Research, Inc., Energy efficient lighting for commercial markets—LED lighting adoption
and global outlook for LED, fluorescent, halogen and HID lamps and luminaires in commercial buildings: Market analysis and
forecasts (Executive Summary), Navigant Consulting, 2013, http:/www.navigantresearch.com/research/energy-efficient-
lighting-for-commercial-markets. With permission.)

7.2 Lighting Concepts

7.2.1 Principles of Light Production

Visible light is made up of electromagnetic waves whose wavelengths fall within a narrow
band of the electromagnetic spectrum, between 390 and 700 nm. The perceived color of
visible light corresponds to its wavelength, with violet and blue light having shorter
wavelengths, while orange and red light have longer wavelengths. Light with wavelengths
longer than visible light, from 700 nm up to 1 mm, is called infrared radiation and is generally
perceived as heat. Light with wavelengths shorter than visible light, from 390 nm down to 10
nm is called ultraviolet radiation. On an atomic level, light emission occurs in discrete units
called photons, which are wave packets that carry energy that is inversely proportional to their
wavelength.

Common electric light sources use one of two basic physical mechanisms to produce
visible light: thermal and atomic emission. The mechanism that has been used longest is
thermal emission, which is electromagnetic radiation emitted by all objects with temperatures
above absolute zero. The spectrum of thermal emission for most objects is very well
approximated by the spectrum from a blackbody, which is a theoretical object that perfectly
absorbs all incident light and emits only thermal radiation. Blackbody radiation has a broad
spectrum, with an intensity that scales as the fourth power of the object’s temperature and a
peak wavelength that varies inversely as the temperature. Objects at room temperature emit
most of their thermal radiation in the infrared part of the spectrum, and the visible light emitted
is too faint to be readily detected. As temperature is increased, the total power radiated
increases rapidly, and the peak of the spectrum shifts toward shorter wavelengths. An object
with a temperature of 5000 K will glow brightly, with the peak of its thermal spectrum at
visible wavelengths, but since the thermal emission spectrum is very broad, objects with
temperatures as low as 750 K emit detectable visible light even though the bulk of their
emission occurs in the infrared. The visible light emitted via thermal emission is called
incandescence.

Atomic emission occurs when electrons in atoms are excited to a high-energy configuration
via some mechanism and then transition back to a lower-energy configuration via the emission
of a photon. Because atomic electrons can only occupy a discrete set of energy levels, the light
that is emitted in a particular atomic transition is monochromatic, with a well-defined
wavelength that depends on the particular element and the specific energy levels involved in



the transition. By mixing various elements and exciting a variety of energy-level transitions, it
is possible to create light at a range of wavelengths via atomic emission. The spectral emission
peaks can also be broadened by the Doppler effect induced by random motion of the atoms, for
example, in a gas. Nevertheless, atomic emission generally produces light with a spectrum
made up of one or a number of relatively narrow wavelength peaks (called emission lines) in
contrast to the relatively broad, smooth spectrum of thermal emission.

Figure 7.5 shows example spectra for blackbody radiation, atomic emission, and, for
reference, daylight. Solid lines show the theoretical spectrum of a blackbody at various
different temperatures (from bottom to top, 3750 K, 4500 K, 5250 K, and 6000 K). As the
temperature rises, the source intensity increases, and the spectral peak shifts to shorter
wavelengths. The filled light gray region shows the spectrum of sunlight, whose broad, smooth
shape is similar to a blackbody spectrum. The filled dark gray region shows atomic emission
from a mercury vapor (MV) lamp, characterized by narrow peaks (emission lines) at
characteristic wavelengths. The curves plotted are not on the same scale, except for the
relative intensities of the different blackbody temperatures. (Spectral data for sunlight and MV
lamp taken from McNamara [8].)

—
Ultraviolet

\

Intensity per unit wavelength (arbitrary units)

295 345 395 445 495 545 595 645 695 745 795 845 895 945 995
Wavelength (nm)

FIGURE 7.5
The spectra of different types of light sources at visible and neighboring infrared and ultraviolet wavelengths.

Atomic emission can take many forms, depending on the mechanism by which the electrons
are excited. Fluorescence occurs when an atom absorbs light at a particular wavelength, which
excites an electron, and then emits light at the same or a different wavelength as that electron
relaxes to some lower energy level. If the electron relaxes to a higher energy than it had



initially, the emitted photon will have a longer wavelength than the absorbed photon; this
mechanism is commonly used to convert ultraviolet to visible light, for example, in fluorescent
lamps. Plasma discharge emission occurs when an electric current passes through plasma
(i.e., an ionized gas) in a phenomenon known as an electric arc. The free electrons collide
with atoms in the gas and excite their electrons, which then transition to lower energy levels
and emit photons. This is the primary light-generation method for fluorescent and HID lamps.
Diode emission from a LED occurs when an electrical current is applied to a semiconductor
made of two adjoining materials with different electrical properties. Excited electrons, which
are free to move through the semiconducting material, are added to one material and removed
from the other by the current. Those electrons that are conducted across the junction between
the two materials then relax to the empty energy levels in the electron-depleted atoms, emitting
photons in the process.

7.2.2 Design of Energy-Efficient Lighting Systems

Residential and commercial lighting systems typically are designed to provide both functional
lighting and aesthetic value at the same time. The aim of energy-efficient lighting design is to
provide the desired quality of light and other aesthetic properties of the lighting system with
the least energy use. Design choices made for aesthetic reasons may in some cases reduce
efficiency. For example, adding a diffuser to a luminaire to reduce glare will reduce luminaire
efficacy. In other cases, these choices may improve efficiency. For examples, lighting controls
used to avoid the delivery of undesirable excess light are aesthetically preferable and save
energy.

The goal of energy-efficient lighting design is to provide only as much artificial light as is
desirable at the locations where it is needed, when it is needed. The optimal system
incorporates daylighting, provides proper illumination for the design application, and
addresses changes in occupancy. In the future, systems may even modulate the spectral
distribution throughout the day to improve human performance and well-being (see Section
7.2.3).

The key elements of efficient lighting design are (1) making maximum use of natural light,
(2) using the most efficient artificial lighting technologies, (3) incorporating automated lighting
controls, and (4) controlling high-illumination task lighting separately from lower-illumination
ambient lighting. While energy-efficient lighting technologies and controls are addressed at
length in the following, this section provides additional background on the benefits and pitfalls
of daylighting. Proper daylighting design requires climate-sensitive building design to avoid
potential adverse consequences. Specifically, excessive direct penetration of sunlight can
result in discomfort from glare and heat loading and increase cooling energy demand, which
could offset or outweigh lighting energy savings. On the other hand, because energy-efficient
lights produce less heat, they can reduce cooling energy demand, which is an advantage in
regions where peak electric loads are dominated by cooling. Achieving an optimal balance
requires building energy modeling.

The potential to offset the need for artificial light with daylight is greatly affected by the
overall architectural design of a building and the design of the interior space. Passive solar



building design, which optimizes building orientation and window placement and minimizes
extreme thermal excursions using appropriately located shading devices, thermal mass, and
phase change materials, can facilitate daylighting while avoiding excessive heat loading.
Skylights, reflective surfaces inside of and outside of the building, and other measures can be
used to bounce natural light farther into a building. Light pipes can be used to provide natural
light deeper to the interior. Light pipes may even incorporate a hybrid design that includes
artificial lights when natural light is insufficient. Advanced window technologies with dynamic
solar control can limit heat losses in winter and avoid excessive heat loading in summer while
allowing natural light to enter buildings. The newest technologies incorporate zonal controls
that can block glare to building occupants while allowing unaltered light to pass where it will
not cause discomfort to occupants. Smart blinds are being developed that automatically adjust
to address light level, glare, and thermal loading. Interior design and furnishings that place high
light-need activities near windows and that allows the maximum penetration of light from
windows into the building interior, can also reduce the need for artificial light during the day.

Another environmentally promising design option that has recently emerged in the market is
solar-assisted lighting—products that have integrated photovoltaic (PV) power supply into
lighting systems. NexTek Power Systems pioneered this approach with efficient commercial
lighting that runs directly off of the direct current (DC) generated by the PV system when PV
power is available, and off of rectified alternating current (AC) power when it is not. The
approach avoids DC to AC to DC power conversion losses as well as allowing for flexible
lighting design. The lights run off of a 24 V bus integrated into the metal grid that supports
ceiling tiles in standard commercial drop ceiling (Armstrong Ceiling’s DC Flexzone system).
The design allows lights to be removed and installed without an electrician and to be placed
anywhere on the grid, reducing the cost and greatly enhancing the flexibility of commercial
lighting design. At the opposite end of the spectrum, small solar-assisted lighting systems that
include a small PV module, a battery, and LED lights (e.g., Fenix International’s ReadySet
Solar Kit) are now in the market. The systems were designed for developing country markets.
While particularly appropriate for off-grid areas, they may also become popular in the many
regions with highly unreliable grid power.

7.2.3 Lighting, Human Health, and the Environment

Exposure to light, both natural and artificial, has both beneficial and adverse effects on human
health that depend strongly on the wavelength of the light, the timing of exposure, and the
organs exposed [9]. Exposure to the natural diurnal cycle of darkness and light promotes
mental and physical health by maintaining the body’s circadian rhythms [9]. Exposure to blue
light in the morning triggers the production of an array of hormones that control stress and
impulsive behavior, hunger, and metabolism, and promote reproductive health and alertness.
Lack of circadian blue light in the morning can cause sadness, food cravings, decreased energy
and libido, anxiety, and depression. The risks of cancer and infectious disease are also
increased due to insufficient blue light exposure in the morning and the absence of darkness at
night because of disruption of immune response pathways that destroy viruses and cancer.



In addition to being damaging to vision [10], exposure to blue light at night is particularly
disruptive to well-being [11-13]. Exposure to darkness stimulates the body’s production of
hormones that promote sleep, reduce blood pressure, and cellular repair. Eliminating the
exposure of geriatric and Alzheimer patients to blue light at night was demonstrated to improve
sleep, reduce illness and blood pressure, reduce aggression, and improve lucidity and social
participation in both populations [14].

While to date, lighting design has tended to ignore the health impacts of light color,
avoidance of light pollution has become a major issue. The concept is that light should hit its
intended target, and it should not shine elsewhere. The BUG System, which quantifies
backlight, uplight, and glare, is a system that quantifies undesirable stray light from outdoor
lighting [15]. The system was adopted into the Illuminating Engineering Society’s Model
Lighting Ordinance [16].

While high-end lighting designers have begun in recent years to incorporate spectral
dynamics in their lighting systems to alter the mood of spaces throughout the day, off-the-shelf
technologies are now becoming available, enabling residential customers to control the hue of
lighting. For example, the new Philips Hue lighting system is designed to be controlled by the
Apple iPhone. The technologies are likely to become more popular with increased awareness
of the impact of lighting on human health and productivity.

7.3 Lighting Technologies

The following sections discuss the technologies and changing markets of the four major lamp
types: incandescent lamps, including halogen (Section 7.3.1); fluorescent lamps (Section
7.3.2), plasma lamps (Section 7.3.3), and LEDs and organic light-emitting diodes (OLEDs)
(Section 7.3.4). Following that, two additional technologies are described in the context of
their impact on energy efficiency: lighting controls (Section 7.3.5) and luminaires (Section
7.3.6).

7.3.1 Incandescent

An incandescent lamp produces light by passing an electric current through a conductive
filament, which is heated by electrical resistance to the point of incandescence. The filament is
generally housed in a glass vessel (bulb) that has been evacuated and typically filled with an
inert gas. The bulb typically has a metal base that can be attached to an electrical fixture, most
often via a screw-in connection.

7.3.1.1 Technology

Incandescent lamps are the oldest electric lighting technology, having been invented
independently by Thomas Edison in the United States and Joseph Swann in England in the late
1800s. In modern lamps, the filament is made of tungsten, although filaments of carbon,



tantalum, and osmium were used in early incandescent lamps produced around the turn of the
twentieth century. (Upon their introduction, tungsten filaments represented a substantial
improvement in efficacy over these earlier filament materials.) Incandescent lamp filaments
produce light whose spectrum is well approximated by a blackbody spectrum. Typical
incandescent lamps have operating temperatures at which the overwhelming majority of the
radiated power (typically 90% or more) falls in the infrared part of the spectrum, where it is
sensed as radiant heat rather than visible light. This makes incandescent lamps significantly
less efficacious than other lamp types. Nevertheless, incandescent lamps have remained very
popular, especially in residential applications.

The continuing popularity of incandescent lamps owes partly to their familiarity but also to
a wide range of desirable features. Incandescent lamps have warm color temperatures and
excellent color rendering index. They are easily dimmed with no adverse effect on the lamp.
Compared with other lighting technologies, incandescent lamps are inexpensive, small,
lightweight, and can be used with inexpensive fixtures with no need for ballasts or other
controllers. They work equally well on AC or DC power, and they have no need for high-
quality power input. In a properly designed fixture, they permit excellent optical control. In
addition, incandescent lamps are easy to install and maintain, produce no audible noise, create
no electromagnetic interference, and contain few toxic chemicals, allowing their disposal in
the general waste stream.

The two primary types of incandescent lamps are general-service and reflector lamps.
General-service lamps (also known as A-lamps) are pear-shaped, common household lamps.
Reflector lamps are typically conical in shape with a reflective coating applied to part of the
bulb surface that has been specially contoured to control the light direction and distribution.
Common types of reflector lamps include flood and spot lights, which are often used to
illuminate outdoor areas, highlight indoor retail displays and artwork, and improve the optical
efficiency of track lights or downlights.

Halogen lamps operate on the same principle as standard incandescent lamps, by heating a
filament to the point of incandescence, but they are made more efficacious by the utilization of
the tungsten-halogen cycle. During operation of a standard incandescent lamp, tungsten is
evaporated from the filament and deposited on the interior surface of the glass envelope. This
process blackens the bulb over time and causes the filament to grow thinner until it eventually
fails. Operating the lamp at a higher temperature would accelerate this process. In a halogen
lamp, the filament is surrounded by quartz capsule filled with a small amount of halogen gas,
such as iodine or bromine. At moderate temperatures, the halogen gas binds to the tungsten that
has evaporated from the filament, preventing deposition onto the quartz capsule. At the higher
temperatures found in the vicinity of the filament, the tungsten-halogen bond is broken, and the
tungsten is redeposited onto the filament. This tungsten-halogen cycle thus allows halogen
lamps to be operated at higher temperatures without adversely affecting their lifetimes (indeed,
many halogen lamps have longer lifetimes than standard incandescent lamps). The higher-
temperature blackbody spectrum thus emitted by the filament has a larger overlap with the
response curve of the human eye, so that more lumens are produced at a fixed power draw,
resulting in a higher luminous efficacy.



Even more efficacious than the standard tungsten-halogen lamp is the halogen infrared
reflecting (HIR) lamp. In such lamps, the halogen capsule, or the lamp reflector, is coated with
an optically transparent but infrared-reflective coating, which reflects some portion of the
infrared radiation back onto the filament. This increases the operating temperature of the
filament without the need for additional watts of electrical power. Because the increased
temperature provides more lumens at a fixed wattage, HIR lamps have a higher luminous
efficacy than non-HIR halogens. HIR lamps have historically had small market share due to
their high initial cost, even though they generally have lifetimes that are two to three times
longer than standard halogens.

Because they are operating at higher temperature, halogen lamps produce bright white light
with color temperatures slightly higher than those of standard incandescent lamps, with
similarly high CRI values. In addition, they tend to have longer rated lifetimes, can be much
more compact, are slightly more efficacious, and have better lumen maintenance than standard
incandescent lamps. Halogen technology has historically been used heavily in reflector lamps;
minimum efficiency standards have led them to capture an increasing share of this market in the
United States and elsewhere. General-service halogen lamps are also available in the market.
Historically, these have seen limited use, but recent improvements in their efficacy coupled
with new regulatory standards are expected to increase their adoption in the near term.

7.3.1.2 Changing Market

General-service incandescent lamps have long been the workhorse of residential lighting
applications, so much so that they are commonly referred to as household light bulbs.
Incandescent and halogen reflector lamps have also been widely used in the residential sector,
especially for outdoor lighting and directional indoor lighting. They have also seen significant
use in the commercial sector in applications that require directional lighting, such as retail
display.

There are now a variety of significantly more efficacious substitutes for incandescent and
halogen lamp technology. The past two decades have seen a substantial portion of the market
for general-service incandescent lamps shift to CFL technology. However, CFLs’ unfamiliar
appearance, higher price, inferior CRI, and limited capacity for dimming have limited the
further growth of their market share. In recent years, LED-based lamps are entering the market
intended to be direct replacements for many incandescent lamps. The directional nature of LED
sources lends itself to reflector-lamp applications, and such lamps have gained a small
foothold in the commercial sector. Recent advances in omnidirectional LED lamps have
produced products with similar efficacy and color rendering to CFLs; these can be used as
replacements for general-service incandescent lamps. Their very high prices have significantly
limited their adoption to date, but as discussed in Section 7.4, LED prices have been falling
rapidly. As discussed in Section 7.3.4, the color rendering and efficacy of LED lamps have
simultaneously been improving, and LED lamps are expected to capture much of the current
market for incandescent lamps over the coming decades [7]. As mentioned earlier, recent
efficiency regulations in many markets are phasing out traditional general-service incandescent



lamps; so a faster shift toward halogen, CFL, and LED technologies is expected in the general-
service market.

7.3.2 Fluorescent

A typical fluorescent lamp system consists of a lamp and an electrical regulating ballast. The
lamp is comprised of a glass tube, two electrodes, and a lamp base. The glass tube contains
low pressure MV and an inert gas, which is usually argon, and a phosphor coating on the inside
of the tube, which determines the light spectrum of the fluorescent lamp and thus its CCT and
CRI. The electrodes are made of tungsten wire and are coated with a mix of alkaline oxides
that, when heated, emit the electrons that excite and ionize the mercury atoms inside the tube.
The base holds the lamp in place and provides the electrical connection to the lamp.

7.3.2.1 Technology

7.3.2.1.1 Ballasts

A fluorescent ballast provides the necessary voltage to start and maintain the arc in the lamp
tube, because the electrical resistance of a plasma goes down as its temperature increases and
a ballast is required to regulate the electric current through the lamp. Some ballast types are
also designed to provide a specified amount of energy in the form of heat to the lamp
electrodes. This minimizes stress on the electrode coating materials and thus extends lamp
lifetime. The current delivered by the ballast to the lamp determines its light output. For a
particular lamp-ballast system, light output is characterized by the ballast factor, which is the
lumen output of the lamp (or lamps) operated with the ballast, relative to the lumen output of
the same lamp (or lamps) operated with a reference ballast. Ballasts can be integral to the
lamp or external. For example, medium screw base CFLs have integral ballasts, whereas in
most linear fluorescent lamps, the ballast is external to the lamp.

There are two main types of fluorescent ballasts: magnetic and electronic. Magnetic ballasts
operate at the electric power system frequency, while electronic ballasts operate at higher
frequency and have many advantages over magnetic ballasts. These include higher efficiency,
the ability to drive multiple lamps in series or parallel, lower weight, reduced lamp flicker,
and quieter operation. These characteristics, as well as regulatory measures, have led to the
phase-out of most types of magnetic fluorescent ballasts.

Ballasts are usually categorized by their starting method. Typical starting methods for
electronic ballasts are instant start, rapid start, and programmed start. Instant start ballasts use
a high voltage to strike the arc of the lamp, without preheating of the electrodes, having a
negative impact on lamp life. As a result, instant start ballasts are very energy efficient but are
more appropriate for applications with less frequent switching cycles (on-off). Rapid start
ballasts heat the electrodes and apply starting voltage at the same time. They use more energy
compared to instant start ballasts (~2 W/lamp), but they allow more lamp switching cycles
(on-off) before lamp failure. Programmed start ballasts delay the starting voltage until the



electrodes are heated to an optimum temperature to minimize the impact of starting on lamp
lifetime. They are most suitable for frequent starting applications, such as areas with
occupancy sensors. Table 7.2 summarizes characteristics of electronic ballast starting types.

Fluorescent lamps can be dimmed with the use of dimmable ballasts. Dimmable ballasts
operate by reducing the electric current through the lamp. While doing so, the ballast must
maintain the electrode and starting voltages and regulate electrode heating to maintain rated
lamp lifetime. The power required to maintain these functions under dimming conditions can
lead to higher ballast energy use at dimmed levels compared to full output levels. However,
dimming still typically reduces the overall energy consumption of the lamp-ballast system
because of the reduced power consumption of the lamp.

Because fluorescent lamps cannot operate without ballasts, their energy use must account
for energy losses in the ballast. Ballast energy use is characterized by two metrics: ballast
efficacy factor (BEF) and ballast luminous efficiency (BLE). The BEF, also sometimes
referred to as the ballast efficiency factor, is the ratio of a lamp’s ballast factor to the ballast
input power. BEF is a lamp-ballast performance metric, which accounts for the efficiency of
the lamp-ballast system compared to other systems with the same type and number of lamps.
BEF requires the measurement of several (lamp-related) parameters, which can lead to
inaccuracies in its measurement. To reduce measurement variation and testing burden, BLE
was introduced in 2012. BLE is immaterial to the lamp and only considers ballast
characteristics. It is the total lamp arc power divided by the ballast input power and multiplied
by a frequency adjustment factor, which depends on the ballast operating frequency.

TABLE 7.2 Electronic Ballast Starting Type Characteristics

Ballast Starting Type Start Time (s) Lamp Switch Cycles

Instant start <0.1 10,000-15,000
Rapid start 0.5-1.0 15,000-20,000
Programmed start 1.0-1.5 50,000

Source: Philips, The ABCs of electronic fluorescent ballasts, A guide to fluorescent ballasts,
Philips Advance, 2011, http://www.siongboon.com/projects/2010-08-22 electronic
ballast/ ABC of electronic fluorescent ballast.pdf.

7.3.2.1.2 Lamps

The two main categories of fluorescent lamps are linear fluorescent lamps and CFLs. Linear
fluorescent lamps, or fluorescent tubes, are typically categorized based on their tube diameter.
The most common types of these lamps are T12, T8, and T5 lamps (with tube diameters of
12/8, 8/8, and 5/8 of 1 in., respectively). They are usually available in lengths of 4 ft (1.2 m)
lamps and 8 ft (2.4 m) lamps, although 2, 3, 5, and 6 ft lengths can also be found. CFLs have
small diameter tubes (typically ¥ of 1 in.) that are bent into two to six sections or into a spiral
shape. The tube(s) are sometimes covered with a diffuser that makes the assembly look more



like a general-service incandescent lamp. They have a compact size and various base types,
including common household-type screw bases. This allows them to substitute for incandescent
lamps in many fixtures.

The physical characteristics (length, diameter, and shape) of fluorescent lamps can
influence their efficacy. Several other lamp characteristics, such as the emissive quality of the
electrode coatings and the ability of the inert gas fill to improve the mobility of the mercury
atoms, can also impact fluorescent lamp efficacy. Another important factor that can
significantly affect efficacy, as well as color quality and lumen maintenance, is the phosphor
coating. High efficacy fluorescent lamps include triband phosphors, which contain oxides of
certain rare earth elements—Ilanthanum, cerium, europium, terbium, and yttrium. Rare earth
oxides account for a significant portion of the manufacturing cost of fluorescent lamps. This
percentage is higher in high efficacy fluorescent lamps (e.g., 800-series T8 and T5 linear
fluorescent), which use 100% triband phosphor coatings, whereas lower efficacy linear
fluorescents (700-series) contain only about 30% triband phosphor. Between 2010 and 2011,
the price of rare earth oxides increased sharply, causing concerns about the resulting price
impacts on high efficacy fluorescent lamps, but has since been reduced considerably. The
future trajectory of rare earth oxide prices is highly uncertain and will depend on global supply
and demand of rare earth elements.

7.3.2.2 Changing Market

Linear fluorescent lighting is used predominantly in the commercial (and industrial) building
sectors. In the residential sector, linear fluorescent lighting is primarily found in specific areas,
such as kitchens, bathrooms, garages, and workshops. T12 lamp/ballast systems are less
efficacious and more costly to operate compared to T8 and T5 lamp/ballast systems, and thus
are currently being phased out of the market. CFLs have seen increased adoption in recent
years for residential applications as replacements of incandescent and halogen technologies
because of their decreasing first costs, higher efficacies, longer life times, and improved color
quality.

Continuous performance improvements and reducing costs of LED-based technologies, in
particular in LED troffer luminaires as replacements for linear fluorescents [18], and in
reflector and omnidirectional LED lamps as replacements for CFLs, are causing a market shift
in the fluorescent lamp market to LEDs. LEDs are projected to replace more than 60% of the
linear fluorescent market and to reach 70% market penetration in residential applications by
2030 [7].

7.3.3 Plasma Lighting

Plasma lamps emit light via plasma discharge emission from electrically excited gases
contained within an arc tube. A typical lamp design consists of a ballast, igniter, electrodes, an
alumina glass arc tube filled with pressurized gases, and a lamp base. The operation of a
plasma lamp is unique, as it involves a warm-up period of 2—10 min and, when power is
interrupted, a restrike time of up to 10 min depending on the technology.



7.3.3.1 Technology

7.3.3.1.1 Ballasts

Plasma lighting requires a ballast to initiate the lamp and to regulate the current during
operation, similar to fluorescent ballasts. In addition to a ballast, some plasma lamps require
an igniter to initiate the necessary high voltage during start-up. As with fluorescent lighting,
there are both magnetic and electronic ballast technologies and similarly, electronic ballasts
offer improved lamp lifetime, lumen maintenance, ballast efficiency, higher lamp efficacy, and
lower ballast losses, offering better light quality and energy savings. For more description on
basic ballast function, see fluorescent Section 7.3.2.

Electronic ballast technology offers higher efficiencies for HID technologies over magnetic
ballasts, nearly a 15% higher ballast efficiency for some lamp and ballast types [19]. Industry
experts agree that there are limited efficacy gains remaining in HID ballast technology, that
only a few percent gains are technologically feasible but may be practically infeasible to
attain.

In lieu of further efficiency gains, the use of electronic ballasts allows for the
implementation of lighting controls, which reduce hours of use and in turn energy consumption.
Due to the nature of HID lamp technology, these control systems utilize a stepwise dimming
function where discreet dimming levels are designated, instead of continuous systems, as in
incandescent and fluorescent lamp systems. Some systems offering dimming capabilities near
40% of total light output, which in certain applications translates to nearly a 30% reduction in
energy consumption.

7.3.3.1.2 Lamps

The most common plasma lamps are mercury vapor (MV), high-pressure sodium (HPS), and
metal halide (MH); these are classified as HID. Low-pressure sodium (LPS) lamps are also
plasma lamps and are often grouped together with HID, since they are high lumen output
technologies used in similar applications (exterior and large interior commercial and industrial
spaces). LPS lamp technology is not discussed in depth, as it is an older technology that
constitutes a very small fraction of commercial and residential markets.*

MV lamps, first developed in 1901, use ionized mercury as the primary discharge element,
producing a bluish light with better CRI than sodium lamps, but with relatively low efficacy.
Phosphors can be used to improve the color and CRI of MV lamps’ relatively blue light, but
they yield relatively poor color rendering compared to other HID technologies. These lamps
are now used primarily in legacy lighting designs or special applications, and are being
replaced by MH lamps that have twice the efficacy and far better CRI.

HPS lamps and LPS lamps both utilize mixtures of ionized sodium and mercury gases, and
this difference in pressure leads to unique light quality characteristics. LPS lamps offer the
highest efficacy, but the monochromatic condition of the light spectra reduces the visual acuity
in mesopic (relatively low-light) conditions, thus reducing the effectiveness of the light in



outdoor applications. HPS produces a broader light spectrum than LPS by subjecting the gas to
higher pressures. This broadening of spectral emission creates a better quality light than LPS
but with reduced efficacy. The characteristics of available lamps are highlighted in Table 7.3.

TABLE 7.3 Typical Characteristics of Plasma Lamps

| L

Typical Etficacies

Lighting Type (Im/W) Lifetime (h) CRI CCT (K) Application
LIPS 60-150 12,000-18,000 -44 (very poor) 1,800 (warm) Exterior
HPS 50-140 16,000-24,000 25 (poor) 2,100 (warm) Exterior
MV 25-60 16,000-24,000 50 (poor to 3,200-7,000 Exterior
fair) {(warm to cold)

MH 70-115 5,000-20,000 70 (fair) 3,700 (cool) Interior/exterior
Light-emitting 60-130 25,000-100,000 70-95 (good) 2,000-10,000 Interior/exterior

plasma (warm to cold)

Sources: luxim.com; Topanga.com; http:/ /www.eere.energy.gov /basics/buildings/low_pressure_sodium.html;
http:/ /www.eere.energy.gov /basics/buildings/high_intensity_discharge.html.

MH lamps are similar to MV lamps, but MH gases are added to the mercury gas in the
discharge tube, yielding higher lumen output and efficacy with higher CRI. Improvements in the
starting technology of MH lamps have had considerable effect on lamp quality. Innovation from
probe start, which involves a third electrode to initiate the lamp, to pulsestart, which utilizes
an exterior igniter, allows for higher pressures in the arc tube, which leads to a shorter start-up
and restrike time, longer lamp life, lumen maintenance, better cold weather operation, and up
to a 20% increase in efficacy compared to traditional MH lamps. Ceramic metal halide (CMH)
lamps, utilizing a ceramic glass arc tube and the pulse starting method, have some of the
highest efficacies for MH lamps.

A new HID technology, known as light-emitting plasma, uses induction starting to excite the
gas vapors instead of an electrical discharge. This electrodeless induction lamp utilizes fill
gases that are similar to those in MH lamps but uses a solid-state radio frequency driver to
excite the gases inside the lamp. Manufacturers report long rated lifetimes of up to 100,000 h,
which far exceed those of other HID technologies. Another advantage of this technology is the
relatively small size of the lamp capsule, which allows for greater directionality of the light
from the luminaire, leading to significantly higher luminaire efficacies than traditional HID
luminaires. The induction starting technique allows for a quicker start-up time (45 s) and
restrike time (2 min) than other HID lamps, which allows for easier integration of occupancy
controls. Light-emitting plasma (LEP) also has dimming functionality that could allow for
significant energy savings compared to other HID technologies.

7.3.3.2 Changing Market

While HID lamps are primarily used for exterior lighting, they are also widely used for large
indoor spaces in the commercial and industrial sectors and in rare cases in the residential
sector. In the United States in 2010, 24% of the installed stock of HID lamps served the



commercial sector, while only 1% served the residential sector [5]. Commercial lighting
applications include exterior security lighting, warehouse high bay and low bay lighting,
walkway lighting, and, more recently, retail lighting due to an influx of smaller sized CMH
lamps with high CRI. Residential HID lighting consists mainly of exterior security lighting with
rare specialty interior lighting utilizing CMH lamps.

Advancements in HID efficacy have been leveling off in recent years, and with the
advancement of LED replacement technology (see Figure 7.2), HID market share is projected
to decrease. LED replacement efficacies are projected to double from 100 Im/W to over 200
Im/W in the next 20 years (Figure 7.2), offering significant energy savings [4]. LED
replacements also have the potential for spectral control, are amenable to occupancy-based
controls, and are more conducive to dimming. But in applications where an intense point-
source light is needed, LEDs may never replace plasma lamps. With the persistence of these
high-output applications and the limitations of current LED technology, continued
improvements are expected for MH lamp technology, both traditional and induction, whereas
there is no expectation of the same for MV, LPS, and HPS lamps [20].

7.3.4 Solid-State Lighting (LED and OLED)

LEDs and OLEDs turn electricity into narrow-band light via diode emission and can produce
varying wavelengths ranging from infrared through the visible spectrum to ultraviolet. LEDs
consist of a semiconducting die, typically a form of silicon or germanium, a circuit board, and
a lens or diffuser. In some cases, phosphors and a heat sink are also utilized depending on the
application and desired light output. OLEDs consist of a wide variety of organic light-emitting
compounds, electrodes (one usually being transparent), and typically a plastic or glass
envelope that holds all of the components in place and acts as a lens or diffuser for the unit.

7.3.4.1 Technology

There are currently three general methods for creating the white light necessary for general-
service lighting from LEDs: Phosphor conversion (PC) where phosphors are used in
conjunction with blue or violet LEDs to produce white light via fluorescence, color mixing
(CM) where LEDs with discrete colors (red, green, blue, and sometimes amber) are mixed in
an array to create white light, and hybrid where PC and CM are combined to create white light.

LED lamps utilizing PC are the most common on the market today. Typically, phosphor (or a
mixture of phosphors) is deposited directly onto a blue or near-ultraviolet LED die and
encapsulated into the LED package. Locating phosphors away from the LED package, known
as remote phosphor conversion, allows for better light dispersion and can create larger
uniform light-emitting surfaces that better accommodate current form factors of existing
luminaires. Phosphor-converted LEDs can have a range of color temperatures ranging from
cool to warm white light. Color rendering of PC-LEDs ranges from moderate to excellent, with
CRIs ranging from 70 to greater than 90, depending on the phosphors used. Higher CRIs are
achieved at the cost of efficacy. Efficacies have been demonstrated as high as 140 lm/W for



cool white emitters and 110 Im/W for warm white LEDs [4]. In 2013, lamps were available in
the market with efficacies ranging from 75 to 92 Im/W.

Currently, cool-colored LEDs are about 20% more efficacious than warm-colored LEDs,
for both CM and PC LEDs, but the gap is decreasing and it is expected to become negligible
over the next decade [18]. White light achieved by CM has the potential for higher efficacies
owing to fewer conversion losses compared to PC-LED. However, the green and sometimes
amber colored LEDs used for CM currently have a lower efficiency than blue LEDs, which
means less light output at a given input power compared to most other LED colors.
Improvements made to the efficiency of green and amber LEDs could lead to large
improvements in the efficacy of CM white LED lamps. Current mixed-color lamps on the
market have efficacies around 90 Im/W. Color rendering of mixed-color lamps is good to
excellent: mixed-color lamps currently exist in the market, with CRI greater than 90.

Another unique feature of CM lamps is the ability to tune the CCT of the output light. This
ability can allow for color correcting as lamps age, since LEDs of different colors have
different rates of lumen depreciation. It can also allow users to change the color of lamps via
appropriately integrated controls.

The third approach, the hybrid method, uses PC with the addition of amber LED to fill in
gaps in the PC-LED spectrum. This enables high-CRI lamps with greater efficacies. The light
mixing can take place at the LED die level or in the luminaire, depending on the application.

The advantages of LEDs compared to incumbent lighting technologies include the
following:

* High efficacies, resulting in lower operating costs; long lifetimes, with reported lifetime
values of 30,000 h and projections of up to 50,000 h, which lowers annualized life-cycle
Ccosts

» Improved operation in low-temperature applications, since LEDs are more efficient at
lower temperatures

* Dimmability, with compatible dimmers designed to work with LED drivers
» Ability to tune colors with CM technologies

Disadvantages of LEDs compared to incumbent technologies include the following:

* High first cost, although LED prices have been dropping very quickly
* Changes in color temperature over time

* Heat management issues: LED lifetimes and efficacies are greatly reduced when operating
at high temperature, limiting their ability to be used in existing enclosed fixtures

* Incompatibility with incumbent dimmers: Dimmers that operate by varying the incoming
line current to an LED lamp or fixture often do not work well with LED lamps

* Flicker problems with some LED lamps, especially when dimming

* High glare, due to the compact nature of LED packages, though this can be remedied by
use of a diffuser



Despite the limitations of current LED technology, none of the current disadvantages appear to
be technologically insurmountable. Industry is working, often with the support of governments,
to address them.

OLEDs use a thin film of organic materials to emit diffuse light over a planar surface. They
have been used mainly for displays in handheld electronic devices such as smart phones, but
hold potential for general and niche lighting applications, in particular for diffuse lighting. The
main difference between OLEDs and LEDs is form factor, the way light emission is
distributed. OLEDs produce relatively diffuse light over a large area compared to the high-
intensity compact source of light given off by an LED. OLEDs can be deposited on a number of
different substrates including glass, plastic, and metal. This flexibility allows for the creation
of luminaires with a wide variety of shapes and sizes. However, there are few OLED
luminaires currently on the market and those that are available are not cost-competitive with
other lighting technologies.

Currently, OLEDs lag behind LEDs in many performance metrics; in 2012, the best reported
efficacies for OLEDs were approximately 60 lm/W. Color rendering by OLEDs is good to
excellent, with CRIs up to 95. However, the lifetime of an OLED is only 10,000 h and they are
very sensitive to moisture and heat. Care must be taken in the manufacturing process to
properly seal OLED:s or their lifetime is shortened dramatically [4,21].

7.3.4.2 Changing Market

Single colored LEDs, developed in the 1960s, were the original technology used in nongeneral
lighting applications such as traffic signals, exit signs, and outdoor displays. In 1993,
innovations in blue LEDs made it possible to create products that could serve general purpose
lighting applications that require white light as it became possible to create a white light by
CM with the newly invented blue LED. As indicated in the introduction, LEDs are poised to
become the dominant lighting technology for all general lighting applications as technology
improves and prices continue to drop. Manufacturers’ commitments to improving incumbent
technologies are waning with most of their research and development efforts shifting toward
LED lighting and lighting controls. It is currently unclear the role that OLEDs will play in that
market.

7.3.5 Lighting Controls

Lighting controls are used to reduce energy consumption, to enhance security, and for aesthetic
design. Lighting controls systems can include motion sensors, infrared sensors, photo sensors,
timers, transmitters and receivers, and computer control systems. They can range in complexity
from simple on/off switches that control a single luminaire to sophisticated integrated lighting
control systems that control the lighting of entire buildings or campuses of buildings.

7.3.5.1 Technology



There are three main strategies for lighting control: manual controls, sensor-based controls,
and scheduled controls. Manual controls are the most simple; they allow users to control light
levels either with on/off switches or dimmers to desired levels. Sensor-based controls rely on
sensors to initiate changes in light levels. Scheduled controls adjust light levels according to a
predetermined schedule.

Although manual controls, in the form of simple on/off switches, have been used since the
inception of electric lighting, they are sometimes incorporated in more advanced lighting
strategies (e.g., providing the capacity for individuals in large commercial work places to
control the light in their own work space). Multiple strategies may also be included in a single
luminaire: for example, stair-well lighting with multi-light-level switching controlled by
occupancy Sensors.

Sensor technologies fall into two main categories: occupancy sensors and photosensors.
Occupancy sensors use several different strategies to determine whether a space is occupied.
Passive infrared (PIR) sensors react to moving emitters of infrared radiation at wavelengths
near the peak thermal emission given off by people. Ultrasonic and microwave sensors use the
Doppler effect to detect movement, by emitting ultrasonic waves and microwaves,
respectively, and measuring frequency shifts in the reflected signal to detect movement. Dual
technology sensors use both PIR and ultrasonic technology to detect occupancy, which reduces
the false triggering events that can occur with either technology used singly.
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Energy savings for lighting controls and lighting energy in actual installations. The symbols indicate the maximum, average, and
minimum values found in the study. The vertical bars indicated one standard deviation. (From Williams, A. et al., LEUKOS 8(3),
161, 2012.)

A recent metastudy of energy savings from lighting controls [22] found that providing the
capacity for manual dimming can save as much energy as more advanced lighting strategies. As
shown in Figure 7.6, based on field studies of actual energy savings, personal tuning (using
dimmers) saved about the same amount of lighting energy (31%, on average) compared to
automated controls, including occupancy sensors (saved 24%, on average) and daylight
sensors (28%, on average). While applying multiple strategies simultaneously saved somewhat
more energy (38%, on average), the biggest savings are obtained by the first control installed.

7.3.5.2 Changing Market



The market for lighting controls is expected to grow rapidly in the coming decades.
Building codes have recently begun to incorporate requirements for lighting controls as a
means to reduce lighting energy use beyond the more traditional lighting power density limits.
For example, based primarily on building code requirements now in place, the United States
Department of Energy estimates that lighting controls will cover approximately 75% of U.S.
commercial floorspace by 2050, up from approximately 30% in 2012, see Figure 7.7 [23].
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7.3.6 Luminaires

A number of factors can affect lighting efficiency at the luminaire level: the choice of light
source type (as described earlier), the design of luminaire optical elements (reflectors, lenses,
shades, and louvers), and the use of luminaire-based controls. In addition to energy efficiency,
light quality must be considered in luminaire design (e.g., the need for glare control in certain
applications). While there can be trade-offs between efficiency and light quality—for example,
diffusers, which control glare, also reduce efficiency—advanced lighting technologies may
eliminate such trade-offs (e.g., by using an inherently diffuse and efficiency light sources, like
OLEDs). Similarly, the incorporation of increasingly advanced controls may allow the
customization of light levels that reduce energy use.



Various metrics have been developed to quantify luminaire efficiency, and they have
become increasingly sophisticated. The simplest metric is luminaire efficiency, the ratio of
light leaving the fixture to the light emitted by its light source(s), which accounts for light
absorbed in the luminaire. The luminaire efficacy rating (LER) system, developed by the
National Electrical Manufacturers Association (NEMA), also accounts for light absorbed in
the luminaire, but the metric is quantified as the light output from the luminaire (lumens)
divided by the power input to the luminaire.* In 2008, NEMA introduced its target efficacy
rating (TER) system, which was designed to supersede LER [24]. TER, also quantified in
lumens per watt, credits only light that hits its intended target surface. TER covers 22 widely
used types of commercial, residential, and industrial luminaires.

Because luminaire efficacy depends on lamp efficacy, luminaire efficacy must be measured
with lamps in place. If those lamps are replaced by consumers with lamps that have a different
efficacy, the luminaire will no longer perform at the rated level. Luminaire design can protect
against this possibility to a significant degree—a factor that is worth considering in the design
of lighting efficiency policies and programs. Luminaires with integral LED lighting (also
called inseparable solid-state lighting) do not have replaceable lamps, so their efficacies are
known with a high degree of certainty over their lifetimes. The socket type used in the
luminaire may also ensure that lamp replacement cannot result in large efficiency losses. For
example, ANSI Standard ANSI_ANSLG C81.62-2009, GU-24 bases are not allowed to be
used for incandescent lamp technologies; therefore, the efficacies of replacement lamps will be
at least at the fluorescent or LED levels.

7.4 Cost-Effectiveness of Efficient Lighting Technology

7.4.1 Life-Cycle Cost

While lighting provides obvious benefits to consumers, it also imposes costs to society, only
some of which are borne by the consumer. While the costs of production are typically included
in the price paid by the consumer, environmental and social costs are typically not included in
the price. Therefore, lighting policies are increasingly incorporating, to the degree possible,
total life-cycle costs.

The environmental costs of lighting depend on lamp technology. The U.S. Department of
Energy has produced a three-part study of the life-cycle environmental and resource costs in
the manufacturing, transport, use, and disposal of LED lighting products in relation to
comparable traditional lighting technologies.T Figure 7.8, from part 3 of that series [25],
compares the life-cycle impacts of different CFLs and LED lamps manufactured in 2012, and
those expected to be in the market by 2017, relative to those of general-service incandescent
lamps. The life-cycle environmental impacts of the current generation of LEDs are
approximately comparable to the impacts of CFLs, but the impacts of the next generation of
LED technology are expected to be significantly smaller.



7.4.2 Current Cost of Ownership of Different Lamp Technologies

In contrast to policymakers, typical lighting consumers generally consider only those costs
associated with the ownership of lighting: the purchase price and possibly, if relevant
information is available, the costs associated with operation, maintenance, and disposal. This
section compares the current cost of ownership of different general-service lighting
technologies.

High-efficacy lighting technologies, (e.g., fluorescent or LED) lamps generally have longer
lifetimes (Table 7.1) and higher prices than lower-efficacy (incandescent) options.
Determining the cost-effectiveness of a given technology, by balancing the higher initial price
of a lamp against its energy cost savings and longer service life, can be a complex task for the
consumer. Different technologies also often have different typical lumen outputs, further
complicating the comparison. As a simplifying approach to determine the cost-effectiveness of
a particular lighting technology, one can compare the total cost per year and per unit light
output of owning and operating a particular lamp. Additional technical considerations, such as
the need for a particular light distribution, CRI, or color temperature, must also be taken into
account when choosing a lighting technology, but this approach can be used to compare the
cost-effectiveness of a set of lighting options that have been prescreened to meet the technical
needs of a particular application.
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Life-cycle impacts of different general-service lamp technologies normalized to the impact of an incandescent lamp. (From
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environmental  testing, uU.S. Department of Energy, Solid State Lighting Program, 2013,
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To determine the total cost of owning and operating a lamp, one first estimates the number
of hours for which the lamp will be used in the course of a year. Since lamp lifetimes are
typically measured in hours, this roughly determines the lamp’s lifetime in years (although the
calculation can be more complicated for technologies, like fluorescent lamps, whose lifetimes
are shortened by short-term and intermittent use). The annual energy cost is then calculated by
multiplying the lamp wattage by the annual hours of use and by the price per watt-hour of
electricity. The lifetime operating cost is determined by summing the annual energy cost over
the lifetime of the lamp, often multiplied by a discount factor that accounts for the reduced
value of future savings compared to up-front costs (e.g., owing to financing costs). The total
cost of ownership is then the sum of the price, the lifetime operating cost, and any end-of-life



disposal costs. This value can then be divided by the lamp’s lifetime in years and the lamp’s
total light output in kilolumens to produce a value that can be used to compare the cost of
different lighting technologies on an equal basis. Cost per kilolumen-year is a particularly

convenient set of units, because it typically yields values in the order of $1-$10 to be used for
comparison (Figure 7.9).
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Relative cost-effectiveness of different general-service lighting technologies.

For the purposes of the figure, we have assumed 1095 annual hours of use, corresponding to
3 h/day, which is an industry-standard value for computing lamp lifetimes and is fairly typical
in residential applications. As shown in the figure, linear fluorescent lamps are the most cost-
effective and efficacious general-service lighting technology in 2013, yielding a significant
savings in both energy and cost over incandescent technologies and a small savings compared



to CFL and LED lamps. LED lamps are evolving rapidly, however, and have seen extremely
rapid improvements in both cost and efficacy in recent years, as illustrated by the dotted region
in the figure. They are expected over the coming decade to surpass all competing technologies
in both efficacy and cost. Zero discounting of future energy savings has been assumed in this
figure, since the particular choice of discount rate is highly dependent on the individual
consumer. Zero disposal cost is also assumed, which is typical in most applications. The
impact of discounting would be to slightly reduce the cost-effectiveness of longer-lifetime
technologies relative to shorter-lifetime technologies, so that, for example, LEDs would
become slightly less cost-effective relative to CFLs. For typical discount rates, however, the
overall ranking of the technologies by cost-effectiveness shown in the figure would not change.

7.5 Policy Approaches to Improve Lighting Energy Efficiency

Many governments have implemented policies to promote the adoption of energy-efficient
lighting because of the large potential for energy, economic, and environmental savings. The
primary policy instruments that have been applied to lighting are the following:

* Minimum energy performance standards (MEPSs)
* Labeling and certification

* Economic and fiscal incentives

* Bulk purchasing and procurement specifications

* Building codes

The primary policy instruments are briefly reviewed in the following text. For more
information on how lighting policies have been applied in different countries, see en.lighten
[26,27] and Collaborative Labeling & Appliance Standards Program [28].

7.5.1 Minimum Energy Performance Standards

Many nations and states have set MEPSs, also known as efficacy standards, for lighting.
Conventionally, such standards have been set for relatively narrow classes of lamps that
prevent different light source technologies from competing against each other (e.g., 4 ft
fluorescent lamps, CFLs, or general-service incandescent lamps). When standards operate on
broader categories of lighting equipment, like luminaires or general-service lamps, larger
gains are possible.

Recently, a significant number of nations have adopted such standards on general-service
lamps that have the effect of eliminating conventional incandescent lamps from the market. The
International Energy Agency’s 4E program examined the early impact on the lighting market of
such these standards in nine countries and the European Union [29]. IEA concluded that the
standards were proving successful in Australia, Korea, and the United Kingdom, with the



average efficacy of lamp sales having risen by up to 50% in 3 years, with no significant effect
observable at the time in the other jurisdictions, although it is important to note that the
requirements had not yet gone into force in some jurisdictions. Minimum efficacy standards for
luminaires could have a similar effect, necessitating widely used luminaires to use high
efficacy lamps, incorporate lighting controls, or both.

Also relatively new are standards for LED lamps, which in some cases also include quality
standards [26]. For example, the International Electrotechnical Commission (IEC)’s IEC/PAS
62612 standard contains performance requirements for self-ballasted LED lamps (LEDs lamps
with integrated drivers) for general-service lighting. Quality standards can be important to
avoid the LED market being spoiled by flooding with low-quality products that undermine
consumer confidence.

7.5.2 Labeling and Certification

Labeling and certification programs educate the public about the efficiency of lighting products
and provide assurance that products perform as advertised. Information programs include
mandatory and voluntary product labeling and certification. Certification programs like U.S.
Energy Star and Brazil’s Selo Procel brand efficient products with an easily recognized
symbol ensuring consumer that the product is efficient [30,31]. Energy-efficiency labels, on the
other hand, provide information on the efficiency of the actual efficiency of the product or how
that efficiency compares with other products.

Lighting facts per bulb

SR e
Brightness 820 Im

Estimated yearly energy cost $7.23
Based on 3 h/day, 11¢/kWh
Cost depends on rates and use

Life
Based on 3 h/day 1.4 years

Light appearance
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—— |
'\
2700 K

Energy used 60 W

(b)

FIGURE 7.10
(a) EU energy label for a high-efficiency lamp. (b) Lighting Facts label developed by the U.S. FTC, required for use on general-
service lamps sold in the United States.



There has been much discussion about appropriate labeling protocols for lighting, because
residential customers in particular are unfamiliar with the lumen metric, and have generally
used wattage as an indicator of brightness. With the increased using of high efficiency, low
wattage lamps, consumers need clearly conveyed information on brightness and efficiency.
Comparative labels, like the European Union’s EU Energy Label (Figure 7.10a), clearly
indicate the performance of the labeled product relative to other products in the market. The
label assigns a letter grade, with high grades corresponding to high efficacy. The consumer
does not need to understand efficacy units to understand the performance of the lamps relative
to other products in the market. While the Federal Trade Commission’s (FTC) Light Facts
label (Figure 7.10b) provides information on light output (lumens) and energy consumption
(watts), to determine the efficacy, the consumer would need to know to divide the two and then
would not know how this product performs relative to other products in the market. The FTC
label does provide easily understood information on color temperature, however.

7.5.3 Economic and Fiscal Incentives

Many jurisdictions offer fiscal incentives for the adoption of high-efficiency lighting. Rebates
are the most common incentive for efficient lighting, which are often implemented as part of
utility demand-side management programs. In recent years, rebates have begun to focus on
lighting controls as well as on efficient lamps. Low interest loans for commercial and
residential lighting systems upgrades are also widely available. Tax incentives are also widely
offered at the state and federal levels for lighting system upgrades. The Database of State
Incentives for Renewables and Efficiency (DSIRE) compiles information online on the
panoply of economic and fiscal incentives available to residential and commercial customers
in U.S. states.

7.5.4 Bulk Purchasing and Procurement Specifications

Many governments (national, regional, and municipal) use bulk purchasing and procurement
specifications to stimulate production and therefore reduce the cost of energy-efficient lighting,
with the intention of inducing a shift toward more efficient products in the larger on-
governmental market (e.g., in Vietham and the United States, see Energy Sector Management
Assistance Program [32] and Department of Energy [33]).

7.5.5 Building Codes

Energy codes are a subset of building codes, which govern the design and construction of
residential and commercial structures. Energy codes generally include lighting provisions.
Code provisions are generally applicable only to new construction and to renovations that
affect some threshold fraction of a building’s floor area. Therefore, incorporation of code
provisions into the building stock depends on construction and renovation rates, which can
result in relatively slow penetration rates, depending on economic conditions. On the other



hand, building codes have the advantage of being able to address lighting efficiency at the
application level, accommodating different lighting needs in different spaces.

Lighting provisions in building codes may be prescriptive or performance based. The
prescriptive approach stipulates minimum efficacy requirements for lighting products used in
different spaces. The more flexible, performance-based approach specifies the maximum
allowable lighting power density in watts/square meter (square foot) for different spaces. The
lighting designer can then choose any equipment that together meets the overall requirement for
the space.

Lighting controls have been increasingly incorporated in building code requirements. This
includes increasing the building space required to incorporate lighting controls, incorporation
of increasingly sophisticated controls, and the layering of multiple types of controls. See, for
example, updates to ASHRAE/IESNA 90.1 [34,35]. In some cases, lighting controls have been
used as an alternative compliance path, allowing the use of less efficient lamps. For example,
the State of California’s Title 24 provisions require that all permanently installed outdoor
luminaires using lamps rated over 100 W either have a lamp efficacy of at least 60 Im/W or
that they be controlled by a motion sensor [36].

Because all of these policy instruments described earlier rely on accurate ratings of product
efficiency, a sound underlying national infrastructure of product testing, monitoring, and
enforcement is needed for lighting policies to be effective.

Governments may also support product development to spur efficiency innovations. The L-
Prize is creative and highly successful example, in which the U.S. Department of Energy
offered a $10 M cash prize for the development of a 90 Im/W solid-state lamp to replace the
standard A19 60-W incandescent. This represented an enormous advancement in LED
efficiency when the prize was announced in May 2008. The L-Prize resulted in a fierce
competition, which Philips won in August 2011. But the benefits of the competition continued
after the prize was won. Today there are eight products in the market that are certified by
DOE’s Lighting Facts program to meet or exceed the 90 Im/W requirements, with the best
omnidirectional A-lamps achieving almost 100 Im/W.

7.6 Conclusions

With the advent of LED lighting, efficiency improvements can now be achieved without the
degradation of light quality. Indeed, new LED lighting technologies can improve light quality
by offering color-tuning capacity as well as all of the conventional standard and automated
controls. Not only aesthetically pleasing, this feature could offer a potent tool to provide light
that is health enhancing, by better mimicking the color dynamics of the diurnal cycle of natural
light, essential for well-being.

While at this point falling prices and improved light quality alone may be enough to induce
the shift to an LED lighting future, well-crafted lighting policies can continue to drive energy
and environmental savings. Energy efficiency standards, coupled with quality standards, can



ensure that low-efficiency and low quality LEDs are removed from the market. Bulk
purchasing requirements, building codes, and luminaire standards can be used to drive the
adoption of lighting controls and earlier adoption of high-efficiency lamps.

In conclusion, global lighting is poised for great increases in energy efficiency and
reductions in total life-cycle costs, as a result of solid-state lighting products entering the
market and policies aimed at removing low-efficiency incandescent lamps from the market.
This is especially true in the residential market where new LED lamps are more than six times
as efficient as the incumbent incandescent lamps. Increased use of lighting controls is also
likely to significantly reduce energy use. Further opportunities to reduce environmental impacts
are available by integrating PV power into lighting systems. Taken together, these opportunities
suggest a bright future for lighting.

Glossary

Color rendering index (CRI) is a measure of the degree of color shift objects undergo when
illuminated by the light source as compared with the color of those same objects when
illuminated by a reference source of comparable color temperature. [RP-16—-10] CRI is
used to quantify how well a light source renders color across the color spectrum. For
color temperatures below 5000 K (which applies to most indoor lighting), the reference
source is a blackbody radiator, which is most nearly approximated by an incandescent
lamp. For color temperatures above 5000 K, the reference source is a standard daylight
condition of the same color temperature. Therefore, effectively, this metric quantifies
how closely other light source types mimic an incandescent light source or a daylight
source.

Correlated color temperature (CCT) is the absolute temperature of a blackbody radiator,
expressed in degrees Kelvin, whose chromaticity (color appearance) most nearly
resembles that of the light source [adapted from RP-16-10]. In lighting design, this
metric is used to describe how warm or cool a light source appears. Light with a CCT at
or above 4000 K, with a greater proportion of its flux at shorter (blue—violet)
wavelengths, is considered cool. Light with a CCT at or below 3000 K, with more flux
at longer (red—yellow) wavelengths, is considered warm.

Efficacy is the ratio of the lumens to the power (watts) drawn by a lighting system. The
concept may be applied to the lamp alone (lamp efficacy), to the lamp-and-ballast
system (system efficacy) for fluorescent or HID systems, to the lamp-and-driver system
for LED lamps (system efficacy), or to the luminaire (luminaire efficacy). The
distinction between these is which luminous flux is included and where the power input
is measured.

Lumen (Im) is the ST unit for measuring luminous flux.

Lumen maintenance is the lumen output at a given time in the life of the lamp and expressed
as a percentage of the initial lumen output of the light source.



Luminaire is a complete lighting unit consisting of the light fixture, in combination with its

light source(s), any necessary ballasts or drivers, and all parts connecting the power
source to the light source, including any integrated controls.

Luminous Flux is the rate of flow of electromagnetic radiation emitted by a light source in all

directions, weighted by the spectral sensitivity of the human visual system [37].
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8.1 Introduction

The annual electricity consumption in the U.S. residential sector in 2012 was 3.76 billion kW
h/day. By the end of 2013, the total was 3.77 billion kW h/day. In 2014, the U.S. residential
sector used approximately 3.73 billion kW h/day. The average annual residential electricity
usage per customer in 2012 was 10,834 kW h. By the end of 2013, it was approximately
10,786 kW h and in 2014, it was 10,612 kW h (EIA short-term outlook, October 2013). That is
roughly an annual cost of $1200.00 in 2012, $1300.00 in 2013, and $1320.00 in 2014.

The U.S. Energy Information Administration (EIA) uses the British thermal unit (Btu) as a
common energy unit to compare or add up energy consumption across the different energy
sources that produce electricity. The United States uses several kinds of energy (petroleum,
coal, natural gas, propane, nuclear, hydroelectric, wind, wood, biomass waste, geothermal,
and solar). It is much easier to convert the various types of energy into Btus and come up with
a total for electricity consumption for the various sectors and products.”



In April, 2013, the EIA came out with a scenario for the next 30 years of electrical
consumption in the residential sector indicating that the United States will be consuming more
electricity. This does not mean that our products are consuming more electricity; it means that
there are going to be more homes, people,’ and electrical products over the next 30 years (see
Table 8.1).

Reducing the energy consumption of residential appliances and space conditioning
equipment depends on replacing older equipment with the much more efficient models
available now and on continuing to design even more energy-efficient appliances. National
energy efficiency standards for appliances have driven efficiency improvements over the last
20 years, and appliances have become significantly more efficient as a result. Further
improvement of appliance efficiency represents a significant untapped technological
opportunity.

TABLE 8.1
Residential Sector Key Indicators and Consumption (Quadrillion, Btu, Unless Otherwise Noted)

ref2013.d102312a 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037 2038 2039 2040

Report Annual Energy Outlook
203

Scenario  ref2013 Reference Case
Datekey  d102312a
Release Date  April 2013

4. Residential Sector Key Indicators and Consumption
{quadrillion Btu, unless otherwise noted)

2010 20 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037 2038 2039 2040

Key indicators

Households (millions)

Single-family B2R5 8356 8453 8557 8608 B686 8773 B8A3 8952 9039 9125 9207 9287 9368 452 9537 0622 G703 9781 9857 993 10009 10082 101.54 10228 103.03 10380 10455 10530 10603 106.77
Multifamily 2578 26.07 26 ) 2757 2798 2844 2890 2036 2982 3027 3072 316 3160 3205 3252 3301 3352 MO03 M5 3B05 3555 3606 3655 3705 3755 3804 3854 30904 3953
Mobile homes 660 65 650 646 BHAD 636 635 636 639 642 645 648 651 654 657 660 663 666 669 6TI 675 677 680 683 685 688 6501 693 696 699 TO2
Total 115.23 116,17 117.46 118,86 119.67 120,78 122,05 123,42 124.80 126,18 137,52 128,83 130,10 131.38 13269 134.02 13537 13671 138,02 13932 140,63 14191 14317 144.42 14569 146.96 14825 149.53 150,80 152.06 153.32

;\\'n'r.\sq' house square 1653 1659 1665 1671 1676 1682 1687 1691 1696 1700 1704 1708 1712 1716 1720 1724 1728 1731 1734 1737 1740 1743 1746 1748 1751 1754 1757 1759 1762 1764 1767
footage

Energy intensity

(million Btu per
household)

Delivered energy 99.2 972 916 W47 922 911 899 888 878 B7D B60D 851 814 837 830 825 8§19 813 807 802 7 792 787 781 T8 773 79 765 76,1 758 755

consumption

Total energy 189.0 1850 1741 1754 1719 1692 1666 1649 1639 1633 1617 1605 1596 1588 1580 1574 1565 1559 1552 1546 1540 1534 1528 1523 1519 1514 1510 1507 1505 1505 1506
consumption
(thousand Btu per
square foot)
Delivered energy 60.0 58.6 550 566 550 541 533 525 518 512 50.4 9.8 493 488 483 475 74 470 466 462 458 454 i5.1 T A Lo 437 135 432 430 427
consumption
1143 115 1045 1049 1026 1006 958 975 966 961 949 939 932 925 919 9L3 906 901 895 890 SB8S B8O &76 BT1 867 863 860 857 854 853 852
ive 3
consumption by fuel
Purchased electricity
Space heating 030 a7 025 029 028 028 025 029 029 0.29 029 0.30 030 030 030 030 0.31 031 0.31 031 031 o032 032 032 032 o032 0.32 032 032 032 032
Space cooling 092 093 093 080 089 089 09 091 092 09 095 09 09 100 102 14 106 L0 110 112 L4 L15 L17 119 121 123 125 127 128 130 132
Watert ing 045 045 046 047 048 048 049 049 049 0.50 050 051 0n.s1 052 052 052 053 053 053 053 053 053 053 053 053 054 054 0.5 054 055 055
Refrigeration 038 038 038 038 038 037 037 038 038 038 038 038 038 039 039 039 039 0.40 0.40 041 041 041 042 042 043 D43 043 044 044 045 045



Cooking ol 011 o1 61l o1 012 012 012 012 012 012 013 013 013 013 013 013 014 014 014 014 014 015 015 015 015 015 015 016 016
Clothes dryers 0.20 020 0200 020 021 021 021 021 021 021 022 02 022 022 02 023 023 023 023 024 02 04 024 025 025 025 025 025 026 026
Freezers 008 008 008 008 008 008 008 008 008 008 008 008 008 008 008 008 0O8 008 0408 008 008 008 008 008 008 008 008 008 008 008
Lighting 0.65 063 063 055 052 050 050 049 049 049 045 043 042 041 040 040 039 039 039 038 038 038 037 037 037 03F 037 037 038 038
Clothes washers* 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 002 002 002 002 002 002 002 002 002 002 002 D02 002 003 003
Dishwashers* 010 01 010 010 010 010 010 010 00 010 010 010 010 010 010 010 0m 011 oI o1 o1 om on 012 012 0312 012 012 013 013
Televisions and related  0L32 032 032 033 033 033 03 034 03 035 035 036 036 037 037 037 038 038 039 039 040 041 041 042 042 043 043 04 044 045
equipment®
Computers and related 0116 016 015 014 014 013 013 013 043 013 013 013 013 043 013 012 042 012 012 012 0M2 012 012 012 012 042 D12 012 012 013
equipment*
Furnace fans and boiler  0L13 013 013 0 0l 014 0M 0l 014 014 0 0l 014 0l 01 0 O 014 D4 014 0 0 0l 0 0 0 04 014 04 014
circulation pumps
Other uses? L 107 085 099 097 088 100 101 103 106 108 L1 113 L6 118 121 123 126 128 130 133 136 138 141 143 146 148 152 155 159
Delivered energy 4.93 4.86 472 464 465 466 468 472 477 483 484 483 492 497 502 508 513 519 525 530 536 542 548 55 561 567 573 580 588 595
Natural gas.
Space heating 332 325 280 332 316 315 313 310 306 34 302 300 298 295 294 292 291 289 288 287 285 284 282 281 279 277 275 273 270 268
Space cooling 0.00 0.00 000 000 000 000 000 000 OO0 000 000 000 000 000 000 000 QOO 000 000 000 000 D00 0O 000 000 000 QOO0 000 00D QOO
Water heating 1.30 130 13 13 13 13 132 132 132 132 133 133 133 133 133 13 133 133 132 132 131 130 129 128 128 17 1.7 1% 126 126
Cooking 022 022 02 022 02 01 022 02 022 02 02 02 02 02 02 022 022 02 023 023 023 023 023 023 023 023 023 023 023 023
Clothes dryers 006 006 006 006 006 006 006 006 006 006 006 006 006 006 006 006 007 007 007 007 007 007 007 007 007 007 007 007 007 007
Delivered energy 4.89 483 449 493 478 476 473 470 466 464 462 461 459 457 455 450 452 451 449 447 446 48 441 439 437 434 431 429 427 435
Distillate fuel oil
Space heating 049 050 049 055 051 050 049 048 047 046 045 044 043 042 041 040 039 038 037 036 036 035 034 033 033 032 031 031 030 029
Water heating 0o 0 008 008 008 007 007 006 (06 006 00 006 005 005 005 005 005 005 Did 004 004 M 004 004 004 04 00 003 003
Delivered enengy 0.58 059 05 063 052 058 056 055 053 052 051 049 045 047 046 045 044 043 042 041 040 039 038 037 036 036 035 034 033 033
Propane
Space heating 028 027 025 02 0 027 026 026 026 025 025 025 025 024 024 O0M 024 023 023 023 023 0213 02 02 02 02 022 02 021 021
Water heating 007 007 007 006 006 006 006 005 005 005 005 005 005 005 005 005 005 005 005 005 005 M4 0 004 04 04 04 04 04 O
Cooking 0.03 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003
Other uses” 015 (1A [ 017 017 018 018 018 019 019 019 019 020 0 020 020 O 0.21 0.21 021 o022 02 022 023 023 023 023 D24 0M 0H4 025
Delivered energy 053 053 051 05 051 05 053 053 053 053 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052 052
M[a ri;?;:: renewables 044 045 042 0458 Q44 043 043 043 043 043 O 04 04 0 044 04 O 04 04 045 045 045 045 045 045 045 D45 045 045 045
W
Other fuels® 0. 002 002 003 002 002 002 002 002 002 002 002 002 o002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002
Delivered energy
consumption by end
use
Space heating 486 476 432 494 469 466 462 458 454 450 447 44 441 438 435 432 430 428 426 424 422 419 417 415 412 409 407 404 401 3098
Space cooling 092 0.93 093 030 089 08 090 091 092 084 095 097 098 100 1.02 104 106 108 110 112 114 115 117 119 121 123 125 127 128 130 132
Water heating 191 19 19 19 1% 194 19 19 193 193 1% 194 19 195 15 195 19 195 19 194 19 1592 191 1% 18 189 1.8 188 188 158 189
Refrigeration 038 035 038 038 038 037 037 038 038 038 038 038 038 039 039 039 039 040 040 041 041 041 042 042 043 043 043 044 044 045 045
Cooking 036 0.36 036 036 036 036 03 037 037 037 037 037 038 038 038 038 038 039 039 039 040 040 040 040 040 041 041 041 041 042 042
Clothes dryers 025 025 026 026 027 02F 027 027 027 028 025 028 028 029 09 029 029 030 030 030 030 031 031 031 032 032 032 032 033 033 033
Freezers 0.08 0.08 008 008 008 008 008 008 008 008 D08 008 008 008 008 QR 008 D08 008 008 008 008 008 008 008 008 008 008 008 008 009
Lighting 0.65 0.63 063 055 052 050 050 049 D49 049 045 043 D42 041 040 040 039 03 039 038 038 038 037 037 037 037 037 037 038 038 038
Clothes washers® 003 003 003 003 003 003 003 003 003 003 003 003 003 003 003 002 002 002 002 002 002 002 002 002 002 002 002 002 003 003 003
Dishwashers* 0.10 010 01w 010 00 0 010 00 00 0 010 010 0 010 010 010 01 0.1 on oo oo omn o 012 @12 Q12 012 012 013 013 013
Televisions and related 032 032 032 033 033 033 034 03 0M 035 035 036 036 037 037 037 038 038 039 039 040 041 041 042 042 043 043 044 044 045 D45
equipment”
Cump_vulnrs and related  0.16 016 015 014 014 013 013 013 013 043 013 013 043 013 013 012 012 012 012 042 012 012 042 012 032 012 042 012 012 043 013
equipment’
Furnace fans and boiler 013 013 013 014 01 0 0 0 0 0K 014 0 0 0 0 0 0 DM 0 0 Dl 0 D 0 0 04 0 0 0 0 04
circulation pumps
Other uses" 126 123 L12 117 LM L6 L18 L2 1.2 125 128 130 133 136 138 141 14 147 150 152 155 158 161 184 166 1.69 L72 L7 L7 183 187
Delivered energy 141 1128 1075 1124 102 1099 1096 1095 1095 1097 1095 1096 1097 1099 1101 1.04 1107 1.1 1L14 1117 1120 1123 1126 1129 1132 1135 1139 1143 1147 1152 1157
Electricity related losses 10.35 1020 969 959 954 944 936 940 950 963 966 971 97% 937 955 1044 1011 1020 1028 10.36 1045 1053 1061 1070 10.80 1090 1100 1110 1123 1136 1150
Total energy
consumption by end
use
Space heating 549 533 483 555 526 523 519 515 51 508 506 503 500 497 4595 493 490 483 486 484 483 481 478 47 47 471 468 465 462 460 457
Space cooling 284 2.88 283 246 271 270 269 272 276 281 286 290 294 299 304 310 315 320 324 329 335 340 345 350 35S 36D 365 369 3 3T I
Water heating 285 285 289 293 2% 292 290 290 291 283 29 29 297 298 298 299 299 299 298 297 297 295 294 29 282 292 292 282 292 193 19
Refrigeration L6 116 L15 116 115 113 112 112 113 113 L4 LM 115 115 16 Lle 117 L1 11 120 121 12 123 1233 14 125 136 127 128 130 131
Cooking 058 059 059 059 05 060 080 060 061 061 062 062 063 063 064 065 065 066 066 067 067 068 068 089 060 070 070 071 071 072 072
Clothes dryers 0.66 0.66 067 068 069 069 068 068 069 070 071 071 072 073 073 074 074 075 07 076 077 077 078 079 079 080 080 08 08 08 083
Freezers 0.25 0.26 025 02 02 025 025 025 025 025 025 025 025 025 035 025 025 025 025 025 025 024 024 024 024 024 024 025 025 025 035
Lighting 202 197 193 169 158 152 149 147 147 148 135 1L 125 123 L2119 117 L1 14 113 11 1w e 1¢ 1@ 1 108 19 19 LI 110
Clothes washers® 0.10 010 010 010 010 010 009 009 009 008 008 008 008 008 008 007 007 007 007 007 007 007 007 007 007 007 007 007 007 007 007
Dishwashers* 0.32 0.3z 032 032 032 031 031 031 031 031 031 031 031 031 031 031 031 032 032 032 033 033 03 034 035 035 035 036 035 037 037
Televisions and related (.95 0.98 (e 101 L1 1M 1; 1m 102 L4 105 106 108 L9 110 112 113 114 L5 .17 118 119 121 12 123 135 126 127 129 130 132
equipment”
Computers and related 049 049 045 043 041 040 040 039 039 039 03¢ 039 038 038 037 037 037 037 036 036 036 036 036 036 036 0¥ 036 036 036 036 036
equipment*
Fumace fans and boiler 0,42 042 039 043 042 042 042 041 042 042 D42 042 042 042 042 042 042 D42 042 042 042 042 042 042 042 042 042 041 041 041 041
circulation pumps.
Other uses" 360 348 306 322 313 315 317 322 328 336 344 351 359 366 373 380 386 393 400 407 414 422 428 435 442 449 457 466 476 486 497
Total 2176 2148 2043 2083 2056 2042 2032 2035 2044 2059 2062 2066 2076 2085 2096 2108 2118 2131 2142 21.53 2165 2176 21.88 2199 2212 2225 2238 2253 2269 2288 23.08
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Nonmarketed
renewables'

Geothermal heat pumps  0.01 001 001 001 001 002 o0z 002 002 002 002 002 002 002 002 o2 on2 002 002 002 002 002 002 002 003 a3 003 003 003 003 003
Solar hot water heating  0.01 001 001 00 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002 002
Solar photovoltaic oo ooz oM 007 009 0N 014 014 014 04 D 015 015 015 015 015 016 0le 016 016 017 017 017 018 018 n1s 019 01w o020 o2 0
Wind 0.00 000 000 000 001 0 001 001 001 001 001 001 001 001 001 O 001 001 001 001 001 001 001 001 001 001 001 001 001 001 001
Total 003 004 007 010 012 016 019 019 019 0.19 020 020 020 020 020 021 o 021 o0 022 022 022 023 023 0M4 024 02s 025 026 026 027

Heating degree Days

New England 5944 G138 5796 £490 6215 6200 6186 6172 6158 AL 6131 6117 6103 H0BY  GOTS  BORZ  G(MS AL 020 6006 599 Mol 5907 5893 3879 5865 5850
Middle Atlantic 5453 5413 5038 5779 5459 5443 5427 G411 5394 5378 5362 5M6 5330 534 5298 5281 5265 5249 R233 59 5105 5089 5073 5058 5042
East North Central 6209 6187 5462 6358 6137 6127 6116 6105 6004 6084 6073 6062 6051 6040 6030 6019 o 986 3 HK 859 5878 58 58!
West North Central 6385 6646 5633 6619 6372 6360 638 6336 6323 6310 6297 6284 6271 6257 6244 6230 6216 189 6077 6063 6049 6035 6020
South Atlantic 3183 2555 2337 2800 2699 2693 2687 2680 2674 2667 2660 2654 2647 2640 2634 2627 2621 2615 2608 2602 2596 2590 2584 2578 2572 2566 2560 2554 2549 2343 2538
East South Central 4003 3307 2034 3599 M38 435 3431 M2 324 MZL MI7 3414 MI0 3907 3403 3400 3396 3303 3389 3386 3382 33T 3375 3371 3367 3364 3360 3356 3352 3349 3345
West South Central 2503 2203 1829 2280 2084 2076 2068 2060 2052 244 2036 20253 2020 2012 2004 1996 1988 1950 1972 1954 1956 1948 1940 1932 1924 1916 1908 1900 1892 1884 1876
Mountain 4882 5054 4624 5021 4666 4647 4628 4608 4587 4566 4545 4512 4500 4476 4453 4430 06 4383 4359 4336 4312 4288 4264 4240 4216 4192 4168 414 4119 4095 4071
Pacific 3202 ML 3T0 3239 312 309 306 304 301 3097 3094 3091 3087 3083 3079 3076 3072 3068 3064 3061 3057 3053 3050 (M6 3043 3039 3036 3033 3029 3026 3022
United States 4388 4240 3811 4355 4146 4131 4116 4101 4085 4070 4054 4039 4024 4008 30993 3078 3063 3047 3032 3918 3003 3888 3873 3858 3844 3820 3G14 3TH0 3ITES 370 375
Cooling degree Days

New England 655 W7 604 465 559 564 569 573 578 583 588 592 597 e02 607 611 616 621 A25 630 635 64D 644 649 654 659 664 668 673 678 683
Middle Atlantic 889 588 548 854 861 868 889 896 a0z a9 916 223 930 937 M4 950 o957 964 o971 978 a84 29 998 1005 1011
East North Central 1011 746 7 T 81 8 809 811 813 815 817 819 21 822 824 826 B28  H30 832 &34 836 M3S S40 842 By
West North Central nzs 1Mme 1241 957 o0 99 92 998 1000 1002 1003 1005 1007 1008 1000 1012 1014 1015 1017 1019 1021 1022 1034 1026 1028 1030
South Atlantic 2289 2357 2M0 2041 2177 2185 2193 2202 210 2219 228 2236 2245 2254 2262 2271 2279 2288 2296 2305 2313 2322 2330 2330 2347 2356 2364 2372 2380 2389 2397
East South Central 1999 1811 1817 1597 1740 1746 1753 1760 1766 1773 1779 1786 1792 799 1805 1812 1818 1825 1831 1838 1845 1851 1858 1864 1871 1877 1884 180 1897 1903 1910
West South Central 2755 3194 2881 2512 2772 2784 2797 2810 2822 2835 2847 2860 2873 5 2898 2911 2923 2936 2948 2961 2974 2986 2999 3011 3024 3037 39 3062 3074 3087 309
Mountain 1490 1396 1522 1420 1628 1639 1650 1662 1674 1686 1698 1711 1725 1739 1752 1766 1780 1794 1808 1822 1837 1851 1866 1880 1895 1910 1925 190 1955 1970 1985
Pacific 746 E] 886 844 BUS 901 903 906 908 910 913 915 918 920 €23 925 928 930 933 935 938 940 942 945 947 950 €52 954 957 959 961
United States 1498 1528 1518 1319 1444 1453 1462 1471 1480 1489 1499 1508 1517 1526 1535 1545 1554 1563 1572 1582 1591 1600 1610 1619 1628 1638 1647 1657 1666 1676 1685

A w 2011, DOE/EIA-0384(2011) (Washington, DC, September 2012). 2010 and 2011 degree days based on
1 Climate Prediction Center,

2a,
wding. Data for 2010 and 2011
1A data reports. Btu = British thermal unit. - - = Not applicable
peakers, networking equipment, and uninterruptible power supplies
not listed above. Electric vehicles are included in the transportation sector.

scondary heatir wd stoves or fiseplaces as reported in the Residential Energy Consumption Survey 2005,

Consumption determined by using the fossil fuel equivalent of 9756 Bru/kW h.

8.2 Description of Major Appliances and Space Conditioning Equipment

8.2.1 Refrigerator-Freezers and Freezers

Refrigerators, refrigerator-freezers, and freezers keep food cold by transferring heat from the
air in the appliance cabinet to the outside of the cabinet. A refrigerator is a well-insulated
cabinet used to store food at 34°F (1.1°C) or above, a refrigerator-freezer is a refrigerator
with an attached freezer compartment that stores food below 0°F (—17.7°C), and a standalone
freezer is a refrigerated cabinet to store and freeze foods at —12°F (—24.4°C) or below. Almost
all refrigerators are fueled by electricity. The refrigeration system includes an evaporator, a
condenser, a metering device, and a compressor. The system uses a vapor compression cycle,
in which the refrigerant changes phase (from high pressure vapor to high pressure liquid and
back to low pressure vapor) while circulating in a closed loop system. The refrigerant absorbs
or discharges heat as it changes phase. Although most refrigerants and insulating materials
once contained chlorofluorocarbons (CFCs), all U.S. models sold after January 1, 1996, are
CFC-free. Under the Montreal Protocol, in 1996, refrigerator-freezer manufacturers are using
R134a (1,1,1,2-tetrafluoroethane) as the replacement for R-12 (dichlorodifluoromethane)
refrigerant. R134a is also sold under other names such as: Dymel 134a, Forane 134a, Genetron
134a, HFA-134a, HFC-134a, R-134a, Suva 134a, and Norflurane.



There are over 170 million refrigerators and refrigerator-freezers currently in use today in
U.S. homes with over 60 million refrigerators over 10 years old and are costing consumers
billions in excessive energy costs.

8.2.2 Water Heaters

A water heater is an appliance that is used to heat potable water for use outside the heater upon
demand. Water heaters supply water to sinks, bathtubs and showers, dishwashers, and clothes
washing machines. Most water heaters in the United States are storage water heaters, which
continuously maintain a tank of water at a thermostatically controlled temperature. The most
common storage water heaters consist of a cylindrical steel tank that is lined with glass in
order to prevent corrosion. Most hot water tanks manufactured today are insulated with
polyurethane foam and wrapped in a steel jacket. Although some use oil, almost all storage
water heaters are fueled by natural gas (or LPG) or electricity.

Rather than storing water at a controlled temperature, instantaneous water heaters (tankless)
heat water as it is being drawn through the water heater. Both gas-fired and electric
instantaneous water heaters (tankless) are available. Instantaneous water heaters are quite
popular in Europe and Asia. Although they are not commonly used in the United States, their
presence does seem to be increasing.

Like refrigerators, water heaters are present in almost all U.S. households. Approximately
54% of households have gas-fired water heaters, and approximately 38% have electric water
heaters. Hot water use varies significantly from household to household, mostly due to
differences in household size and occupant behavior.

The Department of Energy (DOE) final rule effective on April 16, 2015, mandates will
require higher energy factor (EF) ratings on virtually all residential gas, electric, oil, and
tankless gas water heaters. The EF is the ratio of useful energy output from the water heater to
the total amount of energy delivered to the water heater. The higher the EF, the more efficient is
the water heater (see Table 8.2).

TABLE 8.2
2015 Energy Conservation Standards for Residential Water Heaters

Rated Storage Volume/Inputs

Product Classes Affected by Change Affected by Change New EF Requirements
Electric 220 and <55 gal, <12 KW input 0.960 - (0.0003 x V)
>55 and <120 gal, <12 kW input 2.057 - (0.00113 x V)
Gas fired 220 and <55 gal, <75,000 Btu/h 0.675 — (0.0015 % V)
=55 and <100 gal, <75,000 Btu/h 0.8012 — (0.00078 x V)
(il fired <50 gal, <105,000 Btu/h 0.65 — (0.0019 = V)
Instantaneous electric” <2 gal, <12 kW input 0.93 - (0.00132 = V)
Instantaneous gas fired <2 gal, <200,000 Btu/h 0.82 - (0.0019 % V)

* No change.



8.2.3 Furnaces and Boilers

Furnaces and boilers are major household appliances used to provide central space heating.
Both fuel-burning and electric furnaces and boilers are available. A typical gas furnace
installation is composed of the following basic components: (1) a cabinet or casing; (2) heat
exchangers; (3) a system for obtaining air for combustion; (4) a combustion system including
burners and controls; (5) a venting system for exhausting combustion products; (6) a circulating
air blower and motor; and (7) an air filter and other accessories. (Furnaces that burn oil and
liquid petroleum gas (LPG) are also available, though not as common.) In an electric furnace,
the casing, air filter, and blower are very similar to those used in a gas furnace. Rather than
receiving heat from fuel-fired heat exchangers, however, the air in an electric furnace receives
heat from electric heating elements. Controls include electric overload protection, contactor,
limit switches, and a fan switch. Furnaces provide heated air through a system of ducts leading
to spaces where heat is desired. In a better system, hot water or steam is piped to terminal
heating units placed throughout the household. The boiler itself is typically a pressurized heat
exchanger of cast iron, steel, or copper in which water is heated.

According to the U.S. Census Bureau in its report Annual 2012 Characteristics of New
Housing report, 59% of new family homes completed in 2012 used natural or LPG gas for
heating, followed by 39% that use electricity for heating, 1% that use oil, and 2% that use other
forms.

8.2.4 Central Air Conditioning, Room Air Conditioners, and Ductless
Minisplit Air Conditioners

A central air conditioning (AC) system is an appliance designed to provide cool air to an
enclosed space. Typically, central AC systems consist of an indoor unit and an outdoor unit
(split system). Central air conditioning (AC) units are also available in a package unit. A
packaged unit air conditioning system has all of the components contained in one unit. This
type of air conditioning unit can be installed on a rooftop with duct work added. A package
unit air conditioner operates the same as a central unit. The outdoor condenser unit contains a
compressor, condenser coil (outdoor heat exchanger coil), condenser fan, and condenser fan
motor; the indoor unit consists of an evaporator coil (indoor heat exchanger coil) and a
refrigerant flow control device (a capillary tube, thermostatic expansion valve, or orifice)
residing either in a forced-air furnace or an air handler. Refrigerant tubing connects the two
units. A central AC system provides conditioned air by drawing warm air from the living area
space and blowing it through the evaporator coil; as it is passing through the evaporator coil,
the air gives up its heat content to the refrigerant. The conditioned air is then delivered back to
the living area space (via a ducted system) by the blower residing in the furnace or air handler.
The compressor takes the vaporized refrigerant aiming out of the evaporator and raises it to a
temperature exceeding that of the outside air. The refrigerant then passes on to the condenser
unit (outside coil), where the condenser coil rejects the heat from the refrigerant to the cooler
outside air, and condenses. The liquid refrigerant passes through the flow control device, and



its pressure and temperature are reduced. The refrigerant reenters the evaporator coil, where
the refrigeration cycle is repeated.

Unlike the two-unit, central AC system, a room air conditioner is contained within one
cabinet and is mounted in a window or a wall so that part of the unit is outside the building and
part is within the occupied space. The two sides of the cabinet are typically separated by an
insulated divider wall in order to reduce heat transfer. The components in the outdoor portion
of the cabinet are the compressor, condenser coil, condenser fan, fan motor, and capillary tube.
The components in the indoor portion of the cabinet are the evaporator coil and evaporator fan.
The fan motor drives both the condenser and evaporator fans. A room AC provides
conditioned air in the same manner described for a central AC system but without air ducts.

Like conventional central air conditioners, minisplit air conditioners use an outside
compressor/condenser unit and an indoor evaporator coil/ductless air handler unit. The
difference is that each room or zone to be cooled has its own ductless air handler. Each indoor
ductless air handler unit is connected to the outdoor condensing unit via a conduit carrying the
electrical power, refrigerant lines, and condensate lines. The primary advantage is that by
providing dedicated units to each occupied space or zones, it is easier to meet the varying
comfort needs of different rooms of the residence. By avoiding the use of ductwork, minisplit
AC also avoid energy losses associated with central AC. Some minisplit air conditioner
condensers are designed to handle up to five ductless air handlers at one time.

Approximately 89% of U.S. households had an AC system in 2009; room ACs is used in
6% of households, and 5% without AC. According to the U.S. Census Bureau in its report
Annual 2012 Characteristics of New Housing report, 89% of new family homes completed in
2012, followed by 11% completed without AC installed.

AC manufacturers are beginning to offer HFC-410A refrigerant in AC systems as an
alternative to HCFC-22 (R-22) refrigerant units. The EPA has established the phase-out of the
HCFC-22 refrigerant with no production or importing beginning in 2020. However,
manufacturers of AC equipment must phase out the use of HCFC-22 refrigerant in new AC
equipment by January 1, 2010. In general, existing R-22 systems will probably be converted to
R-407C, an alternative refrigerant; however, new AC equipment will be designed to operate
on R-410A.

8.2.5 Heat Pumps

Unlike air conditioners, which provide only space cooling, heat pumps use the same equipment
to provide both space heating and cooling. A heat pump draws heat from the outside air into a
building during the heating season and removes heat from a building to the outside during the
cooling season. An air source heat pump contains the same components and operates in the
same way as a central AC system but is able to operate by reversing the refrigerant directional
flow as well, in order to provide space heating. In providing space heat, the indoor coil acts as
the condenser while the outdoor coil acts as the evaporator. When the outside air temperature
drops below 2°C (35.6°F) during the heating season, the available heat content of the outside
air significantly decreases; in this case, a heat pump will utilize supplementary electric-
resistance backup heat. A ground-source heat pump operates on the same principle as air-



source equipment except that heat is rejected or extracted from the ground instead of the air.
Since ground temperatures do not vary over the course of a day or a year as much as the
ambient air temperature, more stable operating temperatures are achieved. The ground loop for
a ground-source heat pump is a closed system that uses a pressurized, sealed piping system
filled with a water/antifreeze mixture. The indoor mechanical equipment of a ground-source
system includes a fan coil unit with an indoor coil, a compressor, and a circulation pump for
the ground loop. Almost all heat pumps are powered by electricity.

Heat pumps were used in approximately 11% of U.S. households in 2001. The energy
consumption of heat pumps varies according to the same user characteristics discussed earlier
for AC systems. According to the U.S. Census Bureau in its report Annual 2012
Characteristics of New Housing report, 38% of new family homes completed in 2012 have
heat pump units installed.

The EPA has established the phase-out of the HCFC-22 refrigerant for heat pumps with no
production or importing beginning in 2020. However, manufacturers of heat pump equipment
must phase out the use of HCFC-22 refrigerant in new heat pump equipment by January 1,
2010. In general, existing R-22 systems will probably be converted to R-407C, an alternative
refrigerant; however, new heat pump equipment will be designed to operate on R-410A.

8.2.6 Clothes Washers

A clothes washer is an appliance that is designed to clean fabrics by using water, detergent,
and mechanical agitation. The clothes are washed, rinsed, and spun within the perforated
basket that is contained within a water-retaining tub. Top-loading washers move clothes up and
down, and back and forth, typically about a vertical axis. Front-loading machines move clothes
around a horizontal axis. Electricity is used to power an electric motor that agitates and spins
the clothes, as well as a pump that is used to circulate and drain the water in the washer tub.
Some washer models use a separate water heater element to heat the water used in the washer.

Approximately 84% of households had clothes washers in 2009. Most of the clothes
washers sold in the United States are top-loading, vertical-axis machines. The majority of
energy used for clothes washing (85%—90%) is used to heat the water. User behavior
significantly affects the energy consumption of clothes washers. The user can adjust the amount
of water used by the machine to the size of the load, and thereby save water and energy.
Choosing to wash with cold water rather than hot water reduces energy consumption by the
water heater. Similarly, rinsing with cold water rather than warm can reduce energy
consumption. Energy consumption depends on how frequently the washer is used. The DOE’s
test procedure assumes clothes washers are used 300 times a year on average. According to
the U.S. Energy Star program, if every washer purchased in the United States in 2013 earned
the Energy Star rating, we would save about $250 million in electricity, water usage, and gas
every year thereafter.

8.2.7 Clothes Dryers



A clothes dryer is an appliance that is designed to dry fabrics by tumbling them in a cabinet
like drum with forced-air circulation. The source of heated air may be powered either by
electricity or natural gas. The motors that rotate the drum and drive the fan are powered by
electricity. Approximately 79% of U.S. households have automatic clothes dryers and 21% do
not use a clothes dryer in 2009. An automatic dryer in U.S. homes consists of 80% electric
dryers, 19% natural gas dryers, and 1% propane gas (LPG) dryers.

8.2.8 Dishwashers

A dishwasher is an appliance that is designed to wash and dry kitchenware by using water and
detergent. Typically, in North America, hot water is supplied to the dishwasher by an external
water heater. In addition, an internal electric heater further raises the water temperature within
the dishwasher. Electric motors pump water through spray arms impinging on the kitchenware
in a series of wash and rinse cycles. An optional drying function is also enabled by electric
heaters and sometimes a fan. In recent years, some dishwashers incorporate soil sensors that
determine when the dishes are clean and the washing cycle can be stopped. Approximately
69% of U.S. households had dishwashers in 2011.

8.2.9 Cooktops and Ovens

A cooktop is a horizontal surface on which food is cooked or heated from below; a
conventional oven is an insulated, cabinet like appliance in which food is surrounded by
heated air. When a cooktop and an oven are combined in a single unit, the appliance is referred
to as a range. Both gas and electric ranges are available. Cooktops and ovens are present in
almost all households. Almost 60% of households use electric cooktops and ovens, and the
remaining 40% of households use gas cooktops and ovens.

In a microwave oven, nonionizing microwaves directed into the oven cabinet cavity cause
the water molecules inside the food to vibrate. Movement of the water molecules heats the
food from the inside out. The fraction of households with microwave ovens has increased
dramatically in recent years. Appliance manufacturers have sold over 5 million microwave
ovens in 2013.

8.3 Current Production

Table 8.3 shows the number of various appliances that was shipped by manufacturers in 2012
and 2013. Shipments have been increasing for most of the major appliances and air
conditioners.




8.4 Efficient Designs

State and federal standards requiring increased efficiency for residential appliances, utility
programs, and labels (such as Energy Star) have improved appliance efficiency dramatically
since the late 1970s (Meyers et al., 2004). For example, the annual energy consumption
(according to the DOE test procedure) of a new refrigerator in 2003 was less than half the
consumption in 1980. Because of the slow turnover rate of appliances, however, the older, less
efficient equipment remains in use for a long time. Promising design options for further
improving the efficiency of residential appliances are discussed next.

The DOE has set standards and test procedures for appliances and air conditioners and has
required manufacturers to comply with their rulings. See website for further details on the
appliances and air conditioners listed in this chapter at:
http://www 1.eere.energy.gov/buildings/appliance_standards/standards_test_procedures.html.

TABLE 8.3
Shipments of Major Appliances and Space Conditioning Equipment in the United States



YTD-2012 YTD-2013 %Chg

Major home appliances and space conditioning equipment (thousands of units)

All major appliances 36,981.10 37.971.10 270
Cooking—total 9,014.60 9,166.70 1.70
Electric cooking—total 2,386.60 2,555.60 7.10
Electric ranges 1,902.70 2,009.00 5.60
Electric ovens 316.5 365.9 15.60
Surface cooking units 1674 180.7 5.00
Gas cooking—total 1,412.80 1,521.50 7.70
Gas ranges 1,228.30 1,304.20 6.20
Gas ovens i b | 17.7 3.70
Surface cooking units 167.5 199.5 19.20
Microwave ovens 5,215.20 5,089.70 -2.40
Home laundry—total 7.320.90 8,258.00 12.80
Automatic washers 4,104.40 4,591.90 11.90
Dryers—total 5,215.20 3,666.00 14.00
Electric 2,615.80 2,963.50 13.30
Gas 600.7 702.5 17.00
Kitchen cleanup—total 6,621.40 7,253.00 9.50
Disposers 3,419.80 3,725.00 8.90
Dishwashers—total 3,181.30 3,505.00 10.20
Built in 3,153.70 3,480.20 10.40
Portable 27.6 248 -10.10
Compactors 20.3 23 12.90
Food preservation—total 5,976.30 6,090.00 1.90
Refrigerﬂtors 6.5 and over 4,897.90 5,134.10 4.80
Freezers—total 1,078.50 955.9 -11.40
Chest 714.1 581.2 -18.60
Upright 364.4 374.6 2.80
Gas water heaters—total 3,186.50 3,535.50 11.00
Electric water heaters—total 3,077.30 3,330.70 8.20
Gas furnaces—total 1,787.30 2,093.90 17.20
Qil furnaces—total 25,567.00 24,593.00 -10.80
Air conditioners and heat pumps—total 5,019.00 5,540.40 10.40
Air conditioners only—total 3,526.60 3,807.50 8.00
Heat pumps only—total 1,492.30 1,732.90 16.10
Home comfort—total 8,047.90 7,206.50 -10.50
Room air conditioners 7,224.70 6,436.10 -10.90
Dehumidifiers 823.2 7704 -6.40

Source: Association of Home Appliance Manufacturers (AHAM), Washington, DC.

Notes: Figures (in units) include shipments for the U.S. market, whether imported or domestically produced.
Export shipments are not included; Industry figures are estimates derived from the best available
figures supplied by a sample of AC manufacturers and are subject to revision.

8.4.1 Refrigerators and Freezers



Relative to the 2001 U.S. federal efficiency standard, achieving a 15% energy use reduction
for refrigerator-freezers is possible with the use of a high-efficiency compressor, high-
efficiency motors for the evaporator and condenser fans, and adaptive defrost control. Models
at this level of efficiency account for a modest market share in the United States. Achieving a
25% energy use reduction generally would require a reduction in load transmitted through the
unit’s walls and doors, which might require the use of vacuum panels.

8.4.2 Improved Fan Motors

The evaporator and condenser fans of large refrigerators are powered by motors. The most
common motor used for this purpose is a shaded-pole motor. Large efficiency gains are
possible in refrigerators and freezers by switching to electronically commutated motors
(ECMs), also known as brushless permanent-magnet motors, which typically demand less than
half as much power as shaded-pole motors.

8.4.3 Vacuum Insulation Panels

The use of vacuum insulation panels (VIPs) can significantly reduce heat gain in a refrigerated
cabinet and thereby decrease the amount of energy necessary to maintain a refrigerator or
freezer at a low temperature. When using VIP, a partial vacuum is 